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Foreword

The modern era can be characterized by increasing rates of change within every dimension of the envi-
ronments in which we operate. Global economic and political conditions, technological infrastructure, 
and socio-cultural developments all contribute to an increasingly turbulent and dynamic environment for 
those who design and manage information systems for use in business, government, military, and other 
domains. Even weather patterns and events seem to change more rapidly in recent years! As our institu-
tions (economic, political, military, legal, social) become increasingly global and inter-connected, as we 
rely more and more on automated control systems to provide our needs for energy, food, and services, 
and as we establish Internet-based mechanisms for coordinating this global interaction, we introduce 
greater vulnerability to ourselves as individuals, for companies, and for our governments, including 
their military organizations. This increased dependence on cyberspace also inflates our vulnerability 
– isolation is no longer an option. Perhaps no aspect of this phenomenon is as alarming and challenging 
as the need to understand the various risks to the security of our information systems and the methods 
for addressing them.

These risks arise from a plethora of sources and motivations. Some are natural; in recent years we 
have seen significant weather events (Asian Tsunami, Hurricane Katrina, major earthquakes, etc.) that 
threaten organizations and their physical resources, including information servers. Some risks are from 
intentional human activity, and the world is now full of new, more sophisticated hackers, spies, terrorists, 
and criminal organizations that are committed to coordinated global attacks on our information assets 
in order to achieve their many goals. Some wish to inflict damage and loss for political reasons or for 
military purposes, some are seeking “trade secrets” and proprietary corporate information, and others 
are seeking financial information with which to conduct fraud, identity theft, and other criminal acts. 
Another category of risks has arisen from new classes of increasingly-devious and effective malware 
capable of penetrating even the most recent perimeter defenses. These include not only viruses, worms, 
and trojans, but now also rootkits, distributed botnet attacks, and a new scary sophisticated category 
called the “Storm” class of malware, which includes programs which are self-propagating, coordinated, 
reusable, and self-defending peer-to-peer tools that use decentralized command and control and seem 
to use intelligence to dynamically defend themselves from users and software.

Perhaps the greatest threat of all is the insider threat – the organizational member who is a “trusted 
agent” inside the firewall. This employee or other constituent with a valid username and password 
regularly interacts with the information assets of the organization, and can initiate great harm to the 
confidentiality, integrity, or availability of the information system through deliberate activities (consider 
the disgruntled employee or the counter-spy). Or they may introduce risk via passive noncompliance 
with security policies, laziness, sloppiness, poor training, or lack of motivation to vigorously protect the 



  xvii

integrity and privacy of the sensitive information of the organization and its partners, clients, custom-
ers, and others. I call this problem the “endpoint security problem” because the individual employee 
is the endpoint of the information system and its network – the employee has direct or indirect access 
to the entire network from his or her endpoint and can inflict great harm (and has!). The insider threat 
has repeatedly been called the greatest threat to the system, and yet this is often overlooked in a rush 
to protect the perimeter with ever-increasingly sophisticated perimeter controls (intrusion detection 
systems, firewalls, etc.). Greater emphasis on hiring, training, and motivating employees to act securely 
will generate great payoff for the organizations that pursue this strategy. Mechanisms to support this 
goal are paramount to the future security of our information assets.

Developing and testing creative solutions and managerial strategies to identify these threats, analyze 
them, defend against them, and also to recover, repair, and control the damage caused by them is a critical 
management imperative. Leaders in government and industry must actively and aggressively support 
the ongoing design and implementation of effective, appropriate solutions (technologies, policies, legal 
strategies, training, etc.) that can be targeted to these diverse threats to our information assets and to the 
smooth functions of individuals, teams, organizations, and societies in our global network of systems. 
New methods of analysis (e.g. threat graphs, evolving standards, government actions) and new solutions 
(e.g. honeynets, firewall designs, improved training and monitoring) will be required to keep up with 
the ever-changing threat environment. Research in this area is critical for our protection in this new age 
of global inter-connectivity and interdependence. We need to continually seek new and better solutions 
because the enemy is constantly improving the attack vectors. The alternative is not acceptable. The 
costs are too high. We must prevail.
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Preface

In the 2003 publication, The National Strategy to Secure Cyberspace, the United States Government 
acknowledged, “our economy and national security is now fully dependent on information technology 
and the information infrastructure” (U. S. Government, 2003, p. 9). The candid use of the word “fully” 
is no overstatement. If the Internet infrastructure were significantly compromised, critical systems sup-
porting supply chains, financial markets and telecommunications, for example, could simultaneously 
be severely handicapped or completely cease from functioning. 

Particularly since the turn of the century, modern society’s dependence on cyber and information 
related technologies for daily living has increased at an astonishing rate. Entire cultures of what many 
call ‘developed nations’ such as the United States are engulfed in a cyber technology way of life that 
takes for granted the availability and integrity of information systems and the Internet. Additionally, in 
some “developing” nations, the outsourcing of knowledge work from developed nations has created high-
technology subcultures in the developing world. While a global digital divide certainly exists between 
nations with ready access to cyberspace and those without such access, overall, an increasing global 
economic dependency on cyberspace is undeniable. Some argue, such as James Lewis in testimony to 
the U. S. Congress, “Cyber security is now one of the most important national security challenges facing 
the U. S. This is not some hypothetical catastrophe. We are under attack and taking damage.” Indeed, 
the cyber security situation facing the U. S. has gotten worse in the past decade, while cyberspace now 
supplies the foundation of much of the nation’s economic activity (Lewis, 2008). 

This book addresses the growing societal dependence on information technologies by providing a 
literature resource for academics and practitioners alike that speaks to the pressing issues facing cyber 
security from both national and global perspectives. Book chapters cover critical topics to include infor-
mation security standards, information overload, cyber privacy issues, information terrorism, the cyber 
security black market, threat assessment for enterprise networks, an analysis of critical transportation 
infrastructures with cyberspace implications, information sharing during catastrophic events, as well 
as chapters discussing trusted computing, honeypots and server hardening. The underlying premise of 
the book stresses the global nature of cyber security problems; in doing so, each chapter provides an 
analysis of specific threats facing society with proposed solutions. Ultimately, we hope this book will 
facilitate international cooperation to help build a more secure future in cyberspace.

Before continuing, it is worthwhile to review the term security and offer a formal definition to help 
explain why books such as this are valuable. Security is the condition of being protected, which includes 
freedom from apprehension and the confidence of safety; hence, assurance. We can think of security as 
that which makes safe or protects (Webster’s Revised Unabridged Dictionary, 2008). Regarding infor-
mation or cyber security, both practitioners and academics often stress the importance of three desirable 
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aspects of security: Confidentially, Integrity and Availability. This CIA triad serves as a limited, but useful 
framework for thinking about and understanding security and how data and cyber-based systems need 
protecting (Whitman & Mattord, 2004). Security becomes especially critical in hazardous environments 
when the risk of danger and the consequence from damaging incidents are high. This is the reason why 
cyber security has become so critical in recent times. We have become progressively dependent on 
cyberspace for daily living yet the cyber environment is full of serious dangers. 

Now that we have briefly framed the term security, we may ask, what aspect of security is most 
important to enhance our understanding and lower risks? In his edited book titled, Information Security 
Management: Global Challenges in New Millennium, Dhillon argues that the management of informa-
tion security should be broader in scope than just focusing on the technological means to achieve proper 
security (2001). This indeed is the case with the current text: fully grasping today’s challenges requires a 
broad view of cyber security that includes both technical and managerial dimensions. To this end, each 
chapter offers a valuable perspective of cyber security and information assurance. If read from cover to 
cover, the reader will gain a holistic understanding and systems view of cyber security challenges. While 
the book is not encyclopedic in scope, it offers a broad view of security challenges through 18 chapters, 
each dedicated to a different but important topic in the cyber security domain. Each chapter was double 
blind reviewed. Authors went through a process of submitting a proposal, completing a manuscript, and 
then revising the manuscript while responding to comments from at least three external reviewers. Finally, 
each author of an accepted manuscript worked with me to produce a publishable chapter. This process 
has been immensely valuable to me as the editor. I thoroughly enjoyed working with each author and 
found the publication process to be professionally satisfying. In reviewing each chapter as the editor, I 
found myself enlightened and better educated about this dynamic, complex and critical field. It is my 
hope that readers will share a similar experience.

I divided the book into four major sections, each containing at least three chapters. Together, the four 
sections present a broad and global picture of major cyber security challenges. The first section offers 
chapters on the theme of Risk and Threat Assessment. The second section focuses on Organizational and 
Human Security. The third presents topics covering Emergency Response Planning. Finally, the fourth 
section covers important Security Technologies.

The book begins with a section on Risk and Threat Assessment. I placed this section first because of 
my belief that understanding risk and the threat environment is a foremost step in addressing security. 
In Chapter I, Jaziar Radianti and Jose J. Gonzalez discuss their observations of the black market for 
software vulnerabilities and the factors affecting its spread. They illustrate a system dynamic model 
and suggest that, without interventions, the number and size of black markets will likely increase. In 
Chapter II, Somak Bhattacharya, Samresh Malhotra, and S. K. Ghosh provide an attack graph approach 
to network threat identification. The chapter deals with identifying probable attack graph and risk miti-
gation in order to improve enterprise security. Chapter III introduces the insider threat and methods for 
preventing, detecting, and responding to this threat. In their work, Robert F. Mills, Gilbert L. Peterson, 
and Michael R. Grimaila define the insider threat and offer best practices for mitigating this serious prob-
lem. Chapter IV describes a method for assessing security infrastructure effectiveness utilizing formal 
mathematical models. Here, Richard T. Gordon and Allison S. Gehrke discuss a novel security measure 
that organizations can use to evaluate the strength of their security infrastructure. In the final chapter of 
this section, Chapter V, Ken Webb argues that a heightened risk for management has emerged from a 
new security environment that is producing asymmetric forms of information warfare. This chapter aims 
to provide guidance for future thinking to inform readers about information terrorism and the security 
implications for management.
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The second section covers the important area of Organizational and Human Security. While some-
times described as the “soft” or non-technical side of security, this area is often at the very core of many 
security problems and incidents. In Chapter VI, Yves Barlette and Vladislav V. Fomin discuss major 
management standards, particularly ISO/IEC 27001 and 27002. Based on the findings of their literature 
review, the authors recommend how to successfully implement and diffuse information security standards 
in organizations. Chapter VII covers the important topic of information overload. Peter R. Marksteiner 
uses military doctrine to underscore the seriousness of the overload threat. The chapter provides a detailed 
discussion explaining the problem and suggests improvements concerning organizational communica-
tion effectiveness. In Chapter VIII, John W. Bagby posits that personally identifiable information flows 
along an “information supply chain” and offers a useful conceptual framework for balancing privacy 
and security. In Chapter IX, Indira R. Guzman, Kathryn Stam, Shaveta Hans, and Carole Angolano 
focus on the role of information security professionals in organizations. They explicitly focus on the 
specific roles, expectations and skills required by IT security professionals based in part on interviews 
conducted with security professionals. In Chapter X, the authors Nikolaos Bekatoros, Jack L. Koons III, 
and Mark E. Nissen discuss improving the structural fit of organizations involved in computer network 
operations (CNO). The authors use contingency theory research to inform leaders and policy makers 
on how to bring CNO organizations into a better fit in order to improve organizational performance. In 
Chapter XI, Rodger Jamieson, Stephen Smith, Greg Stephens, and Donald Winchester offer a strategy 
for government and a useful framework for identify fraud management. The authors based this frame-
work on a literature review of related fields and organized the framework into anticipatory, reactionary 
and remediation phases.

The third section of the book deals with the emerging area of Emergency Response Planning. In light 
of serious external threats from terrorism and natural disasters, organizations must ensure that proper 
planning occurs to ensure continuity in the event of a disaster. In Chapter XII, Alanah Davis, Gert-Jan 
de Vreede, and Leah R. Pietron present a repeatable collaboration process as an approach for developing 
an incident response plan for organizations. The authors use collaboration engineering principles and 
present a process that consists of codified facilitation practices that can be transferred to and adopted 
by security managers in various types of organizations. Next, Chapter XIII deals with the possibility of 
a pandemic influenza, worker absenteeism and its impacts on the critical infrastructure of freight trans-
portation as an illustration of how other infrastructures can be impacted. In this work, Dean A. Jones, 
Linda K. Nozick, Mark A. Turnquist, and William J. Sawaya then address the relevant question of how 
does this idea extend to other infrastructures, particularly those that are more information-oriented and 
less labor-intensive than transportation. Chapter XIV focuses on information sharing and information 
attributes within a disaster context. The authors Preeti Singh, Pranav Singh, Insu Park, JinKyu Lee, and 
H. Raghav Rao use content analysis to develop a prioritization framework for different disaster response 
activities. In Chapter XV, Gregory B. White and Mark L. Huson develop the community cyber security 
maturity model to provide a framework for states and communities to help prepare, prevent, detect, re-
spond, and recover from potential cyber attacks. This model has broad applicability and can be adapted 
to nations and communities. 

The fourth and final section offers chapters focusing on three vital security-related technologies. In 
Chapter XVI, Doug White and Alan Rea present essential server security components and develop a set 
of logical steps to build hardened servers. This chapter presents a complete model that includes advice on 
tools, tactics, and techniques that system administrators can use to harden a server against compromise 
and attack. In Chapter XVII, Jeff Teo provides an overview and direction of trusted computing and the 
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goals of the Trusted Computing Group. This group uses trusted hardware in conjunction with enhanced 
software to provide better protection against cyber attacks. Chapter XVIII, the final chapter of the book, 
comes from Miguel Jose Hernandez y Lopez and Carlos Francisco Lerma Resendez. They discuss the 
basic aspects of Honeypots and how they are implemented in modern computer networks. The authors 
provide readers with the most important points regarding the characteristics of Honeypots and Honeynets, 
which are highly useful platforms in supporting security education and forensics.

It is my hope that after reading this book in part or in its entirety, readers will feel more knowledge-
able and enlightened about the scope of challenges facing global cyber security. Considering the types 
of cyber threats facing our world, books such as this can make an important contribution by enhancing 
our understanding concerning the problems we are facing and solutions we should contemplate. I would 
enjoy hearing from readers about your opinions and experiences with this book. Feel free to contact me 
at knappkj@gmail.com.

With warm regards,
Kenneth J. Knapp, Editor
United States Air Force Academy, Colorado
November 2008

Disclaimer

Opinions, conclusions and recommendations expressed or implied within this book are solely those of 
the authors and do not necessarily represent the views of US Air Force Academy, USAF, the DoD or 
any other U. S. government agency.
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ABSTRACT

This chapter discusses the possible growth of black markets (BMs) for software vulnerabilities and factors 
affecting their spread. It is difficult to collect statistics about BMs for vulnerabilities and their associ-
ated transactions, as they are hidden from general view. We conduct a disguised observation of online 
BM trading sites to identify causal models of the ongoing viability of BMs. Our observation results are 
expressed as a system dynamic model. We implement simulations to observe the effects of possible ac-
tions to disrupt BMs. The results suggest that without interventions the number and size of BMs is likely 
to increase. A simulation scenario with a policy to halt BM operations results in temporary decrease 
of the market. The intervention ultimately meets policy resistance, failing to neutralize a reinforcing 
feedback. Combining the policy with efforts to build distrust among BM participants may cause them 
to leave the forum and inhibit the imitation process to establish similar forums.

INTRODUCTION

Cyber security is a challenging problem for various 
computer network users and administrators, both 
in public and private sectors. The defense capabil-
ity of cyberspace users commonly lags behind that 
of malicious attackers who are quick in discover-

ing holes, weaknesses, flaws and vulnerabilities 
in hardware and software systems. Escalating 
costs of computer incidents increasingly puts the 
security of computer networks at risk. Failures in 
securing cyberspace are partially rooted in the 
software vulnerability problem. One emerging 
issue as a result of the undiscovered ubiquitous 
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flaws in software is the black market (BM) pres-
ence which allows people to trade exploits for 
vulnerabilities. The objectives of this chapter are 
threefold: first, to address general knowledge on 
discussions surrounding vulnerability discovery 
and the black market for vulnerabilities; second, 
to briefly illustrate our disguised observation 
in online BMs; third, to build a simple system 
dynamics model about how BMs spread. 

This chapter is divided into several sub-sec-
tions. We start the discussion with the problem 
background, followed by a description of the 
black market terms and the complexities to keep 
software secure. Next, we cover the history and 
background surrounding the vulnerability dis-
covery and the development of the market for 
software vulnerabilities, whether legal or illegal. 
In other words, we describe the process from non-
profit-based vulnerability discovery process to 
profit-seeking discovery process. The legitimate 
market discussion in theory and practice is em-
bedded to further show the connection with the 
underground trading problems. The subsequent 
sub-section deals with the dynamic model of BMs. 
We have used system dynamics (SD) models to 
map the causal structure of vulnerability trading. 
SD modeling supports iterative development, 
allowing us to refine and incrementally validate 
the model’s structure and dynamic behavior as 
empirical data emerge. For this chapter we present 
a simple, observation-based model to illustrate 
how the black markets may spread. In the last 
sub-section, we discuss future trends and draw 
conclusions.

BACKGROUND

The vulnerability black market (VBM) discus-
sions surfaced almost as the same time as the 
increasing public debates on the emergence of 
legitimate markets where vulnerability research-
ers can sell vulnerability information. The exis-
tence of black hat hackers has long been known; 

however, a recent trend is that they are becoming 
profit-seeking (Itzhak, 2006). In the past, they 
searched vulnerabilities mainly to improve their 
opportunity for financial gain through success-
ful exploitation. Lately the black hat hackers are 
developing easy-to-use attack tools and selling 
them underground. However, most of the research 
on VBMs is scattered, with limited systematic 
studies. 

Several security company’s reports, such as 
from IBM ISS X-Force (2007), PandaLabs (2007), 
and Symantec (2008) note the growth of mali-
cious attacks, some of which may be the result of 
the limited circulation of zero-day vulnerability 
information. Symantec has been observing the 
black market forums operating in underground 
economy. According to Symantec’s report, the 
forums are likely to be used by criminals and 
criminal organizations to trade various goods and 
services for identity theft purposes. Therefore, 
Symantec’s report considers the emergence of 
black markets for zero-day vulnerabilities as a 
serious threat. However, it is premature to con-
nect an increase in malicious attacks solely to 
the presence of VBM’s. The IBM report links 
underground sales and markets for Web-browser 
exploits to the obvious growth in targeted attacks 
against specific customers and sites. PandaLab’s 
report even reveals the price of malware kits 
sold underground. These data indicate indirectly 
that there are software developers and black hat 
attackers exchanging information about targets 
and tools. Such information exchange would be 
the core of a VBM. Basic questions emerge: Is 
the number of black markets increasing and how 
the do the black markets spread?

Black Market for 
Vulnerabilities:  Definition, 
Issues and Problems

In this sub-section, the goals are threefold. First, 
to clarify the idea of some essential terms, such 
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as “the market”, “the black market” and “the 
vulnerability black markets”. These terms will 
be discussed elsewhere in the chapter. Second, 
to present the discussion regarding the history of 
the vulnerability discovery and disclosure. Third, 
to see how the BMs for vulnerabilities issue is 
connected to these various discussions.

Terms

The “market” term is mostly used by economists. 
The everyday, traditional notion of a market is a 
specific place where certain type of commodi-
ties are bought and sold. However, new emerg-
ing markets in recent days have more advanced 
properties than merely being a place for goods 
exchange. The economist Coase (1988, p. 7) criti-
cizes that modern microeconomics textbooks deal 
with market prices determination but lack deep 
analysis of the market itself. Social institutions and 
factors affecting the exchange are completely ne-
glected. The market structure concept introduced 
by economists is intriguing because it has little 
to do with social institutions, and instead refers 
to the notion of numbers of firms, access to the 
market and product differentiation. 

We now present varying definitions of a market. 
Gravelle & Rees (1981), for example, propose that 
“a market exists whenever two or more individu-
als are prepared to enter into exchange transac-
tion, regardless of time or place”. Perloff (2007, 
p. 5) defines market as “a social arrangement 
that allows or facilitates buyers and sellers to 
discover information and carry out a voluntary 
exchange of goods or services”. A market is an 
exchange mechanism that allows buyers to trade 
with sellers. Parkin et al. (2005, p. 44) propose 
an almost similar definition, that a market is “any 
arrangement that enables buyers and sellers to get 
information and to do business with each other”. 
In orderly markets, enterprising individuals and 
firms benefit from goods and services transac-
tions. However, Parkin et al. also underline the 
importance of the property rights as a prereq-

uisite of markets to operate properly. Property 
rights regulate the ownership, use and disposal 
of resources, goods, and services. Therefore, 
contemporary economics differentiates between 
private goods and public goods. Private goods 
have the following properties: excludability and 
rivalry. Property rights are applicable for private 
goods, but not for public goods since they have 
non-rivalry and non-excludability characteristics. 
Markets coordinate individual decisions through 
the price mechanism.

Mostly, market definitions are associated with 
the physical facility. Coase (1988) argues that 
markets require more than physical facilities for 
conducting buying and selling. However, for this 
statement, Coase points out the importance of the 
legal rules governing right and duties of those who 
conduct the transaction, and introduce “transac-
tion costs” term. Coase (1988, p. 30) contends 
that without considering transaction costs it is 
impossible to understand properly the working 
of the economic system and have a rational basis 
for establishing economic policy.

For this chapter, we extend the market discus-
sion. We refer to the emergence of online com-
merce, which covers virtual marketplace, virtual 
trading, even virtual commodity in which buyers 
and sellers do not physically interact, since all 
transactions are conducted via the Internet. Hence, 
all sellers and buyers are not only physically 
dispersed but also virtually scattered. Regarding 
this fast changing phenomenon, Kahin and Var-
ian (2000) note that actually, the economics of 
electronic commerce on the World Wide Web was 
beginning to take shape around mid of 1990’s. The 
increasing popularity of Internet usage does not 
only transform the way information is accessed 
and used in business, but also the nature of exist-
ing economic relationships and business models. 
Kahin and Varian (2000) point out that cookies and 
clicks, animation, linked words, pop-up windows 
and hyperlinks was among the advanced features 
of Internet’s commercial strategy to attract cos-
tumers and shape decisions.
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To observe the shifting toward the information-
based “new economy”, DeLong and Froomkin 
(2000) utilize three pillars of market systems 
in traditional economy, i.e., most goods have 
excludability, rivalry and transparency proper-
ties. Excludability prevents people who have not 
paid for them from enjoying their benefits and 
are depletable or reduce the amount available 
to others. Rivalry prevents simultaneous good 
consumption by other consumers. Transparency 
deals with the ability of individuals to see clearly 
what they need and what is for sale, before taking 
a purchase decision. Information-based goods do 
not possess these properties and require different 
pricing and resource allocation. The absence of 
excludability, e.g., television broadcast, does not 
reduce the availability of programs for others; it 
does not prevent others from enjoying it. Non-
rivalry goods allow two to consume as cheaply 
as one. For example, the cost to produce an extra 
copy of software is almost zero. This situation cre-
ates a dilemma when a producer charges a price 
above the marginal cost. In addition, information 
goods are no longer transparent. 

Furthermore, DeLong and Froomkin (2000) 
examine various pricing policies and virtual busi-
ness practices such as the market for software 
(shareware, public beta), shop-bots, online auc-
tions, meta-auction sites, and bidding services. 
DeLong and Froomkin suggest that the non-ex-
cludability, non-rivalry and non-transparency 
characteristics of information goods may affect 
the structure of the New Economy; economists 
need to answer some challenges in this era. From 
the aforementioned description, we learn that the 
nature of the market has changed in the “new 
economy” and possess following attributes: the in-
formation-based market precludes the traditional 
characteristics of market systems, and operates 
as an online economy.

We return to the issue of a market definition 
for our case. Based upon previous discussion,  we 
propose to define a market as:

a place and social arrangement for conducting 
buying and selling regardless of the physical or 
virtual nature of the marketplace

Next, we shift our focus to the black market 
term. The actual origin of the “black market” or 
“underground market” term is not quite clear, 
although it seems that the “black” term attached 
to the market is to indicate illegal activities oc-
curring under the condition of great secrecy 
(Clinard, 1969, p. 2). According to available 
literature (Boulding, 1947; Clinard, 1969), the 
black market (BM) emerges because of govern-
ment regulations for applying ceiling prices (due 
to scarcity problems of certain products such as 
food, gas or other luxury goods). The violations 
arise as over-ceiling, evasive price violation or 
rationing violations. The Merriam-Webster Dic-
tionary defines a black market as “an illicit trade 
in goods or commodities in violation of official 
regulations”. The actors in the market tend to 
avoid identification by the public. The term of 
“black market” originally appears in the Second 
World War especially in the United States, when 
drastic regulations were issued, making it illegal 
to charge more than a certain ceiling price for 
nearly all commodities (Clinard, 1969). 

A BM not only emerges in wartime, as numer-
ous prohibited goods are traded at any time (such 
as drugs, pornography, gambling, etc). Today, 
illicit trading in the black market still develops 
because of tight governmental regulations on vari-
ous ranges of lucrative commodities. Basically, a 
BM operates outside the law and is driven by the 
opportunity for profit and the needs of consum-
ers. BM covers a wide range of activities and 
commodities, from heavy industrial materials 
to items such as clothing, gasoline, shoes, sugar, 
cigarettes and alcoholic beverages. Therefore, 
the BM term also refers to goods trading that 
involves tax avoidance so that the customers 
find certain products less expensive in such a 
market (Bajada & Schneider, 2005; Ray, 1981). 
Some legitimate profitable and highly regulated 
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businesses are becoming opportunities for the 
proliferation of the BMs. The banned products in 
BMs can be smuggled or produced illegally, and 
the sellers yield profits based solely on demand. 
In brief, nearly all BM traits and activities deal 
with intricate, criminal and disobedient behaviors 
that might be considered as “crimes”. 

Beyond the traditional definition of market 
where buyers and sellers may have contact physi-
cally, nowadays innumerable virtual markets have 
developed to be marketplaces for various illegal 
commodity trading. The mixture of the popularity 
of Internet trading and the effortless creation of 
markets triggers the market for vulnerabilities’ 
exploits and pushes the market growth further. 
Perhaps there are similarities between wartime 
and today’s BMs: both may disregard the law, 
constitute illegal activities and be a place of 
commodity trading for malicious purposes. The 
trading is conducted in the “dark”, and avoids the 
open view of authorities.

Having described various discussions previ-
ously, we turn next to the nature of our endeavor, to 
define what BM is. We define black market as: 

an arena or any arrangement for conducting il-
legal trading which takes place hidden from public 
eyes. The trading covers all motives such as to 
avoid government regulations, to trade prohibited 
commodities, or to trade commodities that may be 
utilized for malicious or criminal purpose.

We are moving into the discussion about the 
black market for vulnerabilities. It is important 
first to clarify the definition of the vulnerability 
term, since in the computer security field the term 
covers diverse aspects of software, hardware and 
network. We skip the discussion on the various 
software vulnerability problems and vulnerability 
taxonomy. For a detailed discussion of this topic 
see Du & A.P Mathur (1998), Landwehr, Bull, Mc. 
Dermott & Choi (1994), Seacord & Householder 
(2005). For the sake of brevity, in this chapter we 
define vulnerability as: 

bugs and flaws (caused by programming errors) 
that give rise to exploit techniques or particular 
attack patterns. 

The vulnerability black markets relate to 
the current discussion of the emergence of the 
market for vulnerabilities of zero days exploits. 
The discussion becomes a part of a broader dis-
cussion of various types of legitimate markets 
that established to provide monetary rewards 
for vulnerability information. Based on previous 
explanations, we define the vulnerability black 
market (VBM) as: 

an arena or any arrangement for illegal selling 
and buying activities to trade vulnerability exploits 
and malware or any products taking malicious 
advantage of the weaknesses in software and 
computer networks.

Related Works

Recently, two empirical works were published 
relating to the underground market, from Franklin 
et al. (2007) and Zhuge et al. (2007). Based on 
the collected information, they examine the size 
of the underground black markets. Zhuge et al. 
focus on the aspects of the underground market 
that are visible as part of the World Wide Web. 
They examine the relationship between individual 
actors within the market and also study the size 
of the actual market. Zhuge et al. use a combined 
method to automatically browse the Web and 
analyze all content that may contain malicious 
sites on the Chinese Web. 

Franklin et al. investigate a large number of 
underground Internet Relay Chat (IRC) channels, 
and examine the advertisements of black market 
trading. The data was taken from archived IRC 
logs that contain 13 million messages. Their 
main focus is to find an underground economy 
which specializes in activities such as credit card 
fraud, identity theft, spamming, phishing, online 
credential theft and sale of compromised hosts. 
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Franklin, Zhuge and their co-authors are also 
concerned with the market mechanism, as we are. 
However, we also focus on how the black markets 
actually develop over time, by observing some 
key variables such as membership development, 
buying, selling, trading activities, and also threads 
development in the VBM forum.

Complexities to Keep Secure 
Software

For our present purpose, we have divided the actors 
related to the vulnerability into four categories, i.e., 
software vendors, malicious attackers, security 
researchers and software users. This framework 
also incorporates the major issues related to the 
actors’ interest when encountering vulnerabilities, 
some possible motives behind their stance and 
some problems that may arise for conducting or 
disobeying their role. Within the framework pre-
sented in Table 1, we can look more specifically 
at the different issues related to the vulnerability 
from the perspective of different actors: 

Malicious attackers refer to virus and exploit 
writers and malware creators; attackers who con-
tinuously search for diverse methods and tools to 
attack the software weaknesses. People are aware 
that the motivation for finding the weaknesses in 
software is not only for notoriety or adventure, 
but also for more commercial motives, mainly 
for financial advantage.

The ideal situation when encountering the 
software vulnerabilities is that the non-malicious 
parties play their role, as they should be:

Software vendors are supposed to develop 
more secure software and patch vulnerabilities 
as well as offer good protection to clients. Good 
quality software is important to build credibility 
and reputation among clients. But since software 
production is also clearly a profit-oriented busi-
ness, the conjunctions of both motives sometimes 
create problems. One well-known problem is the 
dilemma between adequate software testing and 
market pressure to have more sophisticated soft-
ware versions and to compete with other vendors 
in developing more attractive software products. 
In addition, a reward dilemma surfaces due to an 
ethical consideration or appropriateness to give 
monetary reward to security researchers who 
discover vulnerabilities. 

Security researchers are also key actors in 
the effort of securing software vulnerabilities, 
because of their skill to find any unrecognized 
flaws in the software. Vulnerability discovery 
has been a long time part of their interests, but 
the motives behind these efforts are various (such 
as gaining/improving reputation). A broader goal 
of announcing publicly the vulnerability may be 
driven by the more altruistic motive to enhance 
users’ awareness on possible exploitation of newly 
known vulnerabilities. Recently, the researchers’ 

Issues   Different Actors

Malicious 
Attackers

Software
Vendors

Security
Researchers

Software 
Users

Interest attack secure software flaws discovery defense

Motive -  notoriety
-  adventure
-  financial gain

-  credibility
-  profit

-  altruistic
-  reputation
-  monetary reward

-  protection
-  risk security mitigation

Problems -  searching opportunities
-  develop exploits

-  buggy software
-  reward dilemma
-  market pressure

-  reward maximization
-  channeling 

-  updates negligence

Table 1. Vulnerabilities from the perspective of different actors
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motive for the discovery effort is also driven 
by economic consideration. 

Software users (including computer admin-
istrators) may defend their computer with new 
updates to mitigate security risks. Imbalance of 
this system happens because each actor plays inap-
propriately leading to more complex relationships 
and further software vulnerability problems: users 
do not patch, vendors produce buggy software, or 
software vendors do not reward security research-
ers, while security researchers (who can be black 
hat and white hat hackers) eventually trade their 
findings (they may sell to the security companies 
or to malicious individuals or even criminals). In 
addition, it is unclear how to channel the vulner-
ability discoveries and there are some disagree-
ments among non end-user actors regarding how 

to disclose vulnerabilities. These problems also 
involve the reward maximization issue whether 
to further engage in illicit trading. Researchers 
with altruistic and voluntary motives may be 
blamed for supporting the “full-disclosure” style 
because the discovery process creates unintended 
problems. The main intention to announce publicly 
the software flaw is to press vendors, but as an 
unintended effect, malicious actors might work 
faster to develop attack tools. 

Tracing the History  of 
Vulnerability Discovery

We cannot neglect the history and problems sur-
rounding vulnerability discovery and disclosure 

Figure 1. Timeline of vulnerability discovery initiatives and approaches
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policy, as well as the current discussion and de-
velopment of legitimate markets, to understand 
the underlying factors influencing the emergence 
of the black market for vulnerabilities. Has the 
black market for vulnerabilities existed before the 
vulnerability disclosure and the emergence of the 
legitimate market, or did the black market surface 
because of the legitimate market? Is the legitimate 
market formed to attract hackers and security 
researchers or to contain the black market? 

In the literature related to the vulnerability 
markets, vulnerability discovery and vulner-
ability disclosure, the main debates regarding 
the vulnerability disclosure models can be split 
into three: vulnerability secrecy/non-disclosure 
(to suppress publication entirely until patches or 
updates are available), vulnerability disclosure (to 
publish full details) and responsible disclosure (to 
conceal some details). This sub-section also briefly 
reviews the emerging profit motive vulnerability 
discovery. The history of the vulnerability discov-
ery is shown in Figure 1. The sources utilized in 
the diagram are cited throughout the description 
of this section. 

Vulnerability Secrecy Period

Some groups have being practicing “security 
through obscurity”, relying on flaws not known 
and attackers being unlikely to find them. Small 
groups of interested parties were unwilling to 
disclose them to the masses. As these bugs were 
slowly found by others or passed on to vendors, 
they eventually got fixed. This “security through 
obscurity” approach didn’t lead to secure software. 
Before the disclosure policy was introduced, the 
software companies were inclined to take no 
notice of the vulnerability reported by security 
researchers and trusted the vulnerability secrecy. 
Furthermore, it was considered to be an ‘illegal 
action’ if security researchers disclosed vulner-
abilities (Schneier, 2007). 

CERT (Computer Emergency Response Team) 
was established by DARPA (The Defense Advance 

Research Projects Agency) in 1988 to coordinate 
and respond to internet attacks, including vulner-
ability reports (Schneier, 2000b). Over the years, 
CERT has acted as a central agency for reporting 
of vulnerabilities. Researchers are supposed to 
report discovered vulnerabilities to CERT. CERT 
will verify the vulnerability and silently inform 
the vendor and make public the details (and the 
fix) once patches are available. In sum, people 
were keeping software vulnerabilities secret.

Vulnerability concealment has been criticized 
for causing a significant delay between vulner-
ability finding and patch development. Secrecy 
prevents people from accurately assessing their 
own risk. Secrecy precludes public debate about 
security and hinders security education that leads 
to improvement. 

Vulnerability Disclosure Period

The full-disclosure movement started because 
of the dissatisfaction with the previous “slow” 
process. CERT obtained a great number of vulner-
ability reports, but it was very slow in verifying 
them; also the vendors were slow to fix the vul-
nerabilities after the notification and, to worsen 
matters, CERT was slow to publish reports even 
after the patches were released (Schneier, 2000b). 
Well-known security mailing lists such as Bug-
traq (begun in 1993) and NT Bugtraq (begun in 
1997) became a shared forum for people believ-
ing that the only way to improve security was to 
publicize the problems (Rauch, 1999; Schneier, 
2000b, 2007). In this approach, vulnerabilities 
and solutions are disclosed and discussed openly. 
In essence, full-disclosure is the practice of mak-
ing the details of security vulnerabilities public. 
Since 1995, the growth of people participating 
in “full disclosure” has increased significantly 
(Rauch, 1999).

The proponents of this idea believe that the 
policy will force vendors to be more responsive 
in fixing vulnerabilities and security will im-
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prove (Rauch, 1999). Full disclosure proponents 
argue that public scrutiny is the only reliable 
way to improve security (Levy, 2001; Schneier, 
2000a, 2000b, 2001, 2007). Keeping software 
vulnerabilities secret was intended to protect 
the information out of hands of the hackers. But 
hackers have proven to be skillful at discover-
ing unknown vulnerabilities, and full disclosure 
is the only reason why vendors regularly patch 
their systems. 

Critics of the full-disclosure movement espe-
cially point out that hackers at the same time can 
use these mailing lists to learn about vulnerabili-
ties and write attack programs (called “exploits”). 
Before public vulnerability disclosure, the actors 
exploiting the vulnerability would only be the 
ones who discovered it, and they could only 
compromise a finite number of machines. If they 
did use automated exploits or used a worm, the 
chances of being discovered were high and their 
zero-day backdoor became publicly known and 
subsequently patched. However, after the vulner-
ability is publicly disclosed, the world learns about 

the flaw, and the number of computer victims 
will increase significantly (Grimes, 2005). The 
debates between proponents and opponents of full 
disclosure can be summarized as follows:

Responsible Disclosure Period

Accordingly, software companies and some 
security researchers proposed “responsible dis-
closure”. This movement appeared because a 
number of security researchers considered that 
the negative effects of full disclosure were greater 
than the positive impacts. The basic idea is that 
the threat of publishing the vulnerability is almost 
as good as actually publishing it. A responsible 
researcher would quietly notify the vulnerability 
to the software vendor and provide a deadline 
to work on patching, before the vulnerability is 
disclosed. CERT/CC (2000) introduced a new 
vulnerability disclosure policy, although the 
information security community still has doubts 
about this proposal (CyberEye, 2001). All vulner-
abilities reported will be disclosed to the public 
45 days after the initial report, regardless of the 
existence or availability of patches or workarounds 
from affected vendors. 

In addition, pressure came from a coalition 
of well-known software developers and some 
security companies established to push a standard 
policy of limiting public disclosure of security 
vulnerability (Middleton, 2001), and a number of 
guidelines are currently available to govern the 
relationship between the vendors and the vulner-
ability reporter. Software vendors and security 
research firms have begun to jointly develop a 
unified framework for vulnerability disclosure 
under OIS Guidelines (Organization for Internet 
Safety) (2004). Some issues that may appear from 
responsible disclosure have been also discussed 
by Cavusoglu et.al (2005). Presently full disclo-
sure and responsible disclosure are practiced 
simultaneously.

Disagree Agree

• Nobody except research-
ers need to know the 
details of flaws

• FD helps the good guys 
more than the bad guys

• FD results in information 
anarchy

• Effective security cannot 
be based on obscurity

• Good guys who publish 
virus code may also have 
malicious intentions

• Making vulnerabilities 
public is an important 
tool in forcing vendors to 
improve their products

• Safer if researchers keep 
details about vulner-
abilities and stop arming 
hackers with offensive 
tools

• If an exploit is known and 
not shared, the vendor 
might be slower to fix the 
hole

• The risk associated with 
the publishing informa-
tion outstrip its benefit

• Shar ing informat ion 
security with other pro-
fessionals is an absolute 
necessity• FD serves to arm hack-

ers with tools to break 
systems

Table 2. Summary of the reasons of proponents 
and opponents of the full disclosure (FD)
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Emergence of Theories and 
Practices “Legitimate” Market

This sub-section describes the current theoretical 
markets proposal and expansion of the vulner-
ability markets. The objective is to understand 
the black market issue under the current devel-
opment.

In line with the vulnerability disclosure debates 
and the emergence of the economics of informa-
tion security in early 2000s, a new “stream”, the 
so-called “Market” approach surfaces, both at 
the theoretical and practical level. Economics of 
information security is becoming a thriving and 
fast moving discipline that merges the economic 
considerations and economic theories into the 
computer security field. Anderson (2001), one 
among the originators, argues that most security 
problems cannot be solved by technical means 
only; instead, microeconomics terms are more 
able to explain security problems (Anderson & 
Moore, 2006). Schneier advocates that economics 
has appropriate theories to deal with computer 
security issues (Schneier, 2006). 

On the theoretical level, economics of vulner-
abilities is becoming one fast-developed subject 
among other concentrations in the field of econom-
ics of information security. The initial thoughts 
on the economics of vulnerabilities concerns 
measuring software security through market 
mechanisms. Camp and Wolfram (2004), propose 
a market through which vulnerability findings 
could be traded; such markets have worked pre-
viously to create incentives for the reduction of 
negative externalities like environment pollutants. 
Schechter (2002) proposes creating markets for 
reports of previously undiscovered vulnerabilities, 
while Ozment (2004) suggests a vulnerability 
market as an auction. Böhme (2006) adds pos-
sible market forms, i.e., vulnerability brokers, 
exploit derivatives and cyber-insurance in the 
vulnerability market discussion. His objectives 
are to compare the best vulnerability market 
type to trade security-related information and to 

find which type serves best to counter security 
market failures. However, Kannan and Telang 
(2005) criticize that the business models of these 
organizations are not socially optimal and Rescola 
(2005) finds no support for the usefulness of 
vulnerability finding and disclosure. 

On a practical level, the ‘legitimate’ market for 
vulnerabilities is developing as well. Apparently, 
this is also a period of “commercialization” of vul-
nerability research. Sutton and Nagle (2006) wrote 
a paper based on the model that already exists in 
various markets rather than a theoretical model 
and classifies the current vulnerability market 
divisions as government market, open market, 
underground market, auction market and vendor 
market. iDefense announced the VCP (Vulnerabil-
ity Contributor Program) in one security mailing 
list in 2002, offering rewards for verified vulner-
ability information. In 2004, Mozilla Foundation 
offered payment to those who find critical security 
flaws in its product, including the Firefox Web 
browser (Lemos, 2004), TippingPoint announced 
the ZDI (Zero Day Initiative) in 2005 (Evers, 2007) 
and Digital Armaments creates DACP (Digital 
Armaments Contribution Program) at the end of 
2005. In 2007, two new marketplaces emerged: 
Netragard with EAP (Exploits Acquisition Pro-
gram), and Wabisabi Labi as an auction site. The 
latter company claims only to provide a market 
place (and not to buy the vulnerabilities). The 
company acts as a mediator to bridge sellers and 
buyers in four schemes: traditional auction (the 
winner is the best bidder), Dutch auction (allow 
more than one winner), buy now (allow the bid-
ders buy immediately) and buy exclusively (allow 
the buyer to buy the item, and close the auction). 
Unfortunately, EAP from Netragard only had a 
short lifespan. In March 2008 (after it had operated 
for approximately fourteen months), the program 
was shut down.

Concerning those market places, Ozment 
and Schechter (2006) criticize the obscurity of 
the price of vulnerabilities that hinders develop-
ment toward an open market. The weakness of 
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all market-based approaches is that they may 
increase the number of identified vulnerabilities 
by compensating people who would otherwise 
not search for flaws. 

A  Summary of the Vulnerability 
Discovery Discussion

We return to the initial question about the histori-
cal order of black markets, disclosure movement 
and legitimate markets. The previous historical 
depiction shows that the underground movement 
may already have existed before the vulnerability 
disclosure policy. Some full disclosure proponents 
who disagree with the opponent of this move-
ment, point out that vulnerabilities have been 
known by attackers and circulated quietly in the 
hacker underground for months or years before 
the vendor ever found out. Therefore faster vulner-
ability publication is considered a better action 
(Schneier, 2000b). This situation indicates that 
the security community was already aware that 
an underground movement existed before the full 
disclosure movement. However, the emergence 
of the BMs may be a new phenomenon, and be 
driven by economic motives. 

If we observe carefully, as full disclosure is 
implemented, there is an indication that the in-
formation from full disclosure discussions in the 
mailing lists may also be traded among the un-
derground actors looking to break into machines 
(Rauch, 1999). Furthermore, Rauch concludes that 
full disclosure results in a grey market economy 
in exploits. This market broadens the options for 
independent “vulnerability researchers” to sell 
their findings to security companies or spyware 
manufacturers, whichever bid higher. 

Regarding the question of whether the legal 
market’s (LM) motivation is to attract the security 
researcher from BM, we found claims that part 
of the justification of the market establishment 
is to give better rewards to security researchers. 
However, some critics of current market practice 
point out the inability of legitimate markets to 

acquire critical vulnerabilities (Evers, 2007). 
Malicious actors want to keep those vulnerabilities 
for themselves and use them to exploit systems in 
the wild, and it is doubtful that the underground 
hackers are motivated to sell vulnerabilities to the 
security company if they earn more by holding 
the vulnerability information private. 

The Dynamic Model of the 
BMS

The Basic Modeling Approach and 
Observation

Our motivation for investigating these problems 
using system dynamic modeling is to ascertain 
future trends. System dynamics (SD) is a meth-
odology for modeling and simulating dynamic, 
non-linear systems describing real world issues. 
SD captures non-linearity and time delays in 
complex systems, as well as feedback loops 
and their interactions. Outputs of SD model-
ing include causal maps, causal map analysis, 
‘dynamic stories’ that visualize the behavior of 
complex security systems, leading to team/or-
ganizational learning and to policies to manage 
complex systems. Sterman (2000) wraps up in a 
brief statement that system dynamics is a method 
to enhance learning in complex systems.

Indeed, the markets for software vulner-
abilities are far too complex to be captured in a 
simple model. Therefore, we target a particular 
problem relating to BMs rather than attempting 
to capture all issues surrounding BMs in their 
full complexity

Our belief of the existence of the BMs or un-
derground markets does not only rely on news and 
reports, but it is also grounded in our disguised 
observation of twelve websites comprising tan-
gible BM forums. A limitation of our observations 
is that we have only been able to examine black 
markets that are trading exploits and malware, and 
not direct trading of the vulnerability information. 
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Certainly, we noticed that the BMs do not only 
trade exploits and malware, but also other illegal 
items such as stolen personal information and 
credit card trading, bank logins, compromised 
hosting sites, etc. 

We could measure the “growth” of the BMs 
from a macro perspective, i.e., the number of un-
derground websites with black market forums. We 
could also observe them from a micro perspective, 
i.e., the development of the individual BM grows 
especially in trading advertising volume and the 
membership. In this chapter, we will mainly focus 
on the macro perspective. The purpose of the 
modeling in this chapter is to answer the ques-
tions: What factors affect the spread of the black 
markets and what is the possible future growth 
of the markets? 

Methods

We began our data collection by observing the 
contributions and discussions on hacker websites 
that feature an explicit Black Market (BM), mar-
ketplace or trading forum. Once sites were identi-
fied, we visited them and observed the activities 
related to zero-day exploit and other vulnerability-
related attack tools. We could observe the market’s 
dynamic from message boards or IRC networks. 
Both of these mediums are usually accessible to 
visitors. In this research mode, quiet observation 
without participating or interfering with the ac-
tors is a viable technique for data capture. Data 
was retrieved from the site’s public interface, 
without other access to the server functions. 
Most of observed BM forums require registration 
with a valid email address. During this study, we 
registered on boards with an anonymous email 
address, disguising our identity so that we could 
explore all message board areas. 

We found 12 BM forums that we coded as 
W1…W12. Then, we identified an additional five 
emerging BM forums. In Figure 2, we coded those 
new forums as N1 … N5. We didn’t use them 
in our analysis because of their short historical 

records. Nevertheless, this indicates that more 
forums are appearing. Unlike other studies, such 
as conducted by Zhuge et al. (2007) that search 
malicious websites using automatic techniques, 
our searching was performed manually. We coded, 
categorized the information and analyzed all 
postings in each forum. Based on the available 
forums, we note that BMs develop over time. We 
could trace the starting time of each forum from 
the first posting, mostly performed by the web-
masters who set the rules for the forum. Among 
those twelve forums, we are only able to trace ten 
forums with first posting history. 

Our observation of BM sites indicates com-
mon traits across the different BMs in various 
websites: 

•	 The most basic characteristic of the forum 
is that their presence is typically combined 
with intermittent downtime. The conse-
quences of this behavior are that there is a 
period where many people join the market 
and cause peaks in buying-selling-trading 
activities. There are periods when market-
places become unavailable. However, the 
reason for the accessibility problem is not 
only triggered by the forum availability, but 
also by the forum rules.

•	 The availability of the forum rules are a part 
of the BM’s characteristics. There are dif-
ferences between large forums and smaller 
forums. We differentiate the forum size from 
a number of participants in the website (less 
or over 15,000 registrants), the continuity 
of new advertisement in the forum over 
time (sometime only a few advertisements 
in small forums over several months) and 
forum’s sustainability (the ability to sustain 
the forums. Small forums tend to frequently 
be shut down). Large forums have tighter 
rules and easily exclude or “ban” participants 
who do not follow the rules of the forum. 
Some forums even create “criteria” for 
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potential participants intending to enter the 
BM forum. 

•	 Furthermore, big BM forums develop veri-
fication procedures to be passed before new 
participants can trade in the forum. On the 
other hand, small forums have less stringent 
rules and allow people to freely enter the 
market. But not many visitors are interested 
in posting or trading in small forums and, 
thus, small forums tend to stagnate over 
time.

•	 The observed markets do not conduct di-
rect vulnerability information trading, but 
mostly exploits, malware and other malicious 
tools. Usually security companies or vendors 
would learn about unknown vulnerabilities 
when they are exploited. For example, an 

exploit circulating in the black market 
might be detected when it is used against a 
system. 

Reference Mode 

Reference behavior modes should be provided 
before starting the modeling process (1980; 
Richardson & Pugh, 1981), that is, a plot of the 
behavior of key variables of the system over time. 
The reference behavior modes capture historical 
data, mental models and policy behavior. As pre-
viously mentioned, the modeling approach aims 
at finding the answer as to which factors affect 
the spread of the black markets and what is the 
possible future growth of the markets. Confidence 
on such answers depends on the SD model being 

Figure 2. Observed BMs development based on first posting history in BM Forum (Source: Observation 
from BMs Forum) 
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On a macro scale, we hypothesized that BMs would increase over time across the Internet, 
although in a micro or individual scale, they might fluctuate due to the unstable capability of 
some individual forums to maintain the websites. Figure 2 demonstrates the development of 
observed BMs and shows an increasing trend. Labels such as W1, W2… and W12 indicate the 
emergence of BM forums. These statistics are limited to the BMs that we could examine. 
Perhaps, the number of BMs forums with various trading styles are numerous and scattered in 
various online underground websites. Automatic searching approach in Chinese websites alone 
done by Zhuge et al. (2007) who identified 2,149 malicious websites. However, the study does 
not mention a number of specific black markets among this function since it focuses on how 
these malicious websites try to redirect the visitors to the Web-based Trojans.  

Figure 3. Reference Mode 

Figure 2. Observed BMs development based on first posting history in BM Forum (Source: Observation 
from BMs Forum) 

#  of BMs

0

2

4

6

8

10

12

14

16

Ap
r-0

6
Ma

y-0
6

Ju
n-0

6
Ju

l-0
6

Au
g-0

6
Se

p-0
6

Oc
t-0

6
No

v-0
6

De
c-0

6
Ja

n-0
7

Fe
b-0

7
Ma

r-0
7

Ap
r-0

7
Ma

y-0
7

Ju
n-0

7
Ju

l-0
7

Au
g-0

7
Se

p-0
7

Oc
t-0

7
No

v-0
7

De
c-0

7
Ja

n-0
8

Fe
b-0

8
Ma

r-0
8

Ap
r-0

8
Ma

y-0
8

W1 W8
W6

W2
W3

W7
W10

W12

W9

W11

N 1
N 2
N 3

N 4
N 5

On a macro scale, we hypothesized that BMs would increase over time across the Internet, 
although in a micro or individual scale, they might fluctuate due to the unstable capability of 
some individual forums to maintain the websites. Figure 2 demonstrates the development of 
observed BMs and shows an increasing trend. Labels such as W1, W2… and W12 indicate the 
emergence of BM forums. These statistics are limited to the BMs that we could examine. 
Perhaps, the number of BMs forums with various trading styles are numerous and scattered in 
various online underground websites. Automatic searching approach in Chinese websites alone 
done by Zhuge et al. (2007) who identified 2,149 malicious websites. However, the study does 
not mention a number of specific black markets among this function since it focuses on how 
these malicious websites try to redirect the visitors to the Web-based Trojans.  

Figure 3. Reference Mode 

Figure 2. Observed BMs development based on first posting history in BM Forum (source: Observation 
from BMs Forum)

Figure 3. Reference mode



��  

Dynamic Modeling of the Cyber Security Threat Problem

able to reproduce the reference behavior modes 
for the right reasons. 

On a macro scale, we hypothesized that BMs 
would increase over time across the Internet, al-
though in a micro or individual scale, they might 
fluctuate due to the unstable capability of some 
individual forums to maintain the websites. Fig-
ure 2 demonstrates the development of observed 
BMs and shows an increasing trend. Labels such 
as W1, W2… and W12 indicate the emergence 
of BM forums. These statistics are limited to the 
BMs that we could examine. Perhaps, the number 
of BMs forums with various trading styles are 
numerous and scattered in various online under-
ground websites. Automatic searching approach 
in Chinese websites alone done by Zhuge et al. 
(2007) who identified 2,149 malicious websites. 
However, the study does not mention a number of 
specific black markets among this function since 
it focuses on how these malicious websites try to 
redirect the visitors to the Web-based Trojans. 

Building upon Figure 2, we hypothesize the 
reference mode of BM future behavior (Figure 
3, path a) as a consequence of two conditions: 
with or without specific policy. The curve shows 
unexpected BM’s growth due to the absence of 
any policy intervention to diminish the BMs’ 
spread. 

However, when discretionary operations 
to “disrupt” underground market are carried 
out, there are still two possible results, desir-
able and undesirable. Undesirable development 
is represented by the S-shaped and sustained 
growth curve (path b). This situation may hap-
pen because of individual website’s protection 
mechanisms. In avoidance of repressive actions 
toward underground markets or risks of being a 
hacked or attack target, individual website may 
be hidden temporarily, the website redirected to 
a new place, the hosting place changed or a new 
site re-established.

Desirable advancement occurs when policy 
intervention causes the market to gradually col-
lapse over time. Effective policy intervention will 
hopefully reduce the activities. The situation is 
illustrated by the curve c, with collapse and decay. 
Indeed, there are natural reasons for BMs decay. 
A weak BM forum leads participants to doubt the 
“safety” of their underground transaction. An 
unpopular websites cause BMs arena less attrac-
tive. Too few visitors or participants restrain the 
potential sellers or buyers enter the market. Or a 
BM could decay simply because the participants 
distrust the forum. However, the fraction may 
be small compared with the development itself. 

Unrecognized
Vulnerabilities

Vulnerabilities
Discovered by

Black Hat HackersBlack Hat Hackers
Discovery Rate

Vulnerabilities
with Exploit

Traded in Black
Market

BM Trading Rate
Vulnerability

obsolescence rate

Patched
Vulnerabilities

Vulnerabilities
Traded in Legal

MarketLM Trading Rate Fixed Rate from
Legal Market

Black Markets
BM

Participants

Figure 4. The flow of vulnerabilities
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Therefore, the focus on policy intervention to 
produce desired results is important.

Simple Dynamic Model of BM 
Spreads

In previous work (Radianti & Gonzalez, 2007) 
we have already identified the flow of vulner-
abilities from unrecognized vulnerabilities, 
discovered and traded to patched vulnerabilities, 
as illustrated in Figure 4. However, the model 
for this chapter will focus on the development of 
black market sites and BM participants’ growth 
(two hexagons) that furthermore may affect the 
vulnerability with exploit trading. Note that in 
the model description, rectangles represent stocks 
of variables (e.g. of vulnerabilities); double line 
arrows with valves and cloud symbols represent 
flows; thinner arrows indicate causal influences; 
arrows with minus signs indicate inverse causal 
influence.

Vulnerability exploits and malware trading is 
facilitated by the availability of BMs, as well as 
the availability of the participants. We capture 

these two important factors into two sub-mod-
els, illustrated in Figure 5 and 6. The following 
dynamic story behind this model building is de-
veloped based on the aforementioned observation 
on underground websites. 

The stock of “Black Markets” increases by 
establishment of BM instances and decreases by 
stagnation and disappearance instances. The lat-
ter process is represented by “BM Decay Rate”. 
A possible cause of stagnation would be that the 
forum didn’t attract enough participants, that 
visitors did not conduct trade or posting advertise-
ments or frequent forum downtime. Additional 
reasons could be inability of the webmasters to 
promote the sites to acquire more potential visitors 
and gain trust from the participants. We found 
examples of such cases in forum W3 (gone and 
reborn as a new forum without BM features), 
W10 (BM is available but with only 3 postings 
within 6 months) and W8 (it slowly develops in 
the beginning and stagnates).

Furthermore, we identify three aspects influ-
encing BMs establishment: BM existence, op-
portunity and process grasp. We captured those 

  
Black

MarketsBM Establishment
Rate

BM Decay
Rate

Knowledge of
BM's Operation

Learning Rate

Information Absorption
Among Participants

+

Knowledge gain per
person

+

<BM
Participants>

+ Average Black
Market Life Time

-

BM Feasibility
+

BMs Establishment
Driven

-

+

Effect of BM
Knowledge on BM

Establishment

+

Black Markets
Saturation Level

-

+

+
+

+

Exchange
Factor

+

BM Existence

Opportunity

Process Grasp

Figure 5. BM establishment sub model



��  

Dynamic Modeling of the Cyber Security Threat Problem

three factors in two reinforcing loops (marked with 
positive sign) and one balancing loop (negative 
sign) as shown in Figure 5. The balancing loop 
counteracts black market growth and it can even 
suppress growth if the balancing loop is stronger 
than the reinforcing loops.

Process Grasp loop: We assume that learning 
occurs among underground actors, triggering 
duplication processes to imitate the previously 
available BM forums. Available markets provide 
a chance for underground actors to learn the BM 
market process, mechanism and operations. We 
did observe that some administrators/moderators 
of certain BM forums were participants in the W1 
forum, one of the oldest and biggest BMs. Imita-
tion process manifested in how the newer forum 
reproduce similar rule and verification process. 
The Process Grasp loop captures this procedure 
imitation. The more the participants have direct 
and indirect contacts, the more the participants 
learn about the BM operation. Accumulated 
knowledge will motivate some underground ac-
tivists to extend their hacker website by opening 
a market forum.

Opportunity loop: Online BMs may be trig-
gered by many reasons and this opens opportuni-
ties for establishment of new BM instances. For 
some underground actors the available markets 
may not fulfill their expectations. For example, 
a BM specializes in trading specific malware, 
i.e. specialized on various types of packers and 
binders. A packer is a “compression tool” to take 
known Trojan executables and compress them so 
that they are unrecognizable to anti virus software. 
Binders are programs that allow hackers to “bind” 
two or more executables together resulting in one 
single .exe file. The inserting Trojan executables 
files are commonly passed as email attachments. 
Some sites permit participants to buy-sell trade 
various personal identities, hacked credit cards, 
including CVV2 information. In other forums, 
similar commodities are prohibited. Some sites 
mostly focus on zero-day exploits and malware 
trading. Another BM applies very restricted 

rules and tight verification procedures, otherwise 
disobedient participants cannot advertise in the 
forum. 

All diverse needs and demands of the under-
ground community that are not fulfilled by exist-
ing BMs, either because they are too restricted 
or too specialized, create opportunities for other 
types of BMs, i.e., with less tight regulations, al-
lowing credit cards trading besides exploits and 
malware. We capture the “space” for creating BMs 
by a concept of “BM Feasibility”. BM Feasibility 
is the ratio of existing “Black Markets” to “Black 
Markets Saturation Level”. If the ratio is still low, 
i.e., space is still available and it is still possible 
to attract underground actors to enter BMs, the 
“BMs Establishment Driven” will be high. As 
the markets grow, near to the saturation level, or 
even experiences double or triple growth, fewer 
actors try to open new forums. 

BM Existence loop: BM existence also rein-
forces BM establishment. We could trace new 
BM forums based on links or advertising in other 
BM websites. This is only an example for how the 
existing black market could serve as a reinforcing 
agent to spread more BM forums. 

Now we shift our focus to the BM Participants 
Sub-model illustrated in Figure 6. BM participants 
play an important role to expand the BMs: They 
serve as agents who keep the BM forum alive 
with postings, discussions and advertising for 
buying and selling exploits, malware and other 
malicious tools. They may transfer insights about 
black market operation from big and well-known 
forums to smaller, emergent forums. As shown 
in Figure 4, the BM Participants (Figure 6) sub-
model contains a feedback to the BM sub-model 
(to reinforce the BM establishment). On the other 
hand, the BM sub-model also provides a link to 
the BM Participants sub model (served as attrac-
tiveness for visitors to enter the BM). The stock 
of “BM Participants” increases by the inflow of 
“Entering BM” and decreases by the outflow 
“Leaving BM”. Three main feedback loops 
capture the dynamics of BM Participants: BM 
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Doorway loop (reinforcing, positive), Elimination 
loop (reinforcing, positive) and Restraining loop 
(balancing, negative).

BM Doorway loop: This external reinforcing 
loop adds to the flow of new participants entering 
the BM. There are two possibilities for how visi-
tors may become BM participants. First, they may 
have direct information contact from colleagues 
or friends, simply because they belong to an 
underground community with higher likelihood 
to access the development of BMs. Second, they 
may search the Internet, find the site and become 
intrigued enough to join the forum. Therefore, 
the “New Participants” variable in this model 
is affected by the development of active BM 
participants, “Potential Website Visitors” and 
“Contact rate”. However, we need to differentiate 
the contact rate in this sub-model and in the previ-
ous sub-model that is captured by “Information 
Absorption among Participants” and “Exchange 
Factor”. The latter is connected to the process of 
grasping the BM idea. The former is related to the 
willingness and possibility of visitors to be in a 
BM forum. The concept describes the possibility 

and intensity of contacts involving the ordinary 
websites visitors and underground community.

Restraining loop: This loop captures the inter-
nal process of how the administrator maintains the 
forum. Our observations indicate that there are 
differences between small forums and big forums, 
and between new and old forums, in regulating 
the BM participants. A new and small forum 
tends to be less regulated, and on the other hand, 
bigger forums often apply quite strict regulations 
and treatment to the BM participants. Apparently, 
there are in many cases criteria to be met by the 
participants before they are allowed to enter the 
forum, such as: they’re willing to be verified by 
moderator or administrator; they won’t annoy 
the forum and flame other members, or other 
behavior that could reduce the forum’s credibility; 
and, they won’t trade prohibited items in the BM 
forums. One forum operates with several stages 
before excluding the participants, such as: first 
warning, second warning, currently banned and 
banned status. Another forum will simply put a 
“banned” label to the participants, and block them 
from further posting. If they post advertisements, 

 

BM Participants
Entering BM

Participants Ratio
Rule Obeying
Participants

Effect of evaluation on
joining barrier

+

Evaluation from
participants ratio

+

-

Leaving BM

+ Duration of Activity
in BM

-

Effect of evaluation
on participants
discarding rate+

+

-

New Participants

+

+

Potential website
visitors

+
Contact Rate

+

Perception on
Rule Disobeying

Participants Change in Perception
of Participants

+

+

BM Doorway

Restraining

Attractiveness from
BMs Development

+

Elimination

Figure 6. BM participants sub model



��  

Dynamic Modeling of the Cyber Security Threat Problem

the administrator may remove the texts or lock 
the advertisement thread. 

From the aforementioned description, we 
capture that the BM administrator has a percep-
tion from existing BM participants, that some of 
them may disobey the forum rules. To capture 
this situation, we create a variable called “BM 
Participants Ratio” to represent a comparison 
between a perception of rule disobeying par-
ticipants and rule obeying participants. Again, 
there is a delay to recognize whether the ratio 
increases via an evaluation process. The state of 
the ratio affects two things in managing the BM 
participants: the joining barrier and the participant 
discarding rate. 

The doorway to the BM is represented by a 
non-linear table function. If the ratio is very low, 
the doorway is highly open. In other words, there 
will be fewer barriers to enter the market. But if 
the ratio of disobeying participants increases, 
the doorway will be tighter, and only a small 
fraction of potential visitors will be allowed to 
join the BM. 

Elimination loop: a similar evaluation af-
fects the participant discarding rate. Low ratio 
of disobeying participants will slow down the 

participant discarding rate, and higher ration of 
disobeying participants will increase their elimi-
nation from the forum. 

simulation

The SD approach uses computer-aided modeling. 
Several software tools are available for perform-
ing SD simulations. We use the Vensim software 
for our simulation, which is arguably the most 
popular one in the SD field. 

For our initial simulation runs we examined 
three scenarios within a 200 weeks time hori-
zon (Figure 7). The first scenario (‘Base Run’) 
represents the absence of policy intervention 
concerning the BMs’ presence. We assume that 
initially one BM is present. Assuming that all 
structures and feedback loops in the model (Figure 
5 and 6) have captured the essential connection 
among the main important factors affecting the 
BM spread, the base run simulation (number 1) 
demonstrates that the number of BMs is likely to 
increase over time. 

The second scenario we call “BM Life Time”. 
An example of an action to shorten BM life time 
was an investigation that targets underground 

For our initial simulation runs we examined three scenarios within a 200 weeks time horizon 
(Figure 7). The first scenario (‘Base Run’) represents the absence of policy intervention 
concerning the BMs’ presence. We assume that initially one BM is present. Assuming that all 
structures and feedback loops in the model (Figure 5 and 6) have captured the essential 
connection among the main important factors affecting the BM spread, the base run simulation 
(number 1) demonstrates that the number of BMs is likely to increase over time.  

The second scenario we call “BM Life Time”. An example of an action to shorten BM life 
time was an investigation that targets underground hacker organizations, such as implemented by 
U.S. Secret Service, called “Operation Firewall” (Francis, 2005) . The operation, conducted in 
the late of 2004, intended to disrupt the organized online criminal activity that was threatening 
the financial infrastructure in the US. To capture such countermeasure policy against 
underground operations, we used a parameter called “Average BM Life Time”. We can modify 
the value for this parameter, i.e., by putting smaller values, to observe the dynamic of the BMs 
over time.  

In this second scenario, we could observe that the BM’s growth is slower and flattens out. As 
previously explained, the intended operation to disrupt the underground sites’ life may actually 
only provide short-term downtime of the website. In the case of Operation Firewall, some people 
were arrested because of alleged involvement in global organized cyber crime. Also two well-
known examples where the black markets were shut down from a similar operation are the cases 
of shadowcrew.com and carderplanet.com. However, it is still a big question if the old websites 
are totally gone or if in the long-run certain websites do reappear with different names. Often 
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hacker organizations, such as implemented by 
U.S. Secret Service, called “Operation Firewall” 
(Francis, 2005) . The operation, conducted in the 
late of 2004, intended to disrupt the organized 
online criminal activity that was threatening the 
financial infrastructure in the US. To capture 
such countermeasure policy against underground 
operations, we used a parameter called “Average 
BM Life Time”. We can modify the value for 
this parameter, i.e., by putting smaller values, to 
observe the dynamic of the BMs over time. 

In this second scenario, we could observe that 
the BM’s growth is slower and flattens out. As 
previously explained, the intended operation to 
disrupt the underground sites’ life may actually 
only provide short-term downtime of the website. 
In the case of Operation Firewall, some people 
were arrested because of alleged involvement in 
global organized cyber crime. Also two well-
known examples where the black markets were 
shut down from a similar operation are the cases 
of shadowcrew.com and carderplanet.com. How-
ever, it is still a big question if the old websites are 
totally gone or if in the long-run certain websites 
do reappear with different names. Often BM sites 
are only temporarily down and reactivate after less 
pressure toward underground online trading. 

The third scenario we call “Market Disrup-
tion”. It intends to capture a suggestion (Franklin 
et al., 2007) to disrupt the market by creating dis-
trust surrounding the BM participants so that they 
will leave the markets through defamation, or by 
undercutting the website participants’ verification 
system. The previous assumption in the second 
simulation is also applied in the third scenario. 
We assume smaller values for the “Exchange 
Factors” in the model as well as for “Average BM 
Life Time”. The simulation shows the growth and 
collapse of the BM number. In this simulation, 
the knowledge accumulation does not happen 
because the distrust among participants reduces 
learning exchange and market growth. The BMs 
also decline quicker in this scenario because of 
faster BM decay rate.

Learning from Model and 
Future Trends

Developing a model is a method to capture reality. 
Performing a simulation is a risk free method to 
learn about the implications of various decisions. 
The reliability of the conclusions derived from the 
simulation results depends on how well the model 
represents the structure of reality, the robustness 
of the model and the underlying assumptions 
behind the model. By making the assumptions of 
our models explicit and presenting the simulation 
of potentially interesting scenarios, we hope to 
initiate a fruitful discussion among experts and to 
get constructive feedback to further improve our 
models and hopefully to increase understanding 
of how BMs perform.

The model structure presented in the previous 
section suggests that imitation processes may 
happen among the underground actors and may 
push further development of the black market. 
Initiatives to temporarily disrupt the markets may 
be not yield a sustainable effect to stop the BM 
operation, since the participants are too many to 
be caught and the possibilities to create similar 
forum are so wide.

Our observation and simulation suggest several 
possible future trends regarding the BM issue:

•	 The number of black markets for trading 
vulnerabilities zero day exploits, malware 
and other commodities for malicious pur-
poses are likely to grow over time. 

•	 As a consequence, theoretically the prolif-
eration of cyber-attacks linked to the BMs 
spread is likely to increase as well.

•	 Various possible underground contacts 
are actually one critical point that affects 
the black market growth, more than the 
existence of the BM sites itself. Because 
once malicious actors learn about the suc-
cess of BM operation, the Internet provides 
immense possibilities to develop similar 
forums.
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•	 Apparently, underground actors benefit from 
BMs’ development since it extends the pos-
sibility to reach wider potential buyers and 
sellers. The ground for this is our observation 
where BM participants do not enter only one 
BM, but they also try to advertise the same 
products to multiple BM forums. 

Conclusion 

Cyber threats are a complex problem to solve, 
especially if they involve hidden malicious activi-
ties. The malicious actors may operate across a 
nation’s border in performing illicit efforts. To 
keep the computer system safe from any harm-
ful activities, all parties who deal in cyber space 
should be aware that any form of intangible threats 
may endanger these attempts. 

Our initial questions for the modeling effort are 
to answer whether the numbers of BMs increase 
and how the black markets spread. Our observa-
tion on BMs strengthens the hypotheses that BMs 
tend to increase. Recognizing the factors affecting 
BMs’ establishment is important to understand 
the dominant traits and characters that reinforce 
the BM’s growth. We find some possible factors 
affecting the spread: the existence of markets itself 
(create attractiveness for malicious actors to enter 
the forum) and the existence of the transmission 
agents, i.e., BM participants who may imitate 
similar forums in different websites. 

We believe there are many feedback loops that 
govern the behavior of BM systems. The use of 
an SD modeling technique is helpful to elaborate 
the problem and build an understanding about 
intertwined factors affecting the BM problem. 
We expect our approach will elicit an exchange 
with readers and experts, as to the underlying 
structural assumption of the model and plausibility 
of its behavior over time.
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ABSTRACT

As networks continue to grow in size and complexity, automatic assessment of the security vulnerability 
becomes increasingly important. The typical means by which an attacker breaks into a network is through 
a series of exploits, where each exploit in the series satisfies the pre-condition for subsequent exploits and 
makes a causal relationship among them. Such a series of exploits constitutes an attack path where the 
set of all possible attack paths form an attack graph. Attack graphs reveal the threat by enumerating all 
possible sequences of exploits that can be followed to compromise a given critical resource. The contri-
bution of this chapter is to identify the most probable attack path based on the attack surface measures 
of the individual hosts for a given network and also identify the minimum possible network securing 
options for a given attack graph in an automated fashion. The identified network securing options are 
exhaustive and the proposed approach aims at detecting cycles in forward reachable attack graphs. As 
a whole, the chapter deals with identification of probable attack path and risk mitigation which may 
facilitate in improving the overall security of an enterprise network.
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INTRODUCTION

With the increased reliance and dependence on 
networks, the threats that an enterprise faces, 
both external as well as internal, has also in-
creased phenomenally. A security administrator 
is always faced with the challenge of identifying 
these threats, and in retrospect, securing the 
organization’s network. The classical approach 
of identifying the vulnerabilities of individual 
hosts using commercially available tools, like 
the Retina and Nessus, does not take into account 
vulnerability interactions. These vulnerability 
interrelationships are very important to get a ho-
listic view of network security from the security 
administrator’s point of view. The vulnerability 
interactions are best captured by an attack graph, 
which helps in identifying all the possible ways 
in which an attacker can reach a critical resource 
on the network.

The attack graph generation is a first step 
towards threat identification of an enterprise 
network. There are two basic approaches of gener-
ating an attack graph, namely the state based ap-
proach (Ammann et al., 2002; Philips et al., 1998) 
and host based approach (Ammann et al., 2005; 
Ingols et al., 2006). Several previous approaches 
(Ammann et al., 2002; Li et al., 2006) have used 
the combination of a forward and backward 
chaining algorithm to identify an attack graph. 
The state based approach gives information at a 
more granular level whereas its representation 
soon becomes very large and complex even for 
a moderate size network (Sheyner et al., 2002). 
On the other hand, in a host based attack graph 
each node will be identified as a network entity 
and the edges will be privileges obtained after 
applying exploits among them. The host based 
approach gives a compact representation which 
may be useful for a visual representation and 
handle scalability at the cost of abstracting several 
low level details related to exploit correlation, 
vulnerability and attacker privileges. For example, 
obtaining user level privilege on a host, say host 1, 

and escalation of that privilege to the super user 
level can be treated as two distinguished states 
in a state based approach. On the other hand, a 
host based approach combines all such individual 
privileges and retains the highest level privilege as 
a graph edge. Availability of the low level details 
in a state based attack graph makes it convenient 
for proper risk management. 

The proposed approach uses the state based 
forward chaining algorithm (Ammann et al., 
2002) to generate an attack graph with neces-
sary exploits. The necessary exploits are the set 
of exploits, subset of which will be actually used 
by the attacker to obtain the goal. Therefore, 
the forward reachable attack graph may contain 
redundancies. The run time complexity of such 
forward chaining algorithm can be represented 
by the polynomial O (|A|2. E) (Ammann et al., 
2002), where A is the number of network condi-
tions and E is the number of exploits. Each vertex 
in the generated attack graph is used to represent 
network state and the corresponding exploits, the 
edges are used to represent the causal relationship 
among network states and exploits. The proposed 
approach in Ammann et al. (2002) does a backward 
search to generate attack graph with sufficient 
exploits from the forward reachable attack graph. 
Our proposed approach differs from Ammann et 
al. (2002) in that it works in two dimensions. On 
one hand it identifies the most probable attack 
path(s) based on the attack surface measure of 
the individual hosts, independent of the vulner-
abilities or the exploits that may exist and on the 
other hand that for identifying the actual exploit 
correlation for risk mitigation rather than gener-
ating an attack graph it uses a forward reachable 
graph and thus identifies all the possible network 
securing options.

The rest of the chapter is organized as follows. 
Section 2 presents a detailed literature survey on 
previous approaches. Section 3 describes the pro-
posed approach. Section 4 presents a case study 
in support of the model’s efficiency and finally 
the conclusion is drawn in section 5.
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BACKGROUND

The initial effort of generating an attack graph 
was first carried out using the red team approach, 
but this manual effort was tedious, error-prone, 
and impractical for even a moderate size network. 
Philips and Swiler (1998) developed a tool for 
generating the attack graph. It constructs the at-
tack graph by forward exploration starting from an 
initial state using attacker’s profile, configuration 
information of networked host and a database 
containing template of actions. The work by 
Sheyner et al. (2002) have used BDD (Binary 
Decision Diagram) based model checker NuSMV 
(a new symbolic model checker) to compute 
multi-stage, multihost attack paths in a form of 
scenario graph. Amman et al. (2002) shows how 
assumption of monotonocity helps to address 
scalability problem of attack graph. Bhattacharya 
et al. (2007) proposes an artificial intelligence 
based search approach to generate attack graph. 
Jajodia et al. (2005) describes the “Topological 
Vulnerability Analysis” (TVA) which implements 
an integrated, topological approach to network 
vulnerability analysis using the underlying algo-
rithm of Ammann et.al (2002). Noel et al. (2005) 
and Wang et al. (2006) use the exploit-dependency 
representation of TVA (Jajodia et al., 2005) and 
represent it into symbolic equation. Analysis of 
this equation recommends the least cost change 
to be done in terms of minimal independent set 
of security conditions in order to guarantee the 
safety of critical network resources. Noel et al. 
(2004) describes various approaches to collapse 
parts of exploit-dependency attack graphs gener-
ated by the TVA (Jajodia et al., 2005) system to 
make visual understanding easier and interactive. 
Ammann et al. (2005) describes an algorithm for 
computing suboptimal attack path among each 
and every pair of hosts in the network to find 
out maximum privilege that can be gained on 
each host by an attacker. Ou et al. (2006) uses 
a monotonic logic-based approach called Mul-
VAL to produce a counter-example for a given 

security policy over an enterprise network. Li et 
al. (2006) describes a process to model system 
vulnerabilities and possible exploitations in homo-
geneous cluster environments using exploitation 
graphs or e-graphs. Bhattacharya et al. (2008) 
proposes risk identification through integration 
of attacker’s profile and publicly available data 
sources. Dantu et al. (2004; 2005) formulated a 
Bayesian network based mechanism to estimate 
the risk level of critical resources that may be 
compromised based on attacker’s behavior. A 
number of previous approaches by Ning et al. 
(2003; 2004) have used attack graph to integrate 
or correlate alerts generated by reactive security 
devices like Intrusion Detection System (IDS), 
to identify multistage attack scenarios. Current 
intrusion detection methods may be able to iden-
tify individual stages of an attack with more or 
less accuracy and completeness, the recognition 
of a sophisticated multi-stage attack involving a 
complex set of steps under the control of a master 
hacker remains difficult. The correlation of stages 
separated by a significant amount of time is also 
difficult to model.

The attack surface measurement is relatively 
a new research area for risk assessment and man-
agement. It was Howard et al (2003; 2005) who 
first laid the grounds for the measurement of the 
attack surface. As proposed by Manadhata et al. 
(2006) the attack surface is a measure of a systems 
security in quantifiable terms. The attack surface 
is measured in terms of system resources along 
the three dimensions of the methods, channels 
and the un-trusted data items that an attacker may 
use to attack the system. Each resource in turn 
has an attackability measure and the resource’s 
contribution to the attack surface depends on 
its attackability. Higher the attackability, the 
higher the contribution towards the attack surface 
measure. Manadhata et al. (2006) later improved 
on the proposed technique and suggested an 
entry/exit point framework to identify resources 
contributing to a system’s attack surface. They 
also suggested a notion of attackability that is a 
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cost benefit ratio in terms of the damage potential 
of a resource and the effort that the attacker has 
to spend in order to acquire that resource. As 
has been mentioned earlier, the attack surface 
is defined along the dimensions of the methods, 
channels and the data items, collectively referred 
to as the system resources. Only those resources 
that an attacker may utilize, contribute towards 
the attack surface measure. Therefore, given two 
systems, the security administrator can decide 
as to which system is more secure based on the 
comparison of their attack surface measure. 

Proposed Approach: Threat 
Identification and Attack 
Path Prediction

In an attack graph generation process, the for-
ward chaining approaches suffer from circular 
dependencies or cycles among the exploits and 
their pre-conditions and post-conditions. Though 
the recent approach (Ingols et al., 2006) is able 
to generate the attack graph in linear time of the 
size of network, Ingols (2006) has admitted that 
their proposed multiple-perquisite (MP) graph 
contains a large number of cycles due to back 
edges, makes it difficult to identify the coherent 
layout of exploits for risk mitigation. Actually, 
the resolution of cycles represents an attacker’s 
thought who will not execute the same set of ex-
ploits repeatedly for already obtained privileges. 
The cycles and other redundancies are common 
in real networks, and are violations of monotonic-
ity (Ammann et al, 2002) that must be resolved. 
Indeed, in the real world, attackers themselves 
would try to avoid such redundancies (Noel et 
al., 2005). To overcome this redundancy problem 
(Lippmann et al., 2005), the proposed approach 
initially detects and removes cycle from a forward 
reachable attack graph and thereafter executes a 
backward search algorithm to identify non-redun-
dant exploit sequences as attack path.

The attack graphs and the attack paths show 
sequence of exploits, which may be useful for 
applications that focus on the attacks themselves. 
The network administrators are usually less inter-
ested about exploit sequences rather they are more 
eager to identify the best possible / most probable 
ways to secure their network. This necessitates 
identification of best possible network hardening 
options from a generated attack graph or attack 
path. To achieve this objective, the proposed 
work identifies the network securing options us-
ing the generated attack paths and applying the 
boolean minimization logic onto it. The proposed 
exhaustive risk management methodology can 
be classified as: 

•	 Detection and removal of cycles from a 
forward reachable attack graph.

•	 Identifying all the attack paths from the 
forward reachable directed acyclic attack 
graph.

•	 Identifying the minimum possible network 
securing options for risk mitigation.

•	 Identifying the most probable attack path 
based on the attack surface measure.

Detection and Removal of Cycles

The generation of cycle is an inevitable part of a 
forward reachable algorithm (Philips et al., 1998) 
due to the fact that a single network condition can 
contribute both as a pre-condition and post-con-
dition for a single exploit. Such cycles in attack 
graph is treated as redundant or useless edges. 
There is no reason to cycle among exploits whose 
post-conditions have already been satisfied (Noel 
et al., 2005). Little attention has been paid in most 
of the previous approaches (Ammann et al, 2002; 
Ingols et al., 2006; Li et al., 2006; Sheyner et al., 
2002) to remove and detect cycles from a forward 
reachable attack graph. The method proposed by 
Noel et al (2005) and Wang et al (2006) is not 
very clear as to how using number of vertices in 
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shortest path can help them to detect and remove 
cycles from a forward reachable graph. 

The standard depth first search (DFS) marks 
nodes as they are encountered over a graph. If a 
previously marked node is seen again, then a cycle 
exists and the same is detected. This approach 
does not work on a graph, because a graph node 
can have multiple parents.

For example, application of standard depth first 
search (DFS) (Mendelson et al., 1997) algorithm 
starting from node 1 on both figures 1(a) and 1(b) 
falsely identify that either of the edge (3, 2) or edge 
(2, 3) are redundant and part of a cycle. Actually, 
in Figure 1(a), removal of edge (2, 3) would lose 
the attack path (1, 2, 3, 4) and in Figure 1(b) none 
of the edges are redundant. The elimination of 
any edge from Figure 1(b) removes attack path 
(1, 2, 3, 4) or (1, 3, 2, 5).

To determine if an edge (u, v) is useless or 
redundant and contributes to cycle in an attack 
graph, vertex u can be removed from the graph 
and it can be tested if goal vertex can still be 
derived from vertex v. This can be done by a 
depth first search (DFS) from v. If goal vertex is 
reachable, the edge is not redundant as there is 
an alternate path for v which does not involve u 
to reach the goal. On the other hand, inability of 
reaching goal implies existence of an edge from 
vertex v to u towards goal. The edge has been 
temporarily deleted along with removal of vertex 
u from the graph. The proof of existence for both 
the edges (u, v) and (v, u) indicates the presence 
of cycle in the graph and declares edge (u, v) as 
redundant. The proposed method finally removes 

those redundant or useless edges for eliminating 
cycles from the graph. For example, application of 
the proposed methodology on Figure 1(a) identi-
fies and removes edge (3, 2) (as shown in figure 
1(c)) as it does not contribute to any of the attack 
path. On the other hand, on figure 1(b) no such 
modification is necessary as edges (2, 3) and (3, 
2) contributes to two different attack paths and 
does not form cycle. 

Each instance the approach takes any two 
vertexes as source and destination from the 
graph to identify cycles. Hence, the algorithm 
for finding all useless or redundant edges in an 
attack graph is at most quadratic in the size of 
the attack graph (in terms of number of vertex in 
the attack graph).

Identification of Attack Paths

The detection and removal of cycles from forward 
reachable attack graph generates an acyclic di-
rected attack graph with necessary exploits that 
will be required by the attacker to reach the goal. 
Most of the previous approaches try to produce an 
attack graph from this forward reachable graph 
using backward search methodology (Ammann 
et al., 2002; Jajodia et al., 2005; Ou et al., 2006). 
However, for an organizational network this at-
tack graph eventually becomes very large and 
complex. It also becomes difficult for the security 
administrator to interpret (Ingols et al., 2006) 
the same and make any meaningful interpreta-
tion out of it. The recent approach (Ingols 2006) 
reports that even after 99% reduction in the size 
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Figure 1. Attack graph with cycles
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of the generated attack graph (on a network of 
16 hosts), the graph contains 80 nodes and 190 
edges and becomes too complicated to interpret 
and comprehend.

From a system administrator’s perspective, 
identifying the sequence of exploits that a potential 
attacker may use to reach the goal (attack path) 
is more important than the attack graph itself. 
Identifying all the attack paths from an attack 
graph is a cumbersome process and needs certain 
level of manual expertise as no automated process 
to extract attack path from an attack graph has 
been proposed. There are also certain alternate 
research efforts using search based methodology 
like prolog (Boddy et al., 2005; Ou et al., 2006) 
to find an attack path. Such approaches are not 
exhaustive in nature and only able to find out the 
minimal level attack path. Once the administrator 
has invalidated the minimal level path, the algo-
rithm goes in search for other paths. Removing 
single exploit from an attack path disables all 
other attack paths which use that removed exploit 
and thus the search algorithm is not able to find 

out those paths. To overcome the aforementioned 
difficulties, the proposed GenerateAttackPath 
algorithm in Figure 2 generates the entire exploit 
dependent attack paths from the forward reachable 
acyclic directed graph in an exhaustive manner. 
The outcome of the algorithm shows all possible 
ways that an attacker can take to reach a goal.

In GenerateAttackPath algorithm (refer figure 
2), the model extends the meaning of terminology 
exploit set as a collection of exploits and initial 
network conditions. For example, if there is an 
exploit E1 whose pre-conditions are satisfied by 
three exploits namely E2, E3, and E4, then these 
three exploits can be represented as an exploit set 
using {E2, E3, E4}. 

The GenerateAttackPath algorithm uses two 
simple basic data structures namely stack and 
queue. The stack and queues are used to account 
the exploit sets that belong to a single attack path 
and exploit sets that are applied at a particular 
level of attack graph respectively. The queues, 
for each level of stack are identified as queuei 
where i belong to stack pointer sp. The state based 

1. GenerateAttackPath (Graph g, Goal) 
2. Input: as Directed Acyclic Forward Reachable Graph 
3. Output: Generated Attack Paths
4.
5. Initialize stack pointer sp=0.
6. do
7.   Find all exploit set that satisfy the Goal.
8.   Enqueue Queuesp with the chosen exploit set.
9.   Chose one of the exploit set from Queuesp.
10.  Push it at Stacksp and dqueue from Queuesp.
11.  Update the Goal with chosen exploit set and go to step 7.
12.  Update stack pointer as sp=sp+1.
13. while (all preconditions of exploit set belongs to initial condition)
14. Read the stack form the top and get the attack path.
15. do
16.  if (Queuesp is empty)
17.    Delete Queuesp.
18.    Delete the stack top exploit set and update sp=sp-1.
19.    if (sp==-1)
20.      Go to Step 9.
21.    endif
22. endif
23. while (not found an non empty Queuesp)
24. goto Step 9.
25. END GenerateAttackPath

Figure 2. Attack path generation algorithm
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forward reachable attack graph (Ammann et al., 
2002) represents each pre and post -conditions 
and exploits as graph vertex and their causal rela-
tionship as edges. The basic loop of the proposed 
algorithm (figure 2, line number 6-13) visits each 
vertex in the forward reachable attack graph and 
identifies all of its predecessor vertex (along each 
edge of the attack graph only once) and put them 
in the queue for future reference. 

A single exploit may appear several times 
within a single attack path which is quite trivial, as 
the post-condition of a single exploit can be used 
as many of its successor exploit’s pre-conditions. 
So the algorithm outputs an attack path which has 
been represented in a transitively reduced1 (Deo 
1974) exploit dependent form. For example, in 
figure 3(a) exploit E1 satisfies the pre-conditions for 
exploit E2 and exploit E1 and E2 jointly satisfy the 
pre-condition(s) for exploit E3. In contrast, figure 
3(b) shows the equivalent transitively reduced 
graph without any loss of generality. The running 
time for standard transitive reduction algorithm 
is O (|V|+|E|) where |V| and |E| are the number of 
vertices and edges of the graph. The underlying 
philosophy of this reduction is that once an exploit 
within an attack path has been successful, its ef-

fect can be used repeatedly without representing 
it visually every time.

The backward traversal nature of the Gen-
erateAttackPath algorithm and appearance of 
multiple exploits with same post-conditions raises 
a new sort of problem. For example the exploit 
dependency graph in figure 4 depicts that exploit 
E4’s pre-condition can either be satisfied by exploit 
set {E1, E3} or {E2, E3} and exploit E3’s pre-condi-
tion is also satisfied either by exploit E1 or by E2 
individually. In the first iteration of the Gener-
ateAttackPath algorithm in Figure 2, exploit set 
{E1, E3} is chosen and in the next iteration exploit 
E3’s pre-condition can be chosen out of exploit 
E1 and E2. Selection of exploit E2 will report that 
the attack path consists of {E2}→{E1, E3}→{E4}. 
Though the generated path is a valid one but it 
violates the principle of monotonicity (Ammann et 
al, 2002). The monotonicity assumption states that 
an exploit will never get executed for a privilege 
which has already been obtained. The generated 
attack path violates this by using exploit E1 and E2 
for obtaining the same privilege within a single 
attack path. Actually, these two exploits contribute 
to two different paths over the graph. In an attack 
graph generation problem several attributes can 
be satisfied by multiple exploits, each of which 
will lead to a separate attack path. On the other 
hand, during a single attack path generation the 
exploit set for a particular attribute will remain 
same. To solve this problem, once an attack path 
is generated, a list of attributes and correspond-
ing exploits is kept during read of the attack path 
from the stack top (Figure 2, line number 14]. 
Thus for attack path {E2}→{E1, E3}→{E4}, once 
exploit E1 has been met, it reports a violation of 
the monotonicity constraint as the corresponding 
attribute has already been satisfied by exploit E2 
and hence corresponding path is rejected. Further-
more, the attack path with smallest value of stack 
pointer (sp) essentially identifies the minimum 
level attack path.

E3

E2

E1

E2

E1

E3
(a ) (b )

Figure 3. Transitive reduction of directed graph
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E4
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E2

 

Figure 4. Exploit dependent attack graph
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Identification of Network Securing 
Options

Once the attack paths have been generated by 
GenerateAttackPath, identification of network 
securing options can be initiated. Previous ap-
proaches have addressed this problem by comput-
ing minimal critical set of exploits (Ammann et 
al., 2002; Jha et al., 2002; Sheyner et al., 2002). 
However, such solutions are not directly enforce-
able, because some of the vulnerabilities or attri-
butes are logical consequences of other exploits or 
vulnerabilities, and the consequences cannot be 
removed without first removing the reasons. For 
example, success of an ssh related exploit depends 
upon two primary pre-conditions, existence of the 
vulnerable version of the ssh daemon in the vic-
tim host and attacker having ssh access privilege 
on the source host. However, the later condition 
may depend on some other vulnerability and its 
corresponding exploit(s) to get that privilege. A 
critical vulnerability or an exploit is not under 
the direct control of an administrator, therefore 
the exploits dependencies are found in a recursive 
manner until all of its pre-conditions belong to 
the initial condition set. The initial conditions 
represent the entire network configuration in its 
initial stage, which is under the direct control 
of the administrator. For example, running of 
ftp service on host1 can be considered as initial 
network condition. Proper control on such initial 

network conditions prevents attacker to execute 
necessary exploits. 

Once the attack paths have been identified, 
a linear scan on it helps to identify the network 
conditions that belong to the initial network condi-
tion in linear time. The attacker’s privilege on his 
own system is excluded from this consideration 
as it is out of the control of system administrator. 
Removing any of the initial conditions from an 
attack path will be sufficient to prevent an attacker 
from following that path. On the other hand, to 
make the network secure exhaustively, each such 
attack paths should be prevented which yields the 
goal as a sum of product (SOP) or disjunctive 
normal form (DNF) (Mendelson et al., 1997). For 
example, if a network contains three attack paths 
to its critical resource namely A1, A2, A3 with initial 
conditions as C1(for A1), C2, C3 (for A2), C2, C4 (for 
A3) then the Goal can be represented as goal = 
C1 + C2.C3 + C2 .C4. The DNF is then converted 
into a canonical conjunctive normal form (CCNF) 
(Mendelson et al., 1997) where each maxterm in 
the CCNF represents a particular combination 
of initial network condition state (in the form 
of either condition exist or not exist) for which 
the goal is not achievable. The entire network 
securing option identification methodology has 
been described as NetworkHardening algorithm 
in figure 5.

In worst case, the number of generated max-
term within a CCNF from a DNF is exponential 

1. NetworkHardening (Attack Paths)
2. Input: Generated Attack Paths
3. Output: Network hardening options
4. 
5. for each identified attack path do
6.   Read each attack path and identify the preconditions belongs to
7.       initial conditions.
8.   Represent the condition as “AND” form.
9. endfor
10. Represent the entire goal condition as disjunctive normal form (DNF).
11. Solve the disjunctive normal form DNF using Boolean Minimization
12.  Logic to identify minimum cover.
13. END

Figure 5. Network securing option identification algorithm
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(Mendelson et al., 1997). Though all of these 
maxterm provides an exhaustive network securing 
options, some of them are redundant, hence not 
desirable. As a result, there is a need to identify 
maxterm that correspond to the minimum network 
changes to be done as well as exhaustive in nature. 
Noel et al. (2005) and Wang et al. (2006) have 
proposed the comparison of taking two maxterms 
at a time. To overcome the tedious maxterms 
comparisons, existing boolean logic minimizer 
Quine–Mccluskey2 algorithm is used to find out 
a minimal cover from the CCNF in an automated 
fashion. The minimum cover generation problem 
is a NP-hard problem, so the Quine–Mccluskey 
algorithm also grows exponentially as 3n/n where 
n is the number of initial conditions. To deal with 
such situations, non-optimal heuristic methods 
like espresso logic minimizer3 can be used to 
obtain the approximate minimal cover. The ba-
sic steps of Quine–Mccluskey algorithm can be 
described as follows:

•	 Find prime implicant: Categorize the 
maxterm into groups based on number of 
1’s within it in a tabular form known as 
maxterm table.

•	 Find essential prime implicant: Compare 
each maxterm with its adjacent group’s 
maxterm and keep continuing when none 
of the maxterm can be further combined 
(Boolean Multiplication) and identify the 
prime implicant. Two maxterm can be called 
as adjacent if there is a single bit difference 
among two maxterm and combination of 
these two maxterm removes the differen-
tiating bit from the resultant. For example 
maxterm (X+Y+Z’) and (X+Y+Z) are adja-
cent to each other and combination of these 
maxterm results as (X+Y).

•	 Select a minimal set of remaining prime 
implicant that covers the on-set of the 
function: In some cases, the essential prime 
implicant do not cover all minterms, in 
which case additional procedures for max-

term table reduction can be employed. The 
simplest “additional procedure” is trial and 
error, but a more systematic way is Petrick’s 
Method4.

In the following case study, we show how the 
algorithm is implemented over a DNF representa-
tion to identify minimum cover efficiently. The 
effectiveness of the proposed exhaustive risk 
identification approach has been validated by 
applying it on a test networks in the case study 
(refer to section 4).

Identification of the Most Probable 
Attack Path

In this section, we explain how we can identify 
the most probable / critical attack paths for a given 
network. The approach in this section digresses 
from the conventional approach of the attack 
graphs as the proposed model is organized around 
the hosts rather than the vulnerabilities or the 
exploits with the attack surface measure (Howard 
et al., 2005; Howard et al., 2003;Manadhata et 
al., 2006) being the centre piece of the proposed 
approach. Therefore, the attack surface measure-
ment is described first before making its use in 
the methodology proper. 

As proposed by Manadhata et al. (2006), the 
attack surface is a measure of a systems security in 
quantifiable terms and is used to compare similar 
software systems or the systems having similar 
functionality. Manadhata et al. have described an 
“entry/exit point framework” to measure the at-
tack surface of a given system. The attack surface 
is measured in terms of system resources along 
the three dimensions of the methods, channels 
and the un-trusted data items that an attacker 
may use to attack the system. Each resource in 
turn has an attackability measure, which is the 
cost benefit ratio of the damage potential of the 
resource and the effort that the attacker has to 
spend in order to acquire that resource. More 
specifically damage potential is an indication of 



��  

An Attack Graph Based Approach for Threat Identification of an Enterprise Network

the degree of damage that the attacker may cause 
by acquiring the resource, whereas the effort is an 
indication of the work that the attacker will have 
to put in to acquire the resource. Therefore, each 
resource’s contribution to the attack surface de-
pends on its attackability. Higher the attackability 
of a resource, the higher its contribution towards 
the attack surface measure. For example, given 
a system, its attack surface measurement with 
respect to the methods dimension is done by, first 
listing out all the methods that can be invoked by 
the attacker to send/receive data from the system. 
In the next step, the attackability measurement 
of each of the methods is carried out. Once the 
attackability measure of each of the methods has 
been calculated as a final step the summation of 
the individual attackability measures is carried 
out to get the total attackability along the method 
dimension. Similar calculation is carried out to 
measure the attackability along the channel as 
well as the data dimensions. Thus, finally the 
attack surface is calculated. Attack surface is 
represented as a triple <SA, CA, DA> where SA 
is the sum total of the attackability of the system 
attack class (contribution coming from the attack-
ability of the methods), whereas CA and DA are 
sum total of the attackability of the channel and 
the data attack classes respectively. A detailed 
example for attack surface measurement can be 
found in Manadhata et al. (2006) for two FTPD 
applications.

The proposed approach is based on the attack 
surface measurement and the following assump-
tions: 

•	 The network environment is such, that the 
method attackability poses a more serious 
threat than the channel and the data attack-
ability. 

•	 The enterprise network comprises of similar 
software systems.

Therefore, given the attack surface measure 
in the form of triple <SA, CA, DA> we will only 

be dealing with the quantity SA that is the system 
attackability arising because of the attackability 
of the methods dimension. Thus given the network 
each host will have its attack surface measure 
indicating its methods attackability. The second 
assumption although not restrictive, allows us 
to compare the attack surface measures of the 
hosts with ease.

Malhotra et al. (2008) explained that one can 
discover attack paths independent of the vulner-
abilities and the exploits therefore the proposed 
methodology is based around the hosts. As 
explained earlier for a host based approach, the 
vertices/nodes of the attack graph represent the 
hosts forming part of the network and the logical 
connectivity/access level that a host has on the 
other is represented by means of directed edges. 
Therefore, in the proposed methodology for a 
given attack graph G(V,E) with host set V and a 
set of edges E, a directed edge from host u Є V to 
host v Є V, is denoted as edge (u → v) Є E. In turn 
the edge (u → v) Є E represents the access level 
that u has on v. The access levels form part of the 
access level set, Acc. It is likely that between any 
two given hosts a number of access levels may be 
available but it will be the highest level of access 
that will interest us. In Ammann et al. (2002) it has 
been shown that during the course of formulation 
of the access graph, between any two hosts, the 
edge with the highest available access level will 
only be retained and rest all will be eliminated. 
Finally the graph G(V,E) will be an access graph 
based on the attack surface measure and the ac-
cess levels between the hosts.

While generating the access graph we make 
use of an access control matrix (ACM) model 
(Boddy et al., 2005) which is a matrix Apq whose 
cell entries contain the access levels available to a 
subject over an object. In our context the subjects 
as well as the objects are the hosts forming the 
network, and each cell entry contains the access 
level that the host u has on host v, ∀ (u, v) Є V. As 
a first step towards obtaining an optimal attack 
path, we relax the access control matrix and prefer 
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to retain only the highest access level between 
the hosts. This is for the reason that given root 
and guest level access from u to v, an attacker, 
making use of root access level can mount a more 
powerful attack than using the guest access level. 
In order to quantify the access level, we attach 
a metric to each access level. For this, we make 
use of a function wt: acc → N which maps each 
access level acci Є Acc to a numeric value N. At 
present we consider the set Acc as follows:

 
Acc = {root, authenticated, anonymous = unau-
thenticated = guest}

The numeric values are assigned in accordance 
with the total ordering of the access levels, TOacc, 
such that the following holds:

∀	acci , accj ∈ Acc, (acci TOacc accj )  ⇒ (wt (acci 
) ≤ wt (accj )

The algorithm RelaxMatrix as shown in fig-
ure 6, takes as its input the matrix Apq, (directed 
network graph with all the available access rights 
between the hosts) and produces another matrix 

RelApq which is relaxed, that is to say a matrix that 
retains only the highest access level between the 
hosts, as its output. The matrix so obtained can 
also be termed as a weighted adjacency matrix 
(RelApq) and it represents a weighted access graph 
with highest access level between the logically 
connected hosts. Taking this matrix as one of the 
inputs, we find an optimal path that an attacker 
may take to reach his goal node.

In order to find as to how the attack will per-
petrate through the network the penetration tester 
must designate the source and the goal nodes. The 
source node is representative of the attacker and 
the goal node is the target node that the attacker 
wants to compromise. If the attacker is a node other 
than the nodes in the network then the attacker 
node requires to be added to the network and its 
connectivity with the nodes on which it has ac-
cess need to be updated in the weighted adjacency 
matrix, produced as a result of the algorithm 
RelaxMatrix. The adjacency matrix is updated by 
adding a row and a column for the attacker node, 
‘s’ (indicating source), and a numeric entry of unity 
is made in all the cells against the row for ‘s’, for 
the nodes that are reachable from ‘s’. In case the 
attacker node is from among the nodes that form 
part of the network then the weighted adjacency 
matrix produced by the algorithm RelaxMatrix 
can be used as such.

The other important input for the attack path 
generation is the set of attack surface measures 

1. RelaxMatrix(Apq, Acc) /*Produces a weighted 
2.                    attack graph with highest 
3.                    access level between
4.                    hosts in the form of
5.                    adjacency matrix*/
6. Input: Access Control Matrix, Apq ; 
7.       Set of access rights, Acc;
8. Output: Relaxed Access Control Matrix, RelApq
9.             with access rights replaced by their
10.       numeric values
11.
12. BEGIN RelaxMatrix 
13. for i ← 1 to p   
14.   for j ← 1 to q   
15.      do     
16.   for each acci Є Acc
17.      if accm ≤ accn  
18.  acc = accn
19.          else
20.             acc = accm         
21.          wt: acc → N                  
20.       RelA[i][j] = N
21. return RelApq 
22. END RelaxMatrix                        

Figure 6. Algorithm RelaxMatrix

1. GenAccessGraph(RelApq,ASA) /*Produces a 
2.                            weighted attack
3.                            graph G (V, E)*/
4. Input: A relaxed access control matrix, RelApq ;
5.       An array containing the attack surface
6.       measure of each individual host forming
7.       the network, ASA;
8. 
9. BEGIN GenAccessGraph
10. for i ← 1 to p
11.   NodeWt = ASAi /*Assign node weight*/
12.     for j ← 1 to q
13.         if RelA[i][j] ≠ 0 /*create edge from I to j*/
14.    wt (i → j) = RelAij
15. END GenAccessGraph 

Figure 7. Algorithm GenAccessGraph
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ASA of the individual hosts that form part of the 
network. ASA = {SA1,SA2….SAn} | SAi = Attack 
surface measure of the ith host

The attack surface measures can be kept 
pre-calculated using the methodology explained 
earlier and as described in Ingols et al. (2006). 
Thus, given the matrix RelApq, with the attacker 
node ‘s’ added to it and the set of the individual 
attack surface measure of the nodes ASA gener-
ating the attack graph is trivial. The algorithm 
GenAccessGraph, for generating the attack graph 
G(V, E) where V is the set of vertices and E the 
set of edges, is as given in figure 7.

Having generated the access graph G(V, E) 
and given a distinguished source vertex (attacker 
node) ‘s’, the algorithm FindPath of figure 8, finds 
an optimal attack path from the source to the goal 
node, ‘g’. The algorithm makes use of a stack to 
store the nodes that are discovered on the path 
from the source to the goal node. The algorithm 
carries out graph coloring in order to avoid the 
nodes which do not lead to the goal node. We refer 
to such nodes as “no go” nodes. The algorithm 
starts by initializing the graph. All nodes are 
colored white other than the source node which 
is colored grey (lines 12 – 15 of figure 8).

As the algorithm progresses towards discover-
ing a path from the source node to the goal node 
it keeps on coloring the discovered nodes grey, 
before pushing them into the stack (line 27- 28 of 
figure 8). This is done with the purpose of avoiding 
cycles in the graph. In case the discovered node 
does not has any path leading to the goal node it 
is colored black (line 30 of figure 8), to avoid it 
in any subsequent path tracing. Once a node is 
colored black it is popped out of the stack and 
the algorithm backtracks to the previous node in 
order to trace an alternate path. The back tracking 

1. FindPath(G,s,g)  /*Finds an optimal attack 
2.                path*/
3. Input: Access Graph, G (V, E); Single source
4.      vertex (attacker node), s ; Goal node g;
5. Output: An optimal path to reach the goal
6.        node
7.
8. BEGIN FindPath
9. /* Initialising the graph*/
10. for each host u Є V[G] – {s}  
11.   do color[u] ← white  
12. color[s] ← grey   
13. wt[s] ← 0   
14. PUSH(S,s) /*Pushing the source node into
15.           the stack.*/ 
16. v = s
17. while (v ≠ g)   
18.   if (Adj[v] != ф && Neighbor(v))
19.     v = FindNext(G,v)
20.      if (Adj[v] == NULL || ! Neighbor(v)) 
21.   then color[v] ← black
22.       x = v;
23.       v =S[TOP(S)]  
24.           wt[x] = wt[x] – wt[v] – wt(v → x)
25. else
26.       color[v] = grey  
27.   PUSH(S,v)
28.  else
29.      color[v] = black
30. POP(S)
31. v =S[TOP(S)]  
32. if (v = s && Adj[v] = black)
33.         print (“Path is not available”) 
34.     exit (0);
35. print (“Reverse path from goal to source as:”)
36. while(stack != NULL)
37.   node = POP(S)
38.   print(node)
39. END FindPath

Figure 8. Algorithm FindPath

1. FindNext(G,v) /*Finds the next node which acts 
2.               as pivot*/
3. Input: Access Graph, G (V,E); Node whose
4.       successor is to be selected,v;
5. Output: Next suitable network node in the path
6.        to goal node, next;
7.
8. BEGIN FindNext
9. wt = 0
10. prev = 0
11. next = 0
12.  for i = 1 to G[V]
13.   do if RelA[v][i] ≥ 1
14.      then wt[i] = wt[i] + wt[u] + wt(u → i)
15.       if wt ≤ wt [i]
16.             then prev = next
17.                  next = i
18.           if (prev ! = 0)
19.             then wt(prev) =wt – wt[u] – 
                             wt (u → prev) 
20.           wt = wt[i]     
21. return next
22. END FindNext

Figure 9. Algorithm FindNext
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is done sequentially for the reasons that even the 
attacker would not start afresh every time and 
would like to maximize the benefit of an already 
exploited host.

In order to discover the nodes on the attack 
path the algorithm makes use of another routine 
FindNext as shown at figure 9. The FindNext 
algorithm carries out a breadth first search every 
time it is invoked (line 20 of figure 8), to system-
atically explore the edges of the graph G (V, E) 
and “discover” every host that is reachable from 
the host discovered in the previous call (source 
node ‘s’ for the first invocation). The nodes that 
are found available as a result of this search are 
the ones from which the attacker will select a 
potential victim (lines 9 to 14 of figure 9). The 
selected node acts as a pivot for selecting the 
subsequent victim hosts. This process of finding 
the subsequent node is carried out every time the 
algorithm FindNext is called, and the node found in 
previous call acts as a stepping stone on the attack 
path to the goal node. The decision for selection 
of potential victim is done using greedy choice. 
This is shown in lines 12 to 20 of figure 9. The 
greedy choice of victim node is not only based on 
nodes weight (attack surface measure) wt(v), but 
also the weights of the source node wt(u) and the 
edge weight wt(u → v) between them. The node 
and edge weight resulting in the highest sum is 
selected as the victim node on the attack path to 
the goal node. 

The algorithm FindPath of figure 8 therefore 
either reports the nodes discovered on the attack 
path or incase the path is not available, it reports 
same. Once the attack path has been discovered 
the next logical step is to carry out threat manage-
ment. Although, at the moment we are not getting 
into the exact details of threat management, it 
will certainly be addressed as future work, but 
at the same time a broad overview is given here. 
Having discovered the probable attack path it is at 
this stage that the penetration tester will require 
to carry out a vulnerability scan of the nodes that 
form part of the attack path. One must note that 

it is only the select nodes, falling on the attack 
path that need to be scanned and not all the nodes 
forming the network. Once the vulnerabilities 
have been identified it will be logical to patch 
those vulnerabilities for which the exploits give 
maximal privilege level to the attacker. A simi-
lar approach is also followed in Ammann et al. 
(2002). Having done so the penetration tester can 
re-run the algorithm and thus identify other paths 
that lead to the designated goal machine. Thus, 
a repeated application of the algorithm coupled 
with the threat management after every run will 
help identify the other sub optimal choices as 
well, that an attacker may make to reach up to 
the goal node.

One must also make note of the fact that the 
path optimization problem in this case is NP-
Complete (Cormen et al., 2006). However, an 
analysis of the FindPath algorithm shows that 
the while loop at line number 18, in worst case 
will be executed V times. The FindNext func-
tion will also be executed V times in the worst 
case. This can be the case when the depth of the 
network is only up to one level and all nodes v Є 
V are accessible from the source node ‘s’. Thus 
in worst case the complexity of our algorithm is 
of the order O (V 2) which is better than that of 
Ammann et al. (2005.

Case Study  

The opted test network in this case study has been 
used by several previous research (Ammann et.al, 
2002; Jajodia et al., 2005; Sheyner et al., 2002) 
efforts to validate their approach.

Test Network

The example network is shown in figure 10. There 
are two hosts on the internal network, Host1 and 
Host2, and the firewall separating the internal 
network from external network. The attacker’s 
host is Host0 on the external network.
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The host information on the internal network is 
shown in table 1. The firewall allows the inbound 
ftp and the ssh packets to communicate with the 
Host1 and Host2, but interdicts other packets. In 
the internal network, connection relation won’t 
be controlled by firewall, so it can be assumed 
that the internal host can make connection with 
any remote server. The connection relation among 
each host is described in table 2. There are four 
possible atomic attacks which can be denoted 
as follows: sshd_ bof(), ftp_rhosts(), rlogin() 
and local_bof(). The details of these exploits are 
described in Jha et al (2002) as follows:

•  sshd_bof: This attack exploits a remote 
buffer overflow vulnerability in ssh dae-
mon. A successful execution of the attack 
immediately gives a root shell on the victim 
machine to the remote user. It has detectable 
and stealthy variants.

•  ftp_rhosts: Using an ftp vulnerability, the 
intruder creates an .rhosts file in the ftp 
home directory, creating a remote login 
trust relationship between his machine and 
the target machine. This attack is stealthy.

•  rlogin: Using an existing remote login trust 
relationship between two machines, the 
intruder logs into from one machine to an-
other and get a user shell without supplying 
a password. This attack is detectable.

•  local_bof: Exploiting buffer overflow vul-
nerability on a setuid root file, gives attacker 
root privilege on a local machine. This attack 
is stealthy.

The intruder launches his attack starting from 
a single computer Host0 which lies outside the 
firewall. The attacker’s eventual Goal is to disrupt 
the functioning of the database server on Host2 
for which he needs root privilege on Host2.

Experimentation: Threat 
Identification and Attack Path 
Prediction

The following section describes the outcome of 
the proposed algorithms on the test network.

`

`

`

ftp 
ssh
rsh

ftp
rsh
xterm
database

host1

host2r outerhost0
f irewall

iDs
a ttacker

Figure 10. Network diagram for case study

Host Services Vulnerabilities OS

Host1 WuFTPD, SSH, RSH sshd buffer overflow, ftp 
.rhost overwrite

Linux

Host2 ProFTPD, RSH, 
XTERM, DATABASE,

ftp.rhost overwrite, local 
xterm buffer overflow

Linux

Table 1. Host configuration

Relation Host0 Host1 Host2

Host0 Local host FTP, SSH FTP

Host1 Any Local host FTP

Host2 any FTP Local host

Table 2. Connection description
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Detection and Removal of Cycles

The forward reachable exploit dependent attack 
graph is shown in figure 11 that has been gener-
ated using the proposed algorithm of Ammann et 
al. (2002). In figure 12 and 13 the numbers 0, 1, 
2 represent Host0, Host1 and Host2 respectively 
of figure 10. The root(2) in figure 11 (black bold 
dotted circle) represents attacker’s objective. The 
figure 11 contain 2 cycles in the form of 

Cycle 1: (user 1) →rlogin(1,2) →(user2) →ftp_
rhosts(2,1) →(trust2,1) →rlogin(2,1) →(user1)

Cycle 2: (user1) →rlogin(1,2) →(user2) →
sshd_bof(2,1) →(user1)

Execution of the cycle identification procedure 
(refer section 2) on the forward reachable attack 
graph results the redundant edges as shown in 
figure 11 with dotted lines. 

Identification of Possible Attack 
Paths from Forward Reachable 
Directed a Cyclic Attack Graph

Once the cycles are resolved, the generated attack 
graph becomes a directed acyclic graph (DAG).
Applying the GenerateAttackPath algorithm 
on the resulting graph identifies three transitive 
reduced attack paths as follows:

Attack Path 1: {ftp_rhosts(0,2)}→{rlogin(0,2)}→
{local_bof(2,2)}

At tack Path 2:  {sshd_ bof(0,1)}→{f tp _
rhosts(1,2)}→{rlogin(1,2)}→ {local_bof(2,2)}

Attack Path 3: {ftp_rhosts{0,1)}→{rlogin(0,1)}→
{ftp _ rhosts(1,2)}→{rlogin(1,2)}→{local_
bof(2,2)}

Figure 12 depicts the execution traces for the 
stack and queues of GenerateAttackPath algo-

rithm for attack path 2. Figure 12 shows (in black 
ark lines) the exploit set, being transferred from 
queue to stack in each iteration of the proposed 
algorithm (figure 2, line number 3.5). The stack 
will continue to grow until all the precondi-
tions of current exploit set belong to the initial 
condition set. The stack and queue traces (refer 
figure 12) reveal that subsequence of exploits 
{B,4,D,E}→{6,8}→{3}→{1} or {rlogin(0,1)}→
{ftp_rhosts(1,2),sshd_bof(0,1)}→{rlogin(1,2)} 
→{local_bof(2,2)}, will also be generated as an 
attack path. In order to be consistent with the 
monotonicity approach this attack path is not taken 
into account as (user 1) attribute is being satisfied 
by both the exploits rlogin(0,1) and sshd_bof(0,1) 
during a single attack path generation.

This is evident from figure 13 that how output 
of GenerateAttackPath is scalable, non-redundant, 
and easier to interpret compared to the attack graph 
generated by model checker approach (Ammann 
et al, 2002). 

The attack graph in figure 13(a) also contains 
redundant edges (shown in black bold line). For 

user(0 )

ftp _ rhosts(0,1 ) ftp _ rhosts(0,2 )

trust(1 ,0 )

rlog in(0 ,1 )

trust(2 ,0 )

rlog in (0 ,2 )

use r(2 )

ftp (0 ,2 )ftp (0 ,1)

ftp_ rhosts (2 ,1 )

trust(1 ,2 )

ftp (2 ,1 )

rlog in (2 ,1 )

sshd_bo f(0 ,1 ) sshd_bo f(2 ,1 )

sshd(0,1 ) sshd (2 ,1 )

use r(1 )

ftp _ rhosts(1 ,2 )

ftp (1 ,2 )

trust (2 ,1 )

rlog in(1 ,2 )

loca l_bo f(1 ,1 )

roo t(1 )

loca l_bo f(2,2 )

roo t(2 )

U S E LE S S  E D GE S
(X )  N E T W OR K  C ON D IT ION
X () E X P LOIT

l eGenD

Figure 11. Attack graph with useless or redun-
dant edges
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example, the only difference between two attack 
paths shown in figure 13(a) (in black bold line) 
is the order of occurrence between two exploits 
namely, att0(0,1) or sshd_bof(0,1) and att1(0,1) 
or ftp_rhosts(0,1) from Host0 to Host1. However, 
none of these two exploit depends on each other 
by their pre or post-conditions under given net-
work specification. Hence in reality they can be 
executed in any order. The attack path att0(0,1)→
att1(1,2)→att2(1,2)→att3(2,2) also appears twice 
in the graph. 

Identi.cation of the Minimum Possible 
Network Securing Options

Once the attack paths have been generated, the 
attack goal can be represented as

goal= A+BC+BD

where A, B, C and D signify the initial condi-
tions (ftp 0,2), (ftp 1,2), (ftp 0,1), and (sshd 0,1) as 
shown in figure 12. Initial condition (user 0), the 
attacker’s privilege on his own system, has not 

-19-

Figure 12. Execution Traces for Attack Path Identification in Case Study 
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(b) Attack Paths Generated by Our Model 
LEGEND

att 0:sshd_bof() 
att 1:ftp_rhosts() 
att 2:rlogin() 
att 3:local_bof() 

Figure 13. Comparisons between Two Attack Graph/Path Generation Approaches 
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example, the only difference between two attack paths shown in figure 13(a) (in black bold line) is the 
order of occurrence between two exploits namely, att0(0,1) or sshd_bof(0,1) and att1(0,1) or 
ftp_rhosts(0,1) from Host0 to Host1. However, none of these two exploit depends on each other by their 
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order. The attack path att0(0,1) att1(1,2) att2(1,2) att3(2,2) also appears twice in the graph.

Identification of the minimum possible network securing options 

Once the attack paths have been generated, the attack goal can be represented as 

     goal= A+BC+BD (1)

where A, B, C and D signify the initial conditions (ftp 0,2), (ftp 1,2), (ftp 0,1), and (sshd 0,1) as shown in 
figure 12. Initial condition (user 0), the attacker’s privilege on his own system, has not been taken into 
account as it is outside the control of the administrator. The equivalent canonical conjunctive normal 
form (CCNF) of equation 1 can be realized from the truth table (shown in table 3) where each maxterm
correspond to a 0-value row as goal or A+BC+BD. The CCNF equivalent of equation 1 is shown in 
equation 2. 

   goal= (A+B+C+D) . (A+B+C+D’) . (A+B+C’+D) . (A+B+C’+D’) . 

(A+B’+C+D)

(2)

A B C D Goal 
(A+BC+BD)

Figure 13. Comparisons between two attack graph/path generation approaches
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been taken into account as it is outside the control 
of the administrator. The equivalent canonical 
conjunctive normal form (CCNF) of equation 1 
can be realized from the truth table (shown in table 
3) where each maxterm correspond to a 0-value 
row as goal or A+BC+BD. The CCNF equivalent 
of equation 1 is shown in equation 2.

goal= (A+B+C+D) . (A+B+C+D’). 
+B+C’+D) . (A+B+C’+D’) . (A+B’+C+D)

The equation 2 identifies the different possible 
combination of initial conditions to be removed 
for which goal is not attainable. Due to maxterm 
representation, each of the non-prime literals 
indicates the network conditions to be removed. 
Moreover, a closer look on each of the maxterm 
of equation 2 reveals that there are certain max-
term whose all the non-prime literals belongs 
to another maxterm. To avoid such redundancy, 
Quine-Mccluskey on equation 2 identifies the 
prime implicant as shown in table 4. The maxterm with “*” in table 4 identifies the 

prime implicant which cannot be further combined 
with other maxterm. For example maxterm M 
(0,2), M (0,4) and M (0,1,2,3) (table 4, column 4] 
are being identified as prime implicant in table 4. 
The prime implicant in table 5 helps to identify 
essential prime implicant for equation 2. Each 
“X” in table 5 identifies the combined maxterm 
(column wise like M(0,1,2,3) or A+B] and their 
corresponding coverage over the actual maxterm 
(row wise like 0] of the given goal. For example, 
maxterm 4 can only be covered by M(0,4), hence 
it is an essential prime implicant and marked as 
“*” in table 5. Apart from that, the term M(0,1,2,3) 
covers all the maxterm which is covered by M(0,2) 
as shown in table 5. Hence, non-availability of 
the goal is represented in equation 3 and equa-
tion 4 as:

A B C D Goal 
(A+BC+BD)

0 0 0 0 0

0 0 0 1 0

0 0 1 0 0

0 0 1 1 0

0 1 0 0 0

0 1 0 1 1

0 1 1 0 1

0 1 1 1 1

1 0 0 0 1

1 0 0 1 1

1 0 1 0 1

1 0 1 1 1

1 1 0 0 1

1 1 0 1 1

1 1 1 0 1

1 1 1 1 1

Table 3. Truth table for equation 1

Number 
of 1’s

Maxterm 0-cube Size 2 
implicant

Size 4 
implicant

0 M0 0000 M(0,1)  000_

M(0,2)  00_0*

M(0,4)  0_00*

------------------

M(2,3)  001_

M(0,1,2,3) 

00_ _*

1

M1

M2

M4

0001

0010

0100

2 M3 0011

Table 4. Finding prime implicant

Prime Implicant 
Chart

0 1 2 3 4

M(0,1,2,3)

(A+B) X X X X

M(0,2)

(A+B+D) X X

M(0,4)*

(A+C+D) X X

Table 5. Essential prime implicant
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goal =M (0,1,2,3) . M (0,4)

Or,  

goal = (A+B) . (A+C+D)

Analysis of equation 4 shows that administra-
tor needs to opt any of the following options to 
secure the network.

Option 1: Stop ftp (0,2) and ftp (1,2) implies stop 
ftp service between Host0 and Host2, Host1 
and Host2, or,

Option 2: Stop ftp (0,2), ftp (0,1), and ssh (0,1) 
implies stop ftp service between Host0 and 
Host2, Host0 and Host1 and Stop ssh service 
between Host0 and Host1.

The immediate advantage of using Quine-Mc-
cluskey method over manual comparison method 
proposed by Noel et al. (2005) and Wang et al. 
(2006) is reduction in the number of comparisons 
of maxterm while identifying prime implicant in 
table 4. For example maxterm M1 (0001) needs 
to be compared only with maxterm M0 (0000) 
and M3 (0011) for possible identification of size-
2 implicant, as rest of the maxterm belong to the 
same group of maxterm M1. 

Identification of Most Probable Attack 
Path Based on the Attack Surface 
Measure

Having explained the aforementioned, we now 
show how to identify the most probable attack path 
in a network. We will make use of a hypothetical 
network and for the purpose of the case study, we 
will make use of the network at figure 10.

As a first case, we consider a hypothetical 
network of figure 14 comprising of five nodes A 
to E excluding the attacker. The attack surface 
measures for the nodes are given as per table 6. 

Note that these are hypothetical figures and as 
per the assumption mentioned earlier, only the 
system attackability (SA) measure has been listed 
while the others have been omitted. The attack 
surface measures represent the node weights for 
the respective nodes.

In order to model the trust between the hosts 
the access control matrix given as per table 7 is 
made use of. As described earlier a total order-
ing of the access rights Acc is assumed, thus the 
following holds:

root > authenticated > anonymous = unauthen-
ticated = guest

Therefore, the access level of root is greater 
than that of authenticated, and that of authenti-
cated is greater than anonymous/unauthenticated/
guest. Here a limited, ordered set of access rights 
has been considered, however, for the example 

 

Figure 14. Network configuration for Example 1

Node
Attack Surface Measure

System 
Attackability

Channel 
Attackability

Data 
Attackability

A 20 NA NA

B 13 NA NA

C 33 NA NA

D 15 NA NA

E 11 NA NA

Table 6. Attack surface measures
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considered here it is adequate. Thus this is just a 
guideline and it is advised to the general reader 
that in a similar manner one can decide on the 
access levels that need to be considered to best 
fit a network.

As a next step, the access control matrix is 
relaxed by applying the algorithm RelaxMatrix. 
The algorithm maps the access levels to their 
respective numeric values. The mapping here 
has been done as per table 8. These values are not 
standardized but then they serve the purpose well. 
The conversion of the qualitative aspects to the 
quantitative values has been carried out based on 
the experience and the pragmatic judgment. Since 
security is not an either-or property there are no 
fixed conversion rules for mapping the qualitative 
aspects of security to the quantitative values. It is 
suggested that other security administrators may 
customize the mapping values to better fit their 
specific organization environment in synchroni-
zation with the access levels that they consider 
for their network.

The algorithm results into a weighted adja-
cency matrix given in table 9 retaining only the 
highest access level between the hosts, with access 
levels replaced by their numeric values.

Next the attacker node ‘s’ is added to the ad-
jacency matrix of table 9. A numeric value of one 
is assigned for the edges to the nodes accessible 
from the source node. In this example it is assumed 
that the nodes that are accessible from the attacker 
node, ‘s’ are nodes A, C and E. Therefore, the 
matrix is modified suitably to show the connectiv-
ity of ‘s’ to other nodes. The updated matrix is as 
shown in table 10. The weighted network graph 
of figure 14 is thus based on the data of table 6 
and table 10. The edge weights are shown along 
the edges in bold and the attack surface measure 
is shown at the bottom of each host as SA.

In this example, we have considered node B 
as the goal node. The algorithm FindPath starts 
by first pushing the source node into the stack. 
There after a greedy choice is made from among 
the nodes that are connected to the source node, 
resulting into maximum sum of the edge weight 
and the node weight. As a result an initial choice 
of node C is made. As soon as it is discovered it 
is colored grey. Since the adjacency of the node is 
not null and there are neighbors (node D) which 
are not colored black, node C is pushed into the 

A B C D E

A - root, auth, guest auth, anonymous - -

B - - - guest -

C - - - auth -

D - - root - -

E - root, guest - auth -

Table 7. Access control matrix (note: auth = 
authenticated)

Access Level Value

Root 10

authenticated 6

anonymous/
unauthenticated/guest

2

Table 8. Access level mapping table

A B C D E

A - 10 6 - -

B - - - 2 -

C - - - 6 -

D - - 10 - -

E - 10 - 6 -

Table 9. Weighted adjacency matrix

s A B C D E

S 0 1 0 1 0 1

A 0 0 10 6 0 0

B 0 0 0 0 2 0

C 0 0 0 0 6 0

D 0 0 0 10 0 0

E 0 0 10 0 6 0

Table 10. Updated weighted adjacency matrix
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stack. The node C, now acts as the pivot, using 
which the attacker selects the next subsequent 
node. The next greedy choice is node D. However, 
its adjacency has only node C which has already 
been discovered and colored grey. Thus, a check on 
node’s color helps avoid a cycle. In addition, since 
no other path exists to the goal node from D, node 
D is colored black and the algorithm backtracks. 
The backtracking is done sequentially, one node 
at a time and node C is popped out of the stack. It 
once again acts as the pivot. Since the neighboring 
node reachable as per the adjacency of C are all 
colored black, the backtracking continues. Node 
C is also colored black and the attacker returns 
to his own node, ‘s’, and the same is popped out 
of the stack. The algorithm now searches for an 
alternate path avoiding the nodes colored black. As 
a result the next node that is selected is A, as the 
next potential victim, as it has the second largest 
measure for the attack surface from among the 
nodes directly accessible from ‘s’. The algorithm 
once again proceeds in a similar manner as has 
been explained previously. Once A has been 
selected it is pushed into the stack and FindNext 
returns C as the next greedy choice, but since it 
is already colored black (a “no go” node), the al-
gorithm looks for an alternate path, which in this 
example returns B, which is also the goal node. 
At this stage, having reached the goal node the 
algorithm stops its search and returns the nodes 
falling and forming part of the attack path thus 
tracing the attack path. Therefore the attack path 
is s(Attacker)→A→B. 

Let us consider the test network of figure 
10 consists of two ftp servers. We consider the 
ProFTPD 1.2.10 and Wu-FTPD 2.6.2 for which 
the attack surface measures are available from 
Manadhata et al. (2006). The values of table 
11 have been calculated from Manadhata et al. 
(2006). The data provided by Manadhata et al. 
(2006) shows that the attack surface measure 
of the WuFTPD is higher than that of ProFTPD 
when compared along the method dimension. The 
attackability along the method dimension is as 

given in table 11. The network setting considered 
for the example is given as per figure 10. It is as-
sumed that there exists an authenticated access 
from WuFTPD to ProFTPD. This connectivity 
is shown in the form of a dotted line. For this 
example, we consider that the aim of the attacker 
is to compromise the ProFTPD.

The relaxed access control matrix including the 
attacker node is summarized in table 12. Mapping 
to the numeric values is done based on table 8. 

Since we are looking at the network from a 
penetration tester perspective, it is assumed that 
the attacker has similar accessibility to both the 
ftp servers and for this very reason we are not 
concerned at the moment by the presence/absence 
of the firewall and the IDS. It must also be under-
stood that the attacker in most of the cases will 
never be aware of the complete network topology 
and once he has been able to gain an initial access 
into the network will use classical tools to find out 
the accessible nodes. Here, we have considered 
that both the ftp servers are equally accessible 
to the attacker.

Application of the algorithm to the network 
shows that even though a direct path to the ProFT-
PD is available to the attacker, the attacker will 
first attack the node with higher attack surface. 
Therefore, the WuFTPD which has a higher attack 
surface measure as compared to the ProFTPD, 
will be the first host on the attack path. Since 

Application Measure along 
Method Dimension

ProFTPD 1.2.10 312.99

WuFTPD 2.6.2 392.33

Table 11. Attack surface measures

s WuFTPD ProFTPD

s 0 1 1

WuFTPD 0 0 6

ProFTPD 0 0 0

Table 12. Relaxed access control matrix
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authenticated access is available from WuFTPD 
to ProFTPD, the attacker next makes use of this 
existing path to attack the ProFTPD and reach the 
goal node. However, in case this access was not 
available then, as per the algorithm the attacker 
would have had to back track. In that case the only 
option left open would have been to attack the 
ProFTPD through the direct path. In the present 
settings the application of the algorithm lists out 
the attack path as follows: Attacker → WuFTPD 
→ ProFTPD.

Measuring Effectiveness of Attack 
Path

In this section, we show the effectiveness of the 
attack path with respect to the example network 
of the case study. The national vulnerability da-
tabase (NVD5) reveals that the number of critical 
vulnerabilities reported for WuFTPD is five, of 
which four vulnerabilities allow the attacker to 
compromise the basic tenets of confidentiality, 
integrity and authenticity (CIA) on the victim 
host. In contrast, ProFTPD has only one and it 
does not allow a complete compromise of the three 
security tenets of CIA. Table 13 gives the details 
of the vulnerabilities. Note that only the critical 
vulnerabilities have been listed. The vulnerability 
score has been calculated on a scale of 10.0. The 
calculation is based on the technical report on 
Common Vulnerability Scoring System version 
2.0 (Mell et al., 2007). A vulnerability score of 
7.0 or more is categorized as critical.

Taking a probabilistic approach one can assess 
that the probability of attacking the WuFTPD 
is certainly more than that of the ProFTPD. We 
assign probabilities based on the data from table 
13. This is shown in figure 15. The probabilities 
attached to each path are shown in italics. 

The probabilities have been assigned propor-
tionate to the number of critical vulnerabilities 
reported for each of the ftp servers. Therefore the 
probability of attacker attacking the WuFTPD is 
5/6 = 0.8 and that of attacking the ProFTPD is 1/6 

= 0.2. The probability of attacking the ProFTPD 
from WuFTPD has been considered as 0.5 for the 
reason that although the same set of exploits is 
available to the attacker, the access available is 
that of an authenticated user. Therefore, attacking 
the ProFTPD from WuFTPD rather than attack-
ing directly has a higher probability. Once the 
probabilities have been assigned a normalization 
by taking the log values of the probabilities and 
multiplying by a factor of (– 10) is carried out. 
Resulting values are shown in figure 15. This 
normalization in turn reduces the maximization 
problem to a minimization problem. The problem 
can now be viewed as that of finding the shortest 
path to the goal node. It is verified that application 
of Dijkstra single source shortest path algorithm 
results in the same attack path as discovered by 
the proposed methodology. 

Application CVE ID No. Severity
Allows 

violation of 
CIA

WuFTPD

CVE-2004-0148 7.2 Yes

CVE-2004-0185 10.0 Yes

CVE-2003-1329 7.8 No

CVE-2003-1327 9.3 Yes

CVE-2003-0466 10.0 Yes

ProFTPD CVE-2005-4816 7.5 No

Table 13. Vulnerability listing of WuFTPD and 
ProFTPD

 
Figure 15. Probability analysis
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Attack Path: Attacker → WuFTPD → ProFT-
PD

We also checked our proposed algorithm 
against the other host based technique as proposed 
in Ammann et al.( 2005). In order to apply the 
algorithm to our test case we have assumed that 
a vulnerability score of 7.0 or more allows root 
level access to the attacker. As a result root level 
access is available to the attacker on both the 
WuFTPd as well as the ProFTPD. The access level 
between the WuFTPD and the ProFTPD also gets 
upgraded to root from authenticated access. As 
a result two attack paths are available as follows 
of which the first one confirms to the attack path 
proposed by the algorithm.

Attack Path 1: Attacker → WuFTPD → ProFT-
PD

Attack Path 2: Attacker → ProFTPD

One must note that the path identification 
is not the end of the matter. The final goal is to 
mitigate the risk and secure the network once the 
path is identified. The reader must understand that 
once the risk mitigation is carried by plugging the 
security holes / vulnerabilities on a node falling 
on the attack path, the figures as given in table 13 
will need to be updated. In addition, this will have 
a corresponding effect on the probability calcula-
tion. Therefore, the process of path identification 
is not an isolated process; it has to follow hand in 
hand with the risk mitigation as well. Thus, this 
iterative process will lead to overall improvement 
of security of the network as a whole. 

 

Future Research & 
Conclusion 

The attack graph provides a global view of the 
system security against an attacker’s objective. 
However, the proposed approach goes beyond 

the generation of attack path or attack graph 
and focuses on identification of possible risk 
management measures using the attack graph 
in a proactive manner. This chapter deals with 
risk management through threat identification 
and attack path prediction approach. The work 
demonstrates how attack paths can be generated 
from a forward reachable exploit dependent attack 
graph in an exhaustive manner. The approach 
also addresses the issue of the cyclic dependen-
cies of attack graph and proposes the detection 
and removal of the same. The generated attack 
paths are then used to represent the attack goal 
in terms of initial network security conditions. 
Application of Boolean logic minimizer helps 
to identify minimum possible network securing 
options in an automated manner. The identified 
network hardening options are exhaustive and 
minimum. 

It further extends towards the identification 
of the most probable attack path independent of 
the vulnerabilities or the exploits through usage 
of a new metric attack surface measurement. The 
proposed methodology achieves the aim of identi-
fying the most probable attack path in polynomial 
time complexity, given the attack surface mea-
sures of the hosts forming the network. If applied 
iteratively with threat management at every stage, 
the penetration tester/security administrator can 
identify other sub-optimal attack paths as well, 
thus securing the network as a whole. Thus, the 
proposed methodology can be adopted for efficient 
risk mitigation over an organizational network.

The chapter proposes a risk management ap-
proach for local area networks by applying avail-
able theoretical models and practical technologies. 
The major objective of this work is to propose a 
proactive risk mitigation methodology through 
correlation of individual vulnerabilities over the 
network. The efficiency of the proposed approach 
can further be improved in different ways, leaving 
much opportunity for future work.

The proposed approach has been applied for a 
wired network. However, with increasing prolif-



  ��

An Attack Graph Based Approach for Threat Identification of an Enterprise Network

eration of wireless technology, multi-stage threats 
becomes prevalent in such network. Threat analy-
sis in wireless networks is also gaining significant 
interest among research communities. Efforts can 
be directed to apply the proposed work on such 
network. Determining reachability between all 
hosts in large network with many firewalls is 
a computationally complex task. Firewalls can 
contain hundreds to thousands of access control 
rules and network address translation (NAT) 
rules. Better algorithms for computation of host 
reachability in organizational network can be 
explored..

An extension of vulnerability analysis is 
the attack surface measurement which helps to 
quantify the system security. Similar systems can 
be made directly comparable through the usage 
of attack surface metric. In the future, there are 
additional research opportunities of applying 
formal methods of risk management in order to 
reduce the attack surface of the more vulnerable 
systems on the attack path. 
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ABSTRACT

The purpose of this chapter is to introduce the insider threat and discuss methods for preventing, de-
tecting, and responding to the threat. Trusted insiders present one of the most significant risks to an 
organization. They possess elevated privileges when compared to external users, have knowledge about 
technical and non-technical control measures, and potentially can bypass security measures designed 
to prevent, detect, or react to unauthorized access. In this chapter, we define the insider threat and sum-
marize various case studies of insider attacks in order to highlight the severity of the problem. We then 
discuss best practices for preventing, detecting, and mitigating insider attacks, to include application 
of risk management principles specific to the insider threat. Finally, we provide a survey of ongoing 
research into detecting irregular activities that are potentially harmful to an organization. 

INTRODUCTION

Organizations have long relied on security controls 
(e.g., combinations of policies, processes, and 
technologies) to reduce their exposure to harmful 
acts by individuals within, and outside, its perim-
eter to an acceptable level. As organizations have 
embedded more information technology into their 

core processes, risk mitigation has shifted from a 
primarily physical control issue to an electronic 
one. While many organizations spend a significant 
amount of resources on mitigating risks originat-
ing from outside the organizational perimeter, 
few explicitly consider the threats originating 
from trusted insiders.  This is despite the fact that 
insider activities can result in significant losses 



  ��

Insider Threat Prevention, Detection and Mitigation

in revenue, intellectual property, and reputation 
if the organization fails to prevent, detect, and 
mitigate insider threats. 

Damage from insider activity, regardless of the 
intent, can be very significant, and perhaps even 
crippling. Insiders may disrupt internal network 
operations, corrupt databases and file servers, 
or deny the use of information systems and their 
data to authorized users. Staggering amounts 
of information can be stolen, lost, deleted, or 
corrupted literally at the press of a button. For 
example, an individual who mistakenly thought 
she was going to be fired deleted files from a 
computer system valued at $2.5 million (Kamm, 
2008). Malicious insiders may even collude with 
outside parties to receive technical assistance or 
to help identify useful information (USDOJ/OIG, 
2003). The fallout from such activities may in turn 
result in significant losses in corporate revenue 
and reputation. Unfortunately, when addressing 
security risks, many focus on the problem of pe-

rimeter security where we have seen tremendous 
advances in security technology, with countless 
dollars invested in perimeter security, encryp-
tion, antivirus systems, and content filtering, all 
of which aim to keep outsiders from harming the 
organization. Ironically, most security profession-
als would agree the insider poses the greatest risk 
to information systems and is the most difficult 
to detect (Denning, 1987; Insider Threat IPT, 
2000; CSO, 2007).

Figure 1 illustrates the various factors involved 
in mitigating the insider threat. The figure is not all-
inclusive but addresses the main points covered in 
this chapter. First, we have a notional organization 
with information systems (IS) and services that 
are of high, medium, and low values of importance 
to the organization. The organization employs 
security mechanisms to protect and monitor IS 
usage, such as firewalls, intrusion detection and 
prevention systems, auditing and authentication 
systems. The organization has vulnerabilities that 
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Figure 1. Defining the Insider Threat Problem 

All organizations are subject to risks, which are the potential for negative consequences 
to their mission, resulting from vulnerabilities that are present in their operational environment.  
The risk associated with any given organizational resource can be expressed as a function of the 
threats to which the resource is exposed, the vulnerabilities present in the resource or its 
environment, and the likelihood the threats will exploit the resource’s vulnerabilities.  If the risk 
materializes, the risk will result in a negative consequence (impact) to the organization. To 
mitigate the insider threat risk (or a subset of those risks that have been deemed more critical), 
the organization should employ a risk management process that explicitly identifies these risks 
(e.g., risk assessment), evaluates cost-benefit tradeoffs in selecting controls which mitigate the 
risk to an acceptable level (e.g., risk mitigation), and periodically reviews to assure that any 
changes within the organization which significantly change the organization’s risk profile are 
accounted for in a timely and efficient manner (e.g., evaluation and assessment). Risk 
management enables organizations to implement control measures, within operational and 
organization constraints, to mitigate the risks to an acceptable level usually through a 
combination of prevention, deterrence, detection and response.

In this chapter, we will address these issues in more detail. First, we examine the 
prevalence of insider attacks, discuss the importance of recognizing insider threats, and motivate 
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arise from gaps in security policies and inherent 
flaws in the IS and security mechanisms. Finally, 
the organization has people—insiders—who 
represent potential threats to the organization by 
virtue of the access and trust granted to them. 
Some insiders are benign while others act with 
malicious intent and motivation. Insider behavior 
produces observables which should monitored 
by the organization to ensure compliance with 
established policies.  

All organizations are subject to risks, which 
are the potential for negative consequences to their 
mission, resulting from vulnerabilities that are 
present in their operational environment.  The risk 
associated with any given organizational resource 
can be expressed as a function of the threats to 
which the resource is exposed, the vulnerabilities 
present in the resource or its environment, and the 
likelihood the threats will exploit the resource’s 
vulnerabilities.  If the risk materializes, the risk 
will result in a negative consequence (impact) to 
the organization. To mitigate the insider threat risk 
(or a subset of those risks that have been deemed 
more critical), the organization should employ a 
risk management process that explicitly identi-
fies these risks (e.g., risk assessment), evaluates 
cost-benefit tradeoffs in selecting controls which 
mitigate the risk to an acceptable level (e.g., risk 
mitigation), and periodically reviews to assure 
that any changes within the organization which 
significantly change the organization’s risk profile 
are accounted for in a timely and efficient manner 
(e.g., evaluation and assessment). Risk manage-
ment enables organizations to implement control 
measures, within operational and organization 
constraints, to mitigate the risks to an acceptable 
level usually through a combination of prevention, 
deterrence, detection and response. 

In this chapter, we will address these issues in 
more detail. First, we examine the prevalence of 
insider attacks, discuss the importance of recog-
nizing insider threats, and motivate why organiza-
tions should actively take steps to mitigate it. We 
then discuss the different types of insider threats. 

Because our emphasis is primarily on malicious 
actors, we provide a discussion of the behavioral 
and motivational factors that identify and explain 
why people perform actions that are harmful to 
the organization. We then discuss the application 
of standard risk management principles to the 
insider threat problem, which then leads into a 
discussion of “best practices” for mitigating the 
threat. Finally, we address the problem of col-
lecting, monitoring and analyzing observable 
behavior for predicting and detecting irregular 
activity. This is an especially difficult problem 
because overt behavior must be used to infer what 
someone’s internal motivation and intent are, and 
two people exhibiting the same behavior may very 
well have different intentions.  We conclude with 
a brief discussion of ongoing research in the area 
of detecting irregular activity. 

BACKGROUND

The need for effective insider threat detection, 
prevention, and mitigation is driven by the growing 
number, and magnitude, of reported losses result-
ing from insider incidents. Consider the results 
of a 2007 E-Crime survey that showed that the 
reported economic and operational damage caused 
by insiders was comparable to that of external 
attacks (CSO, 2007). About 30% of respondents 
indicated that their greatest cyber security threat 
was from current and former employees, service 
providers, contractors, and consultants. Further, 
34% of 671 completed surveys stated that insider 
attacks resulted in the most cost and/or damage 
to the organization. Despite these findings, the 
E-Crime survey showed that organizations are 
reducing their efforts at mitigating the insider 
threat! Compared to the previous year, organiza-
tions have decreased employee background checks 
from 73% to 57%, account/password management 
policies from 91% to 84%, employee monitoring 
from 59% to 42%, and employee security aware-
ness training from 68% to 38%. While this appears 
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counter intuitive based upon the magnitude of 
damage attributed to insiders, it stems from the 
difficulty in justifying expenditures to mitigate 
low-probability, high-impact risks which are char-
acteristics of insider risk. A cost-benefit analysis 
is often used to justify resource allocations, but 
obtaining accurate estimates of metrics are often 
difficult and if the data is inexact can undermine 
the quality of the resource allocation decisions 
(Kohlenberg, 2008). 

Other studies that further document the insider 
problem. The Computer Security Institute, in con-
junction with the Federal Bureau of Investigation 
(FBI), conducts an annual computer crime and 
security survey, and theft of intellectual property 
and proprietary information is among the top 
causes of financial loss (Richardson, 2007). The 
Computer Emergency Response Team (CERT) 
Coordination Center at Carnegie Mellon Univer-
sity and the United States Secret Service National 
Threat Assessment Center have also conducted 
several studies of incidents involving insider at-
tacks in the government sector (Kowalski et al., 
2008a), critical infrastructures (Keeney et al., 
2005), information technology sector (Kowalski 
et al., 2008b), and banking/finance sector (Ran-
dazzo, et al., 2004). The results of these surveys 
underscore that the insider threat problem is real 
and pervasive. 

Some key findings from the Secret Service/
Carnegie Mellon report on the insider activity in 
the government sector (Kowalski et al., 2008a) 
indicated that insiders did not share common 
demographic characteristics. Current employees 
caused the vast majority (90%) of the incidents, 
and most (58%) were people in administrative 
and positions requiring limited technical skill. 
In contrast, the report on the IT sector showed 
that current and former employees committed 
illicit activities in roughly equal numbers, with 
most holding technical positions (Kowalski et 
al., 2008b). 

One of the challenges in deriving these statis-
tics is that many incidents go unreported. In the 

2007 CSI/FBI study, only 29% (up from 25 percent 
from the previous year) reported incidents to law 
enforcement (Richardson, 2007). Similarly, the 
2007 E-Crime survey results indicated that fully 
two-thirds of the cyber crimes committed (whether 
from insiders or outsiders) are dealt with internally 
and not reported to law enforcement (CSO, 2007). 
Reasons for not reporting incidents include loss of 
reputation, negative publicity, increased liability, 
inability to identify the perpetrator, and belief that 
the harm caused is not sufficient enough to report 
(Randazzo, 2004; CSO, 2007). Organizations 
are reluctant to report any computer intrusions, 
so it is reasonable to assume the insider threat is 
under-reported. Unfortunately, the full impact of 
the insider threat problem will remain unknown 
unless organizations report the crimes to law 
enforcement and researchers can analyze all of 
the available case data for insider attacks. 

Defending against the insider threat is ex-
tremely difficult because, by definition, the people 
who commit the harmful acts (intentional or not) 
have been granted certain authority and trust 
and generally have superior knowledge of the 
organization’s inner workings. Insiders come in 
many forms, as do the actions they take, and in 
most cases, those actions or behavior are part of 
their normal duties and indistinguishable from 
normal activity. While insider threat mitigation 
is a complex, challenging task, it can be ap-
proached in a straightforward manner, using risk 
management to guide the process. Studies have 
shown that insider attacks are typically planned 
and that others (coworkers, colleagues, supervi-
sors, or even people outside the organization) 
may have knowledge of the insiders’ intentions 
and/or ongoing activities. There is, therefore, a 
window of opportunity during which managers 
can intervene and prevent the attack—or at least 
limit the amount of damage done by the attack. 
However, with the focus on lean management, 
managers and supervisors have less time and are 
likely to overlook any warnings signs. What is 
required is an automated way to generate leads 
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so that managers can focus 80% of their time on 
the 20% that appear more likely to be suspect (as-
suming the organization has managers who look 
at the insider threat seriously to begin with). 

Defining the Insider Threat

One of the reasons why mitigating the insider 
threat has been difficult is because there are 
various definitions used, and the definition tends 
to depend on the perspective of the one defining 
the problem. In this section, we will provide an 
in-depth discussion of the different types of in-
siders, both based on behavior and relationship 
to the organization. We then define the insider 
threat, with our emphasis being on those who 
have malicious intent. 

Who is an Insider?

Sociological definitions for insider include “a 
person who is a member of a group, organization, 
society, etc.; a person belonging to a limited circle 
of persons who...share private knowledge; a person 
who has some special advantage or influence; or a 
person in possession of corporate information not 
generally available to the public” (Dictionary.com, 
2008). Someone who formerly met one of these 
conditions could also be considered an insider 
because of their knowledge of the organization’s 
practices and functions. 

In the context of an information system (IS), 
which is our focus here, an insider is someone who 
has been authorized access to an organization’s 
IS resources. This includes employees of the 
organization, contractors, employees of other 
organizations with which there is an established 
trust relationship, and possibly someone from 
outside the organization such as the user of the 
organization’s public web site. The point is that 
an insider is someone with access to the computer 
system. Some authors suggest that the term insider 
could also be used to refer to system components 

(hosts) or applications/software, since an active 
process running on a computer executes functions 
for which it has been granted some specified level 
of access (Maybury, 2006). Still others suggest 
that the developers, vendors, and suppliers of 
systems and software are also insiders. Finally, 
insiders could include overlooked personnel such 
as maintenance and custodians (Brackney & 
Anderson, 2004). 

As we can see, insider can mean many dif-
ferent things to different people. In fact, some 
might even use the term insider when in fact they 
are referring to insiders with malicious intent. 
For our purposes, we will use the first definition 
given before—namely, an insider is someone 
with authorized access to an organization’s IS. By 
access, we refer to the ability to connect to and 
interact with the IS. Historically, this assumed 
physical access—that is, you had to physically be 
sitting at the terminal in order to use the system. 
However, with the rate at which information sys-
tems have been networked, largely through the 
Internet, virtual private networks, and extranets, 
physical access is less of a factor. An employee or 
contractor who connects through a virtual private 
network connection is still an insider, even though 
they may be several time zones away and never 
set foot inside the facility. 

Closely related to access is authority. We have 
used the word access to refer to the ability to con-
nect, whereas authority refers to procedural con-
trols and permissions to regulate what the insider 
can actually do. This includes user permissions 
such as the ability to read and write information, 
execute queries against a database, archive infor-
mation, and delete information. Authority is more 
in the realm of policy and procedure, and limits 
are imposed based on the level of trust extended, 
need-to-know, and job function. 

Finally, the insider has some intent or need 
to use the organization’s resources. In the most 
general sense, the insider’s intent may be malicious 
or benign. The decision to use the IS resource may 
be voluntary or required as part of the individual’s 



  ��

Insider Threat Prevention, Detection and Mitigation

assigned job duties. Related to this is the notion 
that the insider has some knowledge of the orga-
nization and its information resources, such as 
how information is organized in the system, or 
the type of technology used. 

Insider Threat

A threat is “an expression of an intention to inflict 
pain, injury, evil; or an indication of impending 
danger or harm; or one that is regarded as a possible 
danger” (American Heritage, 2008). Previously, 
we stated that an insider refers to an individual who 
has trusted access to an organization’s information 
resources, to include the computing network and 
data stores, or knowledge about the organization 
that was gained through a trust relationship with 
the organization (e.g., a utility repairman who 
installs a new power distribution unit in the data 
center and sees a diagram depicting the security 
architecture of the organization). The insider threat 
is the threat that an insider would use or misuse 
his privileges or inside knowledge to the detriment 
of the organization. This definition encompasses 
both the malicious and unintentional insider threat 
and does not specify severity, intention, or what 
constitutes an insider threat. 

As with the case of the term insider, there are 
different definitions of insider threat. In many 
instances, the term insider threat describes agents 
of an insider attack. Schultz (2002) defines an 
insider attack as a “deliberate misuse by those 
who are authorized to use computers and net-
works” (p. 526). Theoharidou et al. (2005) define 
an insider threats “originating from people who 
have been given access rights to an IS and misuse 
their privileges, thus violating the IS security 
policy of the organisation” (p. 473). Stanton et 
al. (2004) define insider threats as “intentionally 
disruptive, unethical, or illegal behavior enacted 
by individuals who possess substantial internal 
access to the organization’s information assets” 
(p. 125). There are other definitions appearing in 
the literature, which convey similar concepts of 

trust, privileged access, and abuse or unauthorized 
use of the organization’s resources. 

A common theme in these definitions is the 
concept of trust. Trust is often multivariate and 
is commonly considered to be a combination of 
benevolence, competence, and integrity (McK-
night et al., 1998). Benevolence is the belief that 
an individual will act in the best interest of the 
organization’s interest. Competence is the belief 
that an individual can carry out their duties in an 
adequate manner. Integrity is the belief that the 
individual will act in an honest manner and keep 
promises. Alternative theories exist including the 
theory of reasoned action that includes the very 
important, in terms of insiders, concept of intent 
(Fishbein & Ajzen, 1975). Insiders themselves are 
trusted and expected to work toward the benefit 
of the organization, an external focus. It is when 
their personal intentions are at odds with the 
organization that they become a threat.

There are many examples of insider threat 
actions: deleting critical information; leaking 
information outside the organization to a competi-
tor, foreign country, the news media or public; or 
snooping for information restricted to specific 
people for the performance of their assigned du-
ties. These insider “incidents” may or may not be 
malicious or intentional, but rather could result 
from accidents, carelessness, or unintended acts. 
Further, it is very difficult to distinguish between 
proper and improper or suspicious behavior, be-
cause in many cases the insider threat ultimately 
boils down to people performing authorized tasks 
(Anderson, 2000). 

Categorizing Insiders

There are many ways to categorize the insider 
threat. Categorization of insider attributes is re-
quired to effectively prevent, detect, and mitigate 
insider threats and attacks. As with the preceding 
definitions, the method of categorization will 
depend on the one who is defining and solving 
the problem. These methods tend to categorize 
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insider threats based on organizational affiliation, 
access and permission levels, behavioral intent 
and motivation, and technical proficiency. 

Organizational Affiliation

As noted previously, the term “insider” often refers 
to members of the organization, or employees of 
a business. These insiders have knowledge of the 
internal workings of the organization, its rules, 
and/or the locations where critical information 
is stored. Employees may work directly for the 
organization, or they could be contractors work-
ing in the facility. 

Former employees are also a type of insider. 
They may have less access than before, but they 
still have knowledge of the organization. They may 
also have social connections to current insiders. 
A 2007 survey on loss of proprietary information 
reported that former employees represented the 
greatest threat to proprietary information and 
intellectual property (Trends, 2007).

Depending on the trust relationships the orga-
nization has, insiders could also include employees 
of other organizations, such as business partners, 
allies, or coalition members. In network security, 
a risk accepted by one is a risk shared by all. 

Information service providers are a form of 
insider. They may not be part of the organization, 
but like contractors, they have legitimate access 
to the information systems and the information 
that resides on them as part of their contracted 
service. 

Access and Permission Levels

Insiders can be categorized based on their position 
within the organization, their level of trust, or job 
function. Insiders span the spectrum ranging from 
administrative clerks to mid-level managers to 
the chief executive officer, commanding general, 
or company president. Insiders include general 
users of the IS, first line help desk personnel, 
and system administrators. The level of access 

and permissions granted are factors to consider 
because of the potential harm from willful or 
accidental acts. Insiders range from those with 
limited or no access to sensitive information 
(based on need-to-know) to those with extensive 
access, which may even include access to the 
organization’s security program. 

Technical Proficiency

Insiders have various levels of technical knowl-
edge, skill, and ability. Technical proficiency is 
tightly coupled with competence and is part of 
the trust given to insiders. Technical proficiency 
can extend from barely being able to work on 
the problem through being able to circumvent IS 
security policies and systems. 

A system administrator with knowledge and 
access privileges can cause great harm, but one 
insider threat study found that 87% of insider at-
tacks in the banking and finance sector required 
little or no technical expertise (Randazzo et al., 
2004). In fact, 43% of those attacks occurred 
while the perpetrator had logged in under their 
own credentials, and only 23% of the malicious 
insiders were IT workers. 

While companies have benefited greatly from 
advances in IT, so has the threat. The prolifera-
tion of network connections, encryption, “thumb 
drives” and CD burners has increased the ease 
with which insiders can both conduct and conceal 
their activities (NIPC, 2004). Instead of tediously 
photocopying hundreds of pages of documents 
that are awkward and bulky, inside attackers can 
quickly copy the data to a small medium that can 
be easily hidden in a pocket or briefcase. In some 
cases, the information is encrypted and transmit-
ted via e-mail. 

Behavioral Intent and Motivation

The majority of insiders are everyday users of the 
information systems and simply doing their jobs. 
When these people do cause harm to the organi-
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zation, it is unintentional and through ignorance, 
carelessness, or mistakes. In some cases, people 
may be duped (using social engineering methods) 
into violating company policy because they want 
to be helpful. 

More harmful is disdain for security practices. 
Some insiders may not have malicious intent, but 
they are also not acting in a positive manner to 
prevent information security breaches. Finally, 
there is the malicious insider who uses and abuses 
inherent trust and privileges to intentionally harm 
the organization. Examples include sabotage, de-
struction, theft, embezzlement, espionage, etc. 

Behavioral Motivational Typology

The concept of insider motivation is most complex 
when dealing with a malicious insider. In the 
case of a benign insider, the intent is benevolent, 
and the outcome is just unfortunate. While we 
recognize the threat of accidents and careless 
individuals, we will focus on the malicious insider 
hereafter. However, for simplicity, we will use the 
terms insider and insider threat interchangeably. 
The exploration of motive predominantly affects 
response and mitigation of the threat. 

The study of motive is one of behavioral 
motivational typology (Turvey, 1999). The focus 
in behavioral motivational typology can be one 
of classifying offenders, to one of classifying 
offensive behaviors (Casey, 2004). We focus on 
offensive behaviors as they lead into deductive 
reasoning into insider threat mitigation. 

Casey (2004) describes six categories of 
motives: power reassurance (compensatory), 
power assertive (entitlement), anger retaliatory 
(anger or displaced), anger excitation (sadistic), 
opportunistic, and profit oriented. Many of the 
identified motives in insider threat related work 
conform to this typology. 

Power reassurance includes low-aggression 
behaviors that promote or restore the self-confi-
dence of individual. This includes insider attacks 
that cause mischief or test their skills (Jarvis, 
2001). 

Power assertive refers to the use of moder-
ate to high-aggression behaviors to promote or 
restore the self-worth of the individual. This 
would include a need for recognition and a de-
sire be seen as irreplaceable (Shaw et al., 1998).  
Kowalski et al. (2008b) describe a case where an 
employee used a contractor badge to gain access 
to a company’s network operations center and 
offsite storage facility. Using that unauthorized 
access, the employee stole the backup tapes and 
caused system failures. Because he had the backup 
tapes, the employee had hoped to be in a position 
to “save the day.” 

Anger retaliatory is the one of the two most 
commonly associated behavior motivations in 
insider threat research. This includes revenge, 
retaliation, ideology, and sabotage (Denning, 
1999). In May 2000, Timothy Lloyd became the 
first American sent to prison under new laws for 
deleting critical organizational files (Koenig, 
2004). Lloyd sought revenge against his company 
after being demoted. The prosecution was able to 
prove guilt after forensic analysis of a hard drive 
found in Lloyd’s garage revealed “time bomb” 
code used to delete the files. His malicious actions 
cost his organization, Omega Engineering, an 
estimated $10 million dollars in damage.

Anger excitation is not often associated with 
the insider threat because it is a high-aggression 
personal attack through which the attacker gains 
pleasure (such as sadism). This is not to say that 
anger excitation cannot be a motive for a malicious 
insider, but it has not been recognized as such. 
It may be reasonable to assume that a malicious 
insider would use the IS to defame or misrepresent 
other individuals and gain pleasure from their 
anguish, for example. 

Opportunistic malicious insider threat be-
havior occurs when a moral conundrum arises 
between pursuing selfish and selfless actions. 
Often this behavior occurs when an opportu-
nity for satisfaction occurs associated with low 
probability of discovery. An example would be 
Melvyn Spillman who was found guilty in 2002 of 
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using his computer network privileges to redirect 
more than $4.9 million dollars into his personal 
banking account. His extravagant spending went 
unnoticed, and in the three-year period prior to 
his arrest, he sponsored a Formula 1 racing car 
despite having an annual salary of only $33,000. 
Replacement parts alone for the racing car totaled 
over $250,000 in a single quarter (Cole, 2006). 

The remaining most common motive for mali-
cious insiders is that of profit. Profit motives are 
associated with money (Denning, 1999; Herbig 
& Wiskoff, 2002), and greed (Shaw et al., 1998). 
Profit motive is often associated with power reas-
surance (“my beliefs are right, yours are not”). 
Another common manifestation of profit is the 
modus operandi of espionage. In espionage, in-
dividuals view selling secrets as a business affair 
rather than an act of betrayal or treason.

Espionage is possibly the most serious form of 
the insider threat. Two notable examples are Robert 
Hanssen and Aldrich Ames.  Former FBI agent 
Hanssen provided highly classified documents and 
details about US intelligence sources and capabili-
ties to Russia. Because he was an authorized user, 
his activities did not raise suspicion. He used a 
variety of methods to steal information, and on 
many occasions simply walked out of his FBI 
office classified documents and digital media in 
his briefcase. Hanssen committed espionage for 
more than 15 years before being caught, despite 
the fact that there were a number of indicators 
that something was amiss (USDOJ/OIG, 2003; 
Coe, 2004).  While profit was certainly a factor, 
he also exhibited power assertive behaviors.  

Between 1986 and 1994, former Central In-
telligence Agency (CIA) officer Aldrich Ames 
provided classified human source information 
to the Soviet Union in exchange for over $2.5 
million. Despite an openly extravagant lifestyle, 
his activities went unchallenged for eight years 
(Wise, 1995). While this is not strictly a case of 
abuse of the organization’s IT systems, it high-
lights our contention that mitigating the insider 
threat is a multidisciplinary problem requiring 
people, process and technology.  

Countering the Threat:  Risk 
Management

Security management is an organizational 
function concerned with the administration of 
people, policies, and programs with the objec-
tive of assuring continuity of operations while 
maintaining strategic alignment with mission and 
operational requirements (Cazemier et al., 2000). 
Risk management is an analytical methodology 
used to evaluate tradeoffs in protection strategies 
when mitigating risks subject to organizational 
constraints (Finne, 2000; Gordon et al., 2002; 
Stoneburner et al., 2002). The primary function of 
risk management is to assign protective measures 
to assure the ability of the organization to conduct 
its mission. Risk management is comprised of 
three subordinate processes as shown in Figure 2: 
risk assessment, risk mitigation, and the evaluation 
and assessment process (Stoneburner et al., 2002). 
Collectively these processes enable management 
to identify and evaluate the risks present within 
their organization so that they can make informed 
security resourcing decisions.

In order to make the risk management process 
effective, one must develop a holistic understand-
ing of the organization’s mission and be able to 
quantify how value is derived by the organization 
conducting its mission. This is essential because 
while determining the Total Cost of Ownership 
(TCO) of a control measure is straightforward, 
determining the criticality of a resource is ul-
timately dependent upon the value it provides 
in supporting the organizational mission. The 
goal is to make informed decisions when strik-
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Figure 2. Risk management components
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ing a balance between the costs of protective 
measures (prevention, deterrence, detection, and 
response) and the benefits provided by protecting 
the organizational mission. These decisions can 
only be made after the value that an information 
resource provides to the organization has been 
established. 

Risk Assessment

The risk assessment process, the first step of risk 
management, is used to characterize and docu-
ment the nature and magnitude of risks that are 
present within the organization. Risk assessment 
requires the identification of critical organizational 
resources (e.g., information, people, processes, 
and technologies); estimation of the value they 
contribute in accomplishing the organizational 
mission; enumeration of vulnerabilities that place 
the resources at risk; identification of threats 

which may exploit these vulnerabilities; and an 
estimation of the likelihood that each threat will 
intersect with a corresponding vulnerability 
resulting in a loss. Collectively, this information 
provides the ability to “rack and stack” risks ac-
cording to their severity.

The risk assessment process, as defined by 
the National Institute of Standards and Technol-
ogy (NIST) Special Publication 800-30 “Risk 
Management Guide for Information Technology 
Systems,” is shown in Figure 3 (Stoneburner et 
al., 2002). While the purpose of the NIST guide is 
to assess system risk, the scope can be extended 
to assess overall mission risk. In the following 
discussion, we summarize the nine steps identi-
fied by NIST in light of their application to insider 
risk assessment.

In the first step, System Characterization, the 
scope of the risk assessment is determined and 
any required information is collected. This step is 

Input Risk Assessment Activities Output

• Hardware & software
• System interfaces
• Data & information
• People
• Mission

Step 1 
System Characterization

• System boundary
• System functions
• System/data criticality
• System/data sensitivity

• History of system attack
• Data from intelligence 

sources

Step 2
Threat Identification

• Threat statement

• Prior assessments
• Audit comments
• Security requirements
• Security test results

Step 3
Vulnerability Identification

• List of potential 
vulnerabilities

• Current controls
• Planned controls

Step 4
Control Analysis

• List of current and 
planned controls

• Threat-source motivation
• Threat capacity
• Nature of vulnerability
• Current controls

Step 5
Likelihood Determination

• Likelihood rating

• Mission impact analysis
• Asset criticality assessment
• Data criticality & sensitivity

Step 6
Impact Analysis

(integrity, availability, confidentiality)

• Impact rating

• Likelihood of exploitation
• Magnitude of impact
• Adequacy of controls

Step 7
Risk Determination

• Risks and associated risk 
levels

Step 8
Control Recommendations

• Recommended controls

Step 9
Results Documentation

• Risk assessment report

Figure 3. Risk assessment process (Stoneburner et al., 2002)
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one of the most difficult steps in the risk assess-
ment process, because it requires the assessor to 
(1) develop a holistic view of the organizational 
mission, (2) understand how value is derived 
by the organization’s existence, and (3) docu-
ment how resources support the organizational 
mission. Information is collected from multiple 
sources including knowledgeable individuals us-
ing interviews and questionnaires; by reviewing 
relevant documents; and by direct observation 
of organizational operations. Unfortunately, the 
time, effort and resources to undertake this step 
may be seen as too costly, resulting in no formal 
risk assessment being conducted.  Worse, the as-
sessment may be performed without the quality 
of information necessary to ensure an accurate 
result. 

The second step, Threat Identification, requires 
the identification and characterization of threat 
sources that may potentially exploit vulnerabili-
ties (accidentally or intentionally) present within 
the organization.  In this step, threat sources are 
enumerated; threat actor motivations, resources 
and capabilities are considered; and historical 
data is analyzed to determine the likelihood of 
threats exploiting organizational vulnerabilities 
resulting in an adverse mission impact.  This is 
perhaps the most important step for addressing 
the insider threat. If the organization does not 
explicitly consider the activities of trusted insiders, 
it will miss a significant source of threat source by 
assuming all threats originate only from outside 
the organizational perimeter. This problem is 
perpetuated by the lack of historical data available 
that can help organizations in understanding the 
prevalence of insider threats.

The third step, Vulnerability Identification, 
requires the identification and characterization 
of vulnerabilities present within the organization.  
A vulnerability is “a flaw or weakness in system 
security procedures, design, implementation, 
or internal controls that could be exercised (ac-
cidentally triggered or intentionally exploited) 
and result in a security breach or a violation of 

the system’s security policy” (Stoneburner et al., 
2002, p. 15). In this step, vulnerability sources 
are discovered by reviewing traditional vulner-
ability repository listings, conducting security 
testing and auditing, reviewing security require-
ment checklists that are used to mitigate known 
vulnerabilities, critically examining past security 
incidents, and linking each of the threat sources 
previously identified to their appropriate vulner-
abilities. It is important to note that this leads 
to the identification and subsequent accounting 
only for known vulnerabilities; yet undiscovered 
vulnerabilities are unaccounted for since they, by 
definition, are unknown.  Organizations that fail 
to explicitly consider the access and capabilities 
possessed by trusted insiders miss a significant 
number of vulnerabilities that may endanger the 
organization’s mission. A useful exercise to reveal 
insider vulnerabilities is to brainstorm scenarios 
where any given individual inside the organization 
could exploit their knowledge, access, and position 
to harm the organization. Unfortunately, this is a 
resource-intensive exercise that few organizations 
choose to undertake. Instead, many organizations 
simply “bury their head in the sand” and assume 
employees will not exploit their trust relationship. 
Typically, it is not until the organization itself (or 
another organization of interest) is victim of an 
insider attack that it begins to seriously address 
the insider threat.

The fourth step, Control Analysis, requires 
the identification and characterization of existing 
(or planned) controls that are designed to reduce 
the (or eliminate) the likelihood that a threat will 
exploit a known vulnerability. Controls may be 
categorized in a variety of ways including tech-
nical or non-technical; preventative, detective, 
corrective, or reactive; or as static or dynamic in 
nature. Controls vary in their costs, effectiveness, 
their impact to organizational operations, and 
their practicality. For example, the United States 
implements an interlocking, mutually supporting 
series of controls (e.g., need-to-know, background 
investigations, polygraphs, access control mea-
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sures, adjudication) to reduce vulnerabilities 
which may result in the compromise of Sensitive 
Compartmented Information (SCI) (DCID 1/19, 
1995; DCID 6/4, 1998). Compartmentalization is 
used to limit the number or individuals who can 
access SCI by requiring individuals to not only 
possess a clearance at a level commensurate with 
the SCI, but they must have a “need-to-know” 
the information that is approved by the source 
of the information. While the strategy may be 
financially expensive, the process significantly 
reduces the vulnerability of the breach of SCI. 
One of the difficulties in this step is the quanti-
fication of how much a given control will reduce 
the likelihood of any given threat from exploit-
ing a known vulnerability. This is not unique to 
dealing with insider threats as it is present in all 
risk assessments. Another significant problem 
is identifying combinations of controls that are 
ineffective, incompatible, or act to increase the 
risk of a compromise.

The fifth step, Likelihood Determination, 
requires estimating the probability that a given 
threat will intersect with a matching vulner-
ability resulting in a loss to the organization.  
Quantifying the likelihood is a function of the 
threat source motivation and resources, the nature 
of the vulnerability, and the existence of exist-
ing controls designed to reduce the probability.  
Estimation of this quantity can be determined 
using historical data, subject matter experts, 
and modeling techniques. Unfortunately, since 
the likelihood is a function of all of the elements 
discussed previously, estimating insider risk is 
especially problematic. A qualitative assessment 
using three categories (e.g., Low, Medium, and 
High) is often used to estimate the likelihood 
that a risk will materialize in a given timeframe. 
While this reduces the burden of estimating the 
likelihood accurately, it simultaneously limits 
the granularity of the analyses and degrades the 
ability to resolve fine differences between controls 
in the risk mitigation process. 

The sixth step, Impact Analysis, requires 
the estimation of the impact (loss) to the orga-
nization should a given risk materialize (e.g., a 
threat intersects with its matching vulnerability).  
Estimation of impact can be expressed in terms 
of how a loss or degradation of the confidential-
ity, integrity, or availability of a resource would 
negatively affect the organizational mission. In 
some organizations, the information may already 
exist in the form of a business or mission impact 
assessment that prioritizes the impact associated 
with a compromise of an information asset in 
terms of the organization’s mission. In any case, 
accurately estimating the impact is very important 
because is directly affects the rank ordering of 
risks, which is the overall output of the risk assess-
ment process. One difficulty in impact analysis 
is that while some impacts are tangible (e.g., lost 
revenue, system downtime), others are less tan-
gible (e.g., loss of consumer confidence, damage 
to reputation). As a result, impact may again be 
expressed using qualitative categories (e.g., Low, 
Medium, and High) rather than quantitative val-
ues or ranges. Similar to likelihood estimation, 
this reduces the burden of estimating the impact 
accurately but greatly limits the granularity of 
analysis, which in turn degrades the ability to 
discriminate between alternate control choices 
in the risk mitigation process.  

The seventh step, Risk Determination, com-
bines the information from the previous steps to 
assess the overall risks present. Mathematically, 
the probability of a given threat intersecting with 
a given vulnerability times the impact (loss) to 
the organization yields the expected loss, per 
unit time, resulting from that risk in the cur-
rent environment.  A rank ordering of the risks 
provides an order listing of risks from most to 
least severe.  To visualize risks, a risk matrix is 
constructed as shown in Figure 4. Each possible 
risk is annotated in the risk matrix based upon its 
threat likelihood and impact pair and the overall 
risk level is determined as a Low, Medium, High, 
and Critical risk.
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The eighth step, Control Recommendations, 
involves the identifying controls that can be used 
to mitigate (or eliminate) the identified risks.  The 
purpose of this step is to make recommendations 
and enumerate alternatives to reduce the risks to 
an acceptable level.  Factors considered should 
include the following: the effectiveness of controls; 
legal or regulatory requirements; organizational 
policy; the operational impact of the controls; and 
the safety and reliability of controls. Recommen-
dations then feed into the risk mitigation process 
where the recommended controls are evaluated 
and prioritized, and a cost-benefit analysis is 
conducted.

The ninth step, Results Documentation, in-
volves the documentation of all of the information 
collected and analyzed in the preceding steps.  In 
this step, a formal risk assessment report is created 
in order to document all of the threats, vulner-
abilities, probabilities, and recommended con-
trols.  This documentation is important because 
it informs stakeholders, provides justification for 
resourcing decisions, documents the effort and 
commitment that management exerts in dealing 
with risks, and significantly reduces the burden 
when conducting subsequent risk assessments.  
It is important to note that risk assessment is not 
a one-time activity, and should be performed 
periodically or whenever a significant change to 
the environment occurs.

r isk mitigation

Risk mitigation, the second step of risk manage-
ment, is the analytical process that involves pri-
oritizing, evaluating, and implementing controls 
to mitigate risks to an “acceptable level”.  There is 
no universal acceptable level of risk, because dif-
ferent organizations may have different tolerance 
levels based upon their risk preference, historical 
events, resources, and/or other priorities.  What is 
acceptable for one organization may be completely 
unacceptable for another organization.

In general, the risk mitigation process does not 
differ substantially when dealing with traditional 
and insider risks.  The risk mitigation process, 
as defined by the National Institute of Standards 
and Technology Special Publication 800-30 “Risk 
Management Guide for Information Technology 
Systems,” is comprised of the following seven 
steps (Stoneburner et al., 2002):

1. Prioritize Actions
2. Evaluate Recommended Control Options
3. Conduct Cost-Benefit Analysis
4. Select Control
5. Assign Responsibility
6. Develop a Safeguard Implementation Plan
7. Implement Selected Control(s)

One of the greatest challenges when dealing 
with insider risk mitigation is that organiza-
tions who have not yet experienced a successful 
insider attack may falsely believe that they are 
immune, or invulnerable, to an insider attack 
and may fail to consider insider threats in their 
established risk assessment processes. As a re-
sult, the organization may never discover serious 
insider vulnerabilities until they materialize in a 
successful attack.  Worse, the organization may 
be subject to continuing information exfiltration, 
corruption, or disruption without implementing 
detective measures that would reveal the source 
is a trusted insider.
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Evaluation and Assessment

The final step of the overall risk management 
process is Evaluation and Assessment. This step 
allows for continuous process improvement so 
that any changes in the operational environment 
and organization’s risk profile are accounted for 
in a timely and efficient manner.    

In summary, risk management requires the 
evaluation of risk tradeoffs by accounting for 
the potential impact to resources, the cost and 
effectiveness of control measures, and any con-
straints present in the environment. The quality 
of risk mitigation correlates directly with the 
quality, accuracy, and scope of the risk assessment 
conducted within the organization. The diligent 
recognition and quantification of the risks posed 
by insider threats as discussed previously is one of 
the most challenging aspects when conducting risk 
management. Underestimating the insider threat 
will prevent the organization from allocating suf-
ficient resources for mitigating the insider threat, 
thereby placing the organization at increased risk. 
Conversely, overestimating the insider threat will 
result in wasted effort and resources that could 
be used to mitigate other risks.  

Best Practices for  Mitigating 
the Insider Threat

As with any other security challenge, countering 
the insider threat involves prevention, detection, 
and response (or remediation). Security is a com-
plex system that is primarily concerned with the 
interrelationships between people, organizational 
policy and process, and materiel assets (i.e., sur-
veillance, alarm and auditing systems). Because 
of this interrelationship, a security strategy that 
employs defense-in-depth principles will offer the 
most robustness, since it relies on more than just 
a few mechanisms or focusing on only one area.  
Based on a review of the literature, we suggest a 
number of best practices for preventing and de-

tecting malicious insider activity, as summarized 
to follow. The degree to which these practices are 
implemented will depend on the results of a risk 
management study that evaluates the potential 
threats, likelihood of those threats taking place, 
and impact of a successful attack. 

Promote Effective Management.  Manage-
ment practices that foster employee satisfaction 
and loyalty prevent insider incidents (Shaw et al., 
1998). People who are content and believe they 
are valued by the organization are less likely to 
cause harm than someone who feels undervalued 
or threatened. Managers and supervisors play 
a pivotal role to addressing the insider threat 
problem, because they are directly responsible 
for monitoring the performance and behavior of 
their employees. However, with the focus on lean 
management, managers and supervisors have less 
time and are likely to overlook these warnings 
signs.  The human resources staff also plays a 
significant role in insider threat mitigation. Well-
documented processes should be developed and 
followed when indoctrinating new employees, 
and access should be terminated for employees 
who have left the organization. Background 
checks should be conducted for people working 
in sensitive positions (such as auditors, systems 
administrators, and other users with privileged 
access). 

Establish an Actionable Security Policy. Estab-
lishing a good security policy is a fundamental part 
of any robust security program (Pipkin, 2001). The 
organization’s business processes and importance 
of those processes as articulated by senior leaders 
will help determine the specific policies required. 
Ideally, security policies should be clear, concise, 
understandable, current, accessible, realistic, 
enduring in nature, and technology-independent.  
The policies should provide guidance and have 
executive management support. Further, they 
articulate the repercussions of failing to adhere 
to the security policies. For these reasons, it is 
essential to make everyone aware of the policies 
and obtain their acknowledgement that they will 
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comply with the policies before allowing access 
to the organization’s information systems and 
network. 

Audit User Access and Activity. Just because an 
organization has established policies and requires 
employees to acknowledge that they will comply 
with the policies does not mean those policies are 
being followed. It has been the authors’ personal 
experience that in many organizations employees 
do not follow established policies. For this rea-
son, periodic and random should be performed 
to ensure compliance. Maintaining access logs 
and reviewing the actions of individuals provides 
evidence and accountability. Good managers and 
managerial strategies that foster good security 
practice, periodically conduct audits and take 
punitive actions against willful violators are im-
perative. In many insider cases, there were policy 
violations that were present and ignored. Willful 
violations of security policy are often leading 
indicators of an insider attack (Coe, 2004; Cole, 
2006; USDOJ/OIG, 2003; Wise, 1995).  Auditing 
also provides a measure of deterrence. Unfortu-
nately, it is not possible or feasible to audit every 
action taken by every user. Even if it were pos-
sible, it would be very difficult to determine the 
intent behind the activity, and most of the logging 
entries would be routine activity. 

Create a Security-Minded Culture. Security 
awareness training for all employees is important 
because people (supervisors, co-workers and 
subordinates) are the first line of defense against 
insider attacks. Kowalski et al. (2008b) note that 
76% of documented insider attacks in the IT and 
telecommunications sector involved a degree of 
planning.  Fifty-five percent of those cases in-
volved behavior that was irregular or otherwise 
inappropriate (system misuse, tardiness, absentee-
ism, workplace aggression), and in 97% of those 
cases, others within the organization were aware 
of the insider’s behavior (Kowalski et al., 2008b). 
There is a window of opportunity during which 
people can intervene and prevent the attack, or 
limit the amount of damage done by the attack. 

Organizations should therefore strive to create 
a security-minded culture in which everyone 
understands their roles and responsibilities with 
respect to security.

Enforce Strict Account Management Policies. 
Organizations should limit user access to areas 
for which they have a need-to-know. Role-based 
access control ensures that employees will only 
have access to information and facilities that are 
required to do their assigned duties. Ensuring good 
access controls means setting an access controls 
that adhere to the principle of least privilege, which 
states that someone should have the minimum 
level of privilege to complete a task.  For example, 
posting a document on a server does not require 
full system access. Another important is separa-
tion of duties, also known as two-person integrity. 
Requiring two people to authorize a specific action 
(such as transferring a large sum of money from 
one account to another) makes it much less likely 
that a single insider could perform a malicious act. 
Separation of duties may be difficult to achieve 
given personnel availability. In this case, rotation 
of duties may provide the additional checks and 
balances to detect irregularities and deter mali-
cious activity. Finally, shared accounts should be 
avoided because they do not provide the ability to 
trace actions to a specific user. There have been 
documented cases where someone with access to 
a shared account was terminated; although their 
personal account was deactivated, the individual 
still had access to the shared account (Kowalski 
et al., 2008b). 

Establish Business Continuity Plans. Regard-
less of how well an organization attempts to 
prevent an insider attack, there is still a chance 
that an insider will be successful. Organizations 
should therefore plan for such contingencies and 
have business continuity plans in place to remedi-
ate denial of access and data loss. This requires 
documenting the critical information require-
ments for the organization and understanding 
how that information is used. Knowing what to 
protect (and why) is critical. A workable system 
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backup and recovery process is a key element 
of the business continuity plan. This includes 
regular backups and storage of the backup media 
at a secure, off-site location.  Multiple backups 
will provide additional security, with different 
people being responsible for safeguarding the 
media (Capelli et al., 2005). 

Pay Extra Attention to System Administrators. 
System administrators are perhaps the most wor-
risome insider threat.  With carte blanche, they 
can access all files, delete applications and data, 
circumvent internal controls, erase or modify 
audit logs, and reconfigure the systems for which 
they are responsible. In many cases, they are also 
responsible for the backup/recovery systems. 

Guard Against Remote Attacks. Remote ac-
cess methods, such as virtual private networks 
and web-based e-mail, introduce risk. While at 
work, individuals may be less willing to engage 
in unauthorized activity for fear of observation 
by co-workers. However, this inhibition may be 
reduced when logging into the organization’s 
systems from home or some other location. An 
organization that provides remote access capa-
bility should limit that access to those systems 
and services that are less critical to the overall 
business functions. Additional monitoring of the 
remote access channels should also be employed 
(Capelli et al., 2005). 

Detection Measures

Should prevention fail, organizations must be 
able to detect malicious insider activity. Ideally, 
detection will occur immediately when the ac-
tivity takes place. Further, the detection system 
should also be fine-grained to allow detection 
of genuinely suspicious activity while ignoring 
legitimate activities. An exceptionally skilled 
insider’s actions may be very difficult to distin-
guish from normal, authorized and benign activity. 
Einstein commented, “Not everything that can be 
counted counts, and not everything that counts 

can be counted.” For example, an auditing system 
could be used to generate warnings based on file 
access or network activity in real time. Depending 
on the alarm criteria, administrators may very 
quickly be overwhelmed with alerts of benign 
activity (Type I errors), and yet the system may 
actually fail to identify activities that are indeed 
malicious because those actions are commonly 
performed.

The simple fact that no two people are alike 
makes it difficult to introduce sound prediction 
strategies, and as a result, few exist. Research 
has shown that malicious insiders do not share a 
common profile. They come from all occupations 
and have different skill sets (Keeney et al., 2005; 
Kowalski et al., 2008a; Kowalski et al., 2008b; 
Randazzo et al., 2004). Studies of espionage and 
“white collar” crime cases have not shown a cor-
relation between personal attributes such as age, 
gender or level of education with an inclination 
or desire to do harm to the organization (Herbig 
& Wiskoff, 2002). Because we are dealing with 
social/psychological factors that are internal and 
unique for each individual, we must focus on 
behaviors and actions rather than the individual 
characteristics or attributes of the employees. 
When dealing with complex systems, we often 
want to know what is happening inside the system, 
but we cannot directly measure it.  Instead, we 
must determine what things are measureable and 
then infer what we cannot measure directly.  This 
is certainly true when attempting to characterize 
and mitigate the insider threat. It is impossible 
to determine what is going on inside people’s 
minds, so we can only observe their behavior in 
an attempt to guess or predict whether they are 
in fact doing something that is harmful to the 
organization. 

Observables

The quality of any insider threat detection and 
response methodology is therefore strongly de-
pendent upon the ability to collect and process a 
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relevant subset of all possible observables. Ac-
cording to Merriam-Webster, an observable is 
something that is “capable of being observed.” 
The American Heritage Dictionary extends this 
idea by defining an observable as “a physical 
property, such as weight or temperature, that can 
be observed or measured directly, as distinguished 
from a quantity, such as work or entropy, that 
must be derived from observed quantities.” For 
our purposes, an observable is anything that can 
be affected by the behavior of the insider and can 
be sensed, collected, processed and stored within 
the given environment. 

As shown in Figure 5, there are many observ-
ables associated with detecting potential insider 
threat activity. The observables shown were de-
termined as part of a research challenge work-
shop sponsored by the United States Intelligence 
Community (RAND, 2004; Maybury, 2005). The 
study team, consisting of researchers from govern-
ment, industry and academia, analyzed dozens of 
espionage cases as detailed in a 2002 espionage 
report by Herbig & Wiskoff (2002). 

The team especially focused on a subset of 
high profile cases involving Aldrich Ames, Robert 
Hanssen and Ana Belen Montes. Ames (CIA) and 
Hanssen (FBI) were briefly discussed earlier, and 
Montes was a Defense Intelligence Agency (DIA) 
analyst who was convicted in 2002 of spying for 
Cuba.  The study team found that with these three 
individuals, two had passed counterintelligence 
polygraph examinations, and the range of techni-
cal skill varied. Further, while each person was 
extremely careful to avoid detection, in each case 
there were opportunities to “observe individual 
incidents and/or to detect anomalous behavior 
from correlated observables” (Maybury, 2005, 
p. 2). This is very important, because a detection 
strategy that focuses strictly on cyber activities 
(e.g., system usage monitoring) will have limited 
effectiveness, especially if the perpetrator has the 
ability to conceal the suspicious activity. 

In the majority of documented insider threat 
cases, other people were aware of irregular ac-

tivity. A management tool is therefore needed 
to gather as much of the information shown in 
Figure 5 as possible for correlation and analysis. 
The tool would combine these observables to pro-
vide timely alerts and warnings for management 
(Hanssen spied for 15 years even though there were 
indicators throughout that period). This is not to 
say that an automated insider threat detector can 
(or should) be built. Ultimately, managers, secu-
rity officials and human resource management 
personnel will need to consider all factors to 
develop a representation for the “whole person.” 
For example, someone who is having financial 
difficulties and verbally attacks a coworker may 
simply be going through a very stressful situa-
tion (such as divorce or death of a close family 
member). In some cases, just simply identifying 
someone who is “at risk” may be enough to prevent 
or deter any further problems. 

Another important issue to consider when 
selecting observables for insider threat mitigation 
is privacy. Collecting the observables shown in 
Figure 5 certainly has a “Big Brother” aspect 
and may pose legal challenges. However, many 
employees of government agencies and their con-
tractors routinely undergo extensive background 
investigations for security clearances, and these 
observables are indeed being collected.

 
The Detection Process

The detection algorithm is the heart of any de-
tection system. Many of the concepts developed 
for traditional intrusion detection systems (IDS) 
apply to the problem of detecting undesirable in-
sider activity. In fact, one could argue that insider 
threat detection is a specialized subset of intrusion 
detection. However, as discussed previously, the 
insider threat often requires the selection of ob-
servables that are outside the realm of traditional 
IDS methods. Despite this limitation, the more 
salient elements of intrusion detection provide 
a foundation for understanding the process of 
insider threat detection. 
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An IDS is typically focused on the collection 
and analysis of pattern-sequenced or time-se-
quenced observable events. The system moni-
tors observables such as system logs, resource 
consumption and network activity to classify 
observed behavior into classes of acceptable and 
unacceptable behavior. Detection can be based 
on adherence to known unacceptable patterns 
(signature detection), deviations from acceptable 
usage (anomaly detection), or some combina-
tion of the two methods. A detection threshold 
is established under which the system will not 
generate an alarm. When the threshold is met or 
exceeded, an alert is generated and investigated. 
Performance of the IDS is measured in terms of 
its ability to correctly identify suspicious behavior 
(probability of detection) while avoiding false 
positives (false alarms). How an organization 
handles the investigation (and remediation) of the 
alert is critical to the success of the whole process 
of the detection system and should be factored 
into the risk management process. 

Detecting undesirable insider activity is 
similar in that it consists of sensing and collect-
ing observables in the environment, processing 

the observables using some detection algorithm, 
and the dissemination and response to alerts 
generated by the algorithm. Unlike traditional 
IDS, however, the observables present in insider 
threat detection include not only those from the 
network and host domains, but also elements from 
the human behavior domain (e.g., conduct, mood, 
demeanor, stress, etc.) and the physical domain 
(e.g., working hours, physical access control logs, 
etc.). Further, since insiders have internal access to 
the information infrastructure of an organization, 
the location of critical observables for intrusion 
detection may not be sufficient for the detection 
of insider behavior. 

Note that some observables may be collected, 
but might not be useful for detection. Instead, 
these observables may be used to support a 
forensic analysis for post-incident attribution 
and correlation purposes. A key challenge in 
configuring an IDS is that as number of sensors 
increases, it becomes increasingly difficult and 
expensive to manage the data collection, storage 
and analysis. The organization must balance the 
benefits provided by the IDS and its total cost 
of ownership. The problem is only worse for the 
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Figure 5. Taxonomy of insider threat observables (after Brackney & Anderson, 2004)
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insider threat, which is by nature a low-probability, 
high-impact threat. 

Security Auditing

Information system auditing can play a vital 
role when attempting to detect insider threats 
(Anderson, 1980). However, research has shown 
that to be effective it requires that organizations 
customize their audit policies and implement an 
audit review program. For example, one study 
focused on Windows XP logs and their usefulness 
when it comes to insider threat detection (Levoy, 
2006). Levoy et al. (2006) examined various au-
diting templates to determine the most effective 
configuration for detecting an insider on a Win-
dows XP system. Eighteen unique malicious user 
scenarios were generated, and their effectiveness 
was measured against all possible permutations 
(262,144) of system security policy settings. A 
utility function was created that accounted for the 
costs related to store and analyze the data neces-
sary which allowed the optimal system security 
policy setting to detect all 18 malicious scenarios 
at a minimal cost. 

By evaluating the various scenarios, it was 
determined that the default system audit settings 
are not as effective at insider detection as custom-
ized settings. The research also demonstrated 
that when conducting insider threat detection 
through auditing and log analysis, organizations 
must strike a balance between the costs and 
benefits associated with this detection method. 
While increasing auditing and logging of events 
improves the chances of identifying malicious 
behavior, it also leads to increased costs because 
of the amount of data to be collected, analyzed 
and reviewed. Conversely, when decreasing the 
number of auditable events, the amount of data 
is reduced, but the probability of detecting mali-
cious behavior also drops. While this research 
focused on the Windows XP operating system, 
the proposed method could be applied to other 
logging environments. 

Organizations that are committed to con-
ducting insider threat detection should therefore 
configure their auditing policies to reflect their 
security requirements. Organizations will then 
improve the likelihood of detecting undesirable 
or unauthorized activity. For example, auditing 
and logging may reveal unauthorized activity 
when reviewing logs for remote access, file ac-
cess, system configuration changes, database or 
application usage, and electronic mail (Carroll, 
2006). A side benefit of auditing is that it forces 
the organization to understand clearly its audit 
policies and organizational user activity. In order 
to best utilize log auditing to its fullest benefit, 
it is necessary for an organization to understand 
the threats and attacks that exist for its set of 
resources (Anderson, 1980). 

Data Mining

User profiling has been suggested as a method for 
improving the detection of insider misuse (Ander-
son, 1999). Behavior profiles can be established 
using the observables discussed earlier, such as 
files and processes normally accessed, periods of 
system usage, and keystroke patterns for example.  
Anomalies are detected by comparing old profiles 
with current activity. This may be successful if 
there is sufficient historical data to compare, but 
the amount of history that needs to be stored could 
be overwhelming. One way to reduce the amount 
of data required is to perform data mining and 
generate knowledge from the data. Data mining 
has proven successful in identifying fraud, terror-
ists, new marketing strategies, health epidemics, 
and patent developments (Cerrito, 2004; Clark, 
2002; D’Amico, 2002; Lok, 2004; Robb, 2004; 
USDOJ, 2004). 

The principle behind data mining is to search 
a data store and identify patterns (temporal, spa-
tial, or contextual). There are two forms of data 
mining: structured data mining is performed on 
data that has been formatted and organized in a 
database structure, while unstructured data min-
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ing (or text mining), is used for data contained in 
documents, presentations, emails, and web pages. 
Structured data mining can best be used for iden-
tifying potential insider abuse from observables 
such as file access, user logins, and keystroke 
patterns (Anderson, 1999). The difficulty with 
this is that this data is often not collected (or is 
very difficult to collect), and the environment 
may not be modifiable to provide the attribution 
and timing information needed. 

An alternative means to detect insiders is to 
consider whether a person’s interests match with 
the people they contact. By analyzing the content 
of a person’s email and web sites visited, a profile 
is created to describe the individual’s interests. 
Textual clustering and data mining using Proba-
bilistic Latent Semantic Indexing (Okolica, et al., 
2008) and Author-Topic (Rosen-Zvi et al., 2004) 
can be used to generate links among documents, 
topics of interest, and people. From these links, an 
interest profile for an individual can be generated. 
This profile can be matched to an “insider model” 
profile, or more feasibly be used to develop social 
networks connecting individuals with similar 
interests. If two people have a high probability of 
being interested in the same topic, the probability 
that they know each other is much higher than 
the pure random chance of them knowing each 
other. If given this high probability, they do not 
exchange any emails, it may be suggestive of a 
clandestine link. In addition, the person may war-
rant additional attention if the category matches 
one that is “dangerous.” On a more positive note, 
this technique can also be employed to build col-
laborative teams by finding people across many 
different divisions of an organization based on 
their interest in a particular topic. 

In addition to clustering to develop social net-
works, other tools and techniques exist that build 
and analyze social networks. These techniques use 
a number of techniques to identify relationships 
and have extended from using web and available 
mailing lists into sources for social networking 
sites. For example, ReferralWeb (Kautz et al., 

1997) uses the co-occurrence of names in close 
proximity in World Wide Web documents to build 
a social network. The research of Adamic & Adar 
(2003) functions similarly, having been used on 
mailing lists and the homepages of students at 
Stanford and MIT. The idea is that when people 
create homepages, they link to their friends’ 
homepages (and ask their friends to link to theirs). 
Culotta et al., (2004) extracted names from email 
messages, then found the person’s “web presence” 
(a personal homepage for example) and used that 
to describe the person and to find friends of that 
person. After the social network was created, 
they used graph-partitioning algorithms to find 
highly connected components. While their dataset 
was small (53 email correspondents), their results 
were promising. However, the drawback of the 
approach was the lack of web presence for many 
of the correspondents (31 of 53). 

More recently, research focuses on social net-
working site data sources that include much more 
detail and connections among individuals. This 
includes the use of the (now defunct) buddyzoo.
com website, that allowed users to compare their 
AOL Instant Messenger buddy lists with others 
(Hogg & Adamic, 2004). The Text REtrieval 
Conference (TREC) Blog-Track 2006 database 
(MacDonald & Ounis, 2006), and Facebook 
(Golder, et al., 2007) have also been used in social 
network analysis. Research on social networks 
often makes use of visualization (Heer & Boyd, 
2005; Paolillo & Wright, 2005), and importance 
metrics (Shi et al., 2008) derived from direct links 
between individuals to identify highly connected 
individuals, fringe groups, and individuals.

Information Fusion

As previously discussed, selecting the observables 
to use for detecting insider attacks is driven primar-
ily by the detection algorithm used. Information 
fusion takes an alternate approach by collecting 
all available observables and using continually 
refining the detection model as a larger history 
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of observables is collected and stored. Fusing 
works by collecting data from multiple sensors 
and storing them in such a way that the detection 
algorithm can analyze the data to determine any 
indication of malicious insider activity. 

Not only does fusing rely on real-time data, 
it also takes integration further by suggesting 
the use of honeytokens. Based on the idea of 
honeypot networks used to entice malicious at-
tackers, the honeytoken is “a semi-valuable piece 
of information whose use can be readily tracked” 
(Maybury et al., 2005, p. 3). Honeytokens provide 
an additional data point from which to track and 
identify insider activity. Fusing also implements 
event proximity with regard to time, and observ-
able ordering to create a simulated timeline of 
events. Additionally, the data fusion engine will 
associate activities by internet protocol (IP) ad-
dress, username, and other identifiers to assist in 
identifying malicious activity. A consequence of 
the collection of a wide collection of observables 
is potential increase in false alarms. 

A benefit of fusing is that using information 
from heterogeneous sources may provide more 
accurate and timely indications and warning of 
insider attacks (Maybury, 2006). As shown in 
Figure 5, many observables can be collected and 
exploited to detect undesirable activity. Relying 
solely on cyber observables (while perhaps easier 
to collect) presents a small picture of the spectrum 
of human behavior that might indicate malicious 
intent and activity. 

Drawbacks of fusion include the amount of 
data that must be collected, stored, and analyzed; 
the human interaction necessary during model 
refinement; and the computational resources 
necessary to make the detection algorithm useful 
in an operational setting. Ideally, the application 
of additional domain knowledge can provide 
more accurate contextual information. Another 
significant issue with fusion is the temporal na-
ture of the observables. Personnel background 
checks, foreign travel, and the other non-cyber 
actions have a much different timeline than, say, 

file access and web browsing. Fusing data under 
these conditions is challenging. 

Attack / Protection Tree Modeling

Attack trees have been successfully used to 
identify the threats and risks to systems (Edge, 
2007; Mauw et al., 2005; Schneier, 1999). Protec-
tion trees are used, in conjunction with attack 
trees, to evaluate trade-offs in the risk mitigation 
process (Bistarelli et al., 2006; Edge et al., 2006; 
Edge et al., 2007a; Edge et al., 2007b). While the 
focus of attack and protection trees is generally 
on the determination of overall system risk, the 
methodology is equally applicable to the insider 
threat domain. Attack trees formally represent all 
attack vectors and help determine which events 
must occur for the attack to be successful. 

The calculation of metrics, such as the impact 
to a system if an action is accomplished, can be 
used to determine the risk level of each node 
(Edge, 2007). Although the values of the leaf 
nodes may be dynamic, attack trees still provide 
a viable method for determining risk. Defining at-
tack trees is an iterative process requiring domain 
expertise. Applying attack tree methods to the 
insider threat requires a certain level of domain 
expertise to build the tree. 

Systems Dynamics Modeling

It is clear that technology alone cannot solve the 
insider threat problem. Furthermore, organi-
zational policies and security processes, while 
necessary and useful, are also insufficient in 
themselves.  What is still not well understood 
is the human behavioral aspect to the problem. 
Martinez-Moyano et al. (2006, 2008) have devel-
oped a behavioral theory insider threat mitigation 
based on judgment and decision theory and system 
dynamics.  Simulation is then used to predict be-
havior and shed insight into how potential inside 
attackers might be deterred or dissuaded.  System 
dynamics presents a method for analyzing and 
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managing complex systems that exhibit positive 
and negative feedback components.  Feedback 
refers to a situation where some variable, event 
or parameter affects another variable, which in 
turn affects the first.  It is not possible to study 
the linkages independently, and the system must 
be studied as a whole. 

A system dynamics model for the insider threat 
is shown in Figure 6.  The arcs represent influ-
ences (positive or negative) between two entities. 
A positive (+) sign on the arrow denotes that an 
increase in value at the source also results in an 
increase at the measure at the destination, while a 
negative sign denotes an inverse relationship. For 
example, consider the loop R1.  An increase in 
detection capability drives an increase in detected 
precursors of undesired activity. As the number 
of detected precursors increase, the perceived risk 
increases, which then drives additional invest-
ments in security measures.  Conversely, poor 
detection technology will decrease the number 
of detected precursors, which in turn decreases 
the organization’s perceived risk, which may 
even lead to decisions that further diminish the 
detection capability. This false sense of security 
is known as the detection trap.

Demonstrating the complexity of the problem, 
consider the impact of the detection cycle on 
managerial trust (loop R2).  As the organization 

detects more events, trust decreases, which in 
turn increases the perceived risk, which in turn 
will result in additional investments in detection 
technology.  If the detected precursors decrease 
over time, managerial trust is positively rein-
forced which in turn drives down investments, 
and another negative cycle results, known as the 
trust trap. 

Finally, loop R3 shows the unobserved embold-
ening trap. If the detection capability is lacking, 
then a portion of the insider activities will go 
unnoticed. The insider’s perceived risk of being 
caught decreases, which results in an increased 
willingness to test the system, generating ad-
ditional precursor events. If nothing changes in 
the other loops (R1 and R2), the insider becomes 
more willing to test the system and perhaps launch 
a more harmful attack. 

This approach represents a significant step 
in addressing the insider threat because it al-
lows study of the human as a complex system.  
A limitation of this approach is that the system 
dynamics model must be developed for specific 
threats, such as long-term fraud, sabotage, theft, 
and other threats. The risk management process 
described earlier would need to be applied for the 
various motivational factors (power assertive, 
greed, opportunistic, etc.) to be more useful. 
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�0  

Insider Threat Prevention, Detection and Mitigation

CONCLUSION

In this chapter, we identified the threats that 
trusted insiders pose to modern organizations. 
The primary difficulty in dealing with insider 
threats is that by definition insiders are trusted, 
so they possess elevated privileges and insider 
knowledge when compared to external users. 
While there are common motivational factors, 
such as greed and revenge, people who have been 
caught performing malicious acts do not fit a 
standard profile. Our intent was not to provide an 
exhaustive reference on the subject, but to provide 
a foundation for understanding characteristics of 
the insider threat.

The insider threat is a complex, challenging 
problem, but it can be approached in a straightfor-
ward manner using a combination of technology 
and standard security management practices, such 
as risk management, management oversight, poli-
cies, and procedures. The insider threat cannot be 
solved through technology alone, because security 
is at its very core, a people problem. 

We reviewed some of the more popular trends 
in technology, processes, and behavioral profil-
ing that we identified in research to enhance the 
identification and to mitigate the insider threat. 
Despite the work that has been completed in the 
area, further research is needed to develop a bet-
ter understanding of the observables created by 
insiders, more accurately quantify threats, and 
develop cost effective methods for insider threat 
detection, prevention, and mitigation. 
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ABSTRACT

This chapter describes a methodology for assessing security infrastructure effectiveness utilizing for-
mal mathematical models. The goal of this methodology is to determine the relatedness of effects on 
security operations from independent security events; determine the relatedness of effects on security 
operations from security event categories; identify opportunities for increased efficiency in the security 
infrastructure yielding time savings in the security operations; and identification of combinations of 
security events which compromise the security infrastructure. We focus on evaluating and describing a 
novel security assurance measure that governments and corporations can use to evaluate the strength 
and readiness of their security infrastructure. An additional use is as a before and after measure in a 
security services engagement to quantify infrastructure improvement that can serve as a basis for con-
tinuous security assurance.

INTRODUCTION

This chapter presents a novel security assurance 
methodology organizations can use to quantify 

their global security posture across the enterprise. 
The information security industry is addressing 
many challenges; specifically, how to collect 
data, often from heterogeneous, non-automated 
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and non-standard sources, and how to properly 
analyze and act on the data. Before the autocor-
relation methodology is described, relevant terms 
are defined to facilitate discussion. 

Security assurance has several variations and 
definitions in the literature but generally refers to 
the ability of an organization to protect informa-
tion and system resources with respect to vulner-
ability, confidentiality, integrity, and authentica-
tion. Security assurance is one broad category of 
security intelligence that security practitioners and 
managers are keenly interested in measuring and 
quantifying. Vulnerability is a weakness in the 
security system that might be exploited to cause 
loss or harm and an attack is when a person or 
another system exploits vulnerability (Pfleeger 
& Pfleeger, 2006). This chapter presents an au-
tocorrelation methodology to evaluate security 
assurance processes, technologies, applications, 
and practices through a novel security metric. 
Security metrics are tools that support decision 
making (NIST, SP800-100, 2006).

The ability to extract actionable information 
automatically through security metrics is crucial 
to the success of any security infrastructure. In-
formation security metrics in general should be 
defined, developed, analyzed, maintained, and 
reported within a broader information security 
program with a stated mission and clear and 
concise goals. Within such a framework, security 
metrics can be linked back to specific program 
goals which can be leveraged for managerial 
decision making. 

Data drives intelligence across all industries 
and data is generated from events. Events hap-
pen all around us as messages (or “events”) that 
flow across networks in support of commercial, 
government, and military operations. Event driven 
is defined as follows:

Event driven means simply that whatever tools 
and applications are used to automate business 
and enterprise management processes, those 
tools and applications rely on receiving events 

to monitor the progress of a process and issuing 
events to initiate its next stages. This is becoming 
universal for all business processing. (Luckham, 
2002, pp. 29)

Processing security information is no excep-
tion as information security has become an es-
sential business function (NIST, SP800-80, 2006). 
Within the context of security, the SANS Institute 
defines an event as “an observable occurrence in a 
system or network” (see glossary at:  http://www.
sans.org/resources/glossary.php ). It follows that 
a security event is a single or collection of “ob-
servable occurrence(s) in a system or network” 
that violate the security policy of an organization. 
Two related concepts are event aggregation and 
security event management. Event aggregation is 
defined by Luckham (2002, pp. 17) as “recogniz-
ing or detecting a significant group of lower-level 
events from among all the enterprise event traffic, 
and creating a single event that summarizes in its 
data their significance”. Security event manage-
ment software is “software that imports security 
event information from multiple data sources, 
normalizes the data, and correlates events among 
the data sources” (NIST, 2006, C-3). 

For our purposes, we will define a security 
incident as a specific type of security event; one 
that has been identified and classified by the 
organization as of sufficient priority to require 
the response of security personnel and whose 
time to resolve will be measured and tracked. 
The terms security event and incident are often 
used interchangeably; the distinction becomes 
important in the Metrics Development and Imple-
mentation Approach section which describes how 
to develop and implement the metric used in the 
autocorrelation methodology within a security 
event management framework.

Autocorrelation Methodology

Correlation is a mathematical tool used frequently 
for analyzing series of values, such as a time 
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series, and measures the degree to which two or 
more quantities are linearly associated (Weiss-
tein, 2008). A time series is a set of observations 
generated sequentially in time (Box & Jenkins, 
1976). The autocorrelation methodology presented 
in this chapter examines the time series gener-
ated from incident daily total times to resolve 
(DTTR). Every day, incident resolution times 
are summed together and compared to each other 
over time.  Autocorrelation is the correlation of 
a data set with itself. Autocorrelation enables 
serial dependence of data to be analyzed; That 
is, knowing the total time to resolve events to-
day, what can we infer about the time to resolve 
events tomorrow?  Correlation time is useful for 
analyzing security infrastructure because under-
standing relationships between incidents helps 
analysts uncover hidden patterns in the data that 
in this case provide important information on 
the problems in security operations. Trends are 
often more valuable than individual snapshots 
since baselines can be established to determine 
if operations are improving or declining across 
a wide range of categories. 

Security infrastructures can be expressed as 
mathematical objects, utilizing formal methods 
based on mathematics and logic to model, analyze, 
and construct them. One indication of security 
infrastructure effectiveness is the length of time 
a problem lingers within the environment. A 
quantity that embodies this effect is the correla-
tion time, which provides insight into the average 
amount of time needed to recover from an incident. 
This measure expresses the relationship between 
the amounts of overlap in security events after 
removing fluctuations for weekly and/or daily 
trends, as well as for any periodic trends that may 
become apparent over longer time periods. 

In principle, one would expect that a more 
effective security infrastructure would have a 
shorter correlation time. That is, once an event 
occurs it will be quickly resolved and both the busi-
ness and security operations brought back to health 
without recurring effects. On the other hand, a 

long correlation time suggests that a significant 
amount of the impact on security capabilities and 
business operations is due to remaining effects 
of older events rather than to new ones. Correla-
tion time is relative to the organizations current 
baseline, or to performance last month versus this 
month, or as compared to the target correlation 
time an organization establishes. 

By measuring the strength in the coupling of 
effects at different points in time, the autocor-
relation function provides information, which 
relates to the future performance of the security 
infrastructure. If the correlation is positive and 
if today’s resolve time is above the mean value, 
then we would expect that tomorrow would also 
be a day with a high amount of security capability 
and business operation impacting effects. This is 
due to the fact that the occurrence of a number 
of security events will first, weaken the security 
infrastructure’s ability to handle additional events 
and to respond to the effects, and second will 
increase the workload of security systems and 
personnel.

For security infrastructures that are expected 
to have a high degree of operations oversight, 
this measure is particularly important. If a minor 
event occurs in the business environment and if 
the security infrastructure is built with appropri-
ate functionality, both the business and security 
environments can continue operating normally 
and functionality is not impacted. However, if a 
serious event or a large number of minor events 
occurs, a large correlation time would indicate 
severe impact on business operations and security 
functionality. Viewed in this way, the correlation 
time can be thought of as a security assurance 
measure and a business risk index for extreme 
or multiple events.

The goal of the methodology presented in this 
chapter is to:

•	 Determine the relatedness of effects on se-
curity operations from independent security 
events.
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•	 Determine the relatedness of effects on 
security operations from security event 
categories.

•	 Identify opportunities for increased effi-
ciency in the security infrastructure yielding 
time savings in the security operations.

•	 Identification of combinations of security 
events which place the security infrastruc-
ture in an undesired state.

BACKGROUND

Assessing security assurance is a recently estab-
lished discipline that is rapidly gaining momen-
tum as government agencies and organizations 
realize the limitations in their ability to measure 
the effectiveness of their security infrastructure. 
A central tenet of business management is if it 
can’t be measured, it can’t be managed effectively 
and measuring security strength is no exception. 
The field is beginning to think of security in the 
same way other well-established disciplines do; 
as a process whose efficiencies can and must be 
measured with key indicators (Jaquith, 2007). 
Measurement of security assurance requires that 
metrics be identified and quantified. Quantifica-
tion is driven by the need for provable security 
and accountability. What follows in this section 
is a summary of the challenges inherent in quan-
tifying security system assurance. 

Nascent Field with Growing Pains

Assessing security assurance is a rapidly develop-
ing field. As such, it lacks standards and broad 
consensus (Applied Computer Security Associates 
[ACSA], 2002); it has a strong demand for skilled 
information security professionals (Theoharidou 
& Gritazalis, 2007); and its methodologies are not 
based on the scientific and mathematical rigor that 
sustains other disciplines (Jaquith, 2007; Skroch, 
McHugh, & Williams, 2000).  

A historic lack of consensus exists about secu-
rity measures and metrics in everything from what 
questions to ask to what to measure. Standards 
and a common vocabulary have not been defined 
and accepted yet. Considerable controversy still 
exists regarding terms such as metrics, measure, 
score, rating, rank, or assessment result (ACSA, 
2002). For our purposes we will use and define 
metrics as a group of measurements that produce 
a quantitative picture of something over a period 
of time, as defined by Lowans (2002). The key 
distinction between metrics and measurement 
is that metrics utilize a baseline for comparison 
in order to answer questions like, is my security 
better this month? 

The International Standards Organization 
(ISO) 17799 framework is a standard for security 
taxonomy that categorizes the security domain 
but it lacks sufficient detail on measurement and 
criteria for success (Jaquith, 2007). In practice, 
security metrics are often divided into subcat-
egories and used without consensus which makes 
measuring the effectiveness of security programs 
across enterprises difficult. For example, the 
National Institute of Standards and Technology 
(NIST, 2003) define three types of metrics in 
its special publication 800-55: implementation 
metrics, effectiveness/efficiency metrics, and 
impact metrics. ACSA (2002) describes technical, 
organizational, and operational “metrics”. The 
quotations around metrics are because ACSA 
didn’t actually use this term but instead opted to 
use an asterisk as a placeholder that was explicitly 
defined because of the lack of agreement for the 
term ‘metric’. The ISO/IEC 27004 is a new ISO 
standard on information security management 
measurements whose goal is to help organiza-
tions measure and report the effectiveness of their 
information security management systems (See 
http://www.iso27001security.com/html/27004.
html) that will hopefully help address some of 
these issues.

The second symptom of the discipline’s relative 
youth is its tools and practitioners are often inex-
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perienced. A plethora of diverse and specialized 
tools are flooding the market, all clamoring for the 
security manager’s attention. The sheer numbers 
of choices available without expert guidance to 
make decisions are making security management 
very difficult. Established baselines, best prac-
tices, and tools with proven results are rare. In 
addition, data collection, analysis, and reporting 
are often not automated (Robert Frances Group 
[RFG], 2004; Richardson, 2007). Automation 
facilitates several key characteristics of a good 
metric by reducing cost, and ensuring consistency 
and repeatability (NIST, 2003; Jaquith, 2007). 

Often, individuals with no or little background 
in security practices are tasked with managing 
security metrics and reporting (RFG, 2004). 
Practitioners are not well-trained and often don’t 
understand how to interpret data correctly. For 
example, an increase in the number of viruses de-
tected doesn’t necessarily provide any information 
about a company’s security posture. Virus detec-
tion statistics are a measure of anti-virus engine 
activity and will naturally rise and fall as virus 
release rates change (RFG, 2004). Practitioners 
must be able to do individual analysis on each 
metric, correlate different metrics, and under-
stand relationships between them which require 
a number of different skill sets. The result is often 
confusion and a prevailing sense that existing 
measurement practices are ineffective.

The lack of strong methodologies based on 
scientific rigor is the third manifestation of a 
burgeoning discipline. Jaquith (2007) describes 
the use of “scientific method” and “security” in 
the same sentence as cause for the “giggles”. Dur-
ing a panel workshop at the National Information 
Systems Security Conference (NISSC) in 2000, 
information assurance is described as a “black 
art” and one of four perspectives presented by 
the panel was “the perspective of information 
assurance metrics being attainable in the near 
term, if a disciplined, scientific approach is 
applied to the problem” (Skroch, McHugh, & 
Williams, 2000). This weak foundation is one 

reason for inadequate upper-management support 
of strong security metrics programs.  Another 
is that typically arguments for investment in IT 
security lack detail and specificity, and fails to 
adequately mitigate specific system risk (NIST, 
2003). Information assurance assessment is be-
ginning to draw on experience from established 
disciplines in science and engineering in terms 
of how metrics are defined, collected, analyzed, 
and reported. This approach will facilitate rapid 
growth and, more importantly, an ability to ac-
curately characterize the strength or weakness of 
security infrastructures. 

Metrics Generation is Difficult

The challenge in metrics generation may be easier 
to discuss if you understand the characteristics of a 
good security metric. According to Payne (2006), 
metrics should be SMART: specific, measure-
able, attainable, repeatable, and time-dependent. 
Jaquith (2007) defines a good metric as one that 
can be consistently measured, cheap to gather, 
expressed as a number or percentage, expressed 
using at least one unit of measure, and is contex-
tually specific (p. 23-25). NIST (2003) reflects 
growing consensus and advises the following in 
considering a security metrics program:   

•	 Metrics must yield quantifiable information 
(percentages, averages, and numbers)

•	 Data supporting metrics needs to be readily 
obtainable

•	 Only repeatable processes should be con-
sidered for measurement

•	 Metrics must be useful for tracking perfor-
mance and directing resources

To quantify security assessment, metrics must 
be based on well-defined performance goals and 
objectives (NIST, 2003) and mean something to 
those using them. However, metrics are often 
ill-defined and not well understood. In addition, 
metric definition and evaluation often become 
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distanced from the ultimate use and are used 
outside of contexts for which they were originally 
intended (ACSA, 2002). There has been some 
progress in measuring vulnerabilities which are 
relatively easy to quantify, especially for certain 
hardware (Payne, 2006), through the use of log 
audits and event reporting. For example, most 
organizations count the number of intrusions and 
virus outbreaks.

Many critical elements of the security infra-
structure remain difficult to quantify. One reason 
is security events tend to be low frequency and 
high severity which makes them difficult to 
model (Jaquith, 2007). Another is many metrics 
require data that is inherently difficult to col-
lect even if they are generated from repeatable 
and stable processes. For example, how do you 
quantify a security “attack”?  Security vendors 
approach it by filtering security information or 
events from intrusion detection software into 
three levels of criticality which can be counted 
(Jaquith, 2007). This alone is useful but would be 
even more powerful if organizations would share 
security information data to establish compara-
tive baselines.

Complexity of Systems

An organization’s information infrastructure is 
typically a complex system of inter-connected 
software and hardware components communicat-
ing over a network. Connectivity and interdepen-
dence of those components continue to increase 
unabated. The phrase “you’re only as strong as 
your weakest link” is particularly applicable to 
security environments. Yet, no universally ac-
cepted metrics exist for measuring how compo-
nents relate to each other let alone the security 
infrastructure as a whole. 

System complexity makes it difficult to gener-
ate consensus on what exactly should be measured. 
Metrics can and are defined in many categories 
often with inconsistent properties for assessing 
security protocols, security awareness training 

programs, processes, operational readiness, 
policies, applications, software, and hardware, 
to name but a few. The Common Criteria (CC) 
is an international standard that defines a set of 
ratings for particular products so, for example, like 
products from different vendors can be compared. 
The CC is making progress in this domain but 
little attention has been given to how to measure 
any complex system as a distinct entity in its 
own right.

No one metric can completely capture the ef-
fectiveness of a security infrastructure. Useful 
metrics help improve the overall security program, 
drive resource allocation, and recommend specific 
improvements. Security assurance assessment 
needs a metric that quantifies IT infrastructure 
from a global perspective to complement localized 
approaches. The autocorrelation methodology is 
one global approach that is based on a standard 
statistical tool inherent to many processes includ-
ing chemical, services and manufacturing (Keller 
& Pyzdek, 2005).   

Metrics Development and 
Implementation Approach

The following introduction to metrics develop-
ment and implementation is necessarily brief but 
will cover the major activities an organization 
needs to employ to get the autocorrelation method-
ology operational. For more extensive treatment on 
building a security metrics program the reader is 
encouraged to review this chapter’s references (e.g. 
Payne, 2006; Jaquith, 2007; NIST, 2003; NIST, 
SP800-80, 2006; NIST, SP800-100, 2006). 

NIST identifies two major activities for the 
information security metrics development pro-
cess:

1. Identifying and defining the current infor-
mation security program; and

2. Developing and selecting specific metrics 
to measure implementation, efficiency, 
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effectiveness, and the impact of security 
controls. (NIST, SP800-100, pp. 61) 

We assume the organization has addressed 
step 1 with, at a minimum, a mission statement 
and detailed goals that support the mission. We 
address step 2 with a metrics development and 
implementation strategy. 

Metrics Development

Metrics should be selected and defined to reflect 
the organization’s security priorities. “Devoting 
sufficient time to establishing information security 
performance metrics is critical to deriving the 
maximum value from measuring information 
security performance” (NIST, SP800-80 Draft, 

2006, pp. 21). This is analogous to application 
security where the importance of design-time 
metrics are derived from the fact that significantly 
more resources are spent correcting an error after 
deployment than if the problem was detected 
early in the application’s life cycle (Nichols & 
Gunnar, 2007).

We consider sample metrics for a simple net-
work security metrics program since measuring 
vulnerabilities for network components (web serv-
ers, routers, etc) are relatively easy to quantify. The 
DTTR metric is included within this program and 
will be analyzed with an autocorrelation function. 
This example helps illustrate operational details 
for using the DTTR metric in practice.  

We define our metrics using a modified 
version of the metrics development templates 

Control Family Access Control, Identification and Authentication

Metric(s)
Percentage of user logins from HTTP account

Percentage of unsuccessful logins

Metric Type(s) Implementation

Frequency(ies)
Organization defined (example: hourly, daily)

Organization defined (example: hourly)

Formula(s)
(Number of HTTP user logins / total user logins ) * 100

(Number of unsuccessful logins / total logins) * 100

Control Family Systems and Communications Protection

Metric(s) Percentage of outbound FTP connections 

Metric Type(s) Implementation

Frequency(ies) Organization defined (example:  hourly, daily)

Formula(s) (Number of outbound FTP connections / total outbound connections ) * 100

Control Family Incident Response

Metric(s)
Daily total time to resolve (DTTR).

Percentage of open incidents.

Metric Type(s) Effectiveness

Frequency(ies)
Organization defined (example:  daily)

Organization defined (example:  daily)

Formula(s)
Sum all incidents over the frequency

(Number of open incidents / total number of incidents) * 100.

Table 1. Sample metrics development template
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NIST provides to ensure repeatability of metrics 
development (NIST, SP800-80 Draft, 2006). 
NIST specifies 17 control families to help link 
organizational strategies to security activities 
(NIST, 2007). Additional fields can be added or 
deleted as appropriate to organizational goals. 
One field (not shown) that should be associated 
with every metric is a uniquely identifiable metric 
ID to facilitate automated event management. 
The metric type is important for enumerating 
categories that can be compared and contrasted 
and to help organizations organize their metrics 
by different frameworks defined within their 
security program.

Implementation Strategy

One goal of the autocorrelation methodology is 
to assess the security infrastructure across all 
systems and policies. Gathering DTTR data de-
pends on a relatively mature information security 
program that has lower-level event collection 
automated, managed in a central repository, and 
policies in place for categorizing specific event(s) 
as an incident that requires the response of secu-
rity personnel.

How do you collect the data you need for the 
defined metrics?  First, identify sources of data 
and configure hardware, applications, and OSs 
to audit and record relevant events in log files. 
The SANS Institute provides the “Top 5 Es-
sential Log Reports” that can be used as a guide 
for what to prioritize and log first. Our network 
security metrics program requires OSs to log 
user account activity since unusual user logons 
and failed authentication can indicate malicious 
attempts to gain access and to log network traffic 
in order to characterize suspicious traffic patterns 
(Brenton, Bird, & Ranum, 2008). Defining normal 
traffic patterns and triggering incident events if 
unusual patterns are detected is a strong defense 
against attacks that are designed to ‘fly under the 
radar’ and not raise alarm on the compromised 
system itself. 

An automated centralized security event man-
agement system (SEMS) is necessary to handle 
the millions of events any medium-big security 
infrastructure will generate. A common problem 
with log management is applications with the 
same purpose, like web servers from different 
vendors, log the same event using different fields, 
definitions, and formatting. In addition, it is very 
difficult for security personnel to efficiently locate 
and analyze logs across all systems that may be 
necessary for their purpose. All relevant events 
captured in logs across the enterprise need to be 
normalized into a consistent format and pushed 
to a central location as close to real-time as pos-
sible. Real time event management has a real cost 
associated with it as it increases the complexity 
of the system. Organizations must evaluate how 
quickly they need data available for analysis and 
prioritize what must be processed in real-time 
and which logs can be processed at intervals 
throughout the day. 

Centralized log management facilitates secu-
rity forensics because attackers often try to tamper 
with evidence of their crime by erasing log files 
(Garfinkel, Spafford, & Schwartz, 2003). These 
attempts are usually in vein if the information 
is also located on a remote system. Figure 1 is a 
high-level illustration of this framework. On the 
left are security personnel or management who 
may access or generate data, and on the right are 
the enterprise systems that generate events.

Options for SEMS deployment include com-
mercial products, open-source products or   de-
veloping a custom system. Until recently, it was 
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Figure 1. Security event management system 
(modified from Chuvakin, 2008) 
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difficult to find commercial vendors that offer 
centralized metrics collection but now there are 
many including EventTracker from Prism Mi-
crosystems, Inc., Foundstone, Inc., IBM Corp., 
NetScreen Technologies, Inc., and SecurityMet-
rics, Inc. (RFG, 2004). Custom systems require 
some type of database as the central repository 
and software to parse the logs into the database. 
Databases are routinely configured to trigger 
actions automatically when certain conditions 
in the data are met. 

An important requirement for any event man-
agement framework is automation. A significant 
control enhancement recognized by NIST and 
included in many of their example metrics is the 
employment of automated mechanisms (NIST, 
SP800-80 Draft, 2006). A phased automation 
plan can help balance the pressures on budget 
and resource availability. 

Implementation is an iterative process which 
includes identifying priority metrics to baseline 
and adding additional metrics as the data becomes 
available. With a set of established baselines, 
analysis techniques can be used to alarm security 
personnel if defined thresholds are exceeded. For 
example, the network security metrics program 
defined before includes three metrics generated 
from low-level events:  percentage of user log-ins 
from HTTP account, percentage of unsuccessful 
log-ins, and percentage of outbound FTP connec-
tions. Suppose that the percentage of http user 
log-ins and the percentage of outbound FTP con-
nections both exceed threshold (as they would have 
in two break-in case studies profiled in Garfinkel, 
Spafford, & Schwartz, 2003). The SEMS is trig-
gered to automatically create two new incident 
events and alerts security personnel. 

The incidents are timed from the moment they 
are created until authorized personnel close them 
through a user interface to the event management 
system. Closing the incident includes a document-
ed explanation of the root cause, recommenda-
tions for additional action, and categorization of 
the incident as enumerated by the organization. 

Through periodic review, the organization adds, 
deletes, expands and fine-tunes the metrics they 
manage and generate more rules for what quali-
fies as an incident. Incident response time is input 
data to the DTTR metric. 

Categorizing the incidents enables the orga-
nization to track their effectiveness by knowing, 
for example, the number of intrusions and their 
average response time over defined timeframes. 
The numbers of the types of incidents can be 
analyzed against the DTTR over the same time 
period to see if there is a correlation between 
certain types of incidents and unusually high 
response times. This could help an organization 
focus an investigation to determine weaknesses 
in the security infrastructure.  The increase in 
response time could be because expert security 
personnel were on vacation at the time, or it could 
be that associated data wasn’t automated yet and 
tracking down the source was a more time-con-
suming manual process. The former indicates a 
need for training and better personnel coverage, 
the later could help prioritize what to automate 
in the next phase.

General Applicability of DTTR

The DTTR metric is applicable within any security 
metrics framework that can apply deviations from 
acceptable levels among lower-level metrics to 
define an incident of interest. What is important 
is to employ baselines to help define “normal” 
within the security infrastructure (Geer, Soo Hoo, 
& Jaquith, 2003; Brenton, Bird, & Ranum, 2008). 
Here are two examples of how correlations could 
be investigated among metrics frameworks with 
very different purposes.

Metrics can be organized by the Top Ten met-
rics defined by the Open Web Application Security 
Project (OWASP: www.owasp.org). One of the 
top ten is “PercentValidatedInput” defined as V/T 
where T is the count of the amount of input forms 
or interfaces an application exposes and V is the 
number of these interfaces that use input valida-
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tion mechanisms (Nichols & Gunnar, 2007). If 
PercentValidatedInput falls below a defined level, 
an incident of type ‘application vulnerability’ can 
be created. Automated penetration tests can be 
used to identify numerous vulnerabilities that are 
input to application vulnerability type incidents. 
Analyzing application vulnerability DTTRs en-
ables an organization to track efficiency of security 
related software maintenance, identify process 
improvements to reduce known vulnerabilities 
(for example, mandate the use of standard input 
validation templates) and to facilitate root cause 
analysis of attacks that may have had their origin 
in an application vulnerability. 

Metrics can also be organized to measure 
awareness and training programs.  Example 
metrics are the percentage of system users that 
have received basic awareness training, percent-
age of information system security personnel that 
have received security training, and percentage 
of users with passwords in compliance with the 
password security policy. If any fall below targets 
as established through a baseline, an ‘awareness 
and training’ incident is created whose DTTR is 
measured. Analyzing DTTRs for awareness and 
training incidents can help drive resource alloca-
tion and recommend specific improvements for 
training programs.

To Learn More

An enormous number of resources are available 
and no list can be comprehensive. However, here 
are a few the reader may want to investigate fur-
ther to assist in the development of an automated, 
centralized event management system:

•	 The SANS Institute (https://www.sans.org/) 
has a Buyers Guide to assist in finding lead-
ing IT Security vendors, a collection of white 
papers, and a list of resources at http://www.
sans.org/free_resources.php. 

•	 SANS also has a white paper on “Security 
Information/Event Management Security 

Development Life Cycle” (see http://www.
sans.org/score/esa_current.pdf) that is a 
complete treatment of how to get an event 
management system operational.

•	 Appendix F of NIST SP800-86, “Guide to 
Integrating Forensic Techniques into Inci-
dent Response” provides a list of online tools 
in several areas including, organizations 
supporting forensics, technical resource 
sites, training resources, and other technical 
resource documents.

Autocorrelation Analysis

Autocorrelation of the total time to resolve time-
series does not provide causal information, or 
information solely about the event resolution 
process. It provides more of a “global” view of 
the whole security environment, both the capac-
ity of the actual operation as well as the event 
resolution process.

Technical Framework

Without a theoretical construct of an ideal secu-
rity infrastructure and event resolution, complete 
interpretation of the autocorrelation of the time-
series based on total time to resolve events is not 
possible. The correlation time is best viewed as a 
global state variable indicative of the level of assur-
ance of the entire security infrastructure, indicat-
ing the need for further investigation. Analogous 
to human temperature, high correlation times can 
be indicative of “problems”, but are certainly not 
conclusive. Some of the difficulties here lie with 
biases (example: infrastructure capacity and usage 
based biases), de-trending processes and definition 
of what constitutes an incident. The definition of 
what constitutes an incident will vary from one 
security infrastructure to another depending on 
specific business needs. This will in turn impact 
what the ideal correlation time is.
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For a more systemic approach, the following 
model is offered: A time-series analysis of the 
types of incidents versus the frequency of oc-
currence in time.

By creating multiple time-series of the indi-
vidual incident classes and of the entire conglom-
erate security environment, based on some unit 
time interval, time-series analysis of these series 
in comparison can give better insight into the 
systemic issues in the security infrastructure.

For example, suppose event A directly causes 
event B downstream in time. We would expect 
to see a strong correlation of B’s time-series 
with A’s shifted in time. This strong correlation 
would provide the evidence of where to focus 
diagnostic efforts to provide further evidence 
of this causal relationship, along with providing 
clues as to why the relationship exists and thus 
how best to mitigate it. This systemic issue in 
turn provides the business information of where 
to concentrate resources spent on improving 
security performance. 

This simple example in no way exhausts the 
possible information gained about systemic issues 
in a security infrastructure by this type of analysis. 
More complicated correlation studies can be done, 
depending on the quality of data, leading to all 
sorts of insight into security performance.

One big gain in this approach is a movement 
away from an individual event management fo-
cus and a movement towards understanding the 
complex event relationships within a security 
environment. While most organizations currently 
make mitigation recommendations based upon 
removal of single event issues, the “non-linear” 
effects are not taken into account, thus current 
mitigation recommendations may not have the 
desired effects and in fact could possibly have 
opposite effects. 

Explanation of Correlation Functions

In statistics, time series models can be usefully 
described by their mean, variance, and autocor-

relation function (Box & Jenkins, 1976). The 
autocorrelation function (ACF) describes the 
correlation between processes at different points 
in time. The process under study here is the daily 
total time to resolve incidents in the information 
security infrastructure. This process is stochas-
tic since future values of the time series cannot 
be exactly determined by some mathematical 
function. Statistically speaking, security events 
are assumed to be independent and violations of 
assumptions in mathematical modeling often lead 
to problems in analysis. Fortunately, the proposed 
autocorrelation methodology does not depend 
on whether security events are independent or 
not for robust analysis. In fact, we assume that 
very often security events are not independent 
and employ the ACF because it is a good tool to 
check the independence assumption (Keller & 
Pyzdek, 2005). 

The events occurring in a security environment 
and affecting, for example, customer/transaction 
throughput, dependent business processes, and 
IT systems elements, are in general not mutu-
ally independent. It is common that if an event 
of type A occurs, then an event (effect) of type 
B is likely to also occur. For example, if the 
number of transactions in the business environ-
ment increases, then we would expect to see an 
increase in load on the security infrastructure. In 
technical parlance, we say that these two events 
are correlated. The discovery of a correlation 
between events is important because it helps 
in the detection or even prediction of security 
events. An example of this would be of a failing 
network intrusion device that starts sending a 
large number of false positives over the security 
infrastructure, producing at some time later an 
overload on security personnel and an impairment 
of some other aspect of security operations. This 
kind of example introduces the need to think of 
a correlation in time that is between events oc-
curring at different times.

One kind of security event can be correlated 
not only with other kinds of events, but also with 
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itself. This means, for example, that the occurrence 
of an event at 10:00am can change the security 
environment so that the probability of an event at 
10:30am increases. In our analysis we want to use 
a quantity that reflects the degree of operational 
security impairment during a given day. One such 
measure can be the sum of all the event resolution 
times in a day; a quantity we have defined as the 
Daily Total Time to Resolve (DTTR). 

The DTTR is expected to show a temporal 
correlation. Which means that today’s DTTR 
will have an effect on tomorrow’s DTTR. There 
are several good reasons to expect this. The oc-
currence of anything but a minor security event 
could produce:

•	 A weakening of the security infrastructure’s 
ability to provide services and to respond to 
additional events. If, for example, a facil-
ity intrusion system fails or a distributed 
network penetration occurs, then the rest 
of the security infrastructure will see an 
increase in its workload, making the business 
environment more susceptible to additional 
events.

•	 Attempts to resolve the event, can lead to 
rush changes in security operations or policy 
configuration, increasing the risk of further 
events.

•	 An increased workload on the security 
personnel can lead to longer times for the 
resolution of subsequent events.

Now that we expect the DTTR to have an 
interesting day to day evolution, and to give us 
some information about the efficacy of security 
operations:

•	 How do we extract and interpret this infor-
mation?

•	 Why is this information relevant to the 
security infrastructure management?

We need a measure that will take into account 
the probabilistic nature of the DTTR. This means 
that on any particular day the DTTR is not known 
with certainty. This implies that high DTTR 
values in consecutive days can just be a chance 
occurrence. That is why we will not look at just 
two values separated in general by T days. 

To introduce the quantity to be calculated we 
assume that we have the overall average of the 
DTTRs; these are the x-bars in equation 1. Take 
all the DTTRs and subtract from them this aver-
age. In this way we obtain numbers that can be 
positive or negative, with about the same prob-
ability. Take two of these numbers separated by 
T days. A positive (negative) correlation would 
imply that these numbers are more likely to 
have the same (different) signs than not. Finally, 
multiply the numbers and average over all pairs 
of days separated by T days. If the DTTRs are 
not correlated, then we expect to obtain as many 
positives as negative factors, averaging to zero 
or to a very small number.

The output of this process is a set of numbers 
indexed by the time lag T. We use these numbers 
to calculate the autocorrelation function (ACF) 
of the DTTRs and then interpret the meaning of 
this function. In general, it is reasonable to expect 
that events separated by one day will be more 
strongly correlated than events separated by 10 
days. Therefore, the ACF should become smaller 
as T increases. It is in the nature of this decay that 
some very subtle information about the security 
infrastructure is revealed. If strong correlations 
are detected among temporally distant events, 
this is of interest also as it may indicate an attack 
that is designed to progress slowly through the 
infrastructure to not be detected under standard 
analysis techniques. 

The decay of the ACF would give us some 
information on the time evolution of events in 
the security environment. We can also obtain 
information on the coupling of events. If we have 
all the DTTRs we could calculate the average and 
find for example that a typical event is resolved 



  ��

An Autocorrelation Methodology for the Assessment of Security Assurance

in about 100 minutes. By studying the ACF we 
might discover that the effects of an event are felt 
throughout the security infrastructure long after 
it has been labeled as resolved. The mechanism 
of this influence can be seen as arising from a 
chain of events. Let’s say we have three events 
A, B, and C, in that time order. If C happens af-
ter A has been closed, it can still feel its effects 
because A affects B and it in turn affects C. So 
the influence of an event can be embodied in a 
kind of domino effect.

We need a measure to quantify the decay 
of the ACF. The main characteristic is the time 
that the effects of an event linger in the security 
infrastructure. Therefore, calculate a time that 
characterizes the decay in influence of an event. 
This function is called “the autocorrelation time.” 
This number can be seen as a relaxation time, that 
is, how long it takes the security infrastructure 
to recover from the effects of events, or more 
precisely, the effects of a particular day’s events. 
The actual calculation of this time involves add-
ing the ACF for all the time lags {0, 1, 2,…,T}. 
This simple summation can be shown to be a 
good choice of autocorrelation time. It is a global 
measure of all the very complicated dynamics 
present in the security infrastructure. Since it is 
an aggregated quantity it smoothes much of the 
security infrastructure’s inherent fluctuations. 
At the same time it is able to extract important 
information contained in these fluctuations.

In principle, we would expect that as security 
operations improve, the autocorrelation time of 
the DTTR would become shorter. In a well-run 
security operation, once an event occurs it is 
resolved quickly and the security infrastructure 
is brought to full capacity with no remaining ef-
fects. On the other hand, if the correlation time 
is long, then it is apparent that much of the time 
that the security infrastructure is impaired, is 
due not only to new events but also to remaining 
effects of old ones.

The actual value of the autocorrelation time is 
that it gives important information on the problems 

in security operations that produce the correlation 
of events that weaken the security infrastructure. 
Since the autocorrelation time is only one num-
ber it cannot identify specific problems in the 
security infrastructure. However, it can help to 
separate a well managed from a poorly managed 
security operation. Importantly, it can also be 
used as a before and after measure in a security 
services engagement to quantify infrastructure 
improvement.

Impact of Correlation

Suppose we have a time-series of DTTRs for a 
large-scale security infrastructure such as from a 
Fortune 500 company like the one shown in Figure 
2. This is example data for illustrative purposes. 
Here we see that the DTTR fluctuates between a 
high of 486,969 and a low of 9,669 minutes, with a 
mean DTTR of 176,511 minutes. This mean DTTR 
is not meaningful until it is evaluated within the 
context of an organizationally defined baseline 
for the DTTR metric. When an organization 
understands their average DTTR, they can make 
assessments about root cause investigations and 
how to improve.

 

  

Figure 2. Daily total time to resolve scatter plot
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It is difficult to see the time evolution of this 
series in this plot. So, calculate the ACF for the 
DTTRs to extract hidden patterns in the data. We 
have a finite times series x1, x2, …. xn of n DTTR 
observations from which we obtain estimates of 
the autocorrelations. The ACF is estimated at 
the given lag (T) as follows (Keller & Pyzdek, 
2005):

      (1)

for T = 0, 1, 2, ….n / 4, where n is the number 
of observations, and x-bar is the average of the 
observations. Estimates at longer lags than n / 
4 have been shown to be statistically unreliable 
(Keller & Pyzdek, 2005).

This function is shown in Figure 3; from this 
plot we can see that the time-series has a 7-day 
periodic behavior. This is not unexpected; for 
example, weekends are often the least busy days 
of the week for many organizations. Therefore 
even if the values of the number of events were 
not correlated, just the fact that this periodicity 
exists would produce a non-zero correlation.

We see that in order to extract more informa-
tion from this series we need to rescale the values 
in the series. In order to perform the rescaling of 
the series we need to know the average DTTR per 
day of the week and the standard deviation per 
day of the week; this is show in Figure 4.

In Figure 4, day 1 is a Tuesday. For each 
Monday we take the actual number for time to 
resolve and subtract from it the Monday’s average, 
finally we take this number and divide it by the 
corresponding standard deviation. In general:

AFDW = Average for that day of week        (2) 

Rescaled Time = (Actual Time – AFDW) / 
(std deviation for that day of week)          (3)

Now we have a time-series that has a mean 
of zero and standard deviation of one and we can 
calculate its correlation function. We find this 
result plotted in Figure 5.

This plot seems to have more of a typical look 
of an autocorrelation function. Notice, that as 
the time increases in this plot the quality of the 
calculated function decreases because we have 
fewer points for the calculation. In characterizing 

Figure 3. Correlation function of the daily total 
time to resolve

Figure 4. Average daily total time to resolve per 
day of the week
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mathematical functions, decay refers to a decrease 
in some quantity. In the ACF function, if the signal 
decays very rapidly, or exponentially fast, as: 

ACF(T) ∞ exp(-T / τ)                                       (4)

where τ is the autocorrelation time, then this sug-
gests that using a regression tool on equation (1) 
would allow us to find τ. There is a better way to 
do this however. Notice that the integral of exp(-T 
/ τ) from zero to infinity would give us τ, that is

 
-   

0 
           (5)

On the other hand we have a discrete function, 
but it can be shown that the following summary 
does actually play the role of a correlation time:

  

                  (6)

This is not an easy number to calculate due to 
the fact that the function ACF(T) becomes noisy as 

T increases. A better way to approach this problem 
is by plotting the following function 

          (7)

This function is shown in the following plot 
for the data (Figure 6).

From this figure we can assume that the cor-
relation time for this data is about 3 days. If we 
remember that a correlation time of 1 in this case 
means that the events are uncorrelated, then the 3 
days means that it takes the security infrastruc-
ture about two days to recover from the effects 
of an event. Notice that this example calculation 
has been done with only 60 points, therefore 
caution should be taken in the interpretations of 
the results.

Linear Approximation

Another way to see the effect of the correlation 
between consecutive DTTRs is to plot the DTTR 
for day (t+1) as a function of the DTTR for day(t)  
shown in Figure 7. A straight line obtained us-

Figure 5. Autocorrelation function rescaled time 
to resolve

Figure 6. Autocorrelation time rescaled time to 
resolve data
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ing a least squares fit to this data is also shown 
in this picture.

This plot shows clearly that the values of the 
daily total time to resolve are correlated. Only 
the correlation between consecutive days can be 
seen from this plot, and in the rest of this section 
we will assume that this is enough to account for 
most of the relevant effects. The straight line in 
the plot represents the following linear autore-
gressive model,

x(t + 1) = α * x(t) + β + γ * ε(t)         (8)

where x(t) = DTTR at time t
 ε(t)= random error that represents the point’s 

deviation from the straight line
 α = slope of the line
 β = value of the line’s intersection with the 

vertical axis
 γ = amplitude of the fluctuations around the 

straight line.

Here ε(t) is scaled so its standard deviation is 
one. In practice, statisticians commonly use a ran-

dom error to measure uncertainty since you can’t 
expect the data to reveal all sources of variation 
(Mosteller & Tukey, 1977). One factor that will 
likely influence the magnitude of this error term 
is the daily idiosyncrasies of security personnel 
in terms of how they classify incidents and when 
they determine an incident should be closed. The 
bootstrap technique described to follow can also 
be applied to ensure an appropriately large er-
ror is chosen. If the errors are not random, then 
ε(t) will pick up systematic mistakes. If a more 
complex analysis is required, Mosteller & Tukey 
(1977), discuss techniques for direct assessment 
and general techniques that are broadly acces-
sible to determine the error term. For this plot α 
= 0.5136334; β = 86,278 minutes; and γ = 92,738 
minutes. 

The existence of the correlation between DTTR 
for day t and the DTTR for day (t+1) is contained 
in the value of α. If the random variables ε(t) are 
distributed according to a normal distribution and 
are not correlated, then the process described by 
Equation (8) produces a stationary probability 
distribution. This distribution is normal with a 
mean of β / (1 – α). This is the fixed point of the 
deterministic part of Equation (8), with a standard 
deviation given by γ / (1 – α2)1/2. In the case where 
α = 0, Equation (8) would imply the simple case 
of a normal distribution with mean β and standard 
deviation γ. Therefore, the existence of a correla-
tion has two main effects. First, it shifts the mean 
of the distribution, and second it increases the 
fluctuations around this mean. In particular for 
the data studies in this example, the location of 
the mean is nearly doubled, while the standard 
deviation increases by nearly 20%.

Confidence Interval

The plot in Figure 7 shows a significant amount 
of noise, this should make us think that the ac-
tual value of α = 0.5136334 should also include 
some account for fluctuations in the distribution 
of points. We use the bootstrap technique to 

Figure 7. Scatter diagram for lag t = 1, obtained 
by plotting DTTR for day t  against DTTR for 
day t + 1
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estimate the confidence interval for α, the slope 
of the least square fit of Equation (9). The plot in 
Figure 7 has a series of points, which are located 
according to a certain probability distribution. 
This particular sample has 60 points on it. If the 
distribution was sampled another time, the set of 
points would change while still retaining a similar 
shape and the estimated slope of the least square 
fit would be slightly similar to our value. Here we 
want to estimate how different these values would 
be. Since we do not have the actual distribution 
function that drives the location of these points 
we will use the next best thing, which is the actual 
distribution of points in our sample.

The generation of synthetic samples is carried 
out as follows:

•	 Choose the number of synthetic samples we 
want to generate, say 1000 for example.

•	 Create a sample set by choosing uniformly 
and with replacement amongst the 60 points 
in the plot. Uniformly means that the prob-
ability of choosing any of the points is 1/60. 
This replacement means that for each of 
the 60 points in the synthetic sample we 
use the same set of actual points to choose 
from, if point A is chosen as point 10 then 
while choosing point 11, A will still have a 
probability 1/60 to be selected.

•	 For each of the generated synthetic samples 
calculate the quantity of interest. In this 
case the slope of the least squares fit to the 
points.

Once this process is finished we have a series 
of values for our parameter. With this we can 
generate its distribution function and extract 
confidence intervals. The mean of this distribu-
tion function would be very close to the parameter 
estimated from the real sample. Notice here that 
this technique does not give us a better value of 
this parameter, but gives us confidence intervals 
for the location of the actual parameter.

The bootstrap calculation performed to ob-
tain the slope in Figure 7 produces the following 
histogram.

Not surprisingly we find that the distribution 
is centered on α = 0.5, with a standard deviation 
of 0.25. This plot shows that the data has a very 
high probability of being positively correlated, 
with probability of 95%. The slope has 70% prob-
ability of being in the interval [0.25,0.75].

Another quantity of interest is the value of β, 
the intersection of the line with the DTTR = 0 
line. This would be the average of the distribution 
of DTTRs if all the correlations were eliminated, 
in which case the difference between this num-
ber and the actual value of the mean of DTTRs 
(176,511 minutes) would be the amount of time 
savings. The following plot shows the histogram 
for the intersections:

The histogram is centered on β = 88,500 
minutes, with a standard deviation of 53,440 
minutes. The intersection is clearly positive with 
a probability of 96%. The intersection has 71% 
probability of being in the interval [30,000 min, 
140,000min]. This means that if the correlation 
was completely eliminated there is a 71% prob-

Figure 8. Histogram of the least squares slope 
using 1000 generated samples
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ability of time savings in the interval [36,511 min; 
146 ,511 min].

Further Analysis

Up to this point we have studied the DTTR time-
series in two ways:

•	 First, using a de-trending preprocessing 
step and calculating the autocorrelation 
function and time. This is a good way to 
extract global information from the series 
in a model-free fashion. The disadvantage 
of this method is that to obtain meaningful 
numbers, in a business sense, we need to 
revert to the rescaling process and treat each 
day of the week using a different scale. From 
a technical point of view, this can be done 
and is not particularly difficult.

•	 Second, we have used a linear regression 
model to have a better view, both conceptu-
ally as well as graphically, of the meaning of 
correlated events, and, more importantly, to 
obtain time savings numbers. The advantage 
of this analysis is this ability of visualizing 

the cloud of points with a fitted line with 
positive slope and, as already mentioned, 
the ability to obtain business meaningful 
numbers. The disadvantage of this analy-
sis are: the use of a linear model, although 
this is not of great concern since, as seen 
from Figure 7, the cloud of points does not 
show many signs of nonlinearity; the fact 
that the model is Markovian, where again 
this is not of great concern since further 
analysis of this assumption can be carried 
out without much difficulty. The fact is 
that our aim here is to first obtain general 
trends and less importantly to discover the 
“true” underlying phenomena. Another 
more important problem is the fact that the 
data used does have the weekly oscillatory 
behavior. Therefore, the numbers obtained 
from this analysis have to be taken as gross 
estimations.

In what follows is an outline of some of the 
further analyses that can be performed to obtain 
more consistent numbers. Conceptually and in 
terms of data manipulation, these analyses are not 
more complicated than the ones already described. 
They require the use of the same tools, but with 
a more restricted data set.

Perform Separated Analysis per Day 
of the Week

For this analysis, we would split the problem in 
seven separate but essentially similar problems. So 
that instead of an aggregated problem we would 
study the correlation from Monday-to-Tuesday, 
Tuesday-to-Wednesday, etc. This immediately 
eliminates the need for rescaling, though we still 
may need to perform an overall de-trending step. 
Each of these seven analyses would contribute 
a different time savings number and the total 
weekly time savings would just be their sum. This 
introduces the need to obtain confidence intervals 
for the aggregated time savings. Again this is 

Figure 9. Histogram of the least squares intersec-
tion using 1000 generated samples
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not a difficult problem to solve; the strategy here 
would be a two-step bootstrap process. First, the 
aforementioned bootstrap procedure is performed 
in each of the seven problems, generating let’s 
say 100 numbers each. Second, now that we have 
7x100 numbers we perform another 100 bootstrap 
samples, each consisting of choosing randomly 
one number from each day amongst the 100 
generated and finally adding all seven to obtain 
one total. Seen in this way it would be equivalent 
to just performing one bootstrap procedure each 
consisting of adding seven samples. With the two 
step bootstrap however, we have some freedom 
in the number of aggregated weekly time savings 
we calculate, so we can generate more than 100 
numbers. While it is true that there is a point where 
generating more numbers would not improve the 
estimations, this will help us to obtain a better 
histogram.

Another advantage of separating the days is 
that we can study the fluctuation in the correla-
tion during the week. In particular, it may be of 
interest to look at a plot of correlation versus size 
of DTTR for the previous day. This is interesting 
since, as can be seen from Equation (9), the cor-
relation is an intensive quantity. So in principle it 
could be the same for all days of the week. If we 
find that the correlation increases with the size 
of the DTTR this would indicate a deterioration 
of the security response with increasing loads. In 
terms of security management, this could help to 
rearrange some of the security processes during 
the week, to minimize the total resolution time. 

Use of Categorized Time to Resolve

The Daily Total Time to Resolve is typically 
composed of many events. If these events can be 
categorized, then we could have a tool to assess 
the relative importance of different security ele-
ments. The categories can be for example:

•	 Awareness & Training
•	 Application Vulnerability
•	 Facilities Intrusion 
•	 System Penetration
•	 Virus Detection
•	 Fire/Life/Safety
•	 Fraud & Theft

Once we have the daily total times for each 
of N categories {x1(t), x2(t),…, xN(t)}, then we can 
model the time-series as a multivariate linear 
regression:

x(t + 1) = α1 * x1(t) + α2 * x2(t) + … + αn * xn(t) + 
β + γ * ε(t)    (9)

   (10)
     

As in the case of Equation (8), we can obtain 
values for {α1(t), α2(t),…, αN(t); β,γ} using least- 
squares regression. Notice that the α’s are inten-
sive quantities, that is it gives the effect of each 
of the categories per unit time, therefore we can 
use them to make a comparative study.

Calculation of Correlation Matrix

This is not related to the dynamics of resolution 
times but it could be an interesting quantity to 
compute. The correlation matrix may prove par-
ticularly useful in the diagnosis of combinations 
of events that place the security infrastructure in 
an undesired state or “cut sets.” The objective here 
is to identify as many combinations of events as 
possible that can place a security infrastructure 
in an undesired state.

If we have the time-series, {x1(t), x2(t), …,xN(t); 
t = 1, 2,…M} then we can say that we have M 
points in an N dimensional space. The correlation 
matrix between these variables is defined as
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      (12)

If C2,4 is a number close to one, then we expect 
that if several events of type 2 occur in a particular 
day, then events of type 4 are also likely to occur. 
Notice that having a large numerical value does 
not necessarily imply a cause-effect relationship 
between 2 and 4, rather both may be caused by 
the same event in the security infrastructure. In 
any case the discovery of these kinds of relation-
ships between categories can point to a common 
solution to both types of events. Once we have 
calculated the correlation matrix we can think 
of performing a principal component analysis. 
Calculating the eigenvectors and eigenvalues of 
C does this.

The analysis presented in this chapter was 
carried out on sample data that was created to 
demonstrate the autocorrelation methodology. 
Future study needs to be conducted using actual 
organizational data to help further refine and 
define systematic analysis techniques to assure 
robust security across the enterprise.

Future Trends

A disciplined, scientific approach is required to 
realize the full potential of security assurance 
assessment to minimize risk to critical informa-
tion resources. Researchers are beginning to 
define key indicators to quantify security activi-
ties using well-established disciplines in science 
and engineering as guides. To be of most use 
for benchmarking and certification, organiza-
tions need to share and aggregate their data to 
generate quantifiable measures that facilitate 
objective analysis and enable comparison of a 

security infrastructure to itself as well as to other 
environments. Additional research is required in 
systematic methodologies, formal and informal 
modeling, and in the development of a toolbox of 
security metrics that cover all important proper-
ties of a security infrastructure including global 
perspectives.

CONCLUSION

This chapter describes a methodology for as-
sessing security infrastructure effectiveness 
utilizing formal mathematical models. A novel 
security assurance measure that governments 
and corporations can use to assess the strength 
and readiness of their security infrastructure as a 
whole is described. This methodology can also be 
used as a before and after measure in a security 
services engagement to quantify infrastructure 
improvement and serve as a basis for continuous 
security assurance. 

The major benefits of the autocorrelation 
methodology include:

•	 The application of a formal mathematical 
tool to describe an important security pro-
cess, the daily total time to resolve security 
incidents, to quantify improvements in the 
security infrastructure.

•	 The global focus of the methodology to 
describe the strength and effectiveness of 
security infrastructures as a whole.

•	 The methodology can be used as a basis for 
decision-making:

o	 If, for example, ‘application vulner-
ability’ incidents have longer DTTRs 
on average it may make sense to imple-
ment new policy to address known 
vulnerabilities, or to change resource 
allocation.

o	 If, for example, the DTTR over all 
incidents is on an increasing trend 
(longer than targets or the baseline), 
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organization’s can analyze what has 
changed and take corrective actions 
before the infrastructure is compro-
mised.

o	 The DTTR average for all incident cat-
egories can be compared and used for 
prioritization of security resources.

o	 Systemic issues can be rooted out by 
correlating across event categories to 
reveal relationships that may be related 
to the dynamics of organizational pro-
cesses. 

•	 The methodology’s operational process 
is designed and implemented within a 
security program that enforces accuracy, 
repeatability, and increased measurement 
frequency. These important characteristics 
are achieved through automation and the use 
of well-defined mathematical formulas for 
lower-level events and for autocorrelation 
analysis.

•	 The autocorrelation methodology can help 
an organization define “normal” across any 
event category and quantify deviations from 
normal.

•	 Increased efficiency in the operation of the 
security program is achieved through cen-
tralized event management and better insight 
into how events relate to each other. 

•	 Increased effectiveness in the operation of 
the security program is achieved by defin-
ing targets for DTTRs averages across any 
category of security event and tracking 
performance with respect to those targets. 

This methodology helps address some of the 
problems in quantifying security assurance as-
sessment and moves the field closer to becoming 
less of a “black art” and more a discipline based 
on scientific methods to secure our most valuable 
resources. 
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ABSTRACT

This chapter results from a qualitative research study finding that a heightened risk for management has 
emerged from a new security environment that is increasingly spawning asymmetric forms of Informa-
tion Warfare. In particular, there is evidence that after recent terrorist events there has been a lift in 
security across the world and identification of terrorists now able to conduct Information Warfare. Also 
concerning is that, over the years, there have been many interpretations of what constitutes this threat. 
Therefore, after extensively reviewing literature mainly on Information Warfare and Terrorism, this 
chapter defines for readers what the threat of Information Terrorism is and the new dynamic security 
environment that it has created. Security implications for management have subsequently evolved, as 
they are now required to think about the philosophical considerations emerging from this increasing 
threat, and these are outlined and form the basis for future thinking.

INTRODUCTION

The objective of this chapter, so appropriate 
guidance for future thinking occurs, is to inform 
readers about Information Terrorism and the 
adjudged security implications for management 
from its onset. This occurs by:

1. Defining the Information Terrorism 
threat;

2. Describing the new security environment 
and the sub-environments forming it; and

3. Providing a high-level discussion from an 
information security perspective of the 
emergent philosophical considerations for 
management generally.
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This is needed because a new set of security 
dynamics that influence the decision-making 
process faces society today. For example, at the 
strategic level, gone is the 20th Century security 
paradigm that helped form geographically based 
continental strategy. The traditional international 
system that links sovereignty to Westphalian-style 
territorial nation states is under pressure from 
the new age of globalisation and the ‘information 
revolution’ (Evans, 2003). 

Some argue that the major strategic change 
required now is a transition away from a domi-
nant state-centric structure towards that marked 
by a greater number of non-, sub- and trans-state 
actors. This influence has devolved down to all 
levels of society (Hall, 2003). 

More specifically, Colarik (2006) confirms 
that being in this information-dependent age has 
increased the frequency and potential magnitude 
of Information Warfare. This is because parties 
that normally rely upon physical violence, irre-
spective of their disposition, are now more able 
to conduct information operations in a myriad of 
forms. The relative unknown knowledge of this 
aspect and current perpetrators, alongwith the 
complexity of information and communications 
in the global environment, provides a real problem 
for management. 

Also worth considering is that many forms 
of critical infrastructure assets for society are 
now information dependent and non-physical. 
They are invisible to the untrained observer, or 
difficult to define or harness. Complicating this 
is that, due to their diversity and complexity, 
stakeholders throughout the world have not uni-
versally accepted a standard definition of critical 
information infrastructures, let alone standardis-
ing the protection of them. This has contributed 
to government authorities and academia making 
many attempts to define critical information 
infrastructures and introducing such issues as 
technology leadership, quality of service, network 
centric operations, privacy and other emerging 
considerations (Barker et al, 2006). 

Furthermore, Barker et al (2006) explain that 
to date there are no consistent approaches to the 
forms of reporting and/or evaluation of critical 
information infrastructures. It means different 
things to different people, and this perspective 
issue is part of the described problem. 

These observations imply that Information 
Warfare is now intangible by nature. It impedes 
the general ability for traditional parties to under-
stand and manage it, as contemporary forces of 
influence not necessarily contingent on traditional 
thinking now exist. This means that a clearer un-
derstanding for management of the implications 
from this onset of Information Warfare and the 
conduct of it by terrorist groups, thus Information 
Terrorism, is required. Managers dealing with 
this need to now take a much more expansive and 
philosophical approach, as there is a range of new 
environments reflecting these dynamics that are 
contributing to a new security atmosphere. 

Worth considering as part of the manage-
rial approach for dealing with the new security 
environment, as it applies to Information Terror-
ism, are three relevant and deep philosophical 
considerations that congruously interrelate and 
influence each other. These, as explained later 
in the chapter, are: 

•	 Change in the direction of thinking,
•	 Culture, and 
•	 Group dynamics. 

They have emerged from the changed Infor-
mation Warfare environment and form the basis 
of the implications for management.

BACKGROUND

During the years 2003 to 2007, a doctoral research 
project conducted by the Author, which used 
Australia as the case study, investigated how to 
enhance national security from terrorist groups 
conducting Information Warfare. This project 
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interviewed 48 academic and industry experts in 
the area of Information Warfare and Terrorism. 
Many were Australian but, due to the nature of 
the threat, a large number were from a variety of 
nations worldwide. 

The findings from the research were considered 
valuable, as the participants were all generally 
knowledgeable people well familiar with and/or 
have a background in national – counter-terrorism, 
information, intelligence and/or security – opera-
tions. Importantly, they had/were/in:

•	 Researched and lived with current declared 
terrorist groups, such as Islamic fundamen-
talists currently involved with the ‘Jihad’;

•	 Responsible for designing military strategy 
and concepts for ‘war on terror’, and for in-
formation operations as it applies to national 
security;

•	 Responsible for managing national customs 
enforcement operations;

•	 The main national intelligence services 
and organisations, including Australia’s 
foremost SIGINT collection agency and 
sub-elements;

•	 Australian Defence Department’s strategic 
operations and policy divisions, including 
information strategy and management; 

•	 Australian Defence Force, predominantly 
Army, responsible for its leadership, man-
ning, communications, and subsidiary ele-
ments including NCW, CIS and EW;  

•	 Australian Federal Police’s counter-terrorist 
and high-tech crime elements;

•	 Heads of and operators for counter-terror-
ism and international affairs in government 
Foreign Affairs and Trade both in Australia 
and UK;

•	 National security advisors to parliament 
for terrorism, trans-national crime, inter-
national relations and counter-insurgency;

•	 Academics in information security, intelli-
gence, strategy, international relations, ter-
rorism and politically motivated violence;

•	 Military special operations headquarters 
and subsidiary units for counter-terrorism, 
including SAS, in Australia and the UK, and 
senior operators in unconventional, guerrilla 
and special warfare;

•	 Australia’s Protective Security Coordination 
Centre;

•	 Audit operations for Australia’s main social 
security agency and other government hu-
man services;

•	 Priest operating in the counter-terrorism 
area and has operated in countries cur-
rently harbouring the alleged major terrorist 
groups;

•	 Bureau chief for a national media organisa-
tion;

•	 Responsible for security and management 
of all the Australian Government’s informa-
tion, as part of the department responsible 
for communications and information tech-
nology; 

•	 Responsible for implementing the Austra-
lian national information economy and use 
of information systems and networks by 
business for trade;

•	 Major telecommunication, technology and 
systems management providers, such as 
Telstra, Optus, Ericsson, IBM, Siebel and 
Lucent; 

•	 International security and crisis management 
firms;

•	 Government law enforcement, technol-
ogy, information security and emergency 
response organisations;

•	 Forensic psychologist for organised crime 
and intelligence gathering;

•	 Australian federal politician; 
•	 Corporate, large, medium and small business 

people; and 
•	 Basic members of society from various 

cultural backgrounds.

Figure 1 diagrammatically shows a summary 
of the interviewees and the authentication of their 
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viewpoint related to their working situation at 
the time. 

The underlying reason for choosing the 
interview sample was to ensure a complete, as 
possible, coverage of viewpoints was achieved 
considering the nature of the research study so 
strong results would evolve. Rather than just select 
a specific group of society and global position it 
was important to broadly cover the spectrum of 
relevant knowledge, but still with an emphasis 
on Australia, to ensure the widest amount of 
viewpoints was examined.

Most of those interviewed expressed that be-
fore the ‘Information Revolution’ Australia was 
in an advantageous position by being reasonably 
protected due to its geographical position and 
means of entry. However, via information net-
works and globalisation, the rest of the world is 
now closer. The economy has spread, territorial 
‘land’ has no geographical boundaries anymore 
and terrorist activity has increased so defence is 
more than focussing on the continent itself. In 
effect, Australia’s strategic depth has been eroded 
(Cobb, 2004). 

It was found from discussions with the re-
search participants that four dimensions of war 
– air, land, sea and the Infosphere – exist now. 
Information operations, which had traditionally 
been used to shape and influence a target audi-
ence in support of the first three dimensions, has 
lifted its impetus. Components of Information 
Warfare, such as cyber-warfare, are now getting 
greater attention. 

Clarifying this are Bishop and Goldman (2003) 
who state:

What makes warfare in the information age a 
departure from the past is that information as 
warfare has become as important as information 
in warfare. Information is no longer just a means 
to boost the effectiveness of lethal technologies, 
but opens up the possibility of non-lethal attacks 
that can incapacitate, defeat, deter or coerce an 
adversary. (Bishop & Goldman 2003, p.1)

Along with this, a relative to Information 
Warfare in the domain of asymmetric warfare, 
being Terrorism, is dominating global security 

Figure 1. Summary of interviewees background & viewpoints (Source – Personal)
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with mass violence by terrorist groups occurring 
frequently and randomly. Combine Information 
Warfare with Terrorism and the Infosphere gains 
greater scope. 

Terrorists using information operations to 
achieve their aims are well served by the Informa-
tion Revolution.  Low entry costs, difficulties in 
identifying an attack and its origins (anonymity 
and ambiguity), and the potential for extreme chaos 
throughout governments, corporations and society 
in general, all offer rich opportunities to terror-
ists. They are also attracted to the fact that, in the 
context of information operations, conventional 
notions of deterrence are increasingly irrelevant, 
as counter-targeting becomes difficult when an 
assault is launched via a multitude of different 
jurisdictions (Cobb, 1998). 

The ‘unseen’, as in the Infosphere, is a big 
threat but trying to convince the public of this is 
hard in the minds of most managers concerned 
with security.

In essence, due to its prompt evolution, this 
chapter contends that one is now unable to respond 
quickly to Information Terrorism. This thereby 
exacerbates the defensive mode from where it is 
hard to communicate worldwide and influence 
large geographical populaces. It highlights a 
completely new capability/advantage for groups 
considering the conduct of Information Terror-
ism and amplifies the dimensions of the security 
environment. The implications from this introduce 
a new level of considerations for management.

Information Terrorism  
and the New Security  
Environment

Defining Information Terrorism

After reviewing the literature, many interpreta-
tions of what constitutes Information Terrorism 
exist. However, before discussing the implica-
tions for management from it, this chapter first 

defines/clarifies exactly what the threat is and 
gives an overview of the new security environ-
ment caused by it.

Also, worth noting is that an effort has been 
made when defining it to reflect the various as-
sertions by other authors supporting the scope of 
the threat. Nevertheless, it should be stated that 
this list is not exhaustive, and exacerbating it is 
that the topic of Information Terrorism is diverse 
and relatively new in its nature. 

This has compelled the Author to compose 
a definition that maximises the possible cover-
age of all the relevant and salient points derived 
after reviewing the literature, and much of this 
is referenced later in this chapter. Based on this 
rationale, the interpreted conduct of Information 
Terrorism is:

A non-state actor’s premeditated and asym-
metrical warlike conduct of information activities 
to fulfil their ethos, foster mass acts of terror and/or 
affect and disrupt the security and/or well-being 
of a populace. This is done to:

•	 Appropriately effect and manage a change 
in a target audience’s perception;

•	 Market philosophical propaganda so a target 
public’s governance, livelihood and will is 
influenced through fear;

•	 Operate advantageously, efficiently, effec-
tively and efficaciously; and

•	 Protect themselves from activities by allies, 
competitors and adversaries.

The aim of this definition is to ensure use of 
the right context when referring to the term.  For 
example, Information Terrorism is not just Cyber-
Terrorism, as it is a combination of those activities 
affecting the security of information generally. 
Additionally, readers should be cognisant that 
while a nation/state may sponsor terrorism they 
are not the actor. Rather, they sponsor actors.

Also, underlying the new situation and threat 
is that Information Terrorism is a relatively new 
phenomenon yet to be seen on a massive scale 



�0�  

Security Implications for Management from the Onset of Information Terrorism

by a declared terrorist group. However, a recent 
example of Information Terrorism’s potential ef-
fect, as reported by Davis (2007), is the Estonian 
event of 2007 where an organised wide-scale cyber 
attack using ‘botnets’ of a criminal or, some would 
argue, warlike nature caused all of Estonia’s banks 
and newspapers to be shut down. 

Irrespective of this commentary, Information 
Terrorism in the new security environment has 
provided a new dimension and understanding 
of Terrorism generally. It is further complicated 
by whether you use information operations or 
not to counter Terrorism. This threat highlights 
a dilemma facing not just management in this 
area but the world in general, and greater detail 
on the threat can be sourced in a paper by Webb 
(2007).

The New Security Environment

As stated earlier, the threat of Information Terror-
ism is contributing to the new security environ-
ment. As it relates to Terrorism and Information 
Warfare, this environment requires strategic 
review by management to consider its involvement 
in such and the environment/s that exist within 
it. This is important so an understanding of the 
dynamics occurs.

The Author has crafted Figure 2 to reflect this 
comment and the following discussion provides 
the critique of literature explaining this.

As an overview, there are presently three 
primary global revolutions taking place that are 
impacting directly on how the world functions. 
Global society is constantly changing due to the 
Economic Revolution (Corporatisation), the Infor-
mation Revolution and a Revolution in Military 
Affairs. This means the security environment 
has changed significantly in recent years with 
groups conducting Terrorism using each of the 
three revolutions to facilitate their cause (Boni 
& Kovacich, 2000).

An example of these changes, and their flow 
on effect to each other, is highlighted by Davis 
(1996, p.43) when he states:

The Information Revolution is setting in motion 
forces that challenge the design of many institu-
tions. It disrupts the hierarchies around which 
modern institutions traditionally have been de-
signed. It diffuses and redistributes power, often 
to the benefit of those that once may have been 
considered lesser actors. These changes will 
inevitably have a profound impact on the means 
and ends of armed conflict. 

Evidence of this observation is made by 
McPhedran (2005, p.1), almost ten years after 
the aforementioned statements by Davis, when 
he noted that “terrorist activities were common-
place in 2003-2005 with attacks in a number of 
countries; including Indonesia, Saudi Arabia, 
Morocco, Turkey, the Philippines, Russia, Spain 
and the UK”. This frequency and nature of attacks 
continues to happen, and demonstrates the global 
nature of the Terrorism threat and how societies 
with different positions on international issues 
have been targeted by terrorists. McPhedran 
surmises there are surely more attacks to come 
because asymmetric warfare, particularly in this 
form, has been around since the beginning of 
time. However, worth noting when considering 
the other comments made previously is that the 
new global environment also enhances the ability 
to conduct such.

Sub-Environment of Knowledge and 
Relationships

As it applies to almost every aspect of society, 
trust is a key element for consideration in the new 
security environment. Supporting this critique of 
the literature reviewed are Chatzkel (2002), Covey 
(1997) and Stewart (1997). They all assert that 
we are now in a situation where the knowledge 
of people must be more emphatically shared if 
relationships are to endure beyond a mere isolated 
dispute causing great disharmony. They explain 
that groups and their managers in society now seek 
a greater share of the knowledge available rather 
than operate in relative ignorance. This means 
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acquiring more knowledge of others and, hence, 
the increase in emphasis on Information Warfare 
and the conduct of Information Terrorism.

Especially since the advent of the Internet, 
people now have more information available to 
them than before. They are able to compare one 
group’s set of offerings to those of others (Pot-
truck & Pearce, 2000). For example, there is the 
increasing introduction of information sites such 
as FaceBook, Wikipedia, YouTube and blogs.

Information availability has enabled a shift in 
almost total power from the group traditionally 
in control, such as the government, to the people 
themselves having a greater involvement. This 
empowers non-state actors pursuing their causes, 
which means new strategies or those countering 
them to effectively manage their respective of-
fering to an informed base of people are required 
(Buzan & Waever, 2003).

Enhancing their strength, groups conducting 
Terrorism have a ‘key relationship’ strategic phi-

losophy, which is bringing them to the forefront 
in global affairs. This strategy usually entails 
the highly knowledgeable people being allocated 
the bulk of the attention from the group. In these 
groups, the people maintaining relationships con-
tinually monitor the value of the knowledge being 
used in terms of stability and future opportuni-
ties, and this approach adopts a strengths theory 
perspective, thereby perplexing management 
(Buckingham & Clifton, 2001; Buckingham & 
Coffman, 1999; Howard & Sawyer, 2002).

This implies that it is this knowledge and 
relationships that are providing terrorist groups 
with the strength they previously did not have, and 
new groups with increased capabilities are now 
more openly pursuing their reason for existence. 
Bjorgo (2005) espouses this philosophy and claims 
it is in fact in pursuit of a combination of causes. 
Although, he says it is important to note that 
Terrorism is better understood when considering 
capabilities from a process of interaction between 

�
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different parties for a relationship, thereby creating 
knowledge, rather than as a mechanical cause-
and-effect relationship.

Sub-Environment of Terrorism

On the subject of what has caused the new secu-
rity environment, Booth and Dunne (2002) assert 
that every existing cause has people who follow 
it. Otherwise, no underlying reason for it exists, 
as every cause has value and relies on the people 
pursuing it. Thus, it is said to have a reason to 
be supported. 

Taipan and Tiger (2005) validate this by ex-
plaining that due to the direct correlation people 
have to a religion, ethnic, cultural, ideological 
and/or political cause, which is the alleged thrust 
behind terrorist activity; this type of reason is 
more understandable than direct financial or 
materialistic ones. However, they further explain 
that these reasons are gaining greater emphasis 
today and people opposed are taking exception 
to it by conducting hostile activities. This may 
account for the new genre of terrorist group or 
movement.

Taipan and Tiger further support this by 
claiming that leaders of the current main terror-
ist groups and/or movements have spawned and 
inspired a loose network of fanatical supporters 
and extremists, with links to groups such as ‘Ji-
hads’ and with origins worldwide. Notably, they 
claim that the acquisition of such a large and 
well networked organisation, with an embedded 
common purpose, is a capability not previously 
seen to this extent.

Exacerbating the viewpoints expressed previ-
ously is that at present the main terrorist leaders 
have similar backgrounds in business to their 
targeted rivals. Examples given by Norton-Taylor 
(2005) of this are the current alleged leaders of 
major terrorist groups who have completed ma-
jor academic accomplishments and sat on many 
company boards alongside senior people in the 
places they are targeting. Therefore, as Norton-

Taylor explains, they have a greater understanding 
and appreciation of their targets, and are also well 
resourced with millions of dollars deposited in 
concealed bank accounts at their disposal.

Another worthy observation is made by 
Buzan & Waever (2003, p.466) who argue that 
Terrorism now shares the transnational qualities 
of organised crime, as it has “network structures 
that penetrate through and around both structures 
and the patterns of regional and global security”. 
This insinuates the new security environment is 
global and endearing.

Compounding this observation is Cobb (2004), 
who attests that terrorists can use Information 
Warfare, which is much different to the physi-
cal acts of terror, to cause a systematic failure 
that brings a major city to a standstill, invokes 
mass fear and saps resources for a response. The 
sophistication of thinking that those parties com-
mitting terrorism allegedly have now increased 
this capability also highlights the frightening 
aspect of this claim. Of further concern is that 
under current legislations they can do this so 
they are relatively immune from prosecution by 
civil authorities.

Sub-Environment of Fear and 
Extremism 

Terrorism appears to be aimed at undermining 
the foundations of governments through fear. 
McPhedran (2005) explains that the ‘propaganda 
of the deed’, which is a phrase adopted by many 
anarchists, is being used to underpin terrorist 
activities. He claims that this shaping and influ-
encing of the target audience, which is an aim 
of Information Warfare, is in effect symbolism 
because it marks the terrorist group as someone to 
be feared if their cause is not met. Carroll (2002, 
p.11) provides an example of this, being the ter-
rorist group al-Qaeda, who, before its declared 
major attacks on the USA in 2001, distributed a 
video that was aired to the world declaring:
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With small capabilities, and with our faith, we can 
defeat the greatest military power of modern times. 
America is much weaker than it appears. 

Carroll espouses that this and consequent ac-
tions have created a whole new security environ-
ment in the Western world, which was the declared 
sought after objective of al-Qaeda. An example 
of this is outlined by Morgan (2001, p.7):

The US population is living in fear. Airplanes. Tall 
buildings. Anthrax. Smallpox rumors. Other popu-
lations know fear, of course. Terror is the norm for 
entire peoples trying to survive in acute poverty; 
or under military, theocratic, or totalitarian rule; 
or in refugee or displacement circumstances. But 
this is new to the US. The populace is exhibit-
ing post traumatic stress syndrome. People are 
sleeping badly; they have nightmares, appetite 
loss, or irrational hunger; they experience sud-
den flashbacks, burst into tears for no immediate 
reason, sink into depression, can’t seem to enjoy 
living, and – despite reassurances from authori-
ties – keep obsessing about violence…We can no 
longer afford to ignore it, dismiss it, or deal with 
it piecemeal. 

Irrespective whether this opinion is true or 
not, Rogers (2000, p.6) says that the new threat 
is inspired by an extreme and militant distortion 
of doctrine that opposes the values mainly of 
the West and modernity. He summarises this by 
stating:

There is an underlying assumption, bordering on 
an article of faith, that the normal and, indeed, 
only rational form of political and economic 
behaviour is the free-market economy overseen 
by Western democracies. Anything else is frankly 
irrational and potentially threatening to peace, 
stability and civilised values. 

Rogers (2000) notes that this paradigm pro-
vides a possible oversight of the perceived values 

being opposed by current terrorist groups. How-
ever, it shows little consideration to the security 
impact of environmental limitations and almost 
no concern about the widening socio-economic 
divisions.

The aforementioned comment shows that radi-
cal elements are renewing their ideology from 
extremist forces, and are now using Terrorism as 
an efficacious and devastating method in pursuit 
of their cause. This is causing a clash of ideolo-
gies and the world is now forced to relearn the 
ancient lessons of counter rebellion, insurgency 
and Terrorism. This is supported by Taipan and 
Tiger (2005, p.16) who cite:

The modern ‘over-by-Christmas’ impatience has 
become a feature of western ‘have-it-now’ political 
and economic psychology, and this ensures the 
pain is and will be enormous, as the primarily 
Christian West washes up in conflict against the 
almost immovable emotion of reactionary radi-
cal Islam. 

Additionally, Cobb (2004) argues that the cur-
rent security environment is not a clash of cultures, 
as many commentators attest. Rather, he infers 
it is a clash of ideologies with radical elements 
again out to challenge, dominate and overturn 
the Western ideology that is offensive to their 
fundamental tenets. The main terrorist groups 
are finding softer targets and their associates 
are targeting the home bases and populations of 
Westerners. Cobb further argues that the radical 
elements are also striving to impose their will 
against those they consider are apostate rulers 
in areas formally controlled by their ideological 
institutions.  

Cobb claims this has been the ‘propaganda of 
the deed’, which is consistent with McPhedran’s 
(2005) earlier assertion. An example given by 
Cobb is that when 7 to 12 year old children, who 
otherwise have little or no opportunity or secular 
education, are provided with a scapegoat for their 
fears via propaganda the long term security of 
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the scapegoat is questionable and a few will turn 
to extremism. He further claims that this is the 
type of terror that the USA and those supporting 
its value-set face. He also affirms that the com-
munities where terrorist groups originate from, 
who have adopted the alleged growing democratic 
freedoms being espoused by the majority, are 
included in the USA value-set category.   

Sub-Environment of Networking

As explained earlier, current terrorist activity 
has resulted in a very network-centric and global 
approach with cells being embedded in the target 
audience. Laqueur (1999) asserts that this is dif-
ferent to the past though, as the general tendency 
among terrorists was to embrace centralisation and 
the leadership principle. He explains that while 
they have embraced the latter it is the former that 
has changed. The diversity of nationalities and the 
location of acts have shown that the threat of Ter-
rorism has shifted from a single centralised body 
to multiple associated organisations inspired by 
a symbolic leader and others without necessarily 
waiting for orders. Rogers (2000) confirms that 
terrorist groups have become a well-networked 
movement rather than single group, and this brings 
a whole new dimension into the terrorist threat. 
It also fits with the philosophy that terrorist units 
should be small, because the bigger they are, the 
more open to infiltration they are. 

Using this observation as a basis, and as con-
firmed by Taipan and Tiger (2005), it is concluded 
that the networked approach shows terrorists today 
have increased security from infiltration but also, 
by maintaining the leadership factor through a 
movement, have the resources and know-how to 
conduct major operations. Arquilla and Ronfeldt 
(2001) amplify this by explaining that the strongest 
networks will be those where the organisational 
design is sustained by a winning story and well-
defined doctrine, and all this is layered atop 
advanced communications systems, resting on 
strong personal and social ties. Each level, and 

the overall design, may benefit from redundancy 
and diversity. All of these characteristics are the 
hallmarks of present networked terrorist groups 
(Taipan & Tiger, 2005).

This approach and adoption of Information 
Warfare brings a range of problems for traditional 
agencies responsible for countering terrorism, as 
now there is a widening web of organisations op-
erating in small cells independent of each other but 
with a common purpose and ability to collaborate 
through increased communications means. These 
movements are in a flat but identifiable network 
so it is clear they exist. However, espionage has 
traditionally been used to infiltrate them and ob-
tain potentially vital information, and this is now 
being hindered by the unconventional structure of 
terrorist groups (Owen, 2002; Segell, 2005). 

In addition, this modus operandi has been 
advanced by the Internet, which is one of the 
primary stimuli for the current transition into a 
globalised society. While the Internet is a net-
working creation of the developed world, it is also 
attractive to terrorists for some of the same reasons 
it is attractive to society generally. It may be used 
anonymously so identity is masked; it is global, 
which allows access to huge audiences around the 
world; and it is inexpensive and subject to little 
regulation. Therefore, the Internet enables the 
networked form of global terrorism and terrorist 
groups appear to be using it to their advantage 
(Deeks et al, 2005; Perl, 2008).

This means that terrorists in their current 
form are at an advantage, which is confirmed 
by Arquilla and Ronfeldt (in Clark, 2004, p.12) 
who contend that “Future conflicts will be fought 
more by networks than by hierarchies, and who-
ever masters the network form will gain major 
advantages”.

This is amplified further by Arqilla and Ron-
feldt (2001, p.29) who proclaimed several years 
ago that RAND research has shown that:

Middle East Arab terrorists are on the cutting edge 
of organizational networking and stand to gain 
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significantly from the information revolution. They 
can harness information technology to enable less 
hierarchical more networked designs – enhancing 
their flexibility, responsiveness and resilience. In 
turn, information technology can enhance their 
offensive operational capabilities for the war of 
ideas as well as for the war of violent acts. 

Generally, Truscott (2004) explains it can be 
difficult to assess intent and capability when ter-
rorists function from cells and use a networked 
approach. One can look at their own assets and 
situation but terrorist groups are looking at them 
also. As this modus operandi transfers to other 
adversarial groups, then this highlights a dramatic 
consequence for management in the new security 
environment.   

Sub-Environment of Increased 
Complexity

Consistent with the creation of this networking 
environment is the generally accepted complexity 
of society today. This has caused many enabling 
factors to facilitate terrorism, and the capabili-
ties and myriad of terrorist groups amplifies this. 
However, deepening the problem are the following 
global problems from this complexity that are 
disabling the countering of terrorism:

•	 The absence of a universal definition of 
terrorism.

•	 Disagreement as to the root cause/s of ter-
rorism.

•	 Religionisation of politics.
•	 Exploitation of the media.
•	 Double standards of morality.
•	 Loss of resolve by governments of all per-

suasions.
•	 Weak punishment of terrorists.
•	 Violation of international law, and promotion 

of, terrorism by some nations.
•	 High cost of security in democracies. (Car-

roll, 2002; Alexander & Alexander, 2003)

The number and nature of these problems pro-
vides some scope on the complexity of countering 
terrorism in the new security environment. Par-
ticularly, as it applies to Information Terrorism. 

No specific solution is found while review-
ing literature but, as Deeks et al (2005) attest, a 
common observation is that the present forms of 
counter terrorism tend to be reactive, which is a 
quality shared with civilian law enforcement. The 
current approach is concerned more with activity 
threatening social order, which means all actions 
to counter terrorism are a response to activities 
or events planned by others. This implies that the 
approach is reactive and not proactive. 

As Alexander and Alexander (2003) claim, if 
there is enough political will and international 
cooperation then the problems for countering 
terrorism could be solved. However, they elabo-
rate that this is unlikely unless the terrorism 
threat moves onto a greater platform globally 
due to the complexity of the world today. This 
increases the current adverse dimensions of 
national security. 

McPhedran (2005) expands on this by explain-
ing that the consistent use of aggressive measures 
to combat terrorism, which are justifiable and 
legal to most, is the current modus operandi. 
Frequently, these measures also successfully fulfil 
a number of important, albeit usually short term, 
objectives. However, despite this, McPhedran 
notes that defeating or diminishing the threat of 
terrorism in the long term is not something that 
such measures are proficient at doing, as the world 
is now more complex than ever before. Informa-
tion Terrorism exacerbates it.

Management Implications  
from Information Terrorism

It is clear that key managers are pivotal to the 
outcome of any enhancement to security. Particu-
larly, in the new security environment described 
previously. They are the incumbent primary 
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decision-makers who, apart from managing the 
operational system, are the ones who recruit 
people. From this point, security improves because 
people start to have ideas, develop processes, and 
build knowledge. This allows them to have the 
necessary understanding and opportunity for 
operating better. 

This concept may help determine whether 
confidence in the future security outcome in the 
new dynamic environment exists. Particularly, 
as various internal and external forces of influ-
ence play their role in how leaders and managers 
shape the direction of their respective element 
involved with security. This occurs in the way 
they undertake decisions, form policies, and have 
those policies and instructions executed.

Complicating the aforementioned thinking 
is that security operates in a cyclical not linear 
manner (Rogers, 2000). It means that whatever 
takes place in terms of security from Information 
Warfare contributes to another cycle or ongoing 
cycles indefinitely, which then influences different 
decisions and actions as the learning emerges. 

The aforementioned observations from the 
onset of Information Terrorism have led to the 
examination of philosophical considerations that 
influence the thinking process, such as the new 
direction in thinking and group dynamics. This is 
so an understanding of how groups may approach 
the management of security from Information 
Warfare transpires. 

The underlying premise of this logic is that, 
in this instance, it includes groups on both sides 
of the conflict and of whatever disposition. This 
is because people make the greatest difference to 
the value of groups, and this is an area requiring 
consideration when determining, enacting and 
managing any necessary change. 

Amplifying this is that culture, which is a 
major dynamic in globalisation, appears to exert 
significant influence over a group and its people. 
It embraces shared core values, thereby ensuring 
everyone clearly understands values. It helps those 
leading and managing to appreciate the extremes 
of acceptance or resistance to change.

A supposition from these considerations is 
that countering Information Warfare can possibly 
guide the future shaping of security manage-
ment generally. For instance, every time a threat 
is exposed the receiver applies information in a 
variety of forms, and the way it does this controls 
the level of threat. 

Supporting this assertion is the fact that there 
are potentially endless opportunities, in a variety 
of ways, to apply this information for enhanced 
success. These opportunities present themselves 
to management for consideration of information 
security threats and operating generally but a form 
of common alignment is required. The supply of a 
sound management way of thinking can possibly 
meet this requirement.

Confirming the effect of and need for this 
requirement is that management must continually 
come up with new ways to facilitate the infor-
mation security process. Many elements invest 
heavily into refining knowledge management 
systems applicable to security, plus also combining 
intelligent agents that efficiently target informa-
tion that is more specific. 

Despite this positive effort, management in 
this new security environment must also keep up 
to date with the latest developments in the event 
that it may lead to a new competitive advantage 
over any actual or potential adversary. This means 
the dilemma is determining what manner to use 
for deploying relevant knowledge of information 
security threats throughout, and to leverage from 
it to create the balance required for a desired state 
of harmony, progress and prosperity. This means 
determining the best way to conduct information 
operations.

Making this comment more significant is that 
the ability to review knowledge on information 
security is crucial. It means that creating and 
leveraging knowledge is useful only if it confi-
dently improves performance in the specific area 
in an efficacious way. Success not only depends 
on the information that one possesses but, rather, 
how effectively and efficiently this information 
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transforms into relevant, timely and accurate 
operations; and this supports why a new manage-
ment way of thinking may be required. 

Also, due to the power of knowledge/informa-
tion in possession of people now and the aforemen-
tioned notions, the way that information is used 
severely affects a group’s success. This threatens 
the traditional models of control and leadership 
pertaining to management. It infers that the two 
important factors for value and success in this 
area are the:

1. Creation of a culture, and 
2. Attention to strategy.

This introduces the need for discovery of 
theory related to cultural and sociological balance, 
as management now needs to better understand 
what it takes to build relationships, nurture them 
and yield positive results. This means the devel-
opment of a more coherent scheme for analysing 
social theory may be required. 

An examination of communication theory 
also appears necessary, as communication is 
one of the most complex and strategic activities 
of human beings. It may have limited effective-
ness through a lack of congruence between the 
reader and sender, and the acts of formulating and 
absorbing communications are privately costly 
(Dewatripont & Tirole, 2005). Any new direction 
in thinking needs consideration in respect to the 
sender and receiver’s motivations, and abilities to 
determine the communication mode and transfer 
of knowledge. 

This comment is a worthwhile consideration 
in society today, as it relates to influence and per-
suasion, or the power of information. Ergo, it is 
about controlling the battle for ‘hearts and minds’, 
which many (for example, Waltz 1998) claim is a 
major objective of Information Warfare.

This background means the future creation of 
more extensive management theory for security 
from Information Warfare is a priority, as com-
plicating the adoption of any purposeful system 

in this regard is the over abundant supply of in-
formation. Now posed is the dilemma of sorting 
and finding the most relevant information, which 
‘strikes at the heart’ of management prowess. 

The result from the aforementioned discus-
sion of the implications for management is that 
the prudent use of information in this ‘day and 
age’ is evermore so critical. Particularly, as the 
adequate presentation of every message must be 
attractive to the receiver to invoke an appropriate 
response. As presented earlier, this also happens 
to be the ultimate aim of any terrorist act. 

This comment provides the background behind 
the basis for countering and conducting Informa-
tion Terrorism, which has led to the emergence 
of three philosophical considerations for manage-
ment in this regard.

Change in the Direction of Thinking

Relevant to and expanding on this overview is a 
deeper discussion on the change in the direction 
of thinking, which is one of the emerging philo-
sophical considerations behind the implications 
to management. Particularly, as it relates to the 
theory behind the premised problem regarding 
the onset of Information Terrorism. 

As a precursor, Wheatley (1992) argues that 
scientists have historically tried to apply New-
tonian mechanistic principles to analyse human 
behaviour, under a common belief there exists 
measurable criteria to teach people how to become 
better leaders or achieve better performance. How-
ever, a major shift in thinking occurred with the 
discovery of quantum physics where, for example, 
results from nuclear science experiments started 
to deviate from previously understood laws of 
physics and mathematics. Despite this change, 
groups today still spend an enormous amount of 
time putting in place various types of controls 
in the quest to extract creativity - only to find it 
impedes human potential and the group as a whole 
adopts a resistance to change (Moser-Wellman, 
2001; Rogers, 1995).
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Zohar (1997) likens organisations and society 
to the human brain in that they have the potential 
for self-organising creativity just waiting to be 
unleashed within them. He contends that science 
has provided many of the answers to the world’s 
problems over the years and has made a signifi-
cant contribution to our present day education 
systems. Despite this, he asserts that science has 
now undergone its own metamorphosis since the 
discovery of the quantum world, and this intimates 
that a challenge has evolved to not just scientists 
but every aspect of life itself. Also, it may possibly 
explain the evolution of Information Warfare. 

Confirming this supposition is the fact that 
the direction of science in recent times has been 
to move away from absolute truth and absolute 
perspective toward contextualism (Capra, 1997; 
Zohar, 1997). Also, the abandonment of the old 
desire for objective uncertainty has occurred in 
favour of more the acceptances of ambiguity and 
complexity (Capra, 1983). This means that, from 
an information security management perspective, 
it is interesting to examine the impact that this 
change in the direction of thinking has had on 
society. Such direction appears to have offered 
new means to rethink the structure and leadership 
of groups, which may also apply to the organisa-
tional dynamics of major threats to information 
security today.

Zohar (1997) further asserts that organisations 
need to understand that people must appreciate 
the underlying meanings of things. If they satisfy 
the meaning (values) then they are more likely to 
exploit the latent potential that is dormant until 
the need arises, and this is something that applies 
across all segments of society. Furthermore, Bohm 
and Peat (1987) attest that management thinking 
is about looking at the need of the entire group 
in context with members’ need for personal sat-
isfaction and sense of purpose. A deep-rooted 
vision encapsulates the purpose whereby shared 
core values are registered. Zohar (1990) argues 
repeatedly that creative thinking emerges from a 
spiritual level (a sense of identity or goals). These 

comments appear to provide some insight into 
the religious and ideological aspects of the major 
terrorist threats today.

In the Newtonian style group (one that em-
ployed the scientific management theory of Taylor, 
1929) leaders and managers did the thinking, and 
those below them did the work. Now, in quantum 
thinking, everyone is a critical participant by 
having the capacity to be creative (Buckingham 
& Clifton, 2001). If this is the case, another delib-
eration for a change in the direction of thinking 
is that everyone has the ability to invent things 
when it suits. 

An observation of Hamel and Prahalad (1994) 
may also indicate part of the problem behind the 
increased onset of Information Warfare, which is a 
worthy consideration for countering it. They con-
tend that, around the Western capitalistic world, 
money now forms the basis for measurement of 
value and success. What started out as the medium 
of common exchange usurps fundamental values. 
Their observation bases itself around the corpo-
ratisation of the world by profit-biased companies 
dominating those interested in expressing soft and 
often moral practices and values, and hence the 
effect of globalisation towards security.  

Another observation from the new direction 
in thinking and corporatisation of the world is 
that advertising and marketing companies are 
growing in numbers (Brown & Bright, 1995). 
They are utilising the skills of their creative 
designers to dominate their observer audiences 
with anticipated subliminal reactions (Kotler et 
al, 1994; Kotler, 1999). This is interesting, as the 
aim is to motivate people to conduct activities that 
others would not reasonably feel feasible and/or 
desirable, which is further something to consider 
when examining the modus operandi of groups 
conducting Information Warfare. 

Gray (1999) explains that major adversarial 
groups today, irrespective of their disposition, now 
have creative designers similar to advertising and 
marketing personnel of the Western world. They 
seek an artistic effect on a target audience, in the 
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same form as artists, to achieve the sought after 
demand and even to prompt operatives within 
them to conduct criminal or warlike acts. 

In essence, this and the other observations 
outlined previously confirm that the increased 
onset of Information Warfare has resulted in 
a new direction in thinking amongst potential 
adversaries and within themselves. It appears 
to be thinking that has evolved from scientific 
discovery, which relates the nature of strategy 
to the character of artistic application and to the 
relatively unknown context of the 21st century. It 
displays a change in the direction of thinking for 
information security management today and is a 
deep philosophical consideration.

Culture

It is necessary to explain culture in a context that 
allows its understanding because it appears to 
be one of the primary dynamics of globalisation 
and the Information Revolution. This is because 
culture is an important ingredient to any group 
because groups by nature are comprised of indi-
viduals (Pottruck & Pearce, 2000). 

Group members use culture to achieve positive 
results for themselves and the group, as the inher-
ent values form the basis of meaning (Stewart, 
1997; Trompenaars & Hampden-Turner, 1998). 
This means that culture moulds shared core values 
into a group context, which creates orderliness 
and a guiding set of principles for all members 
(Whiteley, 1995). It binds the history, traditions 
and beliefs of its people into an overall forward 
direction for the group, as well as special signifi-
cance for each person. Despite the group suffer-
ing constant change, an embedded and effective 
culture offers stability for stakeholders in terms of 
a sense of belonging to a group (Covey, 1997).

Trompenaars and Hampden-Turner (1998) as-
sert that culture provides the basis for engaging 
new members, and assists existing members to 
focus on the direction of the group and endorse 
the values. It is the binding glue of members and 

effective if all stakeholders can import the values. 
Trompenaars and Hampden-Turner also attest 
that a successful culture will provide a strong 
sense of desire of belonging to the group. Due 
to its significant influence over the group and its 
target audience, evident is the relative importance 
of culture to any group at conflict with another in 
today’s increasingly competitive environment.

Pottruck and Pearce (2000) say culture, 
although not conventionally measured, has an 
effect on performance. They further explain that 
culture is shaped at the upper end by the leaders 
and managers who not only espouse the dreams of 
the group, but act or conduct themselves in a man-
ner supportive of the culture. In other words, this 
means that unless leaders and managers commit 
to the culture there is not likely to be support from 
those following them. Based on this philosophy, 
leaders and managers must constantly create an 
atmosphere that induces positive change through 
reinforcement of the group culture. 

Sustaining culture means turning abstract 
values into something much more tangible and 
visible as a reality, and Stern (2003) intimates 
this as a basic philosophy for groups threatening 
society in this new security environment. Equally 
important is that it becomes a deep philosophical 
consideration for generally countering and con-
ducting Information Warfare, as it has become 
an implication for society from the increased 
onset of Information Terrorism and dependence 
on information itself for existence.

Group Dynamics

Given the noticeable effect of the way that ad-
versarial groups operate to conduct Information 
Warfare in the new security environment, as ex-
plained earlier, it is apt to discuss group dynamics 
as one of the implications for management.

Arquilla and Ronfeldt (2001) explain the po-
tential effectiveness to groups of the networked 
design compared to traditional hierarchical de-
signs, which attracted the attention of manage-
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ment theorists as early as the 1960s. They claim 
that heralded today, as effective alternatives to 
traditional bureaucracies, are virtual or networked 
groups; due to their inherent flexibility, adapt-
ability and ability to capitalise on the talents of 
all their members. This intimates the advantage 
that groups operating in a networked, uncon-
ventional and non-traditional way now possess. 
It also highlights the security dilemma facing 
society today.

Furthermore, Arquilla and Ronfeldt attest that 
there is no standard methodology for analysing 
networked forms of organisations. This means 
having to determine what holds a network together 
and what makes it function effectively. To address 
this, they propose a methodology where design and 
performance happens across five levels of analysis, 
which are also levels of practice, being:

•	 Organisational level: Its organisational 
design;

•	 Narrative level: The story being told;
•	 Doctrinal level: The collaborative strategies 

and methods;
•	 Technological level: The information sys-

tems; and
•	 Social level: The personal ties that assure 

loyalty and trust.

This alternative approach appears to threaten 
most of the traditional models that have existed to 
date, as it would be hard to discover the intricacies 
at each level and a new style of doing things as a 
group emerges. In addition, it appears consistent 
with the change of direction in thinking also 
discussed previously in this chapter.

It also confirms that this new form of group 
dynamics has created uncertainty that is con-
tradictory and foreign to modern management 
philosophies and teachings. This is because, as 
Hirst (2001) explains, it provides difficulty for 
formal strategic planning and the provision of 
rigid guidelines for groups such as the military, 
which are very prescriptive for consistent repli-

cability. This appears to work to the advantage 
of different and major adversarial security threat 
parties, such as terrorist groups.

Placing this line of thought in the context of 
Information Warfare is Quinn (1992). He says 
that new information capabilities are emerging 
so quickly that they are redefining societies, 
management and governance processes. Compli-
cating this is that binding societies together, both 
internally and externally, is an intricate web of 
relationships linked by information (Quinn et al, 
1998). A further dimension is the emergence of 
speed and knowledge as a key group dynamic for 
success, which means embedded knowledge now 
drives the creation and delivery of management 
success (Davenport & Prusak 1998; Fine, 1998; 
Nonaka 1998; Nonaka & Takeuchi 1995). 

The aforementioned observations confirm that 
group dynamics have changed to reflect the nature 
of groups, such as terrorist groups, operating in an 
information-based and networked fashion. This 
deep philosophical consideration further supports 
the implication to management from the onset of 
Information Warfare.

FUTURE TRENDS

The research forming the basis for this chapter 
showed that it is mandatory to enhance security 
from Information Warfare by terrorist groups 
and that nations have the capacity to produce 
a purposeful system to do this. Immediacy and 
trust were the two paramount factors given and, 
in regards to the former, it is not whether the 
required system can be produced but more it is 
needed straight away.

The other key factor to consider is TRUST; and 
all research participants expressed more must be 
done to endear and seal it. This includes reducing 
the amount of open source information, which 
is readily accessible to adversaries, to provide a 
dedicated system sufficiently liquid to change. It 
also means greater authority and benchmarks, 
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and control of the Internet, which is similar to the 
media by distributing large amounts of perceptual 
rather than factual information.

Everyone accepts the ‘big picture’ outcome 
of peace, harmony and a high standard of living. 
However, apart from this, desired is the existence 
of a much better and smarter information security 
system that is overwhelmingly successful and 
managed at all levels. A system where critical 
information is secure and adversaries cannot 
use information operations against their targets. 
This can be translated to a requisite management 
consideration at all levels of society.

Therefore, it is a robust and safe system, 
which stops things happening and preservation 
is paramount. It is fluid because things constantly 
change, and everything and everywhere is differ-
ent. Constant situational awareness happens.

Furthermore, some want a system that simpli-
fies the current complex, multi and independent 
agency approach to the problem, and is orches-
trated in the quickest and easiest way. It coor-
dinates and brings together the culture, politics 
and advantages of each body, with direction 
and leadership at the highest level. It provides 
superiority over any ‘foe’ with an offensive 
rather than reactive/defensive strategy, which 
is a critical management consideration to better 
protect oneself.

Many also believe mutual agreement on 
items, such as what is the ‘war on terror’, who is 
the leader/lead agency and the construction of a 
purposeful system is required. This is because it 
removes many constraints and, psychologically, 
provides the necessary incentive for success.

Other desired outcomes include a greater 
understanding of the threat fraternity and mainte-
nance of a nation’s well-respected reputation. The 
latter is important because many see a nation’s 
role to be ‘neutral’ and maintaining, as this allows 
it to play the ‘honest broker’ role in any conflict. 
It allows the country to sit well internationally, 
which should be a future positive trend/consid-
eration for the management of any organisation 
in today’s new security environment. 

However, it is commonly acknowledged that 
these desired future trends cannot be achieved 
entirely because the Information Warfare threat 
cannot be totally removed. However, it is recog-
nised it can be diminished to the point of rea-
sonable safety. Irrespective, everyone considers 
maintenance of a better situation and enhanced 
reputation is paramount.

It is also worth noting that, although the fu-
ture trends identified in the research study used 
as the basis of this chapter are targeted toward 
Australia, these trends could possibly be applied 
across the industrialised world where terrorism 
is a real threat.

CONCLUSION

This chapter highlights that Information Terrorism 
in the new security environment has provided a 
new dimension with implications for manage-
ment, and this situation complicates overcom-
ing the obstacles facing society to counter this 
threat. This chapter also implies that the threat 
of Information Terrorism is relatively new and 
its impending future use is frightening. Despite 
whether Information Warfare is used or not to 
solve this problem, it highlights a dilemma facing 
the world and organisations generally.

A plethora of commentators reviewed in 
the literature, many of which are given in this 
chapter, espouse a whole range of solutions to 
intervene and counter this threat. However, this 
observation intimates the complexity and nature 
of the overall problem of Information Terrorism, 
which is a major determinant for the new security 
environment. 

Despite this, it is noticeable that a large number 
of authors argue that, irrespective of what view-
point they hold, solutions such as a humanitarian 
convention need to be considered. This infers a 
preference to just plain aggression and force, which 
many authors contend is the current approach. It 
also suggests that, due to the information capacity 
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of the world today, Information Warfare itself be 
employed to counter Information Terrorism, as it 
not only addresses the threat holistically but can 
be done immediately and expediently considering 
the capacity of those countering and protecting 
from terrorist acts.

However, both Buzan et al (1998) and Rogers 
(2000) explain that there are two main obstacles 
to this challenge. The first, and by far the most 
substantial in their eyes, is that the necessary 
response will involve considerable limits being 
placed on wealth and power of the elite global 
minority, thereby requiring radical economic and 
political changes that are substantially greater 
than anything previously experienced. The second 
is that most thinking and writing on security is 
deeply ethnocentric and conservative. They imply 
that, ‘unfortunately’, management theory today 
relies heavily on these factors for its basis.

Furthermore, the philosophical considerations 
given in this chapter; namely a change in the di-
rection of thinking, culture and groups dynamics; 
provide a basis for the implications to manage-
ment from the increased onset of Information 
Warfare. In effect, information now more-so 
exists at all levels and in a constantly changing 
global security environment - academia, industry 
and governments around the world share one 
fundamental belief - that ‘information is power’. 
This is because there has become an exponential 
dependence on information to operate and exist 
successfully.

However, influencing this change is the fact 
that the culture of a group influences the way 
information is ‘used or abused’, and the increased 
reliance by people on culture from globalisation 
and the Information Revolution amplifies the 
effect. Furthermore, it results in a change in the 
direction of thinking and the way groups operate 
dynamically. 

There is also a strong argument from previous 
studies (for example, Baird & Henderson, 2001) 
that it is knowledge not just information that is the 

power. However, as shown by the philosophical 
considerations given in this chapter, the overall 
major implication for management is that the ac-
quisition of knowledge alone does not constitute 
power (that is, influence and control), as power 
also requires the processing of that knowledge 
by the people. It may also indicate why there has 
been an increased conduct and countering of 
Information Warfare generally. 

This series of implications pertaining to 
Information Terrorism deduces that power actu-
ally comes from rationally managing the various 
forms of applicable information that provide 
knowledge. It comes from ‘knowing why, who, 
what and how’ in an aligned and/or systematic 
form. It intimates that a more meaningful way 
of management thinking is required in this new 
security environment.
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ABSTRACT

This chapter introduces major information security management methods and standards, and particu-
larly ISO/IEC 27001 and 27002 standards. A literature review was conducted in order to understand 
the reasons for the low level of adoption of information security standards by companies, and to identify 
the drivers and the success factors in implementation of these standards. Based on the findings of the 
literature review, we provide recommendations on how to successfully implement and stimulate diffusion 
of information security standards in the dynamic business market environment, where companies vary 
in their size and organizational culture. The chapter concludes with an identification of future trends 
and areas for further research.

INTRODUCTION

In service-oriented, highly industrialized coun-
tries, information itself is both a raw material and 
a product (Castells, 1996). The critical economic 
role of information and information processing 

on a firm’s productivity may be more important 
than that from operational efficiency or product 
innovation (Steinmueller, 2005). 

The relevance of information assets to busi-
nesses and governments alike can be measured 
by, for example, the percentage of contributions 
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to gross domestic product (GDP) stemming 
from information-related processes and services 
(OECD, 2005). Another argument for the im-
portance of information assets is to see them as 
“the ‘life-blood’ of all businesses” (Humphreys, 
2005, p.15) losing which may bring the business 
to a dead halt. Louderback (1995) reported in 
1995 that one-half of the companies that lose 
business critical systems for more than 10 days 
never recover and go out of business. This is in-
creasingly true as companies rely more on their 
information systems (Kankanhalli et al., 2003). 
Between 1997 and 2001, U.S. organizations spent 
$2.5 trillion on information technology, nearly 
double the amount than the previous five years 
(Temkin, 2002; Fomin et al., 2005). Informational 
processes effectively become so critical that pri-
vate and public institutions alike need to take an 
active role in ensuring the security of this critical 
asset (Fomin et al., 2008; GAO, 2004). In order 
to achieve this task, however, many issues have 
to be addressed.

With the growing level of interconnectivity 
between organizations (Barnard & von Solms, 
1998), each company is taking its own measures 
for information security. This leads to the pro-
liferation of different hardware-, software- and 
processes-based information security measures 
(von Solms, 1988). The poor security practices 
of one agent may threaten its partners in the 
global informational economy (Castells, 1996). 
This situation calls for a consistent approach to 
information security management at a company, 
inter-company, industry, and international levels. 
Not having proper information security measures 
in place can be detrimental to a business, while 
adopting methods for information protection can 
be a welcomed signal to the business partners that 
builds trusting relationships with customers, sup-
pliers and stakeholders (Posthumus & von Solms, 
2004). The task of adopting proper information 
security methods is a difficult one. Organizations 
need to address the task from legal, operational 
and compliance perspectives; the penalties for 

failing to succeed are greater than ever (Myler 
& Broadbent, 2006).

Inadequate levels of security of informa-
tion systems (IS) in organizations may result in 
more than monetary penalties to a company. Top 
management and board directors can become 
personally accountable for the security of their IS 
(OECD, 2004). The leading example is the Sar-
banes-Oxley Act (2002) which makes corporate 
executives legally responsible for the validity of 
reported financial data and thus responsible for 
the security of their information systems (Hurley, 
2003). Despite the criticality of information assets 
to business operations and the negative implica-
tions of poor security, previous research indicates 
that the level of information security awareness 
among many managers is low (Broderick, 2006; 
Knapp et al., 2006).

It is common for a manager of a contemporary 
organization to ask questions like these: How 
does my organization’s IS become secure? What 
are the best practices for establishing IS security 
management? What is my organization’s level of 
security? Which security level should be appropri-
ate? How much money should I invest?

Information security standards could provide 
answers to many, if not all of these questions. 
Nevertheless, there are few research studies 
that examine the effectiveness of management 
strategies and tools for information security 
management (Hong et al., 2003). The suitability 
of available information security management 
standards for small and medium enterprises 
(SMEs) has already been questioned (Barlette & 
Fomin, 2008) although regardless of the size of a 
company, implementation of information security 
standards is not a straightforward process.

Responding to the call for rising awareness 
on the information security management issues 
(Barlette & Fomin, 2008; Knapp et al., 2006), 
in this paper we aim to 1) provide an overview 
of the major information security standards and 
discuss their adoption factors, 2) analyze the 
reasons for the low adoption level of information 
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security standards by companies, and 3) examine 
various possibilities to foster information security 
standards adoption in the future. 

This chapter is structured as follows. In the 
first section, we provide the definitions and an 
overview of information security management 
methods and standards. In the second section, 
we review the literature in order to identify the 
drivers and barriers for the adoption of informa-
tion security standards by companies and the 
reasons for their low level of adoption. Then, we 
discuss various possibilities to foster the adoption 
of information security standards in the future. 
We end the paper by suggesting future trends 
and areas for further research, as well as provide 
advice to managers.

BACKGROUND

Definitions

Gaston (1996) defines an information security 
policy as: “broad guiding statements of goals to be 
achieved; significantly they define and assign the 
responsibilities that various departments and in-
dividuals have in achieving policy goals” (p.175). 
The aspect of responsibility in the definition of 
information security policy is very important. As 
Higgins (1999) notes, “without a policy, security 
practices will be developed without clear demar-
cation of objectives and responsibilities” (p. 217). 
The objective of an information security policy is 
“to provide management direction and support 
for information security” (BS 7799). These objec-
tives are consistent with those advocated by many 
scholars. For example, the information security 
literature suggests that security policies should be 
developed from information security management 
system (ISMS) standards and guidelines (Gaskell, 
2000; Janczewski, 2000). 

Finally, objectives for companies to adopt an 
information security management standard vary. 

These objectives have been summarized in OECD 
(2002, p.8) guidelines:

•	 Promote a culture of security among all 
participants as a means of protecting infor-
mation systems and networks;

•	 Raise awareness about information systems 
risks; the policies, practices, measures and 
procedures available to address those risks; 
and the need for their adoption and imple-
mentation;

•	 Create a general framework in order to help 
people in charge of elaboration and imple-
mentation of coherent policies, practices, 
measures, and procedures, aiming to ensure 
information systems security;

•	 Promote cooperation and information shar-
ing between organizations departments 
or units to elaborate and implement such 
security policies, practices, measures and 
procedures;

•	 Foster greater confidence among all par-
ticipants in information systems and net-
works;

•	 Promote the consideration of security as an 
important objective among all participants 
involved in the development or implementa-
tion of standards.

Many methods and standards refer to - or are 
considered as a set of - “best practices”: von Solms 
& von Solms define them as “the most broadly ef-
fective and efficient means of organizing a system 
or performing a function” (2006, p. 495).

In this chapter, we adopt the following defi-
nition of information security methods or stan-
dards as “tools that enable to analyze, conceive, 
evaluate or control, together or separated, the 
security of information systems” (DCSSI, 2007). 
For convenience, we will refer to both methods 
and standards as standards for the remaining of 
this paper.
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An Overview of Information Security 
Standards

The first attempts to publicize information secu-
rity standards took place in the 1980’s with the 
publishing of what was called orange and white 
books by TCSEC in the U.S. and ITSEC in Eu-
rope, respectively. After two decades, four waves 
of information security standards succeeded one 
another (von Solms, 2000; 2006). During the 
first wave, information security was treated as a 
technical issue. The second wave considered the 
managerial dimension. The third wave or “insti-
tutional wave”, emphasized standardization, best 
practices, certification, and information security 
culture; this wave also addressed the need for 
measurement and monitoring of information 
security. The fourth wave embraced information 
security governance. 

The evolution of information security stan-
dards through the four waves resulted in over a 
dozen standards with varying degrees of “repre-
sentation” of each of the waves. Having analyzed 
five ISMS overview studies (see Table 1) as the 
departure point, we conducted a further literature 
search for the standards that were referred to by 
at least three of the five sources. We found that 
some standards offer only technical measures, 
while others provide comprehensive governance 
frameworks. In Table 1, we list the major standards 
that exist in the world today.

ENISA is the European Network and Informa-
tion Security Agency, created in 2004. In 2006 
they published a 167 page report covering 13 
standards and methods and the associated tools. 
The methods considered have been selected by the 
ENISA’s “ad hoc working group”, composed of 
IS security experts from eight EU member states. 
CLUSIF (2005) is a French information systems 
security club for medium to large companies. 
Their study analyzed 26 worldwide standards and 
methods. Saint-Germain (2005) has compared the 
scope of 8 security methods with ISO/IEC 17799 
(ISO/IEC 27002).

The two following studies have been con-
ducted by scholars. Poggi (2005) is a member of 
the CASES (Cyberworld Awareness and Security 
Enhancement Structure) based in Luxemburg. In 
his report, he has studied 16 of the most wide-
spread information security approaches, while 
Tomhave (2005) in his paper provided a US-centric 
overview and analysis of 18 information security 
frameworks and methodologies.

In the next subsection, we explain why we 
place the focus on ISO/IEC 27000 set of stan-
dards, and we provide a broad description of this 
international standard.

The Specific Case of ISO/IEC 27000 
Set of Standards

Given the global nature of contemporary business 
operation, and the existence of more than 200 dif-

ENISA 06 CLUSIF 05 Poggi 05 Saint Germain 05 Tomhave 05 Citations
COBIT x x x x 4
EBIOS x x x 3
ISF Methods x x x 3
ISO 13335-2 (ISO 27005) x x x x 4
ISO 15408 (Common criteria) x x x x 4
ISO 27001 (BS 7799-2) x x x 3
ISO 27002 (ISO 17799 - BS7799-1) x x x x 4
ITIL (BS 15000) x x x x 4
Mehari x x x 3
NIST SP800 x x x x 4
Octave x x x x x 5
SSE-CMM (ISO 21827) x x x 3

Sources: ENISA (2006), CLUSIF (2005), Poggi, (2005), Saint Germain, (2005), Tomhave (2005)

Table 1. Most widespread standards
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ferent information security methods and standards 
(Poggi, 2005), a need for a single reference point 
in information security has been recognized by the 
international business community (Humphreys, 
2005). ISO/IEC 27001 and 27002 standards are 
commonly seen as a response to this need, as 
they represent the building blocks of the ISO/IEC 
27000 integrated and global standard. With the 
example of ISO/IEC 27000 information security 
standards, we can see how the issue of information 
security is taken as a governance issue, as ISO/IEC 
27000 can be seen as a series of standards, each 
complementing the other in some respect.  

It is tempting to assume that the ISO/IEC 
27000 will soon become the reference among 
information security standards. 

In this section, we will only deal with ISO/IEC 
27001 and 27002, we will present further the 
upcoming extensions of this standard.

ISO/IEC 27001 and 27002 take their roots from 
BS 7799: In 1995 the British Standard Institu-
tion (BSI) established BS 7799-1 standard titled 
“Information security part I: Code of practice 
for security management” and added in 1998 a 
second part, BS 7799-2 “Information security 
part II: specification for Information Security 
Management System (ISMS)”. BS 7799-2 is a 
set of requirements for developing an ISMS that 
encompasses people, processes and IT systems. 
Both aforementioned BS standards were taken up 

by the ISO (International Organization for Stan-
dardization) to become global ISMS standards:

•	 BS 7799-1 was re-published in 2000 as 
ISO 17799 and renamed ISO/IEC 27002 in 
2007;

•	 BS 7799-2 became ISO/IEC 27001 standard 
in 2005.

ISO/IEC 27001 can be viewed as an overall 
program that combines risk management, secu-
rity management, governance and compliance. It 
helps an organization ensure that the right people, 
processes and technologies are in place that are 
appropriate to the business model and facilitate a 
proactive approach to managing security and risk 
(Brenner, 2007). The standard promotes strong 
values concerning the protection of client and 
business information. ISO/IEC 27001 responds 
to business needs in establishing comprehensive 
ISMS policy, which allows not only harmoniza-
tion of IS-related organizational processes, but 
also certification, thus establishing a common 
reference point for the certified company in the 
global market.

ISO/IEC 27002 “established guidelines and 
general principles for initiating, implementing, 
maintaining, and improving information security 
management within an organization”. The actual 
controls listed in ISO/IEC 27002 are intended to 

Table 2. Overview of methods and standards
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address the specific requirements identified via 
a formal risk assessment. The standard is also 
intended to provide a guide for the development of 
“organizational security standards and effective 
security management practices and to help build 
confidence in inter-organizational activities”.

Table 2 shows the various methods and stan-
dards existing worldwide, their originator, their 
compulsoriness and their creation date. We can 
notice that the majority of the methods and stan-
dards still in use were created during the 1990’s. 
First, this means that old standards pertaining to 
the first wave are not used anymore, and second, 
today standards of wave two to four are coexisting, 
being replaced little by little by new standards of 
the fourth wave.

In the rest of the chapter, we will mostly fo-
cus on international/ISO standards, as there is a 
general trend in business to converge on uses of 
ISO-published management systems standards, 
such as the ISO 9001 and the 14001 series (Fomin 
et al., 2008).

The Adoption of  Information 
Security Standards

For a standard which was preceded by two widely 
used successful global management system stan-
dards, ISO 9001 and ISO 14001, the worldwide 
adoption of ISO/IEC 27001 is surprisingly low 
(see Figure 1). Two years after its publication, the 
number of ISO/IEC 27001 certifications is well 
under that of its two predecessors ISO 9001, qual-
ity management, and ISO 14001, environmental 
management system standards, during the same 
period (Fomin et al., 2008). What explains so 
low adoption, given the importance of informa-
tion security management as compared to that of 
quality and environmental issues?

In Figure 1, we can also notice the discrepancy 
between the economic ranking of the countries 
and the number of certifications. We will discuss 
this in the end of next section.

Aiming at obtaining insights on the unexpect-
edly low and surprisingly uneven diffusion of the 
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Figure 1. Number of ISO/IEC 27001 certifications (ISMS user group, July 2008)
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ISO/IEC 27001 standard, in the following section 
we examine successively the drivers for adoption 
of information security management standards, 
the success factors and the specific cases of em-
ployees’ adoption. Finally, we explore the bar-
riers and the limitations affecting the adoption 
of ISMS, and solutions and recommendations to 
foster this adoption.

Drivers and Barriers for Adoption, 
and Limitations of Information 
Security Management Standards

Drivers for Adoption

One of the major objectives of information se-
curity standards is to provide consistent national 
and international practices: this is the aim of the 
standards created by the international standards 
organization (ISO) such as the ISO/IEC 27000 set 
of standards. We can also find, for example, the 
widespread Information Technology Infrastruc-
ture Library (ITIL), bringing together IT service 
management best practices.

Second, the objective of establishing and 
raising confidence that security is being properly 
addressed is a recurring preoccupation included 
in the great majority of information security 
standards. For organizations, they constitute a 
mean of demonstrating to their partners’ net-
work that they have identified and measured 
their security risks and implemented a security 
policy and controls that will mitigate these risks 
(Saint-Germain, 2005).

The compliance with national and international 
regulation constitutes a worrying issue, as many 
international and national regulations were crafted 
by politicians or lawyers, rarely considered as 
experts in information security. Consequently, 
the resulting regulations are often imprecise and 
open to interpretation (Broderick, 2006). Thus, the 
main purpose of information security standards 
is “to provide executive level management with 
confidence that the security of corporate manage-

ment is properly managed as required by execu-
tive management and/or regulatory requirements 
and to collect supporting evidence that they are 
meeting their due diligence and fiduciary respon-
sibilities with respect to information security and 
their business” (Broderick, 2006, p. 30).

Standards provide a structured and coherent 
approach and can be the basis of a comprehen-
sive risk assessment (Hinson, 2008; Hong et al., 
2003). Schumacher (2002) considers that security 
standards can be viewed as an expression of ac-
cumulated expertise, thus companies adopting a 
standard could expect to also adopt best practices. 
We will question this issue later.

Saint-Germain (2005) argues that standard 
compliant organizations are exposed to a lower 
level of risk, and will spend less money recovering 
from security incidents, which may also translate 
into lower insurance premiums (von Solms & von 
Solms, 2001). Therefore, the quantification of 
ISMS standard adoption benefits remains prob-
lematic, as it is not possible to measure the cost 
of a security failure that has been prevented.

Wiander (2007) conducted the first empirical 
study concerning the implementation of the ISO 
17799 standard. He found that implementing the 
standard led to an increase in information secu-
rity understanding, a broadening from technical 
security to information security management and 
corporate security. He also noticed improvements 
in the way organizations practice information 
security.

Certification corresponds to an independent 
assessment of compliance with the standard and 
provides an evaluation of the level of information 
security. Consequently, it becomes possible to 
compare the level of information security of two 
companies that have been certified against the 
same scheme (von Solms & von Solms, 2001). 
Certification also serves as a public statement of 
an organization’s ability to manage information 
security and demonstrates to partners that the 
organization has implemented adequate infor-
mation security and business security controls, 
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and is committed to ensuring that its ISMS and 
security policies continue to evolve and adapt to 
changes (Saint-Germain, 2005).

However, if security certification is considered 
as leverage for confidence between companies 
engaged in business transactions (OECD, 2002), 
our literature review does not either reveal a 
significant advantage for adopting companies in 
business competition or in stock market valuation. 
Therefore, we can notice that international invita-
tions are beginning to require that organizations 
be compliant with certain security standards, and 
security audit demands from financial institutions 
and insurance companies are increasing (Saint-
Germain, 2005). Lichtenstein (1996) identified 
in his study the driving factors for managers in 
adopting an information security method. The 
factors are the low cost, validity and credibility 
of the method. Credibility means that if managers 
do not understand why a particular safeguard has 
been recommended, they will not implement it.

Backhouse et al. (2006) provide a basis for 
understanding the discrepancy (Figure 1) be-
tween countries in ISO/IEC 27001 certification. 
They used the theoretical framework of ‘circuits 
of power’ to better understand the creation and 
adoption of information security standards.

First, many companies of more developed 
countries are offshoring or outsourcing activities, 
or even parts of their information systems, and 
they require certifications such as BS 7799 and 
ISO 17799 as a basis for measuring and auditing 
the security management of their contractors. 
This explains the high ranking of India (2nd) or 
Taiwan (4th) for example in Figure 1.

Their paper also explains the advance of U.K. 
(3rd) and the lateness of other countries and the 
resistance of some large companies and govern-
ments to adopt foreign standards. For instance, 
American companies (USA ranked 7th) felt that 
they should use ANSI standards instead of U.K. 
originated standards. The French government 
also promoted its own standards (ranked 23rd), 
such as EBIOS.

Their last explanation resides in the fact that 
even if some countries did not adopt ISO/IEC 
27000 series as a national standard, they nev-
ertheless translated the standard’s content into 
their local language such as Japanese, German 
or Chinese.

This demonstrates the importance of govern-
ments and large companies in fostering informa-
tion security standards adoption.

Success Factors in Implementing 
Information Security Standards

The most important success factor in obtaining 
a certification is management commitment to 
and support of an ongoing information security 
management process (Saint-Germain, 2005). The 
first element of the preparation phase must be top 
management commitment, as top management 
carries the ultimate responsibility of backing 
activities and decisions involved by this approach 
(Dinnie, 1999; Forcht, 1994). Top management 
support is also essential for the allocation of 
resources (Avolio, 2000). Moreover, top man-
agement can be considered as a change agent 
(Lucas, 1981) and a means of gaining employee 
support for information security. In their study, 
Knapp et al. (2006) found that top management 
support positively influences security culture 
and policy enforcement. Thus, there is a need for 
managerial involvement (Siponen, 2000) because 
senior management has authority and leadership 
to overcome cultural and organizational barriers 
(Dutta & McCrohan, 2002; Keen, 1981; Markus, 
1983).

A second success factor is that information 
security management should become part of the 
management structure of the organization and 
should no longer be regarded as solely an IT is-
sue (Vermeulen & von Solms, 2002). Thus, the 
implementation approach should be consistent 
with the organization’s culture (Hone & Eloff, 
2002; Saint-Germain, 2005) and as stated by 
von Solms & von Solms, “one way to ensure 



  ���

The Adoption of Information Security Management Standards

that employees actions, behaviors, artifacts and 
creations are according to company policies 
is to align these with company culture” (2004, 
p. 279). In addition, standards and certifications 
constitute important drivers as “an information 
security culture emerges where specific behavior 
is encouraged, such as complying with ISO 17799” 
(Martins & Eloff, 2002, p. 207).

To foster a better information security culture, 
it is important to provide a proper training to the 
employees (Saint-Germain, 2005; von solms & von 
solms, 2004), which constitutes another success 
factor. The policies derived from standards must 
be well aligned with corporate objectives (Rees 
et al., 2003; Saint-Germain, 2005), tailored to the 
organizational context of the company (Doherty 
& Fulford, 2005) and then rigorously enforced 
(David, 2002).

The third success factor we identified through 
the literature review corresponds to the use of a 
governing system that ensures the timely update 
of security policies as well as organizations-wide 
collaboration and knowledge-sharing (Saint-Ger-
main, 2005).

We can notice the important role played by the 
employees in the successful implementation of 
information security standards. Hence, it becomes 
necessary to study their behaviors and their adop-
tion of information security practices.

The Adoption of Information Security 
Practices by Employees

Very few theories are specifically dedicated to 
information security practices adoption, although 
we identified many theories and models developed 
in order to understand employees’ behavior in the 
ICT field. This subsection examines the major 
theories and discusses their appropriateness to 
the information security field. We classified them 
within three main families - behavioral theories, 
technology and computer acceptance theories, 
and theories linked to psychology, morals and 
ethics.

Behavioral theories. The first is the theory of 
reasoned action (TRA) (Fishbein & Ajzen, 1975; 
Ajzen & Fishbein, 1980) positing that 1) intention 
comes from attitude towards behavior, and sub-
jective norms (other’s influence), and 2) intention 
leads to behavior. The theory of planned behavior 
(TPB) complements TRA by adding the perceived 
behavioral control (Ajzen, 1991): an employee 
feels better at ease when s/he has the situation 
under control. The third theory is the extrinsic 
(Davis et al., 1992) or intrinsic (Deci, 1975; Deci 
& Ryan, 1985) motivational model (MM). This 
model places the focus on the benefits entailed by 
the adoption and use of information technologies. 
These three theories have been used in the ICT 
field to better understand technology adoption 
and use (Davis et al., 1989; Harrison et al., 1997; 
Mathieson, 1991, Davis et al., 1992). 

Technology and computer acceptance and 
use theories. Since information security related 
behaviors can require technical skills, relevant 
theories in the technology field should be also 
considered. The technology acceptance model 
(TAM) is derived from TRA and has been tailored 
to the IS context to predict ICT acceptance and 
use (Davis, 1989; Davis et Al, 1989). It is based on 
perceived usefulness and perceived ease of use. 
The Model of PC Utilization (MPCU) (Thomp-
son et al., 1991) is more specific and dedicated to 
“hardware” acceptance.

Psychology, moral and ethical theories. Infor-
mation security related behaviors can also be 
linked to morality and ethics: disregarding or 
circumventing security rules or good practices can 
lead to security failures. The social bond theory 
(SBT) postulates that a person commits a crime 
when the lack of social bonds gives him/her the 
freedom to act. Researchers measured the effect 
of social bonds based on four factors: attachment, 
commitment, involvement and beliefs (Hirschi, 
1969; Gottfredson & Hirschi, 1990; Jenkins, 1997; 
Agnew, 1995). 
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The Ethical decision-making model (Har-
rington, 1996) studies the effect of codes of ethics 
on the intention and opinion of employees in the 
area of computer abuse. These effects are limited, 
varying according to different characters of people 
and are concerned with specific behaviors only. 
Involved managers can use reminders to reinforce 
the influence of the codes of ethics on behaviors. 
Managers can modify the company’s moral cli-
mate and guide employees in the desired way. 
Sproul and Kiesler (1991) noticed that users could 
be unable to identify the consequences of ethical 
dilemmas in the ICT domain; this is the object of 
their Domain theory of moral development. Others 
underline the influence of morality on behaviors 
(Gattiker & Kelley, 1999; Rest, 1986).

A case study conducted by Barlette (2006) 
shows that the three aforementioned families of 
theories are relevant in the security behavioral 
context and identifies the following major moti-
vational factors:

•	 Personal motivations or personal convic-
tions;

•	 Intimacy preservation;
•	 Motivations linked to the position;
•	 Motivations linked to the firm;
•	 Habits (the security behavior issue is solved 

when a behavior becomes an habit);
•	 Background (past professional or personal 

experiences).

The study by Barlette also reveals drawbacks 
in employees’ perception of information security 
as a needed or desirable asset, exemplified by such 
quotes of managers as “15 minutes spent to backup 
my files equal 15 minutes lost in my work time” 
or “there are no risks”. These problems mainly 
correspond to a lack in the security information 
awareness or training. Barlette suggests remedies 
to the aforementioned situations. Five solutions 
were identified:

•	 Hierarchy influence;
•	 Computerization (automation of backups, 

updates, etc.);
•	 Use of guides / ethical codes;
•	 Support to the users;
•	 Awareness / education campaigns.

Top management commitment and support is 
the most important success factor in implementing 
information management security standards and it 
represents the key factor in adopting information 
security practices (Grover, 1983). Hierarchy influ-
ence is also the easier key factor to implement, 
taking into account the constraints of time and 
money: managers, for example, should transmit 
security-related messages to employees. 

The other factors identified can complete this: 
automation could limit the constraints linked to the 
employees and the effectiveness of ethical codes 
has been suggested by Harrington (1996).

After examining the drivers and the success 
factors, we identify the barriers to adoption and 
the limitations of information security standards 
as found in the literature.

Barriers to Adoption and Limitations of 
Information Security Standards

One of the plausible explanations of the low level 
of information security standards adoption is that 
some managers are insufficiently concerned about 
information security (Broderick, 2006). Some of 
them underestimate the risks that their company 
has to face; moreover, there is a discrepancy 
between the risks considered (overestimation of 
hacker and virus risks) and the reality of security 
breaches (human error, insider threats, network- 
and electricity-related downtimes) (Clusif, 2004; 
Schultz, 2002). Second, managers may be skepti-
cal about information security effectiveness due 
to the difficulty in evaluating the benefits. Some 
managers also lack knowledge about the range of 
controls available to reduce information security 
abuses (Kankanhalli et al., 2003; Straub, 1990).
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Another explanation is the implementation 
cost. According Hinson (2008), the costs of imple-
menting ISO/IEC 27001 or 27002 stem from:

•	 Project management and project resourc-
es;

•	 Required organizational change and re-
sources (awareness programs, adaptation, 
etc.);

•	 Updating, developing, and testing of pro-
cesses and controls to be implemented;

•	 Certification and annual surveillance visits 
(financial cost, organizational time spent);

•	 Day to day operation to maintain compliance 
with the standard.

Beyond the financial costs are the organiza-
tional costs, indeed effective security management 
requires a great deal of time, effort, and money, 
which many organizations are not prepared to 
commit (Doherty & Fulford, 2005). Moreover, 
according Wiander (2007) implementing the 
standard requires skilled people and this can 
require higher salary expenses.

However, standards also suffer from many 
limitations. We identified five types of limitations. 
The first type of problem refers to organizational 
specific issues. The second type resides in the 
complexity of standards while the third is relative 
to the way of addressing the human factor and 
the insider threat. Fourth, given the number of 
SMEs worldwide, an important issue concerns 
the way information security standards address 
small companies. The fifth limitation deals with 
the validity of the standards themselves.

The first limitation of the standards arises 
precisely from their generality, and thus they 
fail to pay adequate attention that organizations 
differ and therefore their security requirements 
might differ (Baskerville, 1993; Wood, 1999). 
There is an opposition between the generality of 
standards, according to Ma & Pearson (2005), and 
the organization-specific nature of information 
security management. In addition, as standards 

are generic, business requirements proposed 
by the standards may involve conflicts with the 
organization’s normal business requirements 
(Baskerville & Siponen, 2002).

Hone & Eloff (2002) note that international 
standards insufficiently address cultural and 
regional issues, although we stated them as im-
portant success factors.

Standards often pay little attention to the fact 
that organizations are embedded in dynamic 
business environments (Schweitzer, 2002) and 
they can become synonymous of “non-agile” 
organizations. “Computer security should be 
understood as fluid, rather than static, to best 
reflect the constantly changing environments in 
which they are being deployed” (Mercuri, 2003, 
p. 25). At last, information security policies pay 
little attention to exceptional situations: for ex-
ample, exploiting sudden business opportunities 
may require a temporary violation of normative 
information security policies (Siponen & Iivari, 
2006).

The second limitation resides in the complexity 
of the standards (Arnott, 2002) and the correspond-
ing lack of guidance. According Wiander (2007) 
standards are difficult to read and implement; 
Parker (2006) goes further: safeguards provided by 
today’s standards are tricky, context-dependant, 
and often too complex to be effective against the 
threats companies have to face with.

The major security standards do not give 
enough information to help practitioners design 
and implement information security policies; 
they often cover the topics in one or two short 
paragraphs. They describe the various processes 
and controls needed to successfully implement the 
policy, but fail to give advice on what the policy 
should look like (Hone & Eloff, 2002).

According Siponen (2006), they focus on 
ensuring that some information processes and/or 
activities exist, but forget “how to” accomplish 
them. Moreover, they do not give enough advice 
that could help practitioners. Yet, what matters 
is how well the job is done, and if you are told to 
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“set up an awareness program”, this can be rather 
vague. Questions remain, such as: “how should 
users be trained or motivated?” “How should I 
ensure employees internalize their security mis-
sion?” Therefore, ensuring that a set of security 
processes and activities are in place is not syn-
onymous with satisfying security concerns.

The principles provided by the information 
security standards are abstract and simplified, and 
often do not provide advice on how the desired 
results are to be achieved in practice (Siponen, 
2006). For example, ISO 17799 does not suggest 
how users should be trained or motivated to follow 
information security procedures, and thus will not 
ensure employees actually follow or internalize 
the desired behaviors (Siponen, 2000, 2006). 

Inconsistencies with the interpretation of 
standards by consultants and assessors have been 
noticed during the implementation of the ISO 
9000 quality standard (Brown et al., 1998). We 
can suggest this could be the same for ISO/IEC 
27000 implementation, even if none of the few 
studies exploring this issue raised the problem.

The third limitation of information security 
standards is the way of addressing the human fac-
tor and the insider threat. Dhillon & Backhouse 
(2001) criticized security checklists provided 
by standards, which emphasize the observable 
events and focus attention on procedure without 
considering the social nature of the problems. 
The standards and the related compliance audits 
are too often dealing with the strategic, opera-
tional or technological side of the organization, 
but do not address correctly the human factor: 
the results of the employee’s behavior are taken 
into consideration but not the actual behavior 
itself (Vroom & von Solms, 2004). Thus, it is 
of utmost importance to take into account the 
organizational culture. According Vroom & von 
Solms (2004) “a utopian security culture would 
be where the employees of the organization follow 
the guidelines of the organization voluntarily as 
part of their second nature”.

Security guidelines are too often not justified 
in a relevant way, since norms include imperative 
forms that need argumentation and justification 
(Siponen, 2000). Warman (1992) highlighted the 
fact that users often know the guidelines, but fail 
to apply them correctly. Moreover, if external 
norms or guidelines become prescriptive states, 
they can lead to opposite effects in terms of pres-
sure or irritation, thus leading to a lower work ef-
ficiency or producing unwanted behaviors such as 
resistance to change, circumventions, or unethical 
behaviors (Siponen, 2000). Thus, it is important 
to give reasons, to foster active participation and 
to adopt persuasive communication (Fishbein & 
Ajzen, 1975).

Theoharidou et al. (2005) have studied the 
deficiencies of the ISO 17799 standard addressing 
the insider threat; the standard is mainly focused 
on general deterrence theory, which was first pro-
posed in the early 1960s, though the use of sanction 
as a deterrent mechanism has been questioned 
(Lee & Lee, 2002). ISO 17799 does not seem to 
have been noticeably influenced by any modern 
theories, however their interest and efficiency has 
been confirmed in many occasions (Venkatesh 
et al., 2003). Yet, modern theories recommend 
informal controls, which are consequently miss-
ing in ISO 17799, and very few specific actions 
and guidance concerning informal controls can 
be found in the standard.

A fourth important limitation of the standards 
corresponds to the way they address the specific 
case of SMEs:

A simple approach designed for small organiza-
tions does not exist today, at least not in the form 
of publicly available guidelines. Some consulting 
firms have developed good practices for that 
purpose, but they use them within customer proj-
ects. Other approaches, although claiming to be 
appropriate for SMEs, are still too complex for 
self-assessments (e.g. OCTAVE). On the other 
hand, most SMEs cannot afford the cost of fully 
outsourcing this function to external parties. 
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European Network and Information Security 
Agency, (ENISA, 2007, p. 17)

The lower number of countermeasures imple-
mented by SMEs compared to larger companies 
has been reported as well by surveys (Ernst & 
Young, 2005) as by scholars (Kankanhalli et al., 
2003). Many explanations can be advanced: SMEs 
lack information security awareness (Chapman & 
Smalov, 2004; Mitchell et al., 1999) and are chal-
lenged more than large companies in evaluating 
possible IS-related risks (Gupta & Hammond, 
2005). Moreover, Gupta & Hammond (2005) 
report the inability of many SMEs to focus on 
security due to other business priorities. Addition-
ally, SMEs that have not experienced a security 
failure are less prepared to invest in security 
projects (Mitchell et al., 1999). 

In Table 3 we notice an assessment of the 
company size and skills needed to implement the 
major existing standards.

SMEs generally lack computer experience and 
do not have sufficient internal IS expertise (De 
Lone, 1988; Gable, 1991; Spinellis et al., 1999). 

This situation is precipitated on difficulties in 
recruiting and retaining internal IS experts due 
to scarcity of qualified IS experts and limited 
career advancement prospects offered by SMEs 
(Noteboom, 1988; Thong et al., 1996). As a re-
sult, SMEs are driven to outsource the necessary 
competencies (Soh et al., 1992), which they often 
cannot afford (Gupta & Hammond, 2005; von 
Solms & Van de Haar, 2000).

The effectiveness of information security 
controls depends on the competency and depend-
ability of the people who are implementing and 
using it (Dhillon, 2001). In some cases, this is not 
harmless: for example, if a SME cannot afford an 
information security consultant, it will take into 
account the perceptions and feelings of an internal 
individual who will not have the adequate role or 
skills to properly evaluate what needs to be done. 
This can lead to an inadequacy of preventions 
and protections implemented compared to those 
required to reduce actual risks.

Moreover, in SMEs, information security 
is typically not a full-time job. Consequently, 
there is a danger that other tasks are seen, by the 

Name Company size 
(*)

Skills needed Language issue

BS 7799 1 & 2 C, L ** E
COBIT C, L ** I
EBIOS C, L ** I
ISF Methods C, L * to *** E
ITIL / BS 15000 C, L N/A I
MEHARI C, L ** E, French
NIST SP 800-30 C, L ** E
OCTAVE C, L   S (?) ** E
OSSTMM C, L   S (?) * to ** E, Spanish
SSE-CMM (ISO 21827) C, L ** to *** E

ISO 13335-2 (ISO 27005) C, L ** E
ISO 15408 C, L N/A E
ISO 27001 (BS 7799-2) C, L ** I
ISO 27002 (ISO 17799 - BS7799-1) C, L ** E

(*) C: Civil service, L: Large company, S: Small business *      : basic level I: International
**   : standard level E: English
*** : specialist level

The question marks reflect the questioning of ENISA about the design of approaches for SMEs
Adapted, updated and completed from ENISA, (2006)

ISO standards

Table 3. Issues associated to information security standards
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person in charge of information security, as more 
important, because the information security work 
is often seen as a cost (Wiander, 2007).

Due to the often complex nature of security 
standards (Arnott, 2002), the lack of skills - and 
money to buy the skills - for SMEs is further bur-
dened by the lack of time for adoption and certifica-
tion of standards. Effective security management 
requires a great deal of time and effort, which most 
of SMEs are not prepared to commit (Doherty 
& Fulford, 2005; Moule & Giavara, 1995). For 
example, security standard’s implementation can 
take more than 5 or 6 months (CNRS, 2002). The 
language issue can also burden the adoption of IS 
security standards, particularly in SMEs. We can 
notice in Table 3 that some methods and standards 
exist only in English or have not been translated 
in some specific languages. 

The fifth limitation regards that many schol-
ars have questioned the validity of the standards 
themselves. According Mercuri (2003), standards 
must be assessed for their appropriateness, Ma & 
Pearson (2005) notice that very few studies have 
been conducted to validate standards, particularly 
ISO 17799, that lead to ISO/IEC 27002. In their 
study, they confirmed the validity, for informa-
tion security professionals of only seven of the 
ten original dimensions in the ISO 17799, and the 
need for one more dimension, such as business 
partner security. Doherty & Fulford (2005) studied 
the relationships between adoption of information 
security policies and the incidence or severity of 
security breaches, and they surprisingly found 
no statistically relationships. They advance some 
plausible explanations; all of them have already 
been examined in previous sections:

•	 Difficulties of raising awareness;
•	 Difficulties of enforcement;
•	 Policy standards are too complex;
•	 Inadequate resourcing (time, money, orga-

nizational effort);
•	 Failure to tailor policies.

The approach to compliance is increasingly 
evolving from one focused on technical elements 
to an understanding of compliance as a coherent 
business process, which intimately involves all as-
pects of an organization (Saint-Germain, 2005).

Wiander (2007) concludes his study in the 
implementation of ISO 17799 by stating: “it is 
important to understand that the standardization 
is not necessarily needed for good information 
security management. And the certificate or 
standard itself does not guarantee the adequate 
information security level of an organization” 
(p. 99).

Given the variety of the drivers and barriers to 
the success of implementing information security 
standards, in the following section we provide 
managerial recommendations on how to foster 
their adoption.

General recommendations to foster the adop-
tion of information security standards

Concerning the drivers, we will highlight the 
importance of government influence and legisla-
tion in promoting information security standards. 
In some cases, companies that have offshore or 
outsource activities can require standards adop-
tion by other companies thus also promoting 
information security standards.

The most important success factor in imple-
menting and certifying standards is the top 
management commitment. Consequently, there 
is a need for raising their information security 
awareness, especially in SMEs’. However, how 
can we assist them if they are not interested? This 
vicious circle must be broken somehow. Once 
more, national or international agencies could do 
something to better inform the firms’ managers 
about the actual risks they face, and help them 
to assess or at least estimate the value of their 
information. The financial or time cost would 
represent lower barriers if they were compared 
to the potential loss of information. Manage-
rial personnel should also be informed of their 
critical role in instilling a proper security culture, 
sometimes simply by setting a good example or 
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even by showing employees their concern about 
information security.

To help the firms’ managerial personnel in 
their efforts to adopt ISMS standards, developers 
of these standards should provide more examples 
with in-depth experience and lessons learned from 
the standards’ implementation and argue their 
recommendations in a manner which is credible 
and satisfying to management. A special emphasis 
should be placed on the social nature and how to 
address the human factor. Consequently, managers 
would have more guidance on what to do, and to 
better assign priorities.

Thus, the three building blocks of manag-
ers’ and employees’ good behaviors would be 
respected: “what” (what is this security element, 
what do I need to do?), “why” (what are the rel-
evant reasons for me to perform this behavior?), 
and “how” (how can I perform this behavior, with 
what help?) (Barlette, 2006).

In promoting the information security culture, 
we can notice the importance of auditing com-
pliance with an information security manage-
ment standard: The compliance audit reinforces 
strongly the senior management encouragements 
(Broderick, 2006).

Our last recommendation relies on the neces-
sity to provide guidance on tailoring standards 
to different organizational cultures, countries 
or even to technical or cultural groups. This 
guidance should correspond to specific booklets 
adapted to the culture of some specific countries 
or ethnics, designed from lessons learned from 
previous implementations within this culture. In 
addition, efforts could be made on the adaptabil-
ity of the standards and the information security 
policies related to determine how to deal with 
exceptional situations and how to review policies 
in order to avoid in the future the repetition of 
previous security breaches. Wiander (2007) has 
identified this need for a more agile framework 
for implementing the standards.

This subsection presented a number of gen-
eral solutions and recommendations on fostering 

information security standards’ adoption. As 
information security standards are evolving, it is 
important to understand not only the state of art 
in information security management practice, but 
also the future trends, as well as identify direc-
tions for further research to better understand the 
adoption of information security management 
standards.

FUTURE TRENDS

ISO/IEC 27001 and 27002 standards, parts of 
ISO/IEC 27000 standard will presumably be 
completed around 2010 with four other parts: 

•	 27003: implementation guidance (respond-
ing to the need of guidance highlighted 
previously);

•	 27004: measures and metrics;
•	 27005: risk management (ISO 13335);
•	 27006: guidelines for accreditation; this 

standard meets market demands to better 
support ISO/IEC 27001.

This global standard will simplify the task of 
companies aiming to adopt a standard. Companies 
will have access to a complete and integrated set 
of complementary standards. We anticipate that 
this will stimulate the adoption of information 
security standards.

A specific standard of the ISO/IEC 27000 
family dedicated to SMEs (e.g. an ‘ISO/IEC 
27001 lite’) could answer to the complexity and 
expensiveness criticisms against these standards. 
However, there is a risk of a dilution of the value 
of the certification (Casper & Esterle, 2007), and 
this would add to the naming confusion caused 
by the numerous name changes that occurred in 
previous years. Whatever the case, Chapman & 
Smalov (2004) consider that only a small propor-
tion of the available information security literature 
will prove relevant to the situation of a SME and 
consequently call for considerable further study 
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to develop detailed guidance onto pragmatic in-
formation security advice relevant to the needs 
of a specific SME.

Kotulic & Clark have stated that the organi-
zational level of information security is under 
researched (2004). Further research is thus nec-
essary to explore, for example, the relationships 
between security objectives and practices (Dhil-
lon & Torkzadeh, 2001). This is important for 
practitioners to determine the resource allocation 
and which diagnostics are necessary, and beyond 
this to implement practices more effectively (Ma 
& Pearson, 2005). More research is also needed 
to better identify the success factors of security 
practices implementation in order to improve 
the guidance provided by standards. Moreover, 
case or action research should be performed in 
companies who are implementing information se-
curity standards. Information security standards, 
beyond the organizational role, should better 
take into account the socio-organizational role 
of information security; future empirical studies 
need to pay attention to this issue.

Identifying the success factors of security 
practices implementation (executive support, 
organizational policy, organizational culture, 
organizational self-efficacy and financial benefit) 
would prove benefits for information security 
management (Ma & Pearson, 2005).

Lastly, Siponen & Iivari (2006) propose that 
information security standards should be designed 
as agile standards, in order to easier follow the 
changes in the companies themselves, their envi-
ronment and industrial sectors they belong to, as 
well as the evolution of security failures.

CONCLUSION

In this chapter, we provide an overview of the 
major information security methods and stan-
dards in general, and the ISO/IEC 27001 standard 
specifically. We examine the drivers for adopting 
information security management standards and 

the factors for their successful implementation. 
The most important factor identified is manage-
ment commitment; without management’s visible 
support, the organizational culture is less tolerant 
for good security practices, entailing a lower level 
of enforcement of information security policies 
(Knapp et al., 2004).

While drivers for information security stan-
dards adoption can be identified, there is a surpris-
ingly low adoption of these standards. Through 
a literature review, we identify the barriers to 
their adoption, as well as their limitations. The 
most important issue corresponds to the fact that 
information security standards insufficiently ad-
dress human and organizational aspects.

This work has several important contributions 
to academy and practice. First, we contribute to 
scholarly domain by providing a comprehensive 
literature review on ISMS standards and their 
adoption. Second, we contribute to management 
practice by providing recommendations for ad-
dressing human factors and socio-organizational 
issues in the deployment of ISMS. Finally, relevant 
to both scholarly and management domains, we 
discuss the future trends in ISMS standardization 
and research.

Responding to the numerous calls for increas-
ing managers’ awareness of the issue of informa-
tion security in our contemporary informational 
economy, we conclude that firm managers must 
be aware not only of the information security per 
se, but of the necessity to be committed to infor-
mation security management. They also have to 
take into consideration that while the use of ISMS 
is the foundation of their IS security, they must 
also “stay ahead of the curve, outguessing and 
outsmarting potential incidents and occurrences” 
(Myler & Broadbent, 2006, p.52). Adoption of 
information security management standards will 
be of vital help to managers in fulfilling this call. 
However, managers should also remember that, 
as boldly emphasized by Hone & Eloff (2002), 
an international standard will not write the in-
formation security policy for them. The adapted 
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wording for an information security policy has 
to come from the organization itself to mold the 
organizational culture.
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ABSTRACT

Information overload is an increasingly familiar phenomenon, but evolving United States military doctrine 
provides a new analytical approach and a unifying taxonomy organizational leaders and academicians 
may find useful in conducting further study of this subject. The overabundance of information, relentless 
stream of interruptions, and potent distractive quality of the internet draw knowledge workers away from 
productive cognitive engagement like an addictive drug, hobbling the quality and timeliness of decisions 
and causing considerable economic waste. Evolving U.S. military doctrine addressing “Information 
Operations” applies time tested principles regarding the defense of physical resources to an informa-
tion age center of gravity—the decision making capacity of people and organizations, or the “cognitive 
dimension.” Using military doctrine and thinking to underscore the potential seriousness of this evolving 
threat should inspire organizational leaders to recognize the criticality of its impact and motivate them 
to help clear the data smog, reduce information overload, and communicate for effect.

INTRODUCTION 

The instruments of national power come from the 
diplomatic, informational, military, and economic 
sectors. . . . They are the tools the United States 
uses to apply its sources of power, including its 
culture, human potential, industry, science and 

technology, academic institutions, geography, 
and national will. (JP1, p. x)

Prominent voices in business occasionally bor-
row military vocabulary to describe their strategic 
plans or business visions. When űber capitalist 
Gordon Gekko (played by Michael Douglas in Oli-
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ver Stone’s “Wall Street”) told his young protégé, 
Bud (Charlie Sheen) there was much he could learn 
about making business deals from Sun Tzu’s Art 
of War, aspiring tycoons began pulling the book 
off shelves in record numbers. Taking advantage 
of military thinking makes good sense. The U.S. 
Department of Defense (DoD) is an enormous 
and complex organization. It manages a budget 
more than doubling the world’s largest corpora-
tions and employs more people than a third of the 
world’s countries. Moreover, the U.S. military has 
a fairly impressive win-loss performance record. 
In business terms, it’s a market leader. The U.S. 
military has maintained its position by methodi-
cally incorporating advances in technology into 
strategic thinking. From precision weapons, to 
stealthy invisibility, to space based surveillance 
the U.S. military, guided by time tested doctrine, 
has capitalized on technological advance with 
overwhelming success. Evolving U.S. military 
doctrine addressing “Information Operations” 
(IO) applies time tested principles regarding the 
defense of physical resources to information age 
centers of gravity—the aggregate decision making 
capacities of people and organizations. Modern 
military doctrine defines that center of gravity 
as the “cognitive dimension” of the information 
environment. Using that doctrine to underscore 
the potential seriousness of this evolving threat 
should inspire organizational leaders to recognize 
the criticality of its impact and motivate them to 
help clear the data smog and reduce information 
overload. 

Mission Creep and Fog & Friction 

Obviously, not all military principles are useful 
in the commercial world, but some absolutely are. 
In business, for example, choices about pursuing 
one course of action over another are typically 
based on projected economic returns on invest-
ment (ROI). By contrast, choices made by nations 
about engaging in armed conflict may include 
considerations of economic ROI, but quite often 

also involve other non-economic considerations. 
Among those military principles particularly well 
suited to evaluate how organizations produce and 
manage information are the concepts of “mission 
creep” and “fog and friction.”  

Consider the concept of “mission creep.” The 
term is commonly used in defense-related and 
main stream publications to describe situations 
wherein a military operation is initiated for a stated 
purpose but morphs over time into a considerably 
broader undertaking, often based on early suc-
cesses (e.g., Stevenson, 1996; Yates, 1997; Siegel, 
2000; Hoagland, 1993; Freemon, 2004, Weiland, 
2006). More recently, the term is frequently used 
along side phrases such as “requirements creep” 
and “scope creep” to describe the tendency of 
bureaucracies to direct more and more resources 
to ever expanding and imprecisely defined goals 
(See e.g., Bennett, 2008; Appelo, 2008).

The phrase “fog and friction” was introduced 
into the soldier’s catechism in the 18th century by 
Prussian Army officer Carl Von Clausewitz in 
perhaps the best known work on military thought 
in modern history, On War. “Fog” describes the 
inherent uncertainty and unpredictability of war. 
“Friction” describes the proposition that in almost 
any plan requiring human action, unanticipated 
variables pop up that not only introduce delays 
and diversions in their own right, but also often 
combine with one another to produce entirely un-
predictable results, the aggregate effects of which 
far exceed the sum of their individual impacts. 

Mission Creep — Techno Creep

Much of what’s happening in businesses and orga-
nizations around the world constitutes a very mis-
sion creeping approach to the use of Information 
Technology (IT). In this chapter, the term “IT” is 
used generally to describe those capabilities that 
enable knowledge workers to access information 
or to communicate using a PC or other device. Such 
capabilities facilitate—even encourage, a sort of 
bureaucratic mission creep in a way unparalleled 
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in human history. Consider the relationship of 
e-mail to “Metcalfe’s Law.” According to the 
National Science Foundation: 

Metcalfe’s Law states that the value of a network 
grows in proportion to the square of the number 
of users. . . . As a network grows, its value to each 
individual user increases, and the total value 
of the network increases much faster than the 
number of its users. This is also referred to as 
‘network effects.’ Metcalfe’s Law explains why the 
adoption of a technology often increases rapidly 
once a critical mass of users is reached and the 
technology becomes increasingly valuable. The 
internet has been the most dramatic demonstration 
of Metcalfe’s Law. (Metcalfe’s Law, 2002)  

An emerging information age reality confronts 
decision and policy makers with a monumental 
challenge directly related to–actually oppos-
ing—Metcalfe’s law. That challenge is balanc-
ing the opposing needs to control “information 
overload” (discussed in detail to follow) while at 
the same time maximizing access to data across 
organizations and enterprises—expanding the 
accessible network. Major General Jack Rives, 
Judge Advocate General, senior uniformed at-
torney of the USAF, who leads an organization 
of over 4600 legal professionals—knowledge 
workers—refers to the changing paradigm as 
“the new C2. For generations, the military has 
recognized the essentiality of sound processes 
and systems for Command and Control—‘C2.’ In 
the information age, that term is signaling a new 
imperative, the need for equally sound processes 
and systems required to effectively collaborate 
and communicate—the ‘new C2.’”

As organizations scramble to expand their 
networks and develop new and effective C2 
systems, the lure of IT-enabled “organizational 
flattening,” the likes of which Thomas Friedman 
described in his best selling The World is Flat 
(2007), becomes increasingly potent. In their 
hurried pursuit of flattening-related efficiencies, 

management and leadership teams tend to pursue 
IT solutions to problems, rather than trying to 
understand problems and their potential solutions, 
and then figuring out how or if IT can help achieve 
or facilitate those solutions. When the problem 
solving process gets inverted this way, organi-
zations lose focus on their primary objectives. 
Militarily speaking, the resulting IT-enabled mis-
sion creep—call it “techno creep,” begins driving 
operational philosophy and strategy, resulting in 
the misutilization of resources to achieve what 
is possible, instead of what is required. Techno 
creep diffuses the impact of limited resources and 
erodes organizational effectiveness. 

Business Variants of Fog & Friction: 
Data Smog and Information 
Overload

The same sort of imprecision human involvement 
introduces in the conduct of warfare is endemic 
in modern communication technology such as 
e-mail and text or instant messaging. Dozens of 
books, academic journals, periodicals and com-
mercial consultants in numbers growing by the 
day advise businesses and organizations how to 
overcome e-mail’s shortcomings as a communi-
cation medium. Text only communication, also 
referred to as “lean media,” like e-mail and internet 
messaging (IM), lack the contextual quality and 
the communicative effectiveness present in the 
face-to-face (FTF) transmission of information. 
A recurrent theme throughout most available 
commentary on the subject highlights growing 
frustration associated with how e-mail and other 
IT tools are used—and misused in workplaces. 
A growing body of literature also addresses the 
extent to which the combined impact of all this 
gadgetry is wreaking substantial unintended costs 
on businesses and organizations. From emotional 
and physical health problems to economic waste 
estimated in the hundreds of billions, the fog and 
friction of Computer Mediated Communication 
(CMC) appears to have descended on organiza-
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tions worldwide (See e.g., Shenk, 1997; Spira, 
2007; Schipley, 2007).

Knowledge Work and the Cognitive 
Dimension 

Some management experts refer to them as 
knowledge workers (Drucker, 1966), others as 
information workers (Spira, 2007). Though the 
vocabulary varies, the general meaning of the 
terms are widely recognized as describing the 
growing class of knowledge economy workers, 
the kind Peter Drucker described in 1966 as the 
employee “who puts to work what he has between 
his ears rather than the brawn of his muscles or 
the skill of his hands” (1966, p. 3). Military theo-
rists and business leaders use the term “center of 
gravity” to describe those physical or virtual as-
sets or aspects of an organization or process that 
are critical to the product or outcome generated 
by that organization or process. The zone where 
knowledge work is performed, the cognitive 
dimension, or “collective mind” (Weick, 1993) 
is a center of gravity for both public and private 
organizations. Over 40 years ago, when he wrote 
The Effective Executive, Drucker said “modern 
society is a society of large organized institu-
tions. In every one of them, including the armed 
services, the center of gravity has shifted to the 
knowledge worker” (1966, p. 3). What was an 
emergent idea in the mid 60s is an axiom in the 
new millennium; knowledge work is a consider-
ably more ubiquitous common denominator at 
every level and layer of modern organizations. It 
is a critical resource—a center of gravity.

Chapter Objectives

Information overload is gaining recognition as an 
organizational carcinogen, squandering resources 
in knowledge economy work centers. The crux of 
the discussion in academic and mainstream media 
discusses information overload in terms of lost 
profits, worker health and satisfaction, and gener-

alized complaints about organizational efficiency. 
What follows aggregates those themes around a 
few core concepts, but suggests considering the 
problem more holistically. Military vocabulary 
characterizes threats not in terms of lost profits 
or productivity, but rather as potential weapons 
of an enemy. Discussing information overload 
using the language of the military should help 
raise awareness of the threat information overload 
poses to economic prosperity and to more macro 
level interests such as national sovereignty and 
security. 

While refraining from using the term “infor-
mation overload,” the 9-11 Commission observed 
“the U.S. government has access to a vast amount 
of information. . . . But the U.S. Government has 
a weak system for processing and using what it 
has” (National Commission on Terrorist Attacks 
Upon the United States, 2004, p. 416). The re-
port speaks of information that could have been 
accessed, had the right person asked or known 
where to look for it. The data smog-9/11 con-
nection illustrates a tragic example of the effect 
information overload is having on public and 
private organizations around the world. There’s 
so much information, it’s hard to find, focus, and 
act upon the right information.

Military thinking recognizes that technologi-
cal advances in the tools of warfare, like gunpow-
der, rifled barrels, airplanes, satellites and now 
IT, may produce new and evolving vulnerabilities 
and threats. Strategists and policy makers remain 
vigilant in order to fortify those vulnerabilities 
and check those threats as they’re identified. The 
body of military doctrine used to discuss how 
best to meet evolving IT-related threats is gener-
ally found under the subject heading Information 
Operations (IO). The overarching U.S. military IO 
doctrine can be found in Joint Publication 3-13, 
Information Operations. 

Information is a strategic resource, vital to na-
tional security, and military operations depend 
on information and information systems for 
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many simultaneous and integrated activities. . . 
The principle goal [of IO doctrine] is to achieve 
and maintain information superiority . . . . (JP 
3-13, p. ix)

Military doctrine recognizes national power 
as consisting of not only military, but also diplo-
matic, economic and informational components 
(Joint Publication 3-0, Joint Operations, 2006). 
By borrowing a few IO concepts from U.S. de-
fense thinking, public and private policy makers, 
elected officials and corporate CIOs will be better 
equipped to recognize and react to emerging IO 
threats across their enterprises, and academicians 
will have a few additional taxonomical tools from 
which to draw when conducting further study in 
this area. 

BACKGROUND

Information is a strategic resource, vital to na-
tional security. . . . The information environment 
is where humans and automated systems observe, 
orient, decide, and act upon information, and is 
therefore the principal environment of decision 
making. (JP3-13, 2006, pp. ix, I-1)

The Rise of Knowledge Work

The term “knowledge economy’ connotes an 
economic environment where information and its 
manipulation are the commodity and the activity” 
(Spira, 2007, p. 1). The transition from an industrial 
based economy to a knowledge economy marked 
an important step in the evolution of the tools by 
which we assess an organization’s performance. 
In the industrial economy, the effectiveness of a 
given enterprise or organization’s output could be 
measured objectively with a simple piece per hour, 
or production cost per item formula. By contrast, 
in the knowledge economy the assessment pro-
cess is much more intuitive art than objectively 
quantifiable science. To use Drucker’s terms, “for 

manual work, we need only efficiency; that is, the 
ability to do things right rather than the ability to 
get the right things done” (1966, p. 2).  

Importance of Protecting Cognitive 
Dimension 

Making the best possible use of the micro (indi-
vidual) and macro (collective) cognitive resources 
and ensuring the “right things” are done are 
leadership or managerial mandates in the new 
millennium’s knowledge economy. Conserving 
those cognitive resources and ensuring they are 
expended judiciously in the furtherance of orga-
nizational goals and objectives should be among 
modern organizations’ highest priorities.      

The cornerstone of the knowledge economy is 
the knowledge or information worker. The product 
rendered by the knowledge worker is cognitive 
output, most typically in the form of decisions, 
which in turn lead to one or more organizational 
courses of action. At the micro level, an accountant 
may be asked to evaluate two options for taking 
depreciation on a piece of company equipment or 
property and then to recommend which option the 
company should pursue. On a more macro level, 
entire teams of investment advisors, engineers, 
analysts and lawyers may spend months or even 
years evaluating the advisability of risking a 
company’s survival by pursuing a major capital 
investment. In both cases, the impact of those 
decisions contributes to the organization’s ability 
to achieve a pre-defined objective—a position of 
advantage. 

Similarly, military doctrine recognizes the 
criticality of decision making throughout the 
spectrum of armed conflict—from small scale 
contingencies to theater-wide operations, in the 
concept of the “OODA Loop.” OODA stands for 
observe, orient, decide, act. United States mili-
tary doctrine holds “the forces possessing better 
information and using that information to more 
effectively gain understanding have a major ad-
vantage over their adversaries” (JP3-13, 2006, pp. 
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I-5). Military thinking describes this advantage as 
decision superiority, or decision dominance.     

Contemporary Thinking about 
Information Overload  

Whether humanity has completely surrendered 
its culture and social structures to technology, as 
Neil Postman suggests in Technolopy (1992), is 
probably a matter of individual perspective. But 
there is almost seamless uniformity of thinking 
with regard to information overload, at least by 
those currently publishing articles on the subject. 
David Shenk, who coined the term “data smog” 
in his 1997 book by the same name, set the tone 
of information overload discussions that would 
follow for the next decade. “In a very short span 
of natural history, we have vaulted from a state 
of information scarcity to one of information 
surplus—from drought to flood in the geological 
blink of an eye” (1997, p. 28). The sheer volume of 
information and the pace at which so much of it is 
pushed to knowledge workers who use computers 
in their jobs have outpaced humanity’s capacity 
to keep up. From narrowly focused academic 
writings, to business and trade journals, to main 
stream print and television coverage, there’s broad 
consensus that information overload is frustrating 
information workers and generating inefficiencies 
for the organizations they serve. 

In the last half decade or so, the Pew Internet & 
American Life Project, appears to be the minority 
commentator proffering an opposing view. A 2002 
Pew report declared “contrary to the perception 
that wired American workers are buried in e-mail, 
the large majority of those who use e-mail at work 
say their experience with e-mail is manageable” 
(Fallows, 2002, p. 2). A follow up Pew report in 
2006 said survey respondents felt the internet was 
a useful tool upon which they relied when making 
important life decisions. Further research into 
the Pew studies’ departure from other thinking 
on this subject is needed to explain or reconcile 
this apparent divergence of opinion. 

Dat a  Smog and Techno Creep 
are Choking the Cognitive 
Dimension

While technology makes great quantities of infor-
mation available to audiences worldwide percep-
tion-affecting factors provide the context which 
individuals use to translate data into information 
and knowledge. (JP3-13, 2006, pp. I-2)

Careless Production and 
Management of Information 
Constitutes a  Threat

Threats and risks to the information dimension 
are typically addressed in terms of security or 
access issues. Companies are spending billions to 
control access to their information systems. Indeed 
the majority of this book is dedicated to address-
ing the mushrooming vulnerabilities inherent in 
modern information systems. Our focus here is 
a more subtle, but no less impactful threat—the 
growing threat from within. Insufficient attention 
and resources are being paid to manage internal 
IT practices. The result constitutes an almost 
incalculable detriment to productivity, worker 
health and satisfaction, and ultimately national 
prosperity and security. 

More Aggressive Data Smog: 
“Information Overload”

In the last 10 years, the smog about which Shenk 
wrote seems to have taken on a decidedly more 
aggressive form of information oversaturation 
than the common understanding of the term 
“smog” (Webster’s definition) conjures up. 
Whereas smog makes it difficult to find what one 
is looking for, overload goes one step further by 
adding an affirmatively disruptive characteristic 
to the phenomenon being described. Smog is 
passive; overload is intrusive. Whereas smog 
is “out there,” ready to confound, mislead and 
frustrate those who venture into it, overload 



  ���

Data Smog, Techno Creep and the Hobbling of the Cognitive Dimension

actively and aggressively visits that frustration 
on every knowledge worker who interacts with 
a computer as part of his her daily activities. The 
distinction is subtle, but conceptually noteworthy 
because the aggressive component of information 
overload is dramatically on the rise. Nevertheless, 
for purposes of the discussion that follows, the 
two terms, data smog and information overload, 
are treated nearly interchangeably—as Shenk’s 
definition of data smog contemplated.

CAUSES OF DATA SMOG

E-mail Causes Data Smog and 
Information Overload

Far and away the most omnipresent component 
of data smog and information overload is e-mail. 
All knowledge workers use it—and most that do, 
use it an awful lot. According to the Radicati Re-
search Group, “approximately 541 million work-
ers worldwide rely on e-mail communications to 
conduct business. . . . Corporate [e-mail] users 
send and receive an average of 133 messages per 
day and this number is expected to reach 160 by 
2009. (Radicati Group, Inc., 2005, p. 3). Execu-
tive Coach Marsha Egan puts the number at 140 
e-mails a day (Gunelius, 2007), and Basex Inc., 
a leading advisor and consultant to knowledge 
economy businesses, reports that most people 
have experienced a 20 fold increase in e-mail 
they receive from five to ten years ago. Jonathan 
Spira, researcher and Basex CEO, characterizes 
sheer e-mail volume as the pre-eminent culprit of 
information overload in the modern knowledge 
economy (Spira, 2007, p. 16). 

E-mail is a Suboptimal Means for 
Much Knowledge Work  

The process by which humans convey ideas and 
thoughts to one another is, when broken down and 
analyzed, much more complex than one might 

think. “Over 40 years ago, Ray L. Birdwhistell 
demonstrated that ‘no more than 30-35 percent 
of the social meaning of a conversation or an 
interaction is carried by the words.’ The rest is 
communicated with kinesics, non-verbal behavior, 
commonly called body language, such as facial 
expression and gestures” (Spira, 2007, p. 5). In 
1984, well before e-mail took off as the common 
communication tool it is today, Professors Richard 
Daft and Robert Lingel observed that some com-
munication media were more effective than others 
depending on the purpose and subject matter of 
the communication. (Daft, 1984). According to 
their “Rich Media Theory,” like the more recently 
developed “Social Transluscence of Technology” 
model, a constellation of factors such as facial 
expression, body language, vocal tone and tenor, 
as well as others, help to reduce ambiguity in com-
munications (Quan-Hasse, 2005, p. 24). Genrally 
speaking, communicating complex or potentially 
ambiguous information requires “rich” media, 
like telephone or ideally face to face interaction, 
to communicate the information effectively. Sim-
pler, more straight forward information may be 
communicated in text only, or “lean” media, with 
little loss in communicative effectiveness. 

The common theme in these and other models 
and theories is that an array of cues available in 
face to face (FTF) communication informs the 
receiver about the importance of the message, the 
sensitivity of its subject matter, and the immediacy 
with which the recipient should respond. In the 
absence of these cues, matching up the sender’s 
intentions and the receiver’s understanding, or 
establishing coorientation, becomes considerably 
more difficult. Consequently, communicative 
quality and completeness suffer. 

Immediate Availability of Almost 
Limitless Information Generates 
Data Smog 

The U.S. Government Accountability Office, in-
vestigative arm of the U.S. Congress, summarized 
another cause of data smog as follows:
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Vast amounts of information are now literally at 
our fingertips, facilitating research on virtually 
every topic imaginable; financial and other busi-
ness transactions can be executed instantaneously, 
often on a 24-hour-a-day basis; and electronic 
mail, Internet web sites, and computer bulletin 
boards allow us to communicate quickly and 
easily with virtually unlimited number of other 
individuals and groups. In addition to such ben-
efits, however, this widespread interconnectivity 
poses significant risks to our computer systems 
and, more important, to the critical operations and 
infrastructures they support. (2000, p. 1)

While IT enables unprecedented proficiency 
at generating information, it has, thus far, pro-
duced few tools capable of effectively managing 
it (Spira, 2007, p. 1). Morever, the ease with 
which information is produced, distributed, and 
retrieved have all but eliminated what cyberneti-
cist Francis Heylighen calls the “natural selection’ 
process that would otherwise have kept all but 
the most important information being published” 
(Heylighen, 1999). “These hyper-production and 
hyper-distribution mechanisms,” notes Shenk, 
“have surged ahead of human processing ability, 
leaving us with a permanent processing deficit, 
what Finnish sociologist Jaako Lehtonen calls an 
‘information discrepancy.’” (1997, p. 28). 

The overpopulation of the information space 
has given workers who require access to informa-
tion to do their jobs far too much of a good thing. 
A 1996 study commissioned by Reuters, “Dying 
for Information” evaluated 1300 business people 
in Britain, the United States, Singapore, Hong 
Kong and Australia in a variety of industry sec-
tors. “More than 40% [of the study participants] 
felt that important decisions were delayed and the 
ability to make choices was hampered by excess 
information and that the cost of collecting the 
surplus data exceeded its value” (Bird, 1996, p. 3). 
A follow on Reuters study one year later, “Glued 
to the Screen: An investigation into information 
addiction worldwide” reported similar results; 

77 percent of the 1,000 managers in the UK, the 
US, Germany, Singapore, Hong Kong and Ireland 
who took part in the survey blamed information 
overload on the Internet and new sources of pub-
lished information (Veitch, 1997).

Poorly Designed Programs and 
Processes Generate Data Smog

David Platt, who teaches systems application 
development at the Harvard University Exten-
sion School, and prolific author on IT-related 
subjects, suggests the problem of poorly designed 
IT contributes to the frustration many users feel 
with modern technology. In Why Software Sucks: 
and what we can do about it, he explains that a 
common design flaw results from the fact that 
programmers, as a  general proposition, “value 
control more than ease of use, concentrating on 
making complex things possible instead of making 
simple things simple” (2007, p. 13). Because the 
predominant philosophy says “if some control is 
good, more control is great,” programs tend to 
become increasingly complex, harder to learn, 
and harder to use. When that happens, tools that 
were intended to increase productivity end up 
having the opposite effect.

The “control over use” design philosophy is 
a variant of techno creep that frequently leads to 
what Drucker called “malfunctioning information 
systems.” In The Effective Executive, he described 
how the simple addition of an extra carbon copy 
of a form in a patient’s discharge paperwork 
provided to the correct office in a timely fashion 
enabled a hospital to eliminate a nearly 24-hour 
time lag in identifying vacant bed space for pa-
tients. In another example dealing with measur-
ing productivity in a manufacturing process, he 
described how a company accountant’s reports 
listed averages pertaining to certain processes, 
when what the shop floor production managers 
needed was raw total numbers. Accordingly, “to 
get what they need, they must either spend hours 
each day adapting the averages or build their own 
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‘secret’ accounting organization” (1966, p. 45). 
What was true in 1966 remains true today:  If an 
IT capability doesn’t provide what the knowledge 
worker needs in a useful, easy to understand 
format, it’s just more smog.

Drucker used the aforementioned examples 
to illustrate the importance of getting the right 
information to the right people. Making that 
determination today is every bit as important as 
it was in 1966, perhaps more so. The difference 
is this: today’s manager wouldn’t need to spend 
time figuring out who should receive the carbon 
copy identifying bed vacancies. She could simply 
send a group e-mail to the entire hospital because 
e-mail, unlike carbon paper, is free. Similarly, 
today’s manager wouldn’t have to figure out 
whether the shop floor production teams need 
averages or raw totals. He could—and likely 
would—simply send them both. The economics 
of CMC provide few disincentives to discourage 
rank and file knowledge workers from erring on 
the side of over-informing.

Data Smog is Difficult to Define and 
Categorize 

Attempt to describe the distinction between data 
smog and useful information, and you’ll quickly 
find yourself feeling like U.S. Supreme Court 
Justice Potter Stewart when he tried to specifi-
cally define obscenity. Confronted with this most 
vexing question he said simply, “I’ll know it when 
I see it” (Jacobellis v. Ohio, 378 U.S. 184, 1964). 
Most knowledge workers can readily differentiate 
between clearly mission furthering information 
or communication and patently time wasting 
materials or endeavors. The vast majority of what 
constitutes data smog, however, exists between 
those polar extremes. Neither the tools designed 
to ferret out data smog or the knowledge workers 
responsible for generating much of it are more 
than moderately successful at identifying it—let 
alone controlling it.    

In this respect, military doctrine acknowledges 
that a multitude of variables makes it difficult to 
recognize emerging threats to the information 
environment. “Many of these variables” doctrine 
notes, “have human dimensions that are difficult 
to measure, may not be directly observable, and 
may also be difficult to acquire feedback” (USAF, 
2005, p. 28). Consequently, because the threat is 
so hard to define, formulating a sound defensive 
strategy is more challenging. For example, if an 
organization wanted to establish a policy saying 
e-mail could only be used for official purposes, 
the rank and file might predictably ask, “what’s 
official?  If I need to exchange periodic pleasantries 
with a client in order to endear myself—and our 
company—to her, then I must occasionally send 
materials that might appear impermissibly unoffi-
cial to the casual observer.” Similarly, experienced 
leaders understand that levity and good cheer in 
a workplace have unmistakably positive impacts 
on organizational performance, so an occasional 
Dilbert cartoon e-mailed to a team member could 
also be considered “official.” The same rationale 
applies to internet use. One person’s time waster is 
another’s perusal of information that serves—al-
beit indirectly perhaps, the organizational mission 
or company bottom line.

Types of Smog and 
Overload – Those You find, 
and Those that Find You

At the risk of over generalizing, scholars who 
study data smog and information overload 
divvy up the cyber-universe into information 
that knowledge workers seek out on their own, 
and information that inserts itself into a worker’s 
functioning consciousness. The nomenclature in 
the literature varies, but the terms distractions 
and interruptions are two phrases commonly 
used to define the concepts at the introductory 
level. The distinguishing characteristic is that 
some smog or overload simply exists out there 
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in cyber space, and consumes no time or cogni-
tive energy unless and until someone searches it 
out. Other smog or overload more affirmatively 
extracts attention from IT users (Speier, 1999; 
Spira J. F., 2005).

Clearly Wasteful Smog that Users 
Seek Out

According to Drs. Cheri Spier, Joseph Valacich, 
and Iris Vessey, who’ve studied the impact of 
interruptions on knowledge workers, distractions 
people seek out come in two varieties, internal 
conscious and internal subconscious (Spier, 1999). 
Internal conscious distractions, which Spira calls 
active interruptions, are those the worker seeks 
out knowing full well they aren’t work related. 
“Initiated by the very person who chooses to be 
interrupted by them,” Spira notes, they are “solely 
the fault of the person who is overcome by the 
temptation that these interruptions hold” (Spira 
J. F., 2005, p. 6). Checking on one’s personal fi-
nances, calendaring weekend movie schedules, or 
spending time surfing the net in relation to a host 
of other entertaining but non mission furthering 
dalliances falls into the category of internal con-
scious distractions or active interruptions. 

The 1998 Reuters “Glued to the Screen” 
survey suggests we are witnessing the rise of a 
new generation of people who are particularly 
vulnerable to active interruptions—dataholics, 
a group of people whose defining characteristic 
is their growing obsession with wading around 
in all that information. Over half the survey’s 
1000 respondents, from the UK, US, Ireland, 
Germany, Singapore and Hong Kong, said they 
‘crave’ information, while an almost equal number 
declared that if information was recognized as 
a drug, people they know would be considered 
addicts (Murray, 1998). Management Professor 
Jenny Hoobler voices similar concerns, “It can 
almost amount to sort of obsessive compulsive 
behavior today with all the things that can tear us 
away from job tasks. . . . It’s almost an addiction 
for people” (Vivanco, 2007). 

The susceptibility of people—dataholics and 
other-holics, to the sort of instant access to entic-
ing materials IT makes available isn’t lost on the 
advertising industry. Spira concluded the most 
difficult type of distractions to combat are those 
that entertain the interruptee, perhaps explaining 
why, according to Comtouch, “in the last three 
months of 2007, 70% of e-mails offered sexual 
enhancers, 16 percentage points more than the 
first three months of the year” (The Economist, 
2008). With 30% of peer-to-peer requests related to 
pornographic downloads (Websense, Inc., 2006), 
it appears sexual materials are extraordinarily 
powerful web attractants.

Marginally Wasteful/Suboptimal Smog 
that Users Seek Out 

A second category of user-initiated distractions 
or interruptions are those involving situations 
wherein the user spends time working a lower 
priority project now, deferring a higher priority 
project for later. The immediate access to limit-
less information related to every project on a 
knowledge worker’s “to do” list makes it hard 
for all but the most disciplined workers to know 
when enough is enough. Spira notes, “knowledge 
workers may be constantly busy, but that doesn’t 
make them either productive or efficient. It also 
doesn’t mean that what they are doing is aligned 
with the strategic goals of their employer.” John 
Tang of IBM Research, who studies information 
overload, calls this the “tyranny of the conve-
nient,” explaining that IT enables people to “do 
the things that are easy to do, rather than the 
things that are important” (Spira, 2007, p. 17). 
Platt takes a slightly more cynical view, attributing 
the inclination of people to use IT to do what’s 
easy over what’s required to “Platt’s Third Law 
of the Universe: ‘Laziness trumps everything.’  If 
something is easy to do, people will do it whether 
they should or not, and if it’s hard to do, then 
they’ll do it infrequently, whether they should or 
not” (Platt, 2007, p. 87). 
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The tyranny of the convenient threatens orga-
nizational effectiveness by diverting knowledge 
workers’ cognitive energies from work their 
employers’ require to work they prefer to do. It’s 
difficult to assess the macro impact tyrannical 
convenience imposes on the knowledge economy, 
or the percentage of workers susceptible to its 
distractive nature. What we do know, according 
to the Reuters, Glued to the Screen study, is that 
“54 percent of managers say they get a ‘high’ when 
they locate information,” noting “43 percent say 
they look for work-related data while on holiday” 
(Veitch, 1997). Other’s report inability to stop 
looking because they’re left wondering if they 
found the “right information” in the “right place” 
(Spira, p. 12). It may be a totally new information 
age challenge caused by the powerfully distract-
ing draw of immediate access to nearly infinite 
information. Or, it simply may be the product of 
misplaced good intentions. Whatever the cause, 
in the absence of policies or protocols designed 
to fortify human nature’s resistance to these 
sorts of distractions, IT-empowered tyrannical 
convenience will constitute yet another type of 
techno creep that sapps the productive capacity 
of knowledge work organizations.  

Smog Users Seek Out is Hard to 
Prevent Because of Ease of Access 
and Emerging Cultural Expectations 

User initiated distractions, whether clearly 
wasteful or simply preferable and convenient, 
are especially hard to prevent or police in the 
knowledge work center. The very nature of the 
computer medium places their availability at the 
worker’s desk—right in front of his or her face. 
One need not loiter at the water cooler to find a 
social diversion that’s preferable to work. All those 
capabilities and dozens more are incomparably 
accessible, engageable, mass reproducible, and 
mass deliverable right there at the worker’s finger 
tips. As Dr. Gloria Mark, who teaches informat-
ics, notes, “the ease of access compounds the 

distractive potential of the internet for information 
workers.” Reviewing preliminary research she’s 
conducting on internet use, she concludes, “it 
seems to me that most internet use is a distrac-
tion from work . . . It’s really the great distracter 
because it’s very easy to get wrapped up in one 
distraction that leads to another and another” 
(Mark, 2008). 

As the use of information and communication 
gadgetry becomes increasingly integral to the 
daily lives of people, it gets harder and harder 
to cleanly segregate personal conduct from em-
ployer-directed work. People are accustomed to 
immediately accessing all manner of information 
or communication technologies based on little 
more than their own impulses. If a person can 
answer his cell phone or respond to an Instant 
Message when he’s in the produce isle, church 
pew, or even in bed with his wife (Spira, 2007), 
the notion of engaging in those same activities 
“on the clock” doesn’t seem at all improper or 
out of place. People begin to regard information, 
and the ability to communicate it, as something 
profoundly personal in nature, irrespective of 
the fact that the means by which such commu-
nication takes place, or the time consumed by 
such transactions, belongs to their employers. 
“It is typical for workers to read their personal 
e-mail, make personal phone calls, and even surf 
the Web recreationally from their offices,” says 
Spira. “Thanks to the internet, it is taken rather 
for granted now that a knowledge worker should 
have access to cartoons games, and an enormous 
variety of trivial information at any time” (2007, p. 
7, 10). Consider these other reported examples: 

•	 In a 2008 survey researchers found Welsh 
workers spending up to 91% of workplace 
internet use on social networking sites such 
as Facebook (Miloudi, 2008).

•	 According to a U.S. Dept of Treasury 
investigation,  51 percent of the time IRS 
employees spent online  was for personal 
use (Arnesen, 2007).
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•	 In a 2006 study, Websense found that 60 
percent of employees who spend time online 
at work do so for non work-related reasons, 
such as “shopping, banking, checking stocks 
or watching sports events, playing on-line 
poker, booking travel, and accessing por-
nography sites.”  In fact, the overwhelming 
majority of access to internet porn sites 
happens between the hours of 9:00 AM and 
5:00PM—during the workday (Websense, 
Inc., 2006).

•	 Results from a 2007 AOL survey showed 
that 60% of people who use e-mail check 
their personal e-mail while at work three 
times per day on average (America Online, 
2007).

Interruptions Negatively Impact 
Concentration and Decision Making

The impact of distractions (those the worker seeks) 
and interruptions (those that insert themselves 
into the cognitive dimension) on decision making 
performance has been the subject of academic 
study since the mid 1970s. “As the number or 
intensity of the distractions/interruptions in-
creases, the decision maker’s cognitive capacity 
is exceeded, and performance decreases” (Speier, 
1999, p. 341). “Informania” (Spira, 2007, p. 17), 
“data asphyxiation,” (Van Winkle) “attentional 
overload,” (Speier, 1999, p. 342), “cyber idigestion” 
(Horng, 2007) to site just a few descriptors of the 
commonly recognized problem, lead to a state of 
“hyperarousal,” which  undermines performance 
and makes it harder to think clearly or act rationally 
(Branegan & Salz-Trautman, 2007, p. 4). 

Smog that Seeks Out Users

While both distractions and interruptions con-
tribute to data smog and information overload, 
interruptions appear to constitute the greater threat 
to the cognitive dimension. Dr. Spier and her 
colleagues define interruption as “[a]n externally 

generated, randomly occurring, discrete event 
[beyond the control of the individual] that breaks 
continuity of cognitive focus on a primary task 
and typically requires immediate attention and 
insists on action” (Spier, 1999, p. 339). Spira calls 
them passive distractions, explaining they “come 
from others and arrive via e-mail, the phone, the 
web, pager, mobile phone, and instant messaging, 
just to name a few” (Spira., 2005, p. 2).

Dr. Spier and her colleagues found that “in-
creased interruption frequency resulted in both 
decreased decision accuracy and decreased deci-
sion time” (Speier, 1999, p. 350). Moreover, they 
note that information overload is compounded 
by interruptions. 

More frequent interruptions are likely to place a 
greater processing load on the decision maker. 
Each interruption requires a recovery period 
where reprocessing of some primary task informa-
tion occurs. Consequently, the number of recovery 
periods, the recovery time, and likelihood of er-
rors all increase as the frequency of interruption 
increases. (Speier, 1999, p. 341)

In 2005, Dr. Glenn Wilson of the University 
of London’s Institute of Psychiatry reported a 
10 point drop in IQ scores of participants who 
were constantly being distracted by e-mails and 
telephone calls. Spira references a similar study 
that showed smoking marijuana produced only 
a 4 point drop (Spira, 2007, p. 11).

A substantial part of the problem generated 
by interruptions is the time and energy required 
to reorient, and get back to the subject being at-
tended to prior to the interruption; that recovery 
time also causes a drop in productivity. “People’s 
brains get tired from breaking off from something 
every few minutes to check e-mails. The more 
distracted you are. . . then you are going to be 
more tired and less productive” (Cheng, 2007). 
Reported objective observations vary, but the 
theme is fairly consistent.  
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•	 Microsoft said “workers took an average of 
15 minutes to get back to what they were 
working on after being interrupted by a 
phone call, e-mail, or IM” (Cheng, 2007).

•	 Peter Riley, principal consultant with the IT 
firm LogicaCMG says “our data suggests it 
takes 30 seconds to a minute to get back to 
whatever you were doing before the e-mail 
came in. And only 40 – 50 percent [of those 
e-mails] are really relevant” (Elliot, 2007). 

•	 Dr. Gloria Mark found knowledge workers 
typically spend no more than 11 minutes on 
a project before being interrupted (Spira, 
2007, p. 20).

•	 Another report says “[a]fter a worker has 
been interrupted with a message, it generally 
takes nearly half a hour for him to return to 
his original task. . . 40 percent of workers 
moved on to completely new tasks after 
they were interrupted, leaving their old task 
behind neglected and unfinished” (Shipley, 
2007, p. 26). 

More troublingly, the already staggering 
number of interruptions knowledge workers must 
endure appears to be on the rise. According to a 
2005 Basex Inc., study, the typical knowledge 
worker spends 20 percent of an average day at-
tending to interruptions, and Basex CEO, Jonathan 
Spira, observes that if the increase in interruptions 
continues unchecked—5% a year in 2005, by 2031, 
interruptions will consume the whole of an eight 
hour day (Spira J. F., 2005, p. 11). 

Experts suggest the interruptive capacity of 
e-mail may be related to the way many people 
use e-mail. “E-mail has given us access to more 
information faster than we’ve ever had before. 
Along with that comes the expectation that we’re 
going to process the information” (Mark, 2008). 
Psychologist Judith Ramsay, statistician Mario 
Hair and computer science professor Karen Re-
naud, who studied the e-mail management habits 
of 177 employees, found that whereas “half of the 
study’s participants report checking their e-mail 

once an hour—35 percent reported checking 
every 15 minutes.” Notably, “the researchers 
found that in reality, people were checking their 
e-mail far more often: up to 30 or 40 times per 
hour in some cases” (Cheng, 2007). AOL’s “Third 
Annual E-mail Addiction Survey,” conducted in 
2007, reported people check e-mail twenty four 
hours a day; three fifths of portable device users 
check every time a new e-mail hits their inboxes 
(America Online, 2007). The AOL results line up 
with the 2005 Basex survey results, which found 
“the majority of knowledge workers . . . tend to 
open new e-mail immediately or shortly after 
notification, rather than waiting until they have 
a lull in their work” (Spira, 2007, p. 8). 

Interruptions drive a sort of multi task ap-
proach to managing activities throughout a 
given workday, requiring workers to constantly 
assess incoming information and prioritize and 
reprioritize response plans. Tang calls this phe-
nomenon a second type of tyranny—the tyranny 
of the urgent, which results in workers spending 
their finite time and energies on projects that are 
urgent instead of those that are important (Spira, 
2007, p. 17). All that frenetic cognitive channel 
changing and multi tasking, with workers typically 
engaged in 12 projects simultaneously according 
to Dr. Mark’s research, (Mark, 2008) simply is not 
conducive to the way humans think—at least the 
way they think productively and solve complex 
problems.  

Paradox – Some Benefits of 
Distractions and Interruptions  

Emerging research suggests not all interruptions 
render workers less productive. Although stress 
levels go up when people are chronically inter-
rupted, Dr. Mark’s research suggests people may 
actually work faster to adjust to the hectic pace of 
inbound information traffic. “People sort of get 
into ‘interruption mode,’ where they expect inter-
ruptions so they work faster to keep up with them” 
(Mark, 2008). Similarly, Dr. Spier believes:
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Interruptions we choose to take can have positive 
benefits. . . . I think the type of interruptions where 
the decision maker or the knowledge worker says, 
‘I’ve been working on this really hard, my brain’s 
a little cluttered, let me go out to MSNBC, see 
what’s going on the in the world, or to the water 
fountain, and then come back on task.’  Those types 
of very self-directed breaks . . . can be positive. 
(Spier D. C., 2008)

Data Smog and it Overload are 
Costly

By hobbling cognitive efficiency, data smog and 
information overload impose substantial non 
obvious costs on organizations. They lower con-
centration levels, making it difficult for people to 
follow complicated trains of thought. That decre-
ment in concentration dampens an organization’s 
cognitive output. In 2004, the British magazine 
Precision Marketing reported on average that 
companies were spending 10K pounds per person 
annually paying managerial staffs to sift through 
their e-mail inboxes. One FTSE 100 company 
estimated the annual cost at 39M pounds, finding 
much of the correspondence driving that cost un-
necessary (Ashton, 2004, p. 14). Robert Ashton, 
senior consultant at Emphasis Training, reported 
“[t]he immediacy of e-mail is both its blessing 
and its curse. It’s made it possible for people to 
communicate badly in great volume” (Manage-
ment Issues, 2003). Assuming an average salary 
of $21/hour for a typical knowledge worker, the 
2005 Basex study found interruptions consumed 
28 billion lost man-hours per year, costing busi-
nesses $588 billion (Spira, 2007). 

In addition to the financial and cognitive di-
mension-hobbling costs exacted by data smog and 
information overload, a growing body of research 
supports that which seems intuitively obvious to 
the modern knowledge worker:  all this smog and 
overload causes substantial stress. 

  
•	 1996 Reuters study, “[t]wo thirds of those 

interviewed attributed increased stress to 

dealing with too much information, said that 
stress had damaged their personal relation-
ships, increased tension with colleagues at 
work and contributed to a decline in job 
satisfaction” (Branegan & Salz-Trautman, 
2007, p. 3).

•	 1997 Reuters study noted 61 percent of 
managers feel they receive too much in-
formation; 65 percent say their working 
environment has grown more stressful; 
46 percent of managers work longer hours 
to keep up with data (Veitch, 1997); Spira 
describes such workers as “day extenders” 
(Spira, 2007, p. 9). 

•	 “At worst the overload can lead to indiges-
tion, heart problems and hypertension,” and 
“in its mildest form, it sparks irritability and 
jeopardizes work productivity” (Murray, 
1998, p. 1). 

•	 Drs. Michelle Weil and Larry Rosen, authors 
of TechnoStress, echo the observation that 
technology has outpaced humanity’s ability 
to keep up, observing how such advances 
have broken down the barriers that used to 
insulate one’s personal life from his or her 
workaday world (Weil M. M., 1997).

•	 In a 2007 study by researchers from Glasgow 
and Paisley Universities, “over a third of the 
participants report[ed] being stressed by the 
sheer number of e-mails they receive dur-
ing the day, and feel even more stress over 
the obligation to respond to them quickly,” 
(Cheng, 2007), a pheomenon termed by 
one commentator the “Crackberry effect” 
(Wailgum, 2008). 

Much like prolonged sun exposure damages the 
skin, the effects of IT induced stress accumulate 
over time. Technological advancement continues 
to drive change, and changes of all sorts have long 
been recognized as stressors. Whereas the initial 
reaction to change is arousal “as when novelty 
elicits curiosity, excitement and wonder. . . the 
longer such arousal is sustained the more likely 
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it is that interest will wear off and fatigue will set 
in” (Heylighen, 1999). Over prolonged exposure, 
a person’s failed attempts to control change leads 
to “numbing, apathy, despair and depression, 
which are all characterized by helplessness” lead-
ing to what has become increasingly recognized 
as “burn-out” syndrome (Heylighen, 1999, p. 5; 
Mark, 2008). 

Techno Creep Contributes to 
Data Smog and Information 
Overload 

Pace of Change and Generational 
Components

The pace of technological change combined with 
the undisciplined inclination to assume more 
technology is better—techno creep—generally 
exacerbates the effects of data smog and infor-
mation overload. Ironically, the pace at which 
technology is driving business process and 
organizational changes actually makes people 
more resistant to change. In a 4-year study of 
3,129 full time employees from a cross-section 
of companies in southern California, Drs. Weil 
and Rosen found business workers—those most 
likely to be using more IT at work—were actually 
more hesitant to embrace new technology (Weil 
& Rozen, 2000, p. 3).   

Dr. Mark and her colleagues also suggest there 
is a generational component to IT adaptation. 
She observes, “[m]y kids were introduced to the 
computer when they were two. When they were 
in first grade they were taking typing classes. It’s 
a way of life for them” (Mark, 2008). According 
to Spira, younger workers (33 and under—born 
the year Pong was introduced) appear to be better 
at multi-tasking (Spira, 2007, p. 3). Consequently, 
they’re more amenable to adapt to technological 
changes in the way work gets done. If there is 
a generational component, some of the friction 
currently slowing the realization of IT-driven 

improvements in organizational efficiency may 
disappear. As the people who grew up surrounded 
by technology ascend to progressively more senior 
management and leadership positions and replace 
those more reluctant to adapt, the reluctant adapter 
problem may self correct over time. 

Mis-Used it Tools Generate Data 
Smog and Information Overload

The paradox about IT is that while it puts very 
powerful analytical tools in the hands of the 
masses, many of the individuals who make up 
the masses plainly lack the skill or understanding 
to use those tools effectively. Applications like 
Microsoft Excel empower those who can click 
a mouse to produce very impressive and official 
looking charts, graphs and statistical proclama-
tions with relative ease. Even if there were no 
e-mail and no internet, this would be cause for 
concern, but the smog and overload problem would 
not be nearly so acute. Today, the same sort of 
computing power enabling the quick production 
of lazy math also facilitates its mass distribu-
tion. Figuring out how to prevent the creation 
and dissemination of new data smog is every bit 
as challenging as navigating that which already 
exists. Bridget Murray of the American Psycho-
logical Association sums up the state of affairs, 
saying, “the problems stem from people’s overuse 
or misuse of technologies and from technology’s 
ineffective presentation of information” (Murray, 
1998, p. 1). Or, more pointedly, as Drucker opined 
in 1966, “the computer will, of course, no more 
make decision-makers out of clerks than the slide 
rule makes a mathematician out of a high school 
student” (1966, p. 164).

Implications of Data Smog

The focus of Information Operations is on the 
decision maker and the information environment 
in order to affect decision making and thinking 
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processes, knowledge, and understanding of the 
situation. (JP3-13, 2006, pp. I-9)

In 1966, Drucker said that while the computer 
could do certain things, like performing addition 
or subtraction, infinitely faster than man, it was 
not an invention comparable to the wheel or the 
airplane or the television, which could “actually 
multiply man’s capacity or extend his nature. . . 
[adding] a new dimension to man” (1966, p. 159). 
Drucker, like many pre IT revolution commenta-
tors, underestimated the breadth and reach of the 
PC and internet’s transformative influence on 
how people interact with one another. By 1997, 
Shenk observed that revolution, particularly in 
communications, was transforming society in 
ways Drucker hadn’t envisioned. 

Decision-making is a process, not a rapid 
binary reaction. Doing it well takes varying 
amounts of time and focused cognitive energy. 
As a general proposition, information is a good 
thing, but too much of it clearly is not. In order for 
information to be useful, it must be attended to in 
some fashion and processed by a user to produce 
situational awareness, or to generate a decision 
(Boiney, 2007). Drucker punctuated the criticality 
of human decision making, observing:

The strength of the computer lies in its being a logic 
machine. It does precisely what it is programmed 
to do. This makes it fast and precise. It also makes 
it a total moron; for logic is essentially stupid. It is 
doing the simple and obvious. The human being, 
by contrast, is not logical; he is perceptual. This 
means that he is slow and sloppy. But he is also 
bright and has insight. (1966, p. 159)  

In order to recapture the ability to leverage 
those irreplacable human qualities, organizations 
must find a way to clear the data smog currently 
hobbling the cognitive dimension.

Despite some minor variations from one 
commentator to the next, the weight of expert 
opinion strongly suggests the over abundance of 

raw, poorly organized information is degrading 
the quality of knowledge work being produced. 
That degradation portends both near and long 
term negative impacts for organizations public 
and private, regarding concerns both financial 
and and those considerably more serious. 

The information revolution is still in its infancy. 
Based on a LEXIS-NEXIS search of all newspaper 
and magazine articles, Metcalfe’s Law appears to 
have been first introduced in an article appearing 
in Forbes magazine in late 1993 (Gilder, 1993). 
That’s the same year the first “web browser” made 
it possible for twelve scientists to view each other’s 
electronic files over a network, a watershed event 
in the information revolution (Friedman, 2007). 
The exception to Metcalfe’s law is apparent; “the 
bigger the network the better” notion originated 
in a day when the idea of potential “network 
abuse” was not widespread. The information 
superhighway was a walking path, e-mail was 
something most people had never heard of, and 
few outside hard science academia would have 
associated the word “web” with anything other 
than spiders (arachnids, not search engines). Be-
tween then and now, amid much fog and friction, 
techno creep has introduced organizations large 
and small, private and public, to the inescapable 
conclusion that Metcalfe’s Law has a more sinister 
cousin-- Marksteiner’s corrolary:  The disruptive 
potential of a network grows in proportion to the 
square of the number of irresponsible and or 
undisciplined users. 

The left-to-right growth of clouds depicted 
in Figure 1 is intended to communicate that the 
addition of new and progressively more prolific 
elements of data smog present an increasingly 
impenetrable barrier (more smog) between the 
decision making centers of gravity of orga-
nizations (the “cognitive dimensions of their 
information environments) and access to useful, 
relevant, reliable information. Note the arrows, 
which represent that useful information, decrease 
from left to right – 16, 9, 4, 1, to visually depict 
the inverse of Metcalfe’s proposition about the 
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expanding value of a network based on the square 
of the number of its members.

In every organization, the collective concentra-
tion, focus, and intellectual capacity of its knowl-
edge work force is a center of gravity referred to 
as the cognitive dimension. U.S. military doctrine 
underscores the importance of protecting how in-
formation is managed, processed, and acted upon 
by decision makers. Most importantly, military 
doctrine also charges strategists and planners to 
be constantly on guard for new and emerging 
threats to the cognitive dimension:  “A perceived 
advantage in information technology (IT) can also 
be turned into a disadvantage. New technologies 
introduce new vulnerabilities for exploitation 
through manipulation or attack” (USAF, 2005). 
Over saturating one’s own information systems 
or the people who use and rely on them, so as to 
negatively impact the decision making process, 
constitutes just such a vulnerability. The over-
arching objective of IO is “to influence, disrupt, 
corrupt, or usurp adversarial human and auto-
mated decision making while protecting our own” 
(JP3-13, 2006, p. ix). Data smog and information 
overload influence, disrupt and corrupt human 
decision making.  The logic is as applicable to 
business as it is to the battle field. 

Plainly speaking, assume for a moment an 
unfriendly actor introduced a chemical agent into 
the water supply of London, Paris, Madrid, Berlin, 
Moscow, or the District of Columbia that rendered 
everyone in the effected city incapable of making 
cogent, well thought out decisions for one-to-two 
hours a day. Such an act would immediately be 
recognized as an attack with profound national 
security implications. However, when the same 
effect is the result of an organization’s techno 
creeping mismanagement of its own information 
systems and practices, there’s less concern. To be 
clear, much of the problem is not the product of 
users engaging in behaviors immediately recog-
nizable as counterproductive or inappropriate, 
like surfing pornographic web sites or sending 
offensive e-mails. Most public and private sec-
tor organizations already have policies in place 
to address those concerns (The Radicati Group, 
Inc., 2005; Arnesen D. W., 2007). It’s the more 
benign seeming behaviors that present techno 
creep’s mounting threat.  

The warning signs are overwhelming. Main-
stream and academic publications speak in num-
bers about the deleterious impact of interruptions 
and distractions on the quality of knowledge work. 
Assuming most experts and surveys are correct, 

Figure 1. Techno Creep over time
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knowledge workers receive 130 – 150 e-mails a 
day, and the number is climbing. An alarming 
percentage of those e-mails provide little value 
to the recipient either because of contextual (lean 
nature of text only medium) or substantive (not 
information the recipient really needed) short-
comings. In addition to interruptions knowledge 
workers cannot control, they are also constantly 
subjected to all manner of distractions they are 
capable of controlling—but frequently don’t, at 
least not very well. The convenience of the com-
puter, the ubiquity-driven “my stuff” mindset 
associated with personal communication, and the 
immediacy expectation endemic to the IT culture 
entice knowledge workers away from cognitive 
productivity like an addictive drug. Using the most 
conservative estimates reported by the experts 
who’ve studied the issue, knowledge workers 
lose at least an hour a day navigating through 
data smog related to unproductive interruptions 
and distractions. The figure is likely substantially 
higher. But even if it’s not, the impact is already 
enormous.

Discussion & Recommendations

The implications of data smog, information over-
load, and techno creep are cause for concern. For at 
least the foreseeable future, the outward expansion 
of Computer Mediated Communication (CMC) 
into progressively more corners of the personal 
and professional daily lives of people is inevitable. 
Combined with increases in processing power 
and data transmission speeds, that expansion will 
require workers to deal with more information, 
not less. The threat to the cognitive dimension 
is real, quantifiable, and growing in severity. 
Military theory lays out a clear, comprehensive 
framework for recognizing the threat and defend-
ing against it. 

The basic approach of the military framework 
for defending against information overload are as 
follows:  Information and the way it’s managed 
should be recognized as a strategic resource. 

The cognitive dimension of the information en-
vironment, that zone where human analysis and 
decision making takes place is a critical center of 
gravity. Organizational success or failure depends 
on the unhobbled functioning of that center of 
gravity. The complexity and changing nature of 
the Information Environment can make threats 
to the cognitive dimension very hard to identify. 
Nevertheless, anything that imperils the efficient 
functioning of that center of gravity constitutes a 
serious threat. All such threats should be decisively 
checked before they result in unrecoverable loss 
of advantage—defeat.

The modern knowledge economy’s organi-
zational leader must clearly understand that the 
cognitive dimension is a critical center of gravity, 
the un-hobbled functioning of which demands 
constant vigilence and protection. According to 
the weight of expert opinion and numerous objec-
tive measures, techno creep (the undisciplined use 
of IT resources, primarily e-mail and internet) is 
influencing, disrupting, corrupting, or usurping 
human decision making in public and private or-
ganizations around the world. Data smog, which 
is comprised of subtle but powerful forces, causes 
organizations to surrender advantages otherwise 
conferred by decision dominance. Data smog and 
information overload are not simply amorphous, 
unavoidable overhead costs of doing business in 
the knowledge economy. Rather, they are products 
of information age fog and friction brought about 
by a family of technologies whose advance out-
paced humanity’s ability effectively to keep up.  

Focused training programs will help reduce 
data smog and halt techno creep. IT users should 
be trainined early and often on responsible use of 
e-mail and other IT capabilities. John Montana, 
General Counsel and consultant with the Pelli 
Group, a Reston based IT consulting firm, articu-
lates that which his contemporaries are painfully 
aware, “in the absence of training and monitor-
ing, it’s amazing what a mess people can make 
of even the most perfectly designed IT solutions” 
(Montana, 2008). Similarly, Ben Schorr, President 
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and CEO of Roland Schorr & Tower, an IT con-
sultancy based in Honolulu, observed:

I never cease to be amazed at companies who 
will spend tens of tousands of dollars, sometimes 
more, on software, but won’t spend a thousand 
dollars to teach its people how to use what they’ve 
purchased. . . . Imagine your eagerness to fly on 
an airline that says, “we don’t train our pilots, 
but we do give them all a copy of ‘Big Planes for 
Dummies.’” (2008)

Organizations should not simply train knowl-
edge workers how to use the IT capabilities at their 
disposal, they should invest sufficient resouces to 
refocus knowledge workers’ attention on using 
those capabilities effectively. With regard to e-mail 
and other forms of CMC, the ultimate goal of train-
ing and education should be to instill in workers 
a state of what Send author Shipley calls “digital 
mindfulness” (McGinn, 2007). People producing 
and distributing data/information should be held 
accountable for how well the information they 
produce and dissimenate achieves a mission fur-
thering objective of the organization. In military 
speak, they should be trained to, target for effect. 
Which is to say, they should be conditioned to 
clearly define the effect or outcome they seek to 
achieve (by, for example, sending an e-mail), and 
then consciously and judiciously use the IT tools 
available (draft an e-mail) to pursue that effect 
or outcome in as efficient a manner as possible. 
Moreover, organizational policies should reward 
employees who communicate for effect well, and 
unambiguously penalize those who do not. There 
are dozens—probably hundreds of resources 
describing how people and organizations should 
more effectively use e-mail. Some discuss e-mail 
writing, others address setting up alternate e-mail 
boxes or using e-mail macros or other protocols, 
but one guide is probably much like the next. 

One shortcoming in many such guides, how-
ever, is the absence of an exacting “official use 
only” rule. Squishy terms like “unreasonable 

use” or “whenever possible” or “users should. . 
. .” are too ambiguous. They leave room for any 
use other than the patently unlawful or wildly 
wasteful to be contorted to fit within the zone 
of the permissible in the minds of most users. 
Consequently, they are little help in controlling 
data smog and information overload.  

As described previously, the ideal “official use 
only” rule would be difficult to precisely define 
because its enforcement turns on the definition 
of the word “official.” Nevertheless, at the risk of 
overgeneralizing, the following would be a good 
start: “Other than situations requiring you to ad-
dress a personal emergency (health, safety, welfare 
of you or a family member), neither personal nor 
company e-mail, IM, or internet communications 
equipment will be used during working hours 
for anything other than strictly work-related 
communications. Exceptions to this rule will be 
granted on a case by case basis by the supervisor 
of the employee requesting an exception to this 
rule.” Organizations should enforce the rule by 
alerting every employee that it will monitor its 
systems, and that noncompliance is a punishable 
offense. The ultimate objective of enforcing these 
sorts of rules would be to change behavior and to 
more decicively incentivize knowledge workers to 
communicate for effect. Those who keep abreast 
of military theory will be aware that military 
thinkers have very recently begun questioning 
the utility of effects-based operations (EBO) as 
model by which to plan and execute objectives 
in very complex systems, such as those involved 
in the conduct of warfare. Nevertheless, the basic 
premise that planners should clearly define the end 
state they hope to achieve before deciding how to 
pursue an objective is still a well accepted axiom. 
To that extent, communicating for effect should 
be the goal (Mattis, 2008).

Few plans survive first contact with reality, 
and a rule like the one previously described 
would be no different. Exceptions and special 
circumstances would have to be carved out based 
on the requirements of each user. The point is, 



��0  

Data Smog, Techno Creep and the Hobbling of the Cognitive Dimension

there should be at least some feedback mecha-
nism, some factor, that reintroduces the notion 
that paperless transactions, whether they involve 
generating correspondence or retrieving informa-
tion, are not without costs. Creatively leveraging 
technology to provide that feedback might include 
monitoring total e-mail traffic, or the frequency 
with which senders use group mail lists. Similar 
applications might keep track of where users go 
on the internet and how long they spend there. 
Whatever rules are enacted and tools are used to 
support them, efforts to correct undesirable IT 
behaviors will succeed only if the policies and 
rules are unambiguously enforced. 

Preliminary indications from organizations 
that have experimented with “no e-mail Fridays” 
suggest behavior changing rules have promise. 
IBM, Intel, and U.S. Cellular, for exmaple,  have 
experimented with rules that either prohibit or 
strictly limit for some predefined  period each 
week interruptions that would otherwise result 
from nonessential meetings or excessive e-mail 
use (Spira, 2007; Goldberg, 2007; Horng, 2007). 
According to the Wall Street Journal, by October 
of 2007 “growing numbers of employers [were] 
imposing or trying out ’no e-mail‘ Fridays or 
weekends; such limits aim to encourage more 
face-to-face and phone contacts with customers 
and co-workers” (Shellenbarger, 2007). After 
imposing a no e-mail Friday rule, Georgia-based 
PBD Worldwide Fulfillment Services reported a 
75% drop in total e-mail traffic throughout the 
work week (Horng, 2007). 

The bottom line is this: Organizations should 
narrowly define and unmistakably enforce rules 
prophibiting anything other than official, mission-
furthering uses of IT resources (zero tolerance 
policy for personal web surfing or e-mails) dur-
ing working hours. Existing policies designed to 
encourage these behaviors should be much more 
decisively monitored, with appropriate incen-
tives—and disincentives—used to encourage 
desired practices.

Technological solutions such as e-mail filters, 
automated data organizers and the like won’t clear 

the data smog. In fact, pursuing IT solutions to 
behaviorial problems, without instituting unam-
biguous rules governing those behaviors, would 
likely generate even more data smog. Ironically 
the ease with which all sorts of training can be 
delivered to knowledge workers’ desktops presents 
an additional data smog vulerability—training 
creep. 

The ease with which computer based training 
(CBT) can be generated and distributed renders it 
as susceptible to misuse as e-mail. Since e-mail can 
be mass generated and distributed with relatively 
zero added expense, no disincentive discourages 
senders from overinforming. The same is true 
of CBT. Since generating and distributing CBT 
is fairly cheap and easy, there’s no disincentive 
discouraging trainors from overtraining. As a pre-
requisite to directing mandatory CBT, proponents 
should be required to calculate the nonobvious 
costs of of doing so. Using the Basex formula 
(hourly wage X employees X duration of the 
training) would be a good start. The point is not 
to discourage training, but simply to ensure those 
deciding that some sort of training is required is 
in fact based on an identified need, and to ensure 
they don’t assume it’s a no cost proposition. In 
summary, organizations should ensure they train 
for effect.

CONCLUSION

Drucker predicted that “if properly used . . . [com-
puters] should free senior executives from much of 
the preoccupation with events inside the organiza-
tion to which they are now being condemned by 
the absence or tardiness of reliable information” 
(1966, p. 163). Ironically, data smog and techno 
creep are causing precisely the problems Drucker 
envisioned IT solving. In the new millennium, 
however, the detrimental impact is not limited to 
senior executives. Rather, techno creeping data 
smog siphons off creativity, efficiency, reliability, 
and worker health and satisfaction at every layer 
in knowledge economy organizations. 
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Whether organizations should impose a total 
ban on personal e-mail and internet traffic over 
their networks, as the U.S. DoD has considered 
(UPI Energy, 2008), remains an open—and 
contentious question. What is certain, however, 
is that when business enterprises simply stand 
by and permit the hobbling of their cognitive 
centers of gravity, they surrender competitive 
advantage and imperil their economic viability. 
When governments and their armed forces do so, 
they risk considerably more.   
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ABSTRACT

The public expects that technologies used in electronic commerce and government will enhance security 
while preserving privacy. These expectations are focused through public policy influences, implemented by 
law, regulation, and standards emanating from states (provincial governments), federal agencies (central 
governments) and international law. They are influenced through market pressures set in contracts. This 
chapter posits that personally identifiable information (PII) is a form of property that flows along an 
“information supply chain” from collection, through archival and analysis and ultimately to its use in 
decision-making. The conceptual framework for balancing privacy and security developed here provides 
a foundation to develop and implement public policies that safeguard individual rights, the economy, 
critical infrastructures and national security. The illusive resolution of the practical antithesis between 
privacy and security is explored by developing some tradeoff relationships using exemplars from various 
fields that identify this quandary while recognizing how privacy and security sometimes harmonize.

INTRODUCTION

Public policy drives private enterprise and pub-
lic institutional efforts to maintain security. A 
traditional focus on criminal enforcement and 
regulatory risks in the protection of physical 
property fails to adequately protect networked 

computers and the related impact on the national 
economy and critical infrastructures. Security 
failures make confidential-private data more 
vulnerable. These include vulnerabilities in the 
electronic transaction processing systems under-
lying electronic commerce and the systems sup-
porting digital government. National security is 
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imperiled with any substantial weakening of the 
national economy. Fundamental to information 
assurance (IA) is regulatory compliance with 
both security and privacy law, responsibilities 
that are dispersed among (1) individuals, (2) 
government at all levels: local, state/provincial, 
national/federal, regional/international, (3) pri-
vate-sector entities generally and (4) specifically, 
private sector organizations in the burgeoning data 
management industry (e.g., suppliers and users of 
data, service providers to the “information supply 
chain”). Public policy must continually draw a 
balance between individual interests in secrecy 
or solitude and society’s interests in security, 
order and efficiency. Privacy law in the United 
States is a fragmented, assortment of rights from 
various sources: constitutions, federal statutes 
and regulations, state statutes and regulations, 
standards, common law precedents and private 
contracts. This chapter frames the debate over 
privacy rights and security imperatives, first as a 
tradeoff, largely in the realms of national security 
and crimes, but then finds important points of 
complementarity between individuals’ security 
and their privacy. Analysis using this model 
reveals insights for public policy makers that 
contribute to the implementation of technology 
by attenuating public surprise of privacy intru-
sions and enabling public support for reasonable 
security measures. 

Confronting the professionals in the infor-
mation technology (IT) industry who are most 
intimately engaged in IA, cyber-security and the 
facilitation of privacy protection, there is an often 
daunting complexity in public policy imperatives, 
because they are derived from law, standards, 
contracts, litigation and regulation and because 
the sources of these pressures are so varied. This 
uncertainty is particularly complicated for the 
control of personally identifiable information (PII) 
data security risks. A confluence of pressures now 
focuses on how vulnerabilities of tangible and 
intangible assets impact the reliability of infor-
mation systems underlying transaction records. 

Internal control systems are the key mechanisms 
for the maintenance of security over informa-
tion assets exerted through their influence over 
decision-making and operations monitoring in 
private-sector institutions, but with close analogs 
for public-sector institutions (Sarbanes-Oxley 
Act, 2002).

This chapter contends that to clarify IA threat 
reduction duties, IT professionals must more 
clearly understand public policy imperatives 
for internal control that emanate from evolving 
standards of professional practice and ethics, 
financial reporting standards, corporate gover-
nance, privacy law, trade secret intellectual prop-
erty (IP), technology transfer contractual duties, 
electronic records management best practices, 
tort and criminal law and fiduciary duties. These 
are hugely diverse and complex influences so a 
comprehensive treatment of their details is well 
beyond the scope of this chapter. Nevertheless, 
various exemplars of these sources are examined 
conceptually to provide insight into how public 
policy exerts pressure that constitutes a confluence 
of regulatory and market-based forces influencing 
the development, implementation, testing, revision 
and evolution of internal control. These pressures 
comprise a major component of the public policy 
environment of IT Governance. In the U.S., pri-
vacy laws are apparently distinct regimes, so they 
may be misinterpreted as limited, “sectoral” silos 
applicable only narrowly to particular industries 
or professions. However, this chapter argues 
that they are increasingly broadening to include 
internal control pressures impacting service 
providers, consultants, publicly-traded corpora-
tions, closely-held companies, non-governmental 
organizations (NGOs) and government agencies 
at all levels (Bagby, 2007-2). 

This chapter proposes a supply chain analysis 
that should apply to the data flows of information 
but that is not dependant on any supply chain in 
goods or services. Supply chain concepts and 
network analysis is adapted to information data 
flows starting from the acquisition of PII, through 
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the archiving and processing of PII, to analysis 
and the ultimate use, typically in decision-making. 
Recognition that information is property permits 
the development of this information supply chain 
conceptual framework; in turn, this approach en-
ables the application of supply chain economics, 
regulatory approaches and cost analysis methods 
that become useful in participating in the public 
policy debate and as compliance is necessary with 
the many specific privacy and security laws. 

Public Policy Background 
of Privacy and Security

Conceptual privacy can be misunderstood without 
an understanding of its historical development 
including the underlying social expectations (So-
love, 2002). There are a number of components to 
conceptual privacy. Privacy has Biblical origins, 
initially focusing on the privacy components of 
shame and modesty. These components persist 
today through shyness and prudent appearance 
that attenuate the risks of external predators from 
harms such as stalking, sexual predation, public 
contempt and retribution. In Colonial American 
times, privacy was envisioned as a limitation on 
despotic government intrusion both as incen-
tive to emigrate and abandon oppression in the 
American colonists’ native lands and again when 
the American colonists suffered tyranny under the 
English Crown. Forms of privacy were incorpo-
rated by the Founders into the U.S. Constitution 
as rights: religious freedom, search and seizure 
limitations, prohibitions on quartering of soldiers, 
freedom of speech, press and association, due 
process and equal protection (U.S. Constitution 
1791, 1791, 1868). Liberty is fundamental to pri-
vacy by separating individuals from interference 
by government and powerful private interests. 
Competition is promoted when individuals and 
firms can economically exploit valuable secrets. 
With the taming of the American frontier and 
the industrial revolution privacy concerns shifted 

from government intrusions to private party intru-
sions. In the post 9.11 world of counter-terrorism, 
a merger of private and government privacy intru-
sions is becoming the focus of both privacy and 
security regulation. Privacy is also viewed as a 
fundamental right and a civil liberty essential to 
freedom, dignity, and marital privacy (Griswold 
v. Connecticut, 1965).

Advances in IT heighten public concern over 
the commoditization and potential for abuse of PII 
because it is subject to data creep, such as when 
PII collected for one purpose becomes useful 
for other purposes. For example, for a long time, 
social security numbers appeared useful well 
beyond the original purpose to facilitate payment 
record-keeping for FICA remittances and Social 
Security benefit payments. According to Alan F. 
Westin, the privacy attitudes and expectations of 
the American public can be segmented into three 
groups. First, there are “privacy fundamental-
ists,” who comprise about a quarter of the U.S. 
population. Privacy fundamentalists value privacy 
highly, summarily reject inquiries by business or 
government for their PII, are most likely to advo-
cate against PII disclosure and seek to regulate 
privacy rights most stringently. Second, there 
is a middle ground of “privacy pragmatists,” a 
group accounting for nearly 2/3 of the population. 
Pragmatists are generally willing to balance their 
privacy against society’s needs for PII. Pragma-
tists are likely to consider privacy policies and 
practices carefully and they will disclose PII 
when economically rational. They are probably 
less demanding of stringent government regula-
tion of privacy practices. Some initial empirical 
research begins to suggest that pragmatists evalu-
ate the security of their PII under a reasonable 
expectations framework similar to that applied in 
the courts (Peters, Amato & Hollenbeck, 2007). 
Third, there are persons unconcerned with privacy, 
a cohort that has diminished from 1/5 of the U.S. 
population in 1990 to 1/8 by 2000 (Westin, 2000). 
The unconcerned would likely disclose PII read-
ily, trust users of their PII or may be oblivious to 
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PII abuses and seem the least likely to lobby for 
stringent privacy rights or regulation. 

Clarity is elusive in privacy and security dis-
cussions, these terms are widely misunderstood. 
For example, some IT and computer professionals 
simply define privacy as encryption. Some net-
work administrators define security as encryption. 
Neither, position can be correct and the two are 
irreconcilable. Encryption may enhance the se-
curity of PII, but encryption is but one of several 
contemporary security tools to do so. Instead, 
privacy includes several legal interests derived 
from individual expectations that often function 
to define privacy rights (Katz v. U.S., 1967). 
Privacy rights trigger legal rights and these raise 
legal duties on various individuals and institutions 
when engaged in data processing. Synonyms for 
privacy provide some perspective: seclusion, soli-
tude, retreat from intrusion, intimacy, isolation, 
secrecy, concealment and separateness. During 
the 20th century, at least four distinct privacy in-
terests have developed in the U.S. following the 
influential work of Warren and Brandeis and the 
prominent tort law scholar Prof. Prosser (Warren & 
Brandeis, 1890). A privacy taxonomy is now firmly 
rooted in the tort law of most states recognizing 
four separate categories of privacy interests: (1) 
intrusion upon the plaintiffs seclusion or solitude, 
or into his private affairs; (2) public disclosure of 
embarrassing private facts about the plaintiff; (3) 
publicity which places the plaintiff in a false light 
in the public eye; and (4) appropriation, for the 
defendant’s advantage, of the plaintiff’s name or 
likeness (Prosser, 1960) (Restatement, 1976). Of 
course, privacy protections are also the product 
of legislation and regulation, much of which is 
based on privacy standards. 

Privacy Standards

Many features of modern privacy laws and poli-
cies throughout the developed world are generally 
traceable to five “fair information practices,” also 
known as the Fair Information Practice Principles 

(FIPP). These FIPP originated from a study com-
missioned by the U.S. Department of Health, 
Education and Welfare (HEW Report,1973). The 
FIPP are informal, de jure standards that inspire 
particular mechanisms, rights and procedures in 
many privacy statutes, regulations and policies, 
not only in U.S. governmental privacy regula-
tions but also in self-regulatory programs from 
the private sector and the privacy public policy of 
many nations (e.g., EU) (Bagby, 2007-1). 

The first FIPP standard is “notice.” Subject 
individuals should be given notice and/or have a 
clear awareness of the capture, processing and use 
of their PII, including the purpose for its use. In 
the notice urged by FIPP, there should be a reason-
ably adequate, conspicuous and comprehensible 
notification of the data capture and processing 
practices and that this be communicated before 
PII is collected. Subject individuals uninformed 
of data collection are prevented from making 
any informed choice. Notice enables subject in-
dividuals to take counter-measures for their PII 
protection. Sufficient details to inform the subject 
individual’s choice are also desirable, including: 
(i) identity of the PII data collector, (ii) identity of 
the PII’s recipient, (iii) summary of PII use, (iv) 
description of the PII targeted for collection, (v) 
description of the means and methods to collect 
PII, (vi) an acknowledgement when PII collection 
is a mandatory condition of the subject individual’s 
online access or is required before initiating a 
relationship with the collector, and (vii) a descrip-
tion of information security controls. 

The second FIPP standard is “choice.” Subject 
individuals should be given choice before PII is 
collected and used. A clear and intentional mani-
festation of consent should precede any primary 
PII use for the immediate transaction. Consent to 
secondary PII uses beyond the immediate needs 
of the current transaction should also be given. 
Consent should address expected future “transfers 
onward” of PII in a sale or barter. Consent may 
be manifest in various ways, most prevalent cur-
rently are either the opt-out or the opt-in method. 
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The opt-in is generally preferable by the public 
in EU nations, the opt-out is in general use in 
the U.S. Opt-in is generally favored by privacy 
fundamentalists but results in an initially smaller 
and less valuable database of PII. By contrast, 
opt-out is generally favored by the data industry, 
most likely because it reduces transactions costs 
and the PII databases generally are more valuable 
initially (Bagby & McCarty, 2003). Clear and 
unequivocal consent is particularly important in 
the sensitive developing arena of location-based 
privacy because insecure, real-time geographi-
cal PII exposes the individual to personal and 
immediate security risks (Petty, 2003). 

The third FIPP standard is “access.” Review 
by subject individuals of their PII files in a timely, 
accurate and inexpensive manner should be 
enabled. The very considerable experience with 
credit reporting agencies illustrates how errors 
can disadvantage subject individuals (FACTA, 
2003). Consider the pervasive financial fraud 
aspects of identity theft. The access right enables 
subject individuals to avoid damages and this 
enhances PII database security given the strong 
incentives that subject individuals have to identify 
and correct damaging errors. The access right is 
deployed when subject individuals have simple 
and effective means to challenge and correct 
inaccurate PII. 

The fourth FIPP standard is “security” and 
exemplifies when security and privacy are 
complementary. PII database suppliers, owners, 
customers and operators have custodial duties to 
assure data quality, assure quality control of data 
processing methods and should safeguard the PII 
from unauthorized alteration or deletion. Security 
is a set of perpetual IA tasks requiring continuous 
development and revision of reasonable controls to 
assure PII accuracy. Administrative and technical 
security measures are needed to inhibit unauthor-
ized access, destruction, misuse or unauthorized 
disclosure of PII. Security is preventive when 
it deters intrusion. Security is reactive when it 

responds quickly and effectively to a discovered 
intrusion. Security is adaptive when it results 
in improved controls after vulnerabilities are 
discovered and diagnosed. The security FIPP is 
the essential aspect of complementarity between 
security and privacy. 

The fifth FIPP standard is “enforcement.” 
Security compliance is costly and intrusion 
detection is uncertain. The immediate benefits 
of investments in improved security may not be 
obvious so this delay may encourage shirking by 
data processors. Enforcement provides a disincen-
tive to shirking that can encourage persistent and 
quality performance of security-oriented custodial 
control. When security is lax, subject individuals 
risk injury. There exists fairly broad public sup-
port, particularly among victims, to require rem-
edies for failure of custodial duties (FTC Report, 
2004). Despite tort reformers efforts to eliminate 
liability for PII custodial failure, a preponder-
ance of political support persists for curative 
remedies. Liability for money damages for past, 
unprevented privacy violations is a traditional 
American enforcement mechanism (Prosser, 
1960). Furthermore, in egregious cases, public 
policy supports punishment to deter negligent data 
custody or willful privacy intrusion, such as the 
criminal sanctions for privacy violations in the 
Health Insurance Portability and Accountability 
Act (HIPAA, 1996). 

A combination of elements is often devised to 
enforce privacy practices, including, self-regula-
tion, government regulation and/or private rights 
of action for redress (Rotenberg, 2001). These 
duties are expanded by professional regulation of 
data custodian competence, government regula-
tion of security controls and private litigation for 
damages that would compensate past injuries 
resulting from data mismanagement (FACTA, 
2003). Enforcement in other nations such as the 
EU generally relies less on U.S.-style private, civil 
litigation and more on enforcement by regulatory 
agencies and inquisitorial criminal prosecution. 
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Data Management as an 
“Information Supply Chain” 
Construct

The property rights perspective provides an es-
sential viewpoint on privacy because information 
is property (Carpenter v. U.S., 1987) (Ruckelshaus 
v. Monsanto Co., 1984). Thus, the collection, 
flow and use of PII is actually a flow of property 
through acquisition, archival, processing, analysis 
and use of the information. This makes PII data 
flows susceptible to analysis using supply chain 
concepts. The information supply chain is a model, 
structured as an intangible distribution chain, in 
which valuable information flows. Traditional 
supply chain analysis focuses on goods and the 
ancillary information flows necessary to effec-
tively move those goods. However, the informa-
tion supply chain should be analyzed, at least at 
first, as unconnected to such goods or services 
supply chains. This perspective provides insights 
for public policy influences with analogies to a 
familiar model of stocks and flows, transactions 
and bottlenecks. The “information supply chain” 
conceptualization helps explain efficiencies and 
losses. A recurring sequence of events is typical 
in the data management for PII. Privacy regulation 
efficiency and effectiveness is evident with a clear 
technical understanding of PII data management 
as an information supply chain. Controls imposed 
by various public policies, such as standards, 
contracts and regulations can discourage inse-
cure activities at any stage along the PII supply 
chain. There are (at least) four basic steps in the 
PII information supply chain: (1) data acquisition, 
(2) data storage, (3) data analysis, and (4) use of 
data (Bagby & McCarty, 2003). 

Data acquisition is the sensing of some activ-
ity, a data capture, an observation or other col-
lection of PII. PII is then coded into data storage. 
PII flows through networks and can be captured 
during transmission (wireline, wireless, transport 
of physical storage device). Capture is the inter-
ception and storage of data during its creation, 

entry, discovery, detection or transmission. For 
example, PII is observed from transactions by 
vendors, participants in goods supply chains 
and telecommunications carriers (e.g., TelCos). 
PII is also supplied by users to queries or sur-
reptitiously using cookies, web bugs, spyware or 
keyboard capture. New capture and transmission 
techniques are always under development that 
provide efficiencies and some enhance stealth in 
data management operations. Various privacy 
public policies directly limit or enable such data 
acquisition under laws authorizing intelligence or 
investigation as well as in contracts authorizing 
PII archival. 

Information analysis is the next step in the PII 
information supply chain during which the PII is 
organized, associated, aggregated and interpreted 
to create useful information. This requires system-
atic handling and pragmatic evaluation to enable 
valid interpretation. Data warehousing is a large 
scale, automated form of this activity. The real 
time analysis from multiple data repositories is 
generally considered data mining (DeRosa, 2004). 
Analysis techniques are in constant development 
as innovative discovery techniques are developed 
and deployed. The more successful of these tech-
niques sometimes reveal insights into important 
relationships. These methods increasingly require 
considerable computing power often confronting 
the challenge of gaining rightful authority to ac-
cess dispersed, often large data sets. Third party 
service providers increasingly capture PII from 
multiple sources, then store and provide the data 
and/or analysis for clients. Data aggregators (noun, 
suffix pronounced -gate) is a term that describes 
service providers that combine numerous partial 
bits of PII from independent sources and assemble 
these into profiles or dossiers. Such proprietary 
reports are sold to decision-makers in marketing, 
insurance, credit and employment markets and, 
increasingly, are also useful in security-risk as-
sessments and counter-terrorism to both private 
sector and government clients. Aggregate data 
(adjective, suffix pronounced: -git) generally refers 
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to an opposite concept; these are PII practices 
that anonymize data collections about numerous 
individuals to enhance compliance with strong 
privacy rights. Although various practices un-
derlie anonymized aggregate data processing, a 
common technique permanently removes personal 
identifiers and then establishes controls that make 
any re-association difficult. 

Information analysis is a multi-disciplinary 
activity that exploits new methods of data or-
ganization, structuring, filtering, aggregation, 
association and analysis based on theories from 
social science and natural science fields such as 
biology, psychology, sociology, social network 
theory, economics and criminology. However, 
public policy may intervene to constrain this 
analysis to the extent that recommendations de-
rived from PII data analysis are based on faulty 
assumptions, erroneous calculations, premature 
generalizations (e.g., junk science) or socially 
unacceptable criteria (e.g., protected demographic 
classes) (Daubert, 1993). Restrictions on some 
data analysis methods have been imposed (e.g., 
lie detector reliability) and other restrictions 
seem possible (e.g., genetic tissue sampling to 
deny health care based on disease predisposition 
inference, inference of potential for dishonesty). 
It can be expected that privacy advocates will 
urge public policy to require strong and reliable 
scientific consensus before permitting conclu-
sions that might be deployed with strong negative 
impact on individuals based on such PII profiling 
methods. 

The major justification of investment in PII 
collection, storage, processing and analysis is 
that there is useful value in such activities. Use 
is the ultimate step in the PII supply chain. PII 
has value when it provides knowledge that can 
be used for decision-making internally or sold to 
third parties for decision-making. Valuable and 
accurate knowledge is scarce but can contribute to 
the avoidance of adverse selection. Public policy 
serves an important residual function when it 
focuses incentives or restrictions at this stage of 

the PII supply chain such as to prohibit socially 
unacceptable uses of PII. Indeed, PII collection 
and analysis may be inevitable; subject individuals 
may suffer injury only after PII is misused so the 
least restrictive form of privacy right would impose 
use restrictions rather than attempt restriction 
up the information supply chain at some earlier 
point engaged in collection, storage, processing or 
analysis and inference. For example, automobile 
insurance underwriting is sometimes prohibited 
from considering infractions after a few years 
pass, prior bankruptcy cannot be considered in 
making credit decisions once several years elapse, 
consent is required for the transfer of some finan-
cial and health care PII and Miranda warnings 
are a general prerequisite to the use of certain 
confessions of guilt. In each of these instances, 
the privacy restriction is not imposed back up 
the PII information supply chain, but at the end 
point where use might cause injury to the subject 
individual (Tripathi & Nair, 2006). 

Strong privacy rights and PII database security 
duties transform the PII information supply chain 
into a chain of custody. Custodial duties for PII 
are analogous to custodial duties for other forms 
of property: the custodian must use reasonable 
care to safeguard the property. Applied to PII, 
privacy law implies custodial duties to secure PII 
and this likely constrains at least some actions that 
transfer, transmit, communicate and/or receive 
PII. A chain of custody perspective focuses on 
the vulnerability of PII at key points along the 
information supply chain. 

In the U.S. privacy protection is narrowly 
drawn to particular industry sectors, a “sectoral 
approach” which contrasts markedly with the 
European “omnibus approach.” The EU now de-
ploys a comprehensive and uniform set of strong 
privacy rights applicable to most industries and to 
many government activities. Advocates of strong 
privacy tend to prefer European omnibus approach 
while advocates of strong security and laissez-faire 
markets in PII prefer the U.S.’s sectoral approach 
(Strauss & Rogerson, 2002). Indeed, debate over 
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this sectoral vs. omnibus model is pervasive in 
the public policy controversy over privacy rights 
and security duties in the U.S. (Bagby, 2007-2). So 
long as considerable differences persist between 
citizens of different nations or cultures, any stan-
dardization of such approaches to privacy will 
likely remain elusive (Okazaki, 2007). 

Privacy vs. Security: An 
Irreconcilable Tradeoff?

An economic analysis of PII is a fundamental 
and useful perspective because it reveals politi-
cal or market pressures and aids in predicting PII 
incentives and behaviors of subject individuals, 
data managers and users. Public policy is often 
revised to better optimize these perspectives as 
PII regulations are devised or revised. While pri-
vacy law is somewhat stable over time, there is a 
continuing reset in the balance between personal 
privacy rights and society’s needs for PII (Warren 
& Brandeis, 1890). Consider these three basic 
economic principles in the analysis of privacy 
policy: first, markets malfunction with incomplete 
information, second, useful information can be 
costly and is often incomplete, and third, infor-
mation frequently resists exclusive control, thus 
it is difficult to maintain secrecy or exert tight, 
stringent controls on information use or prevent 
PII misappropriation. 

Capitalism presumes markets possess per-
fect information, indeed, some economists still 
contend information is sufficiently and freely 
available to inform all parties in contracts. Un-
der the efficient market theory, there are further 
presumptions that market transactions are always 
informed by perfect information and that market 
participants are rational actors. These stronger 
presumptions permit efficient market advocates 
to hypothesize that free markets result in the 
correct pricing and allocation of products and 
services and that trading volumes are optimal. 
Each completed transaction signals consumer 

preferences and producers’ capacities. Rising 
demand attracts optimal investment to produce 
products using the most promising technologies 
and most efficient methods. Declining demand 
deters investment from less effective methods to 
other, more promising alternatives. Adam Smith’s 
“invisible hand” explains how free markets are 
benefited with perfect information and he argues 
this produces optimal results for society (Smith, 
1776). However, such theoretical optimality does 
not always prevail in the real world. Indeed, 
other economists increasingly admit that market 
anomalies may require public policy intervention. 
Imperfect information is a well known form of 
market failure that helps explain huge increases 
in expenditures to collect information and assure 
its quality. Policymakers long ago provided for 
regulation to intervene as society discovers the 
social harm from secrecy, a form of imperfect in-
formation. Persuasive examples include corporate 
financial reporting, disclosure of toxic chemical 
use and sex-offender revelations. 

Inexhaustible, Non-Rival, and 
Non-Excludable Information

Information generally, and PII in particular, are 
seemingly inexhaustible, the original is not used up 
when copies are made. Inexhaustibility suggests 
that infinite, multiple-use is feasible. Information 
products are generally non-rival because consump-
tion by one user does not prevent consumption by 
another user (Benkler, 2006). This makes finite, 
multiple-use business models feasible but their 
design based on non-rival information products 
can still be problematic. In order for information 
to satisfy the characteristics of intangible property, 
it often becomes necessary to limit consumption 
by some potential users. Preventing consumption 
is the attribute of excludability. When technolo-
gies such as rights management techniques (e.g., 
DRM) and/or legal remedies enable excludability, 
economic exploitation becomes more realistic. 
Absent effective rights management controls, 
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information products are non-exclusive and non-
rival so they may appear infinite and inexhaustible. 
Even inexhaustibility is frequently just an illusion. 
Information generally, and PII in particular, often 
enables only brief and narrow profit opportuni-
ties. Unless owners can effectively exclude users, 
their PII, like a trade secret, becomes so useful 
to competitors after becoming broadly available, 
that eventually the information’s advantages are 
fully depleted. Privacy regulation is a form of 
exclusion right. 

Derogatory information about wrongdoers, 
when widely distributed, probably accumulates 
to improve societal security (Posner, 1978). To 
complicate matters, “information wants to be free” 
a maxim recognizing that the strong incentives 
to learn, acquire and sell information makes in-
formation vulnerable to copying, communication 
and unauthorized or unlawful misappropriation 
(Brand, 1987). Furthermore, once information is 
revealed, it is not easily or effectively withdrawn, 
reclaimed or retrieved. Eventually valuable infor-
mation becomes widely known and this undercuts 
its economic exploitability to its owner or to the 
subject individual. 

There is long experience with the challenges 
arising when IP is non-rival, inexhaustible and 
non-excludable. Except for effective trade secrets 
or when reverse engineering is infeasible, IP 
defies exclusive possession unless public policy 
intervenes. The traditional method is to establish 
public policies that create and enforce rights to 
exclude others’ use of the information such as in 
bringing misappropriation litigation, infringe-
ment litigation or the regulation of PII. Tangible 
property is rival, exhaustible and exclusive so 
it is rightfully possessed and exploited by just 
one person at a time. By contrast, the value of 
intangible property diminishes when these three 
characteristics are present: non-rivalry, inexhaust-
ibility and non-exclusivity. Adding insult to this 
injury, an IP owner (or subject individual) may 
be ignorant that copies were made or their secrets 
were revealed. Thus, a fourth characteristic com-

plicates exploitation of intangible property rights: 
the owner may be ignorant that unauthorized 
copies proliferate. A fifth characteristic exacer-
bates this, the owner or subject individual may 
be ignorant that the information was changed, 
portions deleted or surprises and inaccuracies 
added. Sixth, the IP owner or subject individual 
may be further ignorant of exactly who possesses 
or misuses the unauthorized copies. These three 
forms of ignorance frustrate the subject individual 
from undertaking counter-measures to enhance 
the security of their PII. 

The peer to peer content exchange phenom-
ena clearly illustrates an IP owner’s proprietary 
vulnerability. Profit-making opportunities from 
data, software, music or video are undermined 
when serious potential buyers obtain illegal 
copies. The owner loses marginal revenue for 
the loss of each likely sale. Copies distributed 
to non-serious buyers is less problematic, the IP 
owner may actually receive reputational benefits 
and attract new buyers. However, IP owners prefer 
strict and constant enforcement of infringement 
rules without exception because this generally 
reflects stronger controls. There is an analogous 
effect when PII is not treated as a personal asset 
or intangible property, IP under the control of the 
subject individual. When the subject individual 
does not consent to use of PII, the subject individ-
ual is deprived of personal economic advantage. 
Furthermore, if outsiders trade in this PII, the 
subject individual’s personal economic advantages 
are diverted to others who capture the economic 
benefits, mostly at the subject individual’s expense 
(Shiman, 2006). 

Rightful Capture of Information 
Benefits 

There is basic economic conundrum for PII that 
underlies the debate over privacy vs. security as 
an irreconcilable tradeoff. The question can be 
posed this way: who should capture the value of a 
subject individual’s information: the subject indi-
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vidual or some intruder? The European, Hegalian 
vision is that PII is inalienable, self-expression, a 
product of each subject individual’s right of self-
actualization manifest as thought, action and in-
genuity. Adherence to this extreme would inspire 
strong privacy rights. On the other hand, the U.S. 
Constitution encourages personal expression so 
that it can have political and social influence on 
others. The First Amendment therefore suggests 
that vicarious experience must belong to each 
person who perceives it and that this must include 
any lawful observation individuals have of another 
person’s PII (First Amend. 1791). This viewpoint 
is derived from ancient personal property law 
defining the finder of property, here PII, as its 
owner. Perceptual experience is a personal right, 
perhaps sometimes a property right, to informa-
tion learned. If individuals are prevented from 
the rightful use of perception, then important 
incentives are lost for society to capture, store, 
analyze and produce highly valuable information 
triggering suboptimal societal outcomes: lost 
economic efficiency and dangerous security risks. 
The privacy-security tradeoff emanates from this 
puzzle. Both of these extreme positions cannot 
be accommodated by public policy. 

 How can this tension be reconciled to the right-
ful capture of information, including PII? Privacy 
rights vs. the right to learn and use knowledge 
must be balanced. As deserving privacy interests 
are identified, the balance shifts to protect PII. 
By contrast, as security is significantly enhanced 
with information learned from various sources, 
the balance shifts to protect societal security. Ac-
cordingly, adjustments are likely to accommodate 
societal interests in efficient markets, justice, 
security and social order while continuing to in-
dulge in the individual autonomy of privacy that is 
fundamental to liberty. Privacy and security can be 
conflicting in some instances, so the conventional 
wisdom holds these are irreconcilable, trade-offs. 
The predicted relationship expects that optimal 
public policies for both privacy and security are 

irreconcilable, a zero-sum game. Privacy gains 
work to weaken security; security gains come 
at the expense of privacy rights. This conflict 
appears to pit strong privacy advocates against 
strong security advocates frequently resulting in 
these two groups advocating quite opposite public 
policy prescriptions. 

Consider two examples. First, the Chinese 
“Golden Shield” regulates unlimited access by 
ordinary Chinese people to “subversive” content, 
viewed by the Chinese government as threaten-
ing to harmony and political stability (Deibert, 
2002). The “Great Firewall” directly interferes 
with Internet governance, a troublesome frag-
mentation of Internet addressing performed 
for censorship purposes and national political 
security. This negatively impacts privacy and 
ultimately threatens Internet functionality (Bagby 
& Ruhnka, 2004). Second, the European Union 
(EU) has a controversial public policy that per-
mits EU national laws to require telecommuni-
cations providers to archive certain transaction 
data (EU Directive, 2002). Such national laws 
could include requirements that Internet Service 
Providers (ISP) and telecommunications carriers 
(TelCos) record, index, and store conveyance of 
communications data on electronic communica-
tions networks including geographic position of 
mobile phone users (Tripathi & Nair, 2007). In 
the U.S. this PII is called consumer proprietary 
network information (CPNI). In the EU, the re-
tention of message contents is not required. This 
EU Data Retention Directive also implicates the 
tradeoff and is controversial; compliance by EU 
nations is incomplete - only Belgium, France, 
Spain and the UK have enacted valid statutes 
(European Data Protection Commissioners, 2002). 
Extrapolating from these examples, the opposing 
arguments are predictable: strong privacy rights 
trump society’s security needs vs. strong security 
trumps individual privacy rights. However, most 
nations have some form of privacy rights so how 
is the tradeoff reconciled? 
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Some Benefits of Strong Privacy 
Outweigh Society’s Security Needs

Advocates of strong privacy contend that man-
agement of the PII information supply chain is 
deficient due to market failures in PII markets. 
Because data managers, not subject individuals, 
“gain the full benefit of using the information in 
its own marketing or in the fee it receives when it 
sells information to third parties” then disclosure 
of PII does not injure the data industry (Swire & 
Litan, 1998). Subject individuals seldom under-
stand the full extent of PII archived by the data 
management industry, its use or the identities of 
data purchasers or collectors. Secrecy prevents 
subject individuals from correcting errors or 
preventing unauthorized PII uses. 

Those contending market failure need not 
argue failure is total to justify some privacy 
regulation. Indeed, customers of data brokers 
purchasing inaccurate or misleading PII prob-
ably exert some pressure on data managers to 
improve service quality. However, this mechanism 
is skewed towards avoidance of errors that risk 
PII customer losses, they do not avert injury to 
subject individuals. PII data customers’ primary 
incentive is to avoid inaccurate PII reports that 
portray subject individuals too favorably so that 
these customers can avoid making unfavorable 
underwriting mistakes (e.g., grant credit to the 
uncreditworthy). Opposite errors, that portray 
subject individuals too unfavorably, pose risks that 
the PII customer might miss a potentially favorable 
relationship (e.g., lost underwriting opportunity). 
However, PII customers are more concerned with 
avoiding losses and not so much with capturing ev-
ery promising business relationship (e.g., passing 
up a creditworthy subject individual). Of course, 
lending and financial industry practices leading 
to the U.S. 2008 mortgage crisis notwithstanding. 
If the PII vendor’s accuracy was more transparent 
to subject individuals then these lost favorable 
opportunities, that largely damage the subject 
individual who has trouble getting credit, might 

also be corrected. The subject individual has the 
stronger, personal and immediate incentive to 
assure the accuracy of a favorable portrayal. 

Markets work well when parties are free to 
negotiate terms based on perfect information. 
Despite general recognition that there are many 
potential terms and conditions in the collection, 
processing and use of PII, true negotiations be-
tween subject individuals and PII data processors 
occur infrequently providing further evidence of 
market failure. Indeed, negotiation remains such 
a remote possibility in the future, given the high 
transaction costs and typically low value of most 
PII, that other mechanisms to correct market 
failure should be explored. Given the three PII 
market failures in transparency, personal incen-
tives and negotiability, it is not surprising that the 
data management industry captures most of the 
benefits of subject individuals’ PII while bear-
ing less than optimal responsibility for PII data 
quality. Since these market failures apparently 
have not been corrected with more competitive 
market conditions, then privacy regulations may 
be the sole remaining market correcting alterna-
tive. Regulation is a classic mechanism for the 
correction of market failure (Evans, 2004).

 Subject individuals have personal incentives 
to preserve confidentiality, generally these are 
defensive. Subject individuals are motivated to 
seek legal remedies or deploy self-help measures to 
protect their privacy by obstructing the collection, 
archiving and use of PII (Bagby & Gittings, 1999). 
For example, subject individuals can be expected 
to thwart the publication or use of false PII or 
defamatory statements. Some privacy advocates 
may seek concealment of truthful PII they view 
as damaging to reputation or solitude. Privacy 
advocates cite growing evidence that PII archives 
are insecure (Campbell, Gordon, Loeb & Zhou, 
2003). Security vulnerabilities attract misuse by 
insiders, outside hackers and societal predators 
imposing such injuries as identity theft, extortion 
or stalking (U.S. Attorney General Cyberstalking 
Report, 1999). Therefore, strong privacy is an 
integral part of IA.
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Some Benefits of Strong Security 
Outweigh Individual Privacy Rights

Advocates of strong security generally argue 
that PII contributes to more perfect information. 
Perfect information is needed to inform the evalu-
ation of counter-parties, it informs the negotiation 
of contract terms, it underlies the prediction of 
performance quality and it contributes greatly to 
avoiding societal damage. Strong privacy rights 
frustrate information symmetry, ultimately lead-
ing to adverse selection because privacy conceals 
relevant PII if its disclosure is blocked (Akerlof, 
1970). Parties who are under-informed of key 
counter-party data (e.g., reputational PII) become 
unable to accurately predict satisfactory perfor-
mances. Consider how insurers might underwrite 
bad risks and creditors might make riskier loans if 
they were deprived of subject individuals’ PII that 
revealed spotty performance history or doubtful 
credit-worthiness. This type of PII is derogatory, 
Judge Posner calls this “deservedly discrediting 
information” (Posner, 1986). Society will become 
unable to effectively assess transaction risks and 
security risks if privacy rights become so strong 
that PII information asymmetries threaten effec-
tive risk assessment. Therefore, strong security 
is an integral part of IA. 

Further inefficiencies are likely when subject 
individuals have rights to conceal PII that reveals 
deservedly discrediting information. This market 
failure has another impact on efficiency because 
the party with the lowest cost of performing an 
activity is best suited to perform that activity. 
Consider when an information supplier is the least-
cost provider; this permits society to capture the 
transaction efficiency. For example, individuals 
are often in the best position to reveal PII because 
it is more completely and immediately derived 
from each subject individual’s direct personal 
knowledge. The least expensive discovery of 
PII would be extracted directly from the subject 
individual as well as from other direct observers. 
However, both have conflicts of interest that may 

motivate the reporting of false information. The 
subject individual prefers favorable characteriza-
tion while some third parties may prefer disfa-
vorable characterization, such as if they harbor 
personal animus. 

Consider the cumulative reduction of costs 
for investigations, PII data collection and PII 
analysis under the last-cost provider analysis 
discussed previously. An interesting side effect 
of more perfect least-cost provider conditions is 
evident when subject individuals more readily 
reveal discrediting information. Markets for PII 
investigation intermediaries might be inhibited. 
Of course, sometimes third party PII collectors 
are the least-cost providers of profiling and click-
stream dossiers or data mining profiles because 
electronic commerce participants leave data 
trails in various places. Such profiles are increas-
ingly essential to attain the efficiencies of target 
marketing (Shiman, 2006). Weak privacy law 
encourages least-cost providers when they are the 
subject individuals as well as when third party 
information intermediaries provide such services. 
Perfect price discrimination is also dependant on 
weak privacy law. Variable pricing of goods or 
services according to each individual customer’s 
ability to pay or their individual perception of the 
product’s usefulness (e.g., utility) could permit 
more precise customer ranking. More accessible 
price discrimination could encourage sellers to 
charge more to customers more intently craving 
the product and/or those better able to pay higher 
prices while simultaneously charging less to oth-
ers. Variable pricing enables the seller to capture 
more of the benefits in achieving economies of 
scale (Choi, Stahl & Whinston, 1997).

Users of PII data generally have interests rival 
to subject individuals. Users will seek to collect 
any data perceived as useful in decision-making, 
generally incentivized by the promise of profit 
potential or utility in enhancing security, such as 
crime prevention/enforcement or counter-terror-
ism. The data management industry has incentives 
to supply users with PII so long as their prospective 
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revenues exceed operational costs. These adver-
sarial interests suggest the data management in-
dustry and its best customers, including marketers, 
underwriting, law enforcement, counter-terrorism 
and the intelligence communities, are among those 
most likely to fight against strong privacy rights. 
Trade associations have traditionally protected 
their members’ access to PII. Credit bureaus and 
reporting agencies have devised lucrative business 
models in PII data aggregation. 

Rival interests also characterize the pri-
vate sector data management industry which 
is expanding its business models beyond PII 
data sales to private commercial customers to 
increased provision of PII data to government. 
Law enforcement at all levels (local, state, fed-
eral, regulatory, self-regulation) increasingly use 
both public and private industry sources of PII 
through data warehousing. In the post-9.11 world, 
there has emerged a stronger public policy to 
protect national security and enhance criminal 
enforcement resetting the previous balance be-
tween security and privacy (USA PATRIOT Act, 
2001). Strengthening privacy rights frustrates the 
business models of PII intermediaries as well as 
counter-terrorism users. Until the centralization 
of privacy protection by regulatory agencies in 
the U.S. fragmented regulation and inconsistent 
results are inevitable (Rotenberg, 2006).

As a result, it is predictable that those opposing 
strong privacy rights will lobby for weak privacy 
regulation, undertake perfunctory industry self-
regulation and be slow to invest or innovate in 
privacy protections (Bagby & Gittings, 1999). 
Data warehouse service providers and users will 
likely push aggressively to develop new methods 
and technologies for collection, archiving, inter-
pretation and use of PII. PII will be sold or bar-
tered whenever profitable. Strong privacy rights 
appearing in international laws will be opposed 
because they increasingly erect barriers to cross-
border PII data flows and thereby inhibit robust 
information markets and offshore outsourcing of 
IT services (Swire & Litan, 1998). The information 

management industry and data users have very 
significant incentives to hide industry practices in 
PII collection, warehousing, sale and use because 
publicity attracts stronger privacy regulation. 
Furthermore, PII users and PII information sup-
ply chain participants with growing and profitable 
business models have strong incentives to oppose 
arguments made by privacy fundamentalists to 
regulate privacy rights more stringently. 

Balancing Privacy with Security

The tradeoff between strong individual privacy 
rights and society’s security needs implies a bal-
ance. This balance considers several factors. First, 
there are negative externalities on society from 
strong privacy rights. Privacy compromises secu-
rity when intruders, criminals or terrorists enjoy 
anonymity. Privacy protections shield wrongdoers 
from scrutiny. Second, strong security cannot 
be achieved without regular, sometimes deeply 
probing intrusions into privacy. Weak privacy fa-
cilitates access to potentially relevant activities of 
intruders and terrorists. Third, would-be intruders 
seek to evade detection because their notoriety 
might trigger countermeasures. Limited privacy 
rights deter such attacks by limiting concealment. 
Finally, security is enhanced with limitations on 
the liberty of intruders, criminals or terrorists. 
Indeed, weak privacy rights enhance control, 
thereby discouraging the liberty component of 
privacy that enables wrongdoing.

There is little practical guidance in how to 
draw the balance between privacy and security. 
An understanding of the cultural and historical 
development of privacy rights and public policy 
responses to security risks is an essential starting 
point, but this calculus is highly complex. Unfor-
tunately, there is no deterministic or formulaic bal-
ancing methodology. The balancing is generally 
manifest as a public policy compromise resulting 
from social, economic and political pressures 
that are focused through available technology 
implementations. Long experience with repeated 
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government privacy intrusions and with intru-
sions by private entities leads society to evaluate 
two major factors. First, society determines the 
usefulness of some type of information acquired 
in an intrusion. Second, society evaluates the 
repugnance of the intrusion. A balance between 
these forces is mediated by a cost-benefit analysis 
that weighs the prospects for success in discover-
ing socially useful information against the costs 
of the intrusion. This rough calculus inspires 
various forms of political and social pressure and 
these generally elicit some legal or regulatory 
response. Existing mores and society’s legitimate 
needs for information are evaluated and society 
chooses either to permit, regulate or prohibit the 
intrusion depending on three factors. 

Judge Learned Hand first developed the public 
policy balancing framework for the imposition 
of tort law duties (U. S. v. Carroll Towing Co., 
1947). This framework was adapted by Judge 
Richard Posner to the limited context of criminal 
and intelligence operations in which search and 
seizure is regulated by the Fourth Amendment 
(Fourth Amend. 1791) (Posner, 1986). Here, this 
framework is expanded and further adapted to all 
forms of privacy rights when the privacy-secu-
rity tradeoff becomes an issue (Bagby, 2007-2). 
This model assumes there is a tradeoff between 
privacy and security, that the relationship is a 
zero-sum game and that optimal regulation im-
poses a conundrum. Therefore, the model signals 
either the protection of privacy or alternatively 
the enhancement of security depending on a 
balancing of three factors. First, the model must 
assess the usefulness to society of PII acquired 
from an intrusion. Second, the repugnance of the 

intrusion must be estimated. Third, the probabil-
ity of preventing societal losses by permitting or 
encouraging the privacy intrusion are estimated, 
as illustrated in Table I. 

An optimal public policy balancing of privacy 
against security or security against privacy is 
evident in the relationships represented by the 
inequalities in Table I. The tradeoff theory sug-
gests that a good society will “carefully balance 
individual rights and social responsibilities, 
autonomy and the common good, privacy and…
public safety” (Etzioni, 1999). The public policy 
debate in privacy, law enforcement and national 
security recognizes this fundamental trade-off. 
The privacy-security tradeoff explains much in 
the law enforcement, internal private security, 
counter-terrorism, cyber-security and critical 
infrastructure protection debates.

Privacy and Security  
Harmonize

Treating privacy and security solely as a tradeoff 
is overly simplistic. The tradeoff noted before is 
traditional wisdom that is valid, but only when 
the subject individual is a likely wrongdoer and 
only when innocent subject individuals suffer 
little or no injury from the intrusion into their 
privacy. Most centrally, the tradeoff characteriza-
tion ignores the basic public policy underlying the 
role of IA in privacy protection and the role of 
privacy in the security of individuals and sectors 
of society. There are clear security benefits from 
maintaining privacy, particularly for the subject 
individuals whose PII is secured. 

Assume:
B=intrusion costs; P=probability of discovering useful information; L=societal losses

B>P*L: privacy interests outweigh security interests: policy should protect privacy
B<P*L: security interests outweigh privacy interests: policy should permit intrusion

Table 1. Privacy-security balancing: Impact on public policy through legislation, precedent or regula-
tion
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Consider first how liberty enhances security. 
For example, an individual’s ability to flee averts 
their personal injury. Liberty is a clear privacy 
right that can enhance individual security when 
available to avert injury. Consider how isola-
tion, another form of privacy, is useful to protect 
prey from predators. For example, self-imposed 
seclusion or even anonymity is often effective to 
preempt many external threats. Consider how iso-
lation might be applied to PII. An individual’s ben-
efit from privacy is diminished when that subject 
individual’s PII becomes insecure or is revealed 
publicly. As PII collections become vulnerable 
to physical and electronic intrusion, the subject 
individuals whose PII is collected risk injury from 
the PII misuse. For example, insecure private 
and public databases are exploited by predators 
to enable stalking and identity theft. The result-
ing legislative, regulatory and judicial reactions 
are privacy regulations expressed as PII security 
provisions. They are intended precisely to enhance 
the privacy and therefore the safety of the subject 
individuals (U.S. Attorney General Cyberstalking 
Report, 1999) (FTC Report, 2004). 

Data security, under the fourth FIPP, is es-
sential to strong and effective individual privacy. 
Consider the data broker’s activities that harvest 
PII from public records. Pressures for the ac-
countability of government officials lead to open 
government mechanisms such as the Freedom of 
Information Act at the federal level and all the 
states’ various open records laws. However, if PII 
can be easily harvested from court records or other 
public data sources, subject individuals suffer 
vulnerability to various threats. Closer regulation 
of access to court and public records serves to 
better align privacy rights with the government’s 
custodial duty of security (E-Government Act, 
2002) (Coyle, 2006). 

Individual security is enhanced with strong 
privacy protections, privacy rights are one 
component, strong security over PII is another 
component. Group security is enhanced with 
strong privacy protections of their individual 

and collective PII. The tradeoff is most evident 
as favoring stronger security when the privacy 
of likely predators and wrongdoers is too well 
protected. The complement is most evident as 
favoring strong privacy when potential victims’ 
privacy is well protected by strong PII security. 
The real challenge is in granting privacy to po-
tential victims but not to potential predators and 
recognizing how vague the term security is when 
applied to national security vs. the security of PII 
databases. Some people promote public policies 
that might implement these two axioms with de-
mographic profiling (Bagby, 2008). For example, 
profiles of frequent victims might be used to offer 
the benefits of strong privacy to members of such 
groups. Then profiles of demographic groups best 
known for predator behavior might be targeted for 
less privacy protection. Clearly, these approaches 
are problematic in the U.S. given the fundamental 
ethic of equal protection. Furthermore, under 
such a system, predators have the incentive to 
pose as members of typical victims groups to 
avoid detection (Fourteenth Amendment, 1868). 
Unfortunately, this is precisely the evolving profile 
of modern terrorists. 

Recommendations

The following recommendations are based on the 
critical insights discussed before. This chapter 
argues that privacy and security are quite durable 
and fundamental public policies. It does not seem 
likely that the perceived tradeoff between security 
and privacy will be abandon anytime soon so 
long as the primary frame is national security. 
When strong security advocates can claim that 
privacy mainly protects predators then public 
policy will use this approach to protect victims 
and society. However, this chapter’s analysis rec-
ognizes that privacy is also the result of security 
such as when individual victims are benefited. 
Clearly, there will continue to be public policy 
pressures to limit privacy or security protections 
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for predators; many will follow the due process 
rights established in the Constitution as rights 
for the accused. However, both the privacy and 
security camps might be more successful if they 
seek a middle ground, possibly making progress 
on their separate agendas and without zero sum 
losses with a better understanding and empathy for 
the other camp. The key in achieving this would 
appear to convert some portion of the tradeoff to 
be seen as complementary. For example, security 
advocates should become amenable to applying 
security techniques to the protection of privacy 
for potential victims, but without anxiety that 
mainly predators will benefit. Similarly, advocates 
of strong privacy should consider how to unmask 
wrongdoers from their privacy protections while 
lowering the probability of false positives, Type 
I errors (Neyman & Pearson, 1928).

Privacy advocates are likely to seek public poli-
cies that would narrow the legitimate uses of PII. 
Furthermore, privacy advocates can be expected 
to support public policies that broaden situations 
where PII misuses are declared illegitimate and 
this would result in the imposition of sanctions 
for PII data misuse. These public policies may 
be manifest in legal protections for individual 
privacy under constitutional provisions, through 
the interpretation of statutes and regulations, and 
by inclusion of privacy strengthening provisions in 
private contracts. Finally, the continued publicly 
exposure of PII misuse as well as the identifica-
tion of PII custodians’ failure to exercise custodial 
due care, are areas of likely future success for 
privacy fundamentalists with direct impact on 
security regulations (Cal.S.B.1386) (Schwartz & 
Janger, 2007).

A property rights approach is consistent with 
strong privacy rights but this must give way to 
the property rights of those rightfully learning 
from observation, experience and through PII 
information supply chain transactions. PII under 
a property rights regime would recognize that 
individuals have ownership and control rights 
over their PII. Therefore, PII would be alienable; 

it could be bought, sold or traded in free market 
transactions. Effective limitations on the use 
and reuse of PII exchanged in trade are currently 
difficult to implement so these limitations would 
impose both negotiation and implementation 
expenses. Technical solutions have been pro-
posed that might make such activities feasible. 
First, technologies could reduce the transactions 
costs of negotiations, particularly when standard 
form contracting is adopted. Second, the record-
keeping burdens to comply with use limitations 
might become technically feasible. Digital rights 
management (DRM) holds promise to implement 
recordkeeping and preferences implementation. 
Third, automated negotiations are conceivable to 
reduce transactions costs. 

A PII property rights perspective might be 
implemented with technical solutions that negoti-
ate PII controls, keep accurate transaction records 
and/or interrupt prohibited uses mechanically 
(Cranor, 2002). For example, consider various 
digital rights management (DRM) systems such 
as the Platform for Privacy Protections (P3P). A 
P3P type of regime could be configured to deter 
and track PII collection, aggregation, use, resale 
and custody by particular users (Cohen, 2003). 
Meta-data, digital watermarks and third party 
web services could also be made available to 
identify and track PII sources and uses to enforce 
the subject individual’s rights and restrictions on 
use derived from PII negotiations. This “digital 
privacy rights management” (DPRM) system 
could be configured to quickly and cheaply convey 
a subject individual’s profile of privacy prefer-
ences, such information could accompany the 
PII as metadata, and might separately be verified 
through independent third parties or web services 
providers. Use of the PII could be controlled with 
these information controls likely implemented 
by electronic agents. The P3P could become an 
interesting prototype for DPRM systems if such 
technologies can gain acceptance.

It is often hypothesized that PII markets will de-
velop to become responsive to subject individual’s 
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privacy concerns. This argument underlies two 
apparently paradoxical observations:  self-regula-
tion of privacy is preferable to costly government 
regulation or litigation and that competition over 
privacy has never arisen above the lackluster. 
This lack of development permits free market 
theorists to suggest that subject individuals have 
little interest in privacy. From the demand side, 
users in the PII information supply chain have 
clear and immediate incentives to broadly col-
lect and utilize PII. With public policy pressure 
to deploy more effective security over PII and to 
respect privacy, at least some data users might 
respond to these market pressures by strength-
ening privacy and publicizing this fact to attract 
subject individuals driven by personal preferences 
towards a higher privacy consciousness. Genuine 
attention to privacy self-regulation from the PII 
data management industry would then be viewed 
as responsive to market pressures. Such develop-
ments might then preempt further pressures for 
government regulation of privacy. 

 Pressures will remain to regulate privacy 
until such time as all participants along the PII 
information supply chain bargain significantly 
and effectively with subject individuals over 
terms and conditions of PII collection and use. 
In the current market, users sometimes pay out-
right in a largely wholesale market for large PII 
databases. Users and data brokers offer discounts 
or special services and may require subject in-
dividuals to register as part of end user license 
agreements (EULA) for retail information or 
online services. The EULA is a contemporary 
and primary method to harvest data at the retail 
level. As PII markets and the PII information 
supply chain’s operations become visible and 
competitive, subject individuals might eventually 
gain choices to purchase products or services from 
vendors promising privacy or choose alternative 
vendors that sell products more cheaply if their 
PII collection and use policies were less privacy 
protective. Competition over PII practices would 
result in different contracts for different terms 

of service and/or prices depending on subject 
individuals’ privacy level desired. For example, 
users could be segmented demographically as to 
the PII information supply chain participants’ use 
of user’s PII to enhance location-based marketing 
practices (Ricker & Porus, 2007). Such market 
mechanisms are still developing, but competition 
in terms and conditions of PII collection and use 
is still embryonic beyond the current take-it-or-
leave-it situation. 

CONCLUSION 

The public policies of privacy and security are 
widely misunderstood. A better grasp of these 
public policy pressures could vastly improve the 
effectiveness of privacy and security regulation 
while preserving the some of the interests in both 
camps. Exposure to the conceptual principles of 
privacy and security are the starting point for a 
wide array of policy makers, IT professionals, 
academics, practitioners and designers of sys-
tems and software. These public policies drive 
the deployment of technical solutions, tools and 
mechanisms. Public policy advocates increas-
ingly recognize that technical solutions have 
policy impact (Lessig, 2006). These impacts 
become acceptable or unacceptable as the policy 
implications of alternative solutions become 
meaningfully available and are discerned by vari-
ous political groups. The successful deployment 
of any technical solution may depend on how 
quickly the policy implications become widely 
and thoroughly understood and resolved. There is 
significant risk of investment loss or the need for 
costly revisions to privacy and security methods 
when technologies are unenlightened by likely 
policy constraints. While privacy and security are 
generally viewed as tradeoffs, many technologies 
are adaptable to complement both simultaneously, 
such as encryption, firewalls, authentication, 
biometrics, third party certification, and secret 
codes. However, none of these technologies are 
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synonymous with either privacy or security. 
Just as any tool the physical world might protect 
privacy (e.g., door locks/keys, curtains), no tool 
describes the expectation of privacy itself, nor 
does any tool adequately impart the condition of 
achieving security. 

This chapter has argued that privacy is largely 
defined as expectations, met or frustrated. When 
these expectations are focused through public 
policy pressures, they create a complex set of 
rights, sectoral in the U.S., as well as some limita-
tions on countervailing and reciprocal rights of 
observation or freedom of contract. Of course, 
technology must continue to play a key role to 
enable privacy. This chapter argues that for vic-
tims, such privacy enhancing technologies will 
largely be complementary with the protection and 
enhancement of potential victims’ security. An 
important perspective is the systems engineering 
approach wherein privacy and security will de-
pend on a coordinated set of technologies deployed 
along with other effective controls exerted by 
governmental and regulatory bodies, managerial 
and supervisory activities, effective monitoring 
and adequate investment, integrated to achieve 
satisfactory security protections. Public policy 
is likely to drive these systems deployments all 
along the PII information supply chain. 

A corollary approach will achieve improve-
ments in security. Technology tools can improve 
security when integrated into a systems engineer-
ing approach. While security tools can destroy 
privacy, many security tools are also privacy 
enhancing. There is a complement between pri-
vacy and security, if deployed to protect subject 
individuals. The tools enhancing privacy and 
security are much more often complementary than 
is admitted by advocates of either strong privacy 
or strong security. However, all are frustrated by 
the challenges in distinguishing potential victims 
from potential predators. 
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ABSTRACT

The goal of our study is to contribute to a better understanding of role conflict, skill expectations, and 
the value of information technology (IT) security professionals in organizations. Previous literature has 
focused primarily on the role of information professionals in general but has not evaluated the specific 
role expectations and skills required by IT security professionals in today’s organizations. In this chapter, 
we take into consideration the internal and external factors that affect the security infrastructure of an 
organization and therefore influence the role expectations and skills required by those who are in charge 
of the security of network infrastructures in organizations. First, we describe the factors discussed in the 
literature and support them with quotes gathered from interviews conducted with information security 
professionals in small organizations in Central New York. Then, we present a set of common themes 
that expand the understanding of this role and finally we provide practical recommendations that would 
facilitate the management of these professionals within organizations. 
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INTRODUCTION

Research in the area of information systems has 
acknowledged that information technology human 
capital is a strategic resource within organizations 
and that its “effective management represents 
a significant organizational capacity” (Ferratt, 
Agarwal Brown and Moore, 2005, p.237). Most 
of the research done on human resources man-
agement (HRM) within the field of information 
systems has focused on the role of information 
technology professionals in general, but little 
research has been conducted about the role of a 
more specific group, the information technology 
security professional. In this book chapter, we will 
discuss the role, challenges and opportunities of 
this particular type of job within organizations.   

In previous research, Information Technology 
(IT) professionals in general have been defined 
as a diverse group of workers trained formally 
or informally and engaged primarily in the fol-
lowing activities related to information and com-
munication technology systems, components, or 
applications: conception, selection, acquisition, 
design, development, adaptation, implementa-
tion, deployment, training/education, support, 
management and documentation (Kaarst-Brown 
and Guzman, 2005). IT professionals have direct 
responsibility for the quality of the information 
available to decision-makers (Prior, Rogerson, and 
Fairweather 2002). As organizations become more 
strategically reliant upon information systems, 
IT professionals’ management, recruitment and 
retention have an increasingly significant impact 
on the future of their companies. To address these 
increasing HRM challenges, research has been 
conducted to improve understanding of the roles 
and skill requirements of the IT professional. 
Likewise, it is also important to understand the 
role of IT security professionals because their 
position within organizations and the importance 
of their jobs is crucial and has a set of specific 
challenges that shape this role. In this chapter, we 
summarize the range of factors that influence the 

role expectations of IT security professionals, the 
necessary skills that they should have in order to 
perform an effective job of securing the network 
infrastructure of an organization, and the chal-
lenges and satisfactions these professionals face 
in fulfilling this vocation. 

Roles and Responsibilities of 
IT Security Professionals 

The job of IT security professionals is to ensure 
that the networks, infrastructure, and computer 
systems within organizations are properly and 
adequately secure by protecting information as-
sets, such as customer data, financial information 
and critical network infrastructures. Information 
security refers to the process of protecting infor-
mation, specifically its availability, confidentiality 
and integrity. On the other hand, information 
technology security refers to the process of 
controlling the technology that allows access to 
information making it accessible only to those 
who are legitimately allowed to do so. As stated 
by Belsis et al. (2005), IT Security refers to the 
set of principles, regulations, methodologies, 
measures, techniques, and tools we use to protect 
an information system from potential threats. The 
IT security professionals are the ones in charge of 
the selection, acquisition, design, development, 
adaptation, implementation, deployment, train-
ing/education, support, management and docu-
mentation related to IT security of an information 
system within the network. All these strategies are 
now a subsection of the organization’s strategic 
policy (Layton, 2007). This includes, but is not 
limited to, security threat and risk analysis; secu-
rity technologies; detection techniques; policies, 
laws, and regulations governing the procedures 
used by the IT staff; end user and client user 
policies for Web access and e-mail; design and 
implementation of system analysis; and control-
ling traffic flow through the network. Network 
security is defined as the protection of networks 
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and their services from unauthorized modifica-
tion, destruction, or disclosure, and it provides 
assurance that the network performs its critical 
functions correctly (Committee on National Se-
curity Systems Instruction No. 4009, 2006).

This challenge of protecting the network re-
quires that the IT security professional has both 
advanced technical knowledge and skills, as well 
as the ability to work with people at various levels. 
In many cases, these professionals must have a 
global and nuanced understanding of IT security 
needs of the organization and should have the 
ability to detect cyber attacks and abnormalities, 
and increase the critical network survivability if 
an attack is successful. Some of the positions that 
are fulfilled by IT security professionals within 
organizations are network security officers, in-
formation security engineers, application secu-
rity engineers, system administrators, network 
managers, network engineers, Chief Information 
Officer (CIO), Chief Technology Officer (CTO), 
Chief Security Officer (CSO), Chief Information 
Security Officer (CISO), Information Assurance 
Manager (IAM), and computer operators. 

The Importance of IT Security

According to the annual survey of computer 
crimes and security breaches in early 2007 con-
ducted by the Computer Security Institute (CSI) 
and the Federal Bureau of Investigation (FBI), the 
financial losses generated from computer crimes 
and cyber attacks range from fraud (approx $21 
million) down to an exploit of an organization’s 
DNS (Domain Name System) server ($100k). The 
total losses for 2007 were about $67 thousand, an 
increase from $52 thousand the previous year. 
Many of these attacks can be attributed to human 
errors, such as network operator inefficiencies and 
clients or end users mistakes at 59% and phishing 
schemes at 26%. This increase in losses indicates 
that IT professionals have increased responsibili-
ties in IT security within organizations. It is there-
fore imperative for managers to have qualified 

IT security professionals in order to effectively 
diagnose and manage attacks remediating dam-
age or losses and preparing for disaster recovery 
to prevent future security attacks. 

A Cultural Approach to the 
IT  Security Profession

According to Guzman, Stam and Stanton (2008), 
the occupational culture of IT workers is character-
ized by at least the following elements: high value 
of technical knowledge; extreme and unusual 
demands pertaining to long work hours, need for 
constant self re-education, dealing with unsatis-
fied users; feelings of superiority relative to the IT 
user community; and cultural norms manifested 
in the frequent use of technical jargon and the 
social stigmatization or stereotyping (e.g., the 
geek/nerd label). Based on the evaluation of these 
cultural characteristics, the authors analyzed 110 
interviews conducted with managers, employees, 
and IT professionals about information security 
issues within small to medium-sized organiza-
tions in New York. The respondents represented 
a wide-range of experience in the field, although 
the majority of them were seasoned professionals 
with at least two years in the field. The organiza-
tions were participants of an NSF funded study 
(award SES-0196415 to Stanton) to assess and 
enhance the behavioral aspects of information 
security. In each organization, all available IT-
related employees complied with requests to be 
interviewed and surveyed. 

In the analysis of these interviews, the cultural 
characteristics that clearly apply to the information 
security context and the role expectations of IT 
security professionals were selected. Following 
are some indigenous definitions and descriptions 
of the roles and responsibilities that IT profession-
als find most salient and complement the general 
cultural characteristics defined: risk assessment, 
identification, and prevention of malicious forces 
from within or outside, cooperation of users 
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and administrators, protection of organizational 
resources, development and enforcement of se-
curity policy, and balancing security needs with 
convenience and productivity needs. 

Value of Technical Knowledge

One of the most important security concerns for 
organizations is a false sense of security in the 
field of IT security. Firewalls, anti-virus software, 
intrusion detection systems, and other technolo-
gies are only a small portion of the overall solution 
to control cyber attacks and abnormalities on a 
network infrastructure. No single-source technol-
ogy solution is effective if it is not appropriately 
configured and used. According to Jenson and 
Romo (2005), a major weakness in security stems 
from inadequately trained IT professionals. 

The roles and responsibilities of information 
security professionals vary depending on their 
level of expertise, the mission of the organiza-
tion, and the particular niche they fill within the 
organization. In the most general sense, their role 
is to secure the organization’s information systems 
and assets, which may include computers, mobile 
devices, networks, servers, hardware and software 
and the data they contain. They are responsible 
for ensuring that the required IT resources are 
available and appropriate for the myriad of 
tasks that might be required. Education, risk as-
sessment, and policy-related responsibilities go 
hand-in-hand as IT professionals must find ways 
to prevent vulnerability and increase security 
awareness among employees while at the same 
time creating, implementing, and evaluating IS 
policies. Electronic monitoring plays a role in 
prevention and enforcement as well. All of these 
occur in an environment that is highly technical 
and constantly and rapidly changing. 

Technical skills must be wide-reaching. This 
is shown in the following quote of a network 
administrator who describes his responsibilities 
in a small company: 

Anything having to do with a plug is my responsi-
bility. So, it ranges from the network operations to 
setting up applications, setting up PC’s, arranging 
the internal and wide area networks, assisting 
home users with connections, as well as all the 
telecommunications, the voice mail systems, the 
PBX’s, and the photocopiers. Anything that is 
network-dependent is my responsibility.

Challenge: Extreme and Unusual 
Demands in the Field

This characteristic refers to the occupational need 
to adapt to new problems, new technology, long 
hours, constant change, and the ability to learn new 
systems, skills, and programs quickly. Profession-
als within the IT security arena of an organization 
have to acquire, share, disseminate, coordinate, 
store, retrieve, and utilize security knowledge to 
protect the infrastructure network. 

The work of IT security professionals implies 
a heavy workload. This is expressed in the fol-
lowing quotes of IT staff: 

How do you provide support and build the email 
server, create new user accounts, and create the 
peripherals around the support and at the same 
time produce the strategic plan? How do you stay 
current? It takes time and research. It’s never a 
40 hour week ever, ever.

Many interruptions are common for IT security 
professionals. A typical day involves handling the 
needs of others first, as described:

You get up and start the day and say you are going 
to accomplish these five things, and it doesn’t hap-
pen. And it might not happen the next day either, 
or the next, and that’s where the conflict is. You 
try to set goals and think you are trying to meet 
them, but it’s very difficult.

The role of the information security profes-
sional has transformed in recent years from an 



���  

Human Factors in Security

insignificant position to one of grave importance, 
significantly due to regulations passed by Con-
gress. A study by the International Information 
Systems Security Certification Consortium 
stated, “According to the 2005 Global Informa-
tion Security Workforce Study, most information 
security professionals are spending the majority 
of their time researching and implementing new 
technologies. In Europe, more than a quarter 
of respondents indicated that fighting political 
battles and selling their value to management 
were their most time-consuming activities, and 
more than 30% ranked them as their second most 
time-consuming” (Colley, 2008).

Need for Constant Self Re-education

The demand for IT professionals has increased 
over the past 15 years, as indicated by a study 
conducted by Knapp and Boulton (2006) where the 
need for IT professionals in 1990 moved from “low 
demand – few certifications” to “higher demand 
– greater than 35,000 CISSPs” in 2005 (p. 78). 
Thus, infrastructure network security relies on the 
training and experience of the IT professionals. 
Measuring the capabilities of the IT professionals 
and the technologies they utilize to perform their 
tasks of securing an infrastructure network is 
paramount for an organization’s survivability in 
an environment that is evolving with cyber attacks, 
insider threats, and a host of other vulnerabilities. 
The constant self re-education includes constant 
training as well as the acquisition of professional 
certifications as described:

My agency not only requires the information 
security personnel to maintain current training, 
but also they mandate that all employees, regard-
less of profession, have a working knowledge of 
security procedures. Each employee must maintain 
a current certificate of security training on file. 
Any employee who violates security policies loses 
network access and is required to successfully 
repeat the training before access is reinstated”.

In terms of the complexity of the job, for 
example, Rasmussen (2008) describes a specific 
career path for IT Security Professionals in which 
one can start as a system administrator with a solid 
understanding of administration and networking 
and then pursues certifications such as CISSP and 
CISM. Next, he moves to an information security 
auditing role by taking the CISA, followed by 
information privacy and operational risk positions 
along with associated certifications (i.e., CIPP and 
CRP). Appendix A has a definition of all these 
certifications. After gaining expertise in this 
field, there are many options, such as moving into 
management, making a transition into business 
operations, leaving for another organization, or 
entering into independent consulting. Appendix 
A presents a short description and reference links 
for twenty-five common security certifications 
available today. 

Interacting with Users

Cooperation of users is absolutely essential be-
cause users may put the organization at risk in 
many different ways. Some key issues that em-
ployees should know how to deal with in relation 
to computer security (Rothke, 2004) comprise a 
long list that includes the following: correct use of 
passwords, knowledge of protection from viruses 
and malware, awareness of inappropriateness of 
using organizational resources for non-work ac-
tivities, practice of safe data transfer,  management 
of email, safe Web-searching, implementation of 
back-ups, securing data, responsible use of sensi-
tive information, security of remote access and 
handheld devices, and the avoidance of tricksters. 
Securing the workspace and safe disposal of data, 
as well as knowing who to turn to when things go 
wrong are also responsibilities of most if not all 
employees. From this list, it is easy to understand 
why the IT professional must be a “jack-of-all-
trades,” and learn how to handle not only the quick 
pace of technological changes in her field but the 
many connections IS work has with the smooth 
management of an organization.



  ���

Human Factors in Security

Employees in organizations have great 
power when it comes to the security of their 
organization’s information systems. Knowingly 
or inadvertently, skillfully or clumsily, there are 
many ways in which they can compromise security 
(Stanton et al, 2003). For example, two categories 
at either extreme are “intentional destruction”, 
when a behavior requires quite a lot of techni-
cal expertise together with a strong intention to 
do harm, to “basic hygiene” requiring minimal 
technical expertise and good intentions. The other 
categories cover various combinations and levels 
of expertise and intention.

Recent understandings of security have re-
vealed that it is the responsibility of everyone 
in the organization to take care of security, but 
this has traditionally not been reinforced in or-
ganizations. Learning how to foster widespread 
motivation and promoting a security-friendly 
organizational culture is becoming a critical role 
of the IT security professional.

Also integral to the balancing act that is enacted 
by security professionals is the need to maintain 
poise between technical blocks set up to prevent 
users from doing harmful activities and using 
education and awareness as a deterrent instead. 
The following quote from an insurance company 
describes how tricky this process can be, using 
the example of passwords:

It’s an issue of convenience. It’s inconvenient to 
hide passwords away somewhere. You can’t be 
as productive if you always have to be trying to 
find where your password is. So there are a lot of 
trade-offs when you do good security. People are 
under pressure to produce. That will sometimes 
tempt them to favor productivity over security. 
The problem can be dealt with technically by 
forcing people to choose good passwords, but 
some of it has to be done with education. Some 
people just legitimately do not understand, but 
they can be motivated to do the right thing if they 
are educated.

Taking care of users is a constant demand, 
and the IT security professional must decide how 
much time to spend on the technical aspects and 
how much on education, as described by the IT 
manager of a small real estate company:

I have always said that I would have a great job 
if it wasn’t for the users (laughs). But if there has 
been a complaint of me, it’s usually that I have 
not taken sufficient time to explain the problem. 
Usually that’s because there is a limited amount of 
time so I did not provide the necessary handhold-
ing of the user. There’s a careful balance between 
ignoring the user and just over-coddling the user 
to make them feel happy. Being me, myself, and 
I most of the time, I don’t have a lot of time to 
do it. 

IT security professionals find satisfaction in 
helping their coworkers or their organizations 
choose and learn how to use the most appropriate 
technology to help accomplish their organizational 
mission. There is also substantial satisfaction in 
being the person who can solve coworkers’ IT 
problems, many of which take on crisis propor-
tions.

Helping people in their hour of need is de-
scribed as a major benefit of working in this 
profession. But, at the same time these employees 
feel the need to draw boundaries and protect some 
of their own time for the technical aspects of the 
job rather than the time-consuming educational 
tasks, as described by an IT professional at a 
utility company:

I am still struggling with learning to say no to 
people during their hour of need. I have to balance 
handling the crisis technically and supporting my 
employees to, which takes a lot of time because 
their expertise is very limited.

The Influence on Recent Regulations

The Global Information Systems Security study 
highlights that the information security profes-
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sional is not only charged with ensuring the or-
ganization follows all applicable mandates under 
the Gramm-Leach-Bliley Act of 1999 (GLB), 
Health Insurance Portability and Accountability 
Act of 1996 (HIPAA), and the Sarbanes-Oxley 
Act of 2002 (SOX), but additionally they must 
consistently fight battles within the organization 
for support in protecting the privacy of infor-
mation gathered by the company. Described to 
follow, from an IS manager at a private urban 
hospital, are issues as they affect the privacy of 
customer health care. Ultimately, the quality of 
care is expected to precedence over information 
security rather than being two essential ingredi-
ents of care. Employees such as the one quoted to 
follow take their role as social service providers 
very seriously:

I have a social conscience. Privacy needs to be 
maintained, and our customers deserve that. But I 
recognize the challenge where they need expedited 
care and the people who are giving the care at that 
moment need information right away. Somehow 
you have to rectify that discrepancy. If I allow a 
weakness in security policy, and gain something 
in care provision, from a social conscience per-
spective, I have made the right decision. What 
people want first is to be well [the mission of the 
organization]. If that happens first, then we can 
be concerned about the rest.

The role of the information security profes-
sional is one of mediator, manager, technical 
expert, and legal analyst, among other things. 
Protection of organizational resources is paired 
with the development and implementation of 
information security policy. 

In the health care industry, the conflict between 
secrecy and public “fix” of vulnerabilities can 
be present. The following quote, also from an IT 
professional, expresses the difficulty of balanc-
ing policy and worker productivity in the field of 
higher education:

I think that there are policies that make good sense 
to the IT department but not to the organization. 
Sometimes the IT department and other security 
departments get too big for their britches. They 
forget that they are there to support the organi-
zation and not the other way around. When the 
policies prevent you from performing your job 
something is going to have to give. I have also 
seen people publish policy who have no authority 
to do so. Then they get all bent out of shape when 
it gets ignored.

Although the regulations put forth by Congress 
have helped in increasing the security efforts of 
many organizations, they have a long way to go in 
order to be successful. According to an article by 
George Adams, president and CEO of SSH Com-
munications Security Inc, in which he reviews the 
effectiveness of the SOX Act, more work needs 
to be done. He states, “True, SOX has generated 
a flurry of activity toward meeting the ‘letter of 
the law’ and spawned a new cottage industry for 
consultants, but it has done little so far about truly 
enhancing corporate security practices over the 
long term.”  In his article, it appears that Adams 
believes the SOX committee has in some ways 
hindered progress, and he writes, “under the 
watchful eye of internal SOX Compliance Com-
mittees, many already overloaded IT staff have 
spent more time asking for deadline extensions 
or been forced to wait until the last minute to 
meet internal deadlines for implementing SOX 
security measures. And, possibly worse than doing 
nothing, others have opted to implement minimal 
SOX security requirements without considering 
the overall security picture” (Adams, 2008).

Desired Non-Technical Skills 

In addition to an array of technical skills, IT 
security professionals are most successful when 
they have a set of social skills in their repertoire. 
For example, it is important that they can man-
age varied people and tasks, have intuition that 
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helps them get a better sense of user needs, and to 
converse with people regardless of their access to 
technical vocabulary or occupational conventions. 
In the following quote, an IT security professional 
from a manufacturing plant portrays the relevance 
of all of these non-technical skills as essentially 
the skills of coordination:

As the IT person, I see myself coordinating and 
working with the vender [of the proposed new 
IT system]. I take their implementation plan and 
coordinate who has to be involved, get the rooms 
ready, make sure the people are in place, make 
sure they know what’s needed. I have to learn and 
support all of that myself so as questions arise, I 
can answer them. Beyond that, I would help the 
users, one-on-one, to get to a more comfortable 
place.

Communicating with users can be particu-
larly demanding when users do not share the 
same knowledge base. IT security professionals 
often describe ways in which they have learned 
to express complicated specialized information 
with non-technical employees. The IT manager 
at a utility company found innovative ways of 
communicating with her coworkers about highly 
technical topics:

I don’t have a problem with communicating with 
non-technical personnel. I try to relate it to some-
thing in everyday life. I’ll give you an example 
of trying to explain file structure on a computer 
to somebody. If I’m talking to a female, I’ll use 
it as a recipe box and use the main folder as the 
big box and each category underneath as a big 
folder, and each recipe as a file within that folder. 
People seem to understand that. If I’m going to 
explain it to a male, I use a baseball league. I 
use the National League and each team under 
the league is a folder and each person on that 
team is a file, and they get that picture. So I try to 
relate it to something that they are familiar with, 
not just files and folders, cause when you do that, 
people just don’t get it.

While the respondent described the need to 
talk about things with which the user is familiar, 
there is also a tendency to consider this adjust-
ment as “talking down” to them. Many users are 
sensitive to this and view this predisposition as a 
liability, as no one appreciates working with others 
who are patronizing. In the following quote, an 
IT security professional describes the intricacy of 
the use of technical vocabulary in his role:

There is a time to use technical terms and there 
is a time not to. Being in this job long enough, I 
know when to use technical terms. The way most 
organizations work, when you are trying to sell 
a product, or an idea, you have got to use techni-
cal terms so that they will understand that they 
know you know what you are talking about. If 
you are trying to correct a problem and explain 
internally, you have to choose the lowest language 
level possible, but that is not always easy when 
there is a complex, technical solution. Today, we 
were talking about security and used the analogy 
of a submarine. Instead of putting a brick wall 
of security around the organization, you need to 
compartmentalize, so your organization becomes 
a submarine, so you are a submarine that has a 
strong outside edge. But then internally, it is also 
broken up so that if you have a leak somewhere, 
you can then break it up so that the whole thing 
doesn’t sink. But if you say, ‘because of the net-
work address translation and the sonic firewall 
that is producing the ports and DH CPU, they 
probably will not understand and will resent you 
for describing it that way.

Coordination with other departments is fun-
damental to the work an IT security professional 
does. Regardless of the content of a planned 
technical change, other departments may need 
to be made aware of the purpose and process of 
change. One IT worker at a university had these 
related comments: 

One of the main areas of concern for me is the 
adequacy of our backup and storage procedures 
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I’ve been working on it for over a year, and the 
reason that it’s taking so long to accomplish is 
because I’ve needed to get the attention of some 
other departments. It’s not a priority for them and 
they’re short handed, and I can appreciate that. 
But it’s becoming a much higher priority for our 
department because we have an upgrade that 
we’d like to do in 6 months. In order to get that 
accomplished, we need to come with a totally new 
methodology for doing our backup so we need 
their attention.

Discussion

The information gathered in these interviews 
show the complexity of the job of IT security 
professionals and its interdependence with other 
security stakeholders within organizations. In 
terms of the user interaction, it is important to 
have educated users and have them sign a user 
agreement form, understand the guidelines, 
punishments, proxies and firewalls. IT security 
professionals emphasized that it is not appropriate 
to shoot the messenger. For some, the role is seen 
as especially demanding because they are charged 
with keeping the organizational network running 
efficiently, ensuring its protection from intruders, 
and often times seem to be the bad guys to most 
of the organization’s employees because there 
is an incorrect perception that their policies and 
procedures conflict with user productivity.

We know that if a user lacks integrity, no tool 
in the world will prevent him or her from doing 
illegitimate tasks on a business network. So, if 
they are well informed and no bad intention is 
present, that could only help. 

Generally, organizations have rules that are 
designed with the best interests of all in mind. 
For what appear to be petty rules that users might 
complain about, there are generally many sound 
rules and guidelines that have been put in place 
to protect some important aspect of business. 
Communication of this fact is very important, 

so that even those who do not understand why 
will feel compelled to respect the policy. Trust 
in the organization is important; assuming that 
even if it may be annoying, they have a reason for 
setting the policies and being responsible enough 
to adhere to them.

Organizations that make a habit of reminding 
employees of the rules will do well, those that 
explain the reasons and draw connections between 
the rules and the negative repercussions for not 
following them will do better.

Conclusion and HRM  
Implications

In their field research, Belsis et al. (2005) identi-
fied three layers of security issues as (1) strategic 
– corporate IT security policy, (2) tactical – meth-
odologies and practices developed to manage IT 
security, such as developing an IT security aware-
ness program, and (3) operations – installation 
and operation of technologies and measures, such 
as administering firewalls, IDS, IPS, etc. Jenson 
and Romo (2005) make the following suggestions 
to handle these IT security issues. Management 
should (1) know in what areas the IT staff is weak, 
(2) know where the network/physical security is 
weak, and (3) make sure IT professionals get the 
training and experience they require to secure 
the network. Based on the results of our study, 
we recommend the following strategies of taking 
into account the cultural and human dimensions 
of managing IT security employees:

• Given the importance of technical knowl-
edge for IT security professionals, organi-
zations could implement more formalized 
approaches to IT security skills identifica-
tion and recognition in order to promote 
the acquisition of latest technical security 
knowledge. 

• Organizations need to formally recognize 
the complexity of the work of IT security 
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professionals and its direct impact on the 
normal and secure functioning of informa-
tion systems. Having a clear distribution 
of roles, especially in large organizations 
would facilitate the effective distribution 
of priorities. 

• HRM should provide opportunities for con-
stant update on new security technologies 
and policies through informal and formal 
activities. For example, by subscribing to 
computer magazines and attending training 
workshops. Being up to date on the latest 
security attacks and ways of prevention and 
protection is something that needs to be en-
couraged all the time by the organization’s 
management. 

• HRM should also promote interaction be-
tween IT security professionals, users and 
managers so they could share and coordinate 
security measures in both informal and 
formal settings. 
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APPENDIX A: Description of Security Certifications

This appendix provides an overview of the more popular information security-related professional 
certifications. This list demonstrates the extent of offering as well as the specialization of today’s cer-
tifications. It is not intended to be an exhaustive list of certifications.

1. Certi. cation and Accreditation Professional (CAP): Today’s vulnerable world calls for an ongo-
ing need for competent, qualified and efficient professionals who can effectively manage complex 
security issues that threaten the information systems of the organizations. To meet this demand, 
the U.S. Department of State’s Office of Information Assurance and (ISC)² have collaborated to 
develop a credential for the Certification and Accreditation Professional (CAP). The objective of 
CAP is to prepare the individuals so that they can assess and manage the risks that security threats 
can pose within an organization, mainly in the government and enterprise sectors (Reference: 
www.isc2.org).

2. Certification in Control Self-Assessment (CCSA): The Certification in Control Self-Assessment 
(CCSA) is the Institute of Internal Auditor’s first specialty certification and second certification to 
be offered by the Board of Regents in the history of the Institute of Internal Auditors. The program 
aims to identify the qualified and experienced individuals having the capability and efficiency for 
CCSA designation and provide guidance so as to successfully complete an exam designed to test 
an individual’s proficiency in control self-assessment (Reference:  www.theiia.org).

3. Certified Ethical Hacker (CEH): Certified Ethical Hacker (CEH) is a certification offered by EC 
Council. The CEH aims to identify the capable security professionals who can work with the same 
tools and apply the same knowledge as a malicious hacker does while hacking the systems. In this 
way this certification prepares the skilled professional who understands and knows how to look 
for the weaknesses and vulnerabilities in target systems and thus helps in finding and detecting 
vulnerabilities in computer systems and networks. To become a Certified Ethical Hacker, indi-
viduals must pass a single exam and prove knowledge of tools as used by hackers and security 
professionals (Reference: www.eccouncil.org).

4. Certified Internal Auditor (CIA): The Institute of Internal Auditors (IIA) offers Certified Internal 
Auditor (CIA) certification which enhances the candidates’ capability to identify risks, examine 
alternative remedies, and prescribe the best initiatives to control these risks. The CIA exam tests a 
candidate’s knowledge and ability regarding the current practice of internal auditing. The certifica-
tion is mainly targeted for the financial professionals who are responsible for auditing IT practices 
and procedures, as well as standard accounting practices and procedures to insure the integrity 
and correctness of financial records, transaction logs and other records relevant to commercial 
activities (Reference: www.theiia.org).

5. Certified Information Privacy Professional (CIPP): The Certified Information Privacy Profes-
sional (CIPP) is the core IAPP privacy certification which provides a strong foundation in a broad 
range of corporate privacy issues, laws and concepts in force today. The CIPP revolves around 
the definitions, concepts and applications of U.S. and international privacy laws and informa-
tion management practices as well as the privacy implications of emerging technologies such as 
HIPAA, COPPA, GLBA, APEC principles, OECD guidelines, EU Directive, employee records 
management, workplace monitoring, contingency planning, incident handling, PII, Web forms, 
cookie files, Spyware, spam and other key items. The CIPP program is targeted for the entry-level 
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candidates who are interested in learning the essentials of privacy as well as for the intermedi-
ate-level privacy professionals who have basic knowledge and understanding of privacy laws and 
practices (Reference: www.privacyassociation.org).

6. Certified Information Systems Auditor (CISA): Certified Information Systems Auditor (CISA) 
program has grown to be globally recognized and adopted worldwide as a symbol of achievement. 
Since 1978, the program has measured excellence in the area of IS auditing, control and security. 
The CISA designation is awarded by the Information Systems Audit and Control Association 
to those individuals with an interest in information systems auditing, control, and security who 
have met and continue to meet specific requirements. This certification is mainly targeted for the 
IT security professionals who are responsible for auditing IT systems, practices and procedures 
to make sure organizational security policies meet governmental and regulatory requirements, 
conform to best security practices and principles, and meet or exceed requirements as stated in 
an organization’s security policy (Reference: www.isaca.org).

7. Certified Information Security Manager (CISM): The CISM designation is awarded by the 
Information Systems Audit and Control Association and has been earned by over 9,000 profes-
sionals since its introduction in 2003. CISM is business-oriented and focused on information risk 
management while addressing management, design and technical security issues at the conceptual 
level. The CISM provides the knowledge and understanding of information security concepts to the 
IT professionals who manage, design, oversee or assess an enterprise’s information security (IS). 
Thus the certification is of primary interest to IT professionals who are responsible for managing 
IT systems, networks, policies, practices and procedures to make sure organizational security 
policies meet governmental and regulatory requirements, conform to best security practices and 
principles, and meet or exceed requirements as stated in an organization’s security policy (Refer-
ence: www.isaca.org).

8. Certified Information Systems Security Professional (CISSP): The Certified Information Systems 
Security Professional (CISSP) was developed and is maintained by the International Information 
Systems Security Certification Consortium (ISC)² for the purpose of recognizing individuals who 
have distinguished themselves as experienced, knowledgeable, and proficient information security 
practitioners. As the first and only ANSI accredited information security credential under ISO/IEC 
Standard 17024, the CISSP provides information security professionals with not only an objective 
measure of competence but a globally recognized standard of achievement through its review of 
the 10 domains of the information security practice. The CISSP basically revolves around the 
knowledge of network and system security principles, safeguards and practices and is awarded to 
those candidates who achieve a prescribed level of information security experience, comply with a 
professional code of ethics, and pass a rigorous examination on the Common Body of Knowledge 
of information security. The credential is ideal for mid and senior-level managers who are working 
toward or have already attained positions as CSOs, CISOs or Senior Security Engineers as well as 
for the full-time IT security professionals who work in internal security positions or who consult 
with third parties on security matters (Reference: www.isc2.org).

9. Certified Identity Theft Risk Management Specialist (CITRMS®): The Certified Identity 
Theft Risk Management Specialist (CITRMS®) certification program is the nation’s only training 
program developed by the Institute of Consumer Financial Education (ICFE). The main purpose 
of this program is to comprehensively prepare and equip law enforcement professionals, financial 
planners and CPA’s, resolution advocates, notaries, lawyers, credit and debt counselors, through 
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education, testing and computer software training, with the knowledge and skills necessary to 
help consumers and businesses fully assess and minimize their present risk of credit and identity 
theft. CITRMS®-qualified professionals are employed by a wide range of organizations including 
financial institutions; mortgage, real estate, and financial services firms; law enforcement, and 
other government agencies along with the private practitioners including attorneys, CPAs, financial 
advisors, counselors, and consultants (Reference: www.financial-education-icfe.org).

10. Certified Information Technology Professional (CITP): The AICPA’s Certified Information 
Technology Professional (CITP) Credential recognizes Certified Public Accountants for their 
technology expertise and unique ability to bridge the gap between business and technology. Unlike 
other certifications that recognize only a narrow scope of skills, the CITP credential recognizes 
technical excellence across the wide range of business-technology practice areas. To qualify for 
the CITP Credential, you must be a full member in good standing of the American Institute of 
Certified Public Accountants (AICPA) and hold a valid and unrevoked CPA certificate issued by 
a legally constituted state authority (Reference: www.aicpa.org).

11. Certified Internet Webmaster Security Professional (CIW-SP): The Certified Internet Web-
master Security Professional program (CIW-SP) is the recognized job-role certification providing 
the knowledge of Web and e-commerce-related security principles and practices. A CIW Security 
Professional implements security policy, identifies security threats, and develops countermeasures 
using firewall systems and attack-recognition technologies. The certification is mainly targeted to 
the Web administrators who implement and manage a secure and working web presence including 
e-commerce capabilities (Reference: www.ciwcertified.com).

12. CompTIA Security+ Certification: The CompTIA Security+ certification is recognized by the 
technology community as a valuable credential that proves competency with information security. 
It validates knowledge and expertise in information security topics such as communication secu-
rity, infrastructure security, cryptography, operational security, and general security concepts. It 
focuses on important security fundamentals related to security concepts and theory, as well as best 
operational practices. The certification serves as the entry-level information security certification 
and so is mainly of interest for the IT professionals seeking to pursue further work and knowledge 
in this area. Although not a prerequisite, it is desirable that candidates have at least two years 
on-the-job networking experience, with an emphasis on security (Reference: www.certification.
comptia.org).

13. Certified Protection Professional (CPP): Today’s world recognizes the need for qualified and 
competent professionals who can assess and effectively manage the risks of complex security 
threats to the people, property and information of corporations, governments, and public and 
private institutions. To meet this need, the American Society for Industrial Security (ASIS) In-
ternational administers the Certified Protection Professional (CPP) program which demonstrates 
a thorough understanding of physical, human and information security principles and practices. 
This credential is mainly of interest for the professionals who are dedicated to the security profes-
sion and recognizes their ability to perform to exemplary standards. Only those who have worked 
with and around security for some time are able to qualify for this credential (Reference: www.
asisonline.org).

14. Certified Risk Professional (CRP): Developed by BAI Center for Certifications, the Certified 
Risk Professional® Program (CRP) is the most extensive and prestigious professional designation 
which identifies the individuals who are having specialized expertise and strong knowledge of 
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risk identification, assessment and management in the financial services industry. The certifica-
tion sets the standards for measuring risk management experience, knowledge and skills of risk 
management professionals. The CRP designation provides specialization in the areas of Audit, U.S. 
Regulatory Compliance, Operations & Operational Control, Finance & Accounting and Treasury, 
Asset/Liability and Balance Sheet Risk Management (Reference: www.bai.org).

15. EC-Council Certified Security Analyst (ECSA): Most of the security certifications concentrate 
on the management or the technical aspects alone but EC-Council Certified Security Analyst 
(ECSA) helps you bridge the gap to a certain extent by helping you detect the causes of security 
lapses and what implications it might carry for the management. The objective of ECSA is to add 
value to experienced security professionals by helping them analyze the symptoms and pin point 
the causes of those symptoms which reflect the security posture of the network. Candidates must 
pass exam to achieve this certification (Reference: www.eccouncil.org).

16. EC-Council Certified Secure Programmer (ECSP): Certified Secure Programmer (ECSP) de-
veloped by EC-Council provides the fundamental skills and knowledge to all application develop-
ers and development organizations so that they will be able to produce applications with greater 
stability and posing lesser security risks to the consumer. This certification targets the program-
mers who are responsible for the designing of relatively bug-free, stable Windows and Web-based 
applications with the .NET/Java Framework as well as the developers who have C#, C++ and Java 
development skills and helps them greatly reducing exploitation by hackers and the incorporation 
of malicious code. To qualify for this certification, candidates must attend a Writing Secure Code 
training course and pass a single exam (Reference: www.eccouncil.org).

17. Global Information Assurance Certification (GIAC): SANS’ GIAC Training and certification 
program recognizes and develops the candidates so that they will have the knowledge of and the 
ability to manage and protect important information systems and networks. The program goes 
beyond theory and terminology and tests the pragmatics of Audit, Security, Operations, Manage-
ment and Software Security tasks, thus it is designed to be challenging, and accurately measure the 
candidates’ ability to apply knowledge and relate knowledge in specific areas. The standards for 
the GIAC certification were developed using the highest benchmarks in the industry. Therefore, it 
provides assurance that a certified individual meets a minimum level of ability and possesses the 
skills necessary to do the job. Building from the original GSE, GIAC has introduced two additional 
platinum level certifications, GSE-M and GSE-C. To qualify for this certification, candidates are 
required to complete three intermediate-level GIAC certifications (GSEC, GCIA and GCIH), with 
GIAC Gold in at least two of them and pass two proctored exams (Reference: www.giac.org).

18. NSA INFOSEC Assessment Methodology (IAM): The IAM consists of a standard set of ac-
tivities required to perform an on-site Information Security (INFOSEC) Assessment. The course 
was originally developed by National Security Agency (NSA), a national leader in Information 
Assurance, to train U.S. Department of Defense (DoD) organizations to perform their own INFO-
SEC assessments. Today IAM offers a limited number of IAM classes to facilitate the transfer of 
Government-developed technology into the private sector. Although not a technical certification 
the IAM “sets the bar” for what needs to be done to conduct a complete comprehensive INFOSEC 
Assessment as defined by IATRP. To qualify for an IAM certificate, candidates are required to 
attend the two-day class; demonstrate an understanding of the IAM through group exercises and 
class discussions; and obtain a passing grade (at least 70 percent) on the IAM test (Reference: 
www.iatrp.com).
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19. International Systems Security Professional Certification Scheme (ISSPCS): ISSPCS is a 
global and open certification scheme for Information and Systems Security professionals based 
on essential security principles. It was originally developed by the University of Queensland, 
AusCERT, EWA-Australia and ISSEA (an international administrative authority) in conjunction 
with a panel of industry experts. ISSPCS offers four certification levels: ISSPCS Practitioner, IS-
SPCS Professional, ISSPCS Mentor, and ISSPCS Fellow. Applicants must start with the ISSPCS 
Practitioner level certification before progressing to the Professional level. ISSPCS certifications 
are valid for 3 years during which candidates must accumulate activity points by attending courses, 
publishing papers, etc. to ensure that their information security skills remain current (Reference: 
www.isspcs.org)

20. Licensed Penetration Tester (LPT): EC-Council’s Licensed Penetration Tester (LPT) program 
offers the penetration testing professionals the opportunity to develop their skills and standardize 
their knowledgebase by providing the best practices as followed by the experienced experts in 
the field. The program identifies and trains the security professionals so that they will be able to 
effectively analyze the security of a network and thereby provide appropriate corrective measures. 
The program aims to ensure that each LPT professional licensed by EC-Council must adhere to a 
strict code of ethics, follows best practices and is conversant with all compliance requirements as 
mentioned by the industry. To become certified LPT, candidates are required to obtain EC-Council’s 
CEH and ECSA certifications, and complete LPT training criteria which includes submission of 
an LPT application, background check documentation, detailed resume and an agreement to abide 
by EC-Council code of ethics. Additionally, candidates are required to attend a three-day LPT 
workshop through an EC-Council’s accredited training center (Reference: www.eccouncil.org).

21. Professional in Critical Infrastructure Protection (PCIP): Securing the systems and network 
environments supporting the critical infrastructure is more important in today’s world now more 
than ever and requires an extended set of specialized skills. In this context, the PCIP certification 
(formerly the CCISP) maintained by the Critical Infrastructure Institute offers the required skills 
ranging from highly technical to CIP program management techniques. It is the first and unique 
certification program which is tailored specifically to the Critical Infrastructure sectors and the 
Critical Infrastructure Protection Industry (CIP). PCIP certified professionals are able to effec-
tively design, maintain and manage security architectures for critical infrastructure, SCADA, and 
high-availability environments. The certification consists of three separate classes: CIP Program 
Course, CIP Technical Course, and CIP Applied Course. To become PCIP certified, candidates 
are required to complete all these three classes. In addition, they need to recertify every 2 years 
so as to ensure that they possess current knowledge of security threats and solutions (Reference: 
www.ci-institute.org).

22 Qualified Information Security Professional (QISP): Highly popular with government and 
industry security heavies, the Security University’s QISP program combines coverage of key 
information security topics, tools and technologies with a hands-on, lab-oriented learning and 
testing program. Though the program is expensive, as well as time-consuming but it’s always 
worth to invest in this program. It is targeted for IT security professionals, Sys Admins, Security 
Auditors, Network Auditors, CISO’s, or all of the IT personnel who are looking to develop tactical 
security skills and advance their career opportunities. To attain QISP certification, candidates are 
required to successfully pass Security University’s QISP online 125 questions (Multiple Choice) 
certification exam (Reference: www.securityuniversity.net)
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23. Sun Certified Security Administrator (SCSECA): The Sun Certified Security Administrator 
exam requires an in-depth knowledge and understanding of security topics such as detection and 
device management, security attacks, file and system resources protection, host and network pre-
vention, and network connection access, authentication, and encryption. The credential is ideal for 
the system administrators who are having previous experience administering security in a Solaris 
Operating System. It is desirable that candidates be previously certified as a Sun Certified System 
Administrator (SCSA) and Sun Certified Network Administrator (SCNA) (Reference: www.sun.
com).

24. Systems Security Certified Practitioner (SSCP): SSCP Certification was designed to recognize 
an international standard for practitioners of information security and understanding of a Common 
Body of Knowledge (CBK). The certification allows network and systems security administra-
tors to achieve recognition as practitioners knowledgeable in the accepted practices, roles and 
responsibilities of information security. The exam focuses more on operational and administra-
tive issues relevant to information security and less on information policy design, risk assessment 
details and other business analysis skills that are more germane to senior IT security professional. 
The credential is ideal for those working toward or who have already attained positions as Senior 
Network Security Engineers, Senior Security Systems Analysts or Senior Security Administrators 
(Reference: www.isc2.org).

25. Security5 Certification: Identity theft, credit card fraud, online banking Phishing scams, virus 
and backdoors, email hoaxes, sex offenders lurking online, loss of confidential information and 
hackers are some of the threats you always afraid of. In this regard, Security5 certification provides 
you training to take control and secure your information assets. This certification is mainly targeted 
for non-IT office workers and home users, who understand Internet security terminology, know 
how to use defense programs such as antivirus and anti spyware applications can implement basic 
operating system security and follow safe Web and e-mail practices (Reference: www.eccouncil.
org).
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ABSTRACT

The US Government is moving apace to develop doctrines and capabilities that will allow the Depart-
ment of Defense (DoD) to exploit Cyberspace for military advantage, and the role of computer net-
worked operations (CNO) has taken on greater importance with the rise of network-centric warfare. 
Unfortunately, extant CNO organizations are slow to anticipate and react, and as such do not operate 
well within their highly dynamic environments. Contingency Theory research provides considerable 
knowledge to guide designing organizational structures that fit well with various mission-environmental 
contexts, and as such it offers excellent potential to inform leaders and policy makers regarding how to 
bring their CNO organizations and approaches into better fit, and hence to improve performance. In this 
chapter, we identify a candidate set of organizational structures that offer potential to fit DoD better as 
it strives, and struggles, to address the technological advances and risks associated with CNO. Using 
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the Organizational Consultant (OrgCon) expert system to model and diagnose key problems and misfits 
associated with extant CNO organizations in the DoD, we propose a superior organizational structure 
for CNO that can also be applied to organizations in the international environment. Results elucidate 
important insights into CNO organization and management, suitable for immediate policy and opera-
tional implementation, and expand the growing empirical basis to guide continued research.

INTRODUCTION 

The Internet has become the new frontier where 
nation states and stateless actors can communi-
cate on a global scale and with a rate of speed 
and security as never seen before. The Internet 
has been operational since 1969 in one form or 
fashion, and over one billion people are said to use 
the Internet today (estimated at 1,407,724,920 as 
of March 2008, Internet Usage Statistics, 2008). 
Nation states in particular are becoming increas-
ingly reliant on the Internet and Cyberspace for 
infrastructure to support economic and security 
interests. 

In addition to nation states, the rise of terror-
ist groups such as Al Qaeda, and other nefarious 
groups such as mafia crime families, would have 
been unable to reach current epic proportions 
without such modern means of global communica-
tions. To counter threats from both nation states 
and nefarious groups, the US maintains numerous 
organizations (e.g., National Security Agency, 
military service network commands) charged 
with the protection and defense of the commu-
nications and network infrastructure enabled by 
the Internet. Indeed, one can argue that a plethora 
of different, often non-cooperating organizations 
(e.g., Federal Bureau of Investigation, Central In-
telligence Agency) seek simultaneously and with 
minimal coordination to accomplish efficiently 
and effectively computer network operations. 
This confusion and uncoordination between them 
serves to slow responses to network attacks and 
intrusions, particularly where more than one orga-
nization strives simultaneously to provide critical 
infrastructure, expertise and technology. 

To reverse this trend in part, the US Govern-
ment is moving apace to develop doctrines and 
capabilities that will allow the Department of 
Defense (DoD) to exploit Cyberspace for military 
advantage. Within the broad rubric of Informa-
tion Operations (IO), there is increasing effort 
devoted to shaping the organizational structures 
of Computer Network Operations (CNO) at the 
joint, combatant command, and service levels, and 
the role of CNO has taken on greater importance 
with the rise of network-centric warfare. Com-
prised primarily of defense, attack and exploita-
tion, the technological capabilities are growing 
exponentially, as is the rate of data exchange, yet 
the organizational structures supporting CNO 
are slow to anticipate and react. This presents a 
serious issue in terms of mission-environmental 
fit, as such organizations do not operate well 
within their highly dynamic environments, nor 
are they suited well to the missions and expecta-
tions placed upon them.

A half century of Contingency Theory research 
(e.g., Burns & Stalker, 1961; Harvey, 1968; Gal-
braith, 1973) provides considerable knowledge 
to guide designing organizational structures that 
fit well with various mission-environmental con-
texts, and as such it offers excellent potential to 
inform leaders and policy makers regarding how 
to bring their CNO organizations and approaches 
into better fit, and hence to improve performance. 
The key research question is, which organizational 
configurations provide the best CNO performance 
within the network-centric environment? 

The purpose of this chapter is to identify a 
candidate set of organizational structures that 
offer potential to fit DoD like agencies, and inter-
national organizations as they strive, and struggle, 
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to address the technological advances and risks 
associated with CNO. Using the Organizational  
Consultant (OrgCon) expert system to model and 
diagnose key problems and misfits associated with 
extant CNO organizations in the DoD, we propose 
a superior organizational structure for CNO, and 
we outline a three-step transformation plan to 
guide movement toward such structure. 

In the balance of this chapter, we first review 
key background literature on CNO and the OrgCon 
expert system. We then describe a grounded CNO 
organization model specified via OrgCon, and 
depict such model in two, contrasting, network-
centric environments. Results follow to elucidate 
important insights into CNO organization and 
management, suitable for immediate policy and 
operational implementation, and expand the grow-
ing empirical basis to guide continued research 
along these lines. Hence, the potential contribution 
of this research has both theoretical and real-world 
implications, and should appeal to both the aca-
demic and practitioner communities.

BACKGROUND

In this section we describe a current CNO or-
ganization, focusing in particular on Computer 
Network Defense (CND) to ground our model 
in current practice for analysis. CND represents 
a very practical point to begin an investigation 
such as this: there is little opportunity to conduct 
computer attacks and exploitations if one’s own 
defenses are weak, and one’s own network is 
vulnerable. We then describe the Organizational 
Consultant expert system that drives our analysis 
of such grounded CND organization. 

Grounded CND Model

To understand computer network defense as it 
exists in the field, we survey best practices via 
published and online references (e.g., see US-
CERT, 2008; SANS 2008; University of California 

San Francisco Medical Center, 2008; University 
of Minnesota Office of Information Technology, 
2008; The National Strategy to Secure Cyber-
space, 2003; DoD IA Strategic Plan Version 1.1, 
2004; DoD Net-Centric Data Strategy, 2003 ; 
CJCSI, 2007; Computer Security Enhancement 
Act of 2001, 2001; DoD Directive 5200.1-R, 1997), 
and speak at length with subject matter experts at 
a major DoD educational institution (to include 
lecturer and tenured faculty in the Department 
of Computer Science as well as Network Secu-
rity Office specialists and administrators). This 
integrated, online and field research allows us to 
sample from a wide range of computer network 
organizational approaches (e.g., educational, gov-
ernmental, business). We build upon such research 
to develop a general model, which provides the 
basis for our OrgCon analysis.

Figure 1 depicts a representative computer 
network defense approach (e.g., organizational 
structure, task structure, personnel staffing, 
technological infrastructure). We ground our 
depiction of this approach via analysis of the 
organization structures and workflow processes 
of a major U. S. West Coast university, and we 
subject such model to face validation by various 
DoD CND experts. Our exemplar organization 
was predicated on the availability of open source 
material concerning the respective CND effort.  
In addition, we determined their use of network 
infrastructure to support research and communi-
cation across a large and geographically disperse 
medical and research facility readily transferable 
towards any number of international, public, and 
private network operations.  Notice that the CND 
organization depicted in the figure includes only 
three levels, and represents a relatively small or-
ganization. Clearly, CND comprises only a part of 
CNO, which in turn comprises only a part of IO, 
and so forth; hence, we focus on a tangible, front-
line organization charged specifically to conduct 
CND. This provides considerable depth of focus 
for the study, and enables us to develop a specific, 
well-understood model for analysis. Nonetheless, 
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our survey confirms that this organization is quite 
typical of CND in practice today; hence our results 
should generalize relatively broadly.  To ensure 
the widest audience, validation of our model was 
accomplished by tenured faculty and researchers 
at a major US educational institution as well as 
relevant subject matter experts.  These experts 
are active in the CNO and CND arena-both in 
private and public practice.

To focus our modeling and analysis further, 
we concentrate on a single yet critical and com-
mon work process: responding to hacker attacks. 
This emerges from our survey and fieldwork 
summarized above as a perennial CND activity, 
and serves to facilitate the generalizability of this 
research further. Our model reflects the steps a 
CERT element (Computer Emergency Response 
Team) deals with the threat described below (US 
CERT 2008 & UCSF 2008):

…There are two methods for dealing with an ac-
tive hacker/cracker incident. The first method is 
to immediately lock the person out of the system 
and restore the system to a safe state. The second 

method is to allow the hacker/cracker to continue 
his probe/attack and attempt to gather information 
that will lead to an identification and possible 
criminal conviction. The method used to handle 
a hacker/cracker incident will be determined by 
the level of understanding of the risks involved.  In 
the case of an active hacker/cracker incident, a 
decision must be made whether to allow the ac-
tivity to continue while evidence is gathered or 
to get the hacker/cracker off the system and then 
lock the person out. The Director of Infrastructure 
and Security Officer or the Network Architecture 
and Security manager must make this decision. 
The decision will be based on the availability of 
qualified personnel to monitor and observe the 
hacker/cracker and the risk involved.

Indeed, responses to hacker attacks typically 
center on one of three main profiles: 1) unauthor-
ized activity on the host system; 2) unauthorized 
attempt to gain access to the host system; and 3) 
anomalies on the host system discovered after the 
fact (UCSF Medical Center, 2008). The model 
depicted in the figure also reflects six CND work 

Figure 1. Computer network operations organization diagram & associated workflow
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tasks: 1) snapshot the system, 2) lockout hacker, 
3) restore system, 4) report incident, 5) follow up, 
and 6) monitoring. Table 1 summarizes the key 
activities comprising these six tasks.

Organizational Consultant

In this section, we describe the Organization 
al Consultant, and indicate its potential for or-
ganizational design in the CND domain. DoD 
in general and the U.S. Air Force specifically, 
are in the early stages of identifying the basic 
infrastructure requirements and command and 
control (C2) mechanisms of CNO (Baddelay, 
2008). In particular, the requirement for a CND 
operator to gain and maintain situational aware-
ness while positioning for proactive response to 
asymmetrical network threats points to a need for 
clear C2 lines and organizational structure which 
supports the dynamic operational environment. 
Organizational Consultant allows us the ability 
to use computational modeling to identify those 
structures best suited for a particular operating 
environment.

As noted above, the Organization Consultant 
is a scholarship-based expert system that employs 
automated inference. A huge formalization and 

integration of the Contingency Theory literature 
supports this scholarship-based expert system’s 
knowledgebase. Most such formalization is made 
in terms of research propositions, expressed via 
If-Then rules, which are easily intelligible to 
people as well as machines. 

For instance, one proposition reads (Burton and 
Obel, 2004, p. 19): “If environmental complexity 
is simple, and environmental change is static, then 
the organizational structure should be functional.” 
Here the symbols “simple” and “static” represent 
inputs to the system, and the symbol “functional” 
represents the output. This formalizes one chunk 
of organization theory as articulated from above 
(Duncan, 1979). Other, similar chunks from 
Duncan’s theoretical articulation are formalized 
similarly in terms of rules. Then theoretical chunks 
from other authors (e.g., Mintzberg, 1979; Per-
row, 1967; Thompson, 1967) are formalized into 
additional rules, and so forth, until a substantial 
segment of the Contingency Theory literature is 
captured in the knowledgebase. For the interested 
reader this knowledgebase building process is 
described in Baligh et all (1993).   The validation 
and refinement process used for the Organizational  
Consultant’s knowledgebase relied on information 
obtained from twenty two case studies, consul-

Work Task Activities

Snapshot the System Make copies of all audit trail information such as system log files, the root history files, and like tasks, 
and get a listing of all active network connections.

Lockout the Hacker Kill all active processes for the hacker/cracker, and remove any files or programs that may have been 
left on the system. Change passwords for any accounts that were accessed by the hacker/cracker.

Restore the System Restore the system to a normal stage. Restore any data or files that the hacker/cracker may have 
modified. Install patches or fixes to close any security vulnerabilities that the hacker/cracker may have 
exploited. Log all actions taken to restore the system to a normal state in a logbook.

Report the Incident The incident should be reported following the security incident reporting procedures.

Follow Up  After the investigation, a short report describing the incident and actions that were taken should be 
documented and distributed to the appropriate personnel.

Monitoring There are no set procedures for monitoring the activity of a hacker. However, monitored information 
should be reported in a written log. Each incident will be dealt with on a case-by-case basis. The person 
authorizing the monitoring activity should provide direction to those doing the monitoring. Once the 
decision has been made to cease monitoring the hacker’s activities and have him removed from the 
system, the steps outlined previously (i.e., Removal of Hacker/Cracker) are followed.

Table 1. CND work tasks and activities
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tation with executives in telecommunications, 
pharmaceutical, manufacturing, retailing firms 
and others, dialogue with experts, and finally 
approximately 150 executive MBA (Master’s 
program in Business Administration) students’ 
assignments in an organizational design course, 
where the students were asked to apply Organi-
zational Consultant to their organization (Carley 
and Prietula 1994). 

Clearly not all authors from the organization 
studies literature agree with one another. Hence, 
many theoretical chunks are mutually inconsis-
tent. The expert system uses the approach certainty 
factors to integrate such diverse and possibly 
conflicting theoretical chunks. This approach 
assigns confidence values to various propositions 
in the knowledgebase, values that are combined 
algorithmically to determine a composite level of 
confidence in a particular chunk. For instance, if 
two authors with propositions in the system agree 
with one another but a third one disagrees, one 
might expect to see a certainty factor of 0.67 (i.e., 
two-thirds) associated with the proposition. The 
second use of the certainty factors is to refer to 
the relative strength of the various contingency 
factors based on the examined organization. For 
example if the modeler believes that the decen-
tralized structure of the examined organization is 
more important than its strategic type, different 
certainty factors can be used to reflect their rela-
tive strength. This represents a long-standing and 
effective approach to knowledge integration in 
expert systems (Carley and Prietula 1994). In our 
research, we kept the certainty factors constant 
(1.00) in order to avoid unnecessary complexity 
and eliminate any future concerns that the values 
of the certainty factors have in fact great influence 
on the output of the expert system. Therefore, 
the use of a fixed value for the certainty factors 
eliminates any bias and subjectivity unintention-
ally introduced by the researcher and any future 
disagreement among experts about the relative 
value of specific certainty factors.  

Operationally, the Organizational Consultant 
takes as input description of an organization in 
terms of six dimensions (i.e., management and 
leadership style, organizational climate, size, 
environment, technology, strategy). The expert 
system asks a number of questions to gather inputs 
in each area. In the area concerning management 
style, questions pertain to organizational charac-
teristics such as: top management involvement in 
data gathering and interpretation; top management 
control over decision-making; top management 
preferences in terms of pro-activity, risk-aversion 
and control; middle management control over 
budgets, rewards, hiring and unit evaluation; 
and others. In the area concerning organization 
climate, questions pertain to characteristics such 
as: interpersonal trust, sharing and openness; 
intra-organizational conflict, disagreement and 
friction; employee morale, confidence and enthu-
siasm; resistance to change; leader credibility; and 
others. Inputs such as these involve judgment and 
interpretation on the part of the person answering 
the Organizational Consultant’s questions. 

Size and ownership questions are more objec-
tive than those above are. For instance, size is 
measured principally by the number of employees; 
the age of the organization is selected from among 
multiple descriptive categories (e.g., new, mature); 
and the organization’s establishment as a public or 
private enterprise is input. These represent factual 
questions. Questions pertaining to technology are 
similar but require some additional judgment. For 
instance, the user must determine whether the 
primary outputs are products or services; whether 
the technology involves mass production, automa-
tion, specialized customization, or some other; 
how routine (e.g., analyzable, with few exceptions) 
the technology is; how divisible (e.g., involving 
decomposable tasks) the work is; the extent of 
information systems use; and others.

Arguably, questions pertaining to the organi-
zational environment and strategy fall somewhere 
in between those above in terms of judgment 
required to answer them. In the area concerning 
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environment, questions pertain to characteristics 
such as: environmental complexity, uncertainty, 
equivocally, hostility, and others. In the area 
concerning strategy, questions pertain to charac-
teristics such as: capital requirements; product and 
process innovation; concern for quality; relative 
price level; and others.

The Organizational Consultant uses inputs 
gathered through such questions and answers to 
drive a matching process with its myriad propo-
sitional rules and confidence factors. Through 
the analytical lens of Contingency Theory, it uses 
evaluation criteria (e.g., effectiveness, efficiency, 
viability) to assess the organization’s fit in terms 
of these inputs as well as an overall assessment 
of appropriateness in terms of its mission and 
environment. In a natural language format, it as-
sociates user inputs with theory through a series 
of classifications. For instance, it may characterize 
an organization as “small” or “large” based on 
the number of employees and the nature of their 
professionalism. Such classifications are rooted 
in organization theory. As another instance, it 
may characterize an organization as having an 
“internal process climate” or “developmental 
climate” based on answers to the user’s answers 
provided to questions about organizational cli-
mate. As above, such classifications are rooted 
in organization theory. Theory rooted classifica-
tions in the other areas are provided as well in 
similar fashion.

Where potential misfits are diagnosed, the 
Organizational Consultant also provides relatively 
fine-grain, contextualized recommendations for 
improving fit through different organizational de-
sign alternatives. For instance, it may classify the 
organization as pursuing a “Defender” strategy, 
but recommend that an alternate strategy such as 
“Analyzer” appears to be more appropriate. As 
another instance, it may recommend restructur-
ing a “Machine Bureaucracy” along the lines of 
an alternate organizational form such as “Func-
tional Configuration,” and it may suggest other 
structural changes such as decreasing the degree 

of horizontal differentiation, formalization and 
centralization. Where multiple recommendations 
are suggested by the expert system rules and auto-
mated inference, it will list each recommendation 
separately, along with the corresponding certainty 
factor as an estimate of relative confidence, and 
explain the characteristics and implications of 
each. This section on diagnosed misfits and 
recommendations can be empty or very long, 
depending upon how well the organizational 
design appears to be appropriate for its mission 
and environment. This approach is quite novel in 
the domain of CNO research.

As with any computer-based system, the 
Organizational Consultant can be run multiple 
times for sensitivity analysis. This helps the 
user to gauge the degree to which one or more 
particular inputs may be driving the system’s clas-
sifications, diagnoses and recommendations. To 
a large extent, this system is relatively robust to 
small changes in inputs. The inclusion of multiple 
conclusions and certainty factors augments such 
robustness. However, as with any computer-based 
system—particularly one that utilizes automated 
inference—problematic or erroneous inputs will 
guarantee problematic or erroneous outputs. Pru-
dent modeling procedure calls for users to validate 
the accuracy and fidelity of their inputs.

OrgCon CND Model  
 

Building upon our discussion above, along with 
prior research (e.g. see Nissen, 2005), we use the 
OrgCon expert system environment to represent 
the structure and behavior of the grounded CND 
model from above. This analysis takes two steps. 
We analyze first the current organization in terms 
of a mission-environmental scenario labeled 
“Simple Environment.” This is used to character-
ize the environment where largely amateur hacker 
attacks target known network vulnerabilities, and 
which can be countered principally via the use of 
Standard Operating Procedures (SOPs) that exist 
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within the organization. This represents the nature 
of CND organizations’ routine work, and provides 
an understandable baseline for comparison. 

Then we analyze this same, grounded organi-
zation in a different scenario labeled “Complex 
Environment.” This is used to characterize an 
environment where largely professional hacker 
attacks target unknown network vulnerabilities, 
which are much less likely to be countered ef-
fectively via solely SOPs as above. Although less 
common than the kinds of amateur attacks cor-
responding to the simple environment, defending 
the network effectively in this latter case is criti-
cal, as professional hackers can cause crippling 
damage if left unthwarted.

There is no doubt that there is middle ground 
between the two extreme cases that have been 
chosen for our research. There are two main 
reasons why this approach was followed. The 
first reason is that by examining the extremes the 
similarities and the differences are maximized, 
therefore can be identified and analyzed by the 
researcher with greater confidence. The second 
reason is that in order to examine a case that is 
in fact a hybrid of extreme cases one must first 
understand and analyze these extremes before 
examining the middle ground between them.       

Simple Environment: Amateur 
Hacker Attack Scenarios

This scenario conceives of the current CND or-
ganization that operates in a simple environment 
with relatively low levels of uncertainty and hos-
tility. Following our discussion of OrgCon inputs 
above, six key aspects of the CND organization are 
addressed to instantiate a model: 1) organization 
size, 2) climate, 3) management style, 4) strategy, 
5) organizational characteristics, and 6) technol-
ogy. A detailed summary of OrgCon inputs and 
outputs is included in Appendix A.

Regarding size, the CND organization is mod-
eled via OrgCon as “medium size,” reflecting the 
25 employees in our grounded model. Also, the 

level of professionalism is very high in the CND 
team. This reflects not only ubiquitous college 
degrees among organization members but also 
the considerable formal training received by ev-
eryone inside the organization, and is consistent 
with the highly specialized jobs of people that 
work within the CND arena. 

In terms of climate, the CND team is classified 
by OrgCon as having “internal process climate.” 
This is consistent with the considerable work for-
malization, structure, procedure, formality, and 
policy guidance employed in the CND organiza-
tion. The employees’ morale and the high leader 
credibility suggest aspects of a “group” climate 
also, but several attributes of a “group” climate 
do not appear to match well with our grounded 
CND organization. The “group” climate is “a 
friendly place to work where people share a lot 
of themselves; success is defined in terms of sen-
sitivity to customers and concern for people; and 
the organization places a premium on teamwork, 
participation, and consensus.” which does not 
portrait the climate of a CND organization. 

The management style is classified as one of 
medium preference for “micro-involvement,” 
because management has both a short-time and 
long-term horizon when making decisions when 
countering hacker attacks. The management of 
CND prefers taking actions on some decisions 
and being reactive toward others. The fact that 
management is risk averse and prefers using 
control to coordinate activities leads it toward a 
moderate preference for micro-involvement.

  The strategy categories derive from Miles 
and Snow (1978), and include colorful terms such 
as Prospector, Defender, Analyzer and Reactor 
and are summarized in Table 2.An analyzer 
with innovation strategy appears to fit the CND 
organization well, and is a combination of the 
“Defender” and the “Prospector” strategies. A 
concern for high quality, moderate preference 
for micro-involvement and influence, and control 
over current operations all point to the analyzer 
with innovation strategy.
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Current organizational characteristics are 
driven by organizational differentiation, cen-
tralization and formalization. Differentiation has 
three components: horizontal, vertical and spatial. 
These three components of differentiation reflect, 
respectively: 1) breadth of organizational tasks 
and jobs, 2) number of hierarchical levels, and 3) 
geographical distribution of operations. Central-
ization pertains to information flows and decision 
rights being concentrated in the leadership at the 
organization’s center. Formalization pertains to 
the level of standardization of work processes and 
written procedures to specify and govern work 
behavior and performance. These descriptors 
appear to fit the CND organization well. 

Finally, technology refers to how the organi-
zation transforms inputs into outputs. The CND 
organization is characterized first as a service (i.e., 
not a product organization). CND does not pro-
duce products as manufacturing firms do. Rather 
it performs valuable services by defending the 
networks from hacker attacks. The current CND 
organization technology is characterized also as 
standard, high-volume. This reflects the high 

degree of standardization in terms of computers, 
procedures, organizations, training, personnel and 
other aspects of CND, along with the high volume 
of attacks experienced by the organization. The 
CND technology is characterized further as semi-
routine, reflecting the analyzability of work and 
predictability of associated outcomes, and is char-
acterized also as semi-divisible, which pertains to 
the decomposability of work tasks into discrete 
and independent components. CND technology is 
characterized further as strong dominant, which 
refers to the sophisticated, capital-intensive net-
works and systems used for CND. 

Complex Environment: Professional 
Hacker Attack Scenarios

This scenario projects the grounded CND or-
ganization forward into a highly unstable and 
unpredictable environment where the organization 
has to counter professional hackers. As above, a 
detailed summary of OrgCon inputs and outputs 
is included in Appendix B.

Strategy Categories Description

Prospector An organization that almost continually searches for market opportunities and regularly experiments 
with potential responses to emerging environmental trends. Thus, the organization often is the creator of 
change and uncertainty to which its competitors must respond. However, because of its strong concern 
for product and market innovation, it usually is not completely efficient. 

Defender An organization that has a narrow product market domain. Top managers in this type of organization 
are highly expert in their organization’s limited area of operation but do not tend to search outside their 
domains for new opportunities. As a result of this narrow focus, these organizations seldom need to make 
major adjustments in their technology, structure, or methods of operation. Instead, they devote primary 
attention to improving the efficiency of their existing operations.

Analyzer with innovation An organization that combines the strategy of the defender and the prospector. It moves into the 
production of a new product or enters a new market after viability has been shown. But contrary to an 
analyzer without innovation, it does have innovations that run concurrently with the regular production. 
It has a dual technology core. 

Analyzer without innovation An organization whose goal is to move into new products or new markets only after their viability has 
been shown yet maintains an emphasis on its ongoing products. It has limited innovation related to the 
production process and generally not the product. 

Reactor An organization in which top management frequently perceives change and uncertainty occurring in 
their organizational environments but are unable to respond effectively. Because this type of organization 
lacks a consistent strategy or structure relationship, it seldom makes adjustment of any sort until forced 
to do so by environmental procedures.  

Table 2. The miles and snow strategy categories (adapted by Burton and Obel 1998)
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With this Complex Environment scenario, all 
inputs to characterize the CND organization are 
the same as those above in the Simple Environment 
scenario except for those that refer specifically to 
the environment. As in a laboratory experiment, 
we hold constant the grounded CND organization, 
but vary systematically the nature of its environ-
ment. In other words, the same CND organization 
as described and analyzed above is assessed in a 
different environmental context.

The inputs that differ from above are the four 
for the environmental category. In the previous 
scenario: 1) simple environment, 2) with low level 
of uncertainty 3) and equivocality, 4) within a low 
hostility environment. In the current scenario: 
1) complex environment, 2) with high levels of 
uncertainty 3) and equivocality, 4) within an 
extremely hostile environment. 

RESULTS

In this section, we present and discuss results of 
the OrgCon analysis. We begin by summarizing 
results for the simple and complex environments 
modeled above, and then proceed to induce a set 
of organizational design requirements for CND 
in both environments. We conclude by mapping a 
preliminary transformation plan for the grounded 
CND organization to follow.

SIMPLE ENVIRONMENT

Based upon the model instantiated above, OrgCon 
draws upon its codified organizational design 
expertise to diagnose the misfits and recommend 
transformations to our grounded CND organiza-
tion. The three such misfits and recommendations 
are summarized in Table 3.

First, OrgCon summarizes perceived situation 
misfits: aspects of the CND organization that do 
not appear to fit well with its environment. The 
analyzer with innovation strategy is questioned 
first as a possible misfit, because of the few dif-
ferent factors in the environment that affect the 
CND organization, the low equivocality of CND’s 
environment, and the internal process climate. An 
analyzer without innovation or a defender strategy 
is suggested as an alternate approach. 

Second, OrgCon recommends that the most 
likely structure to fit the situation best is a func-
tional configuration. A functional organization 
reflects unit grouping by functional specialization 
(e.g., computer operations, network administra-
tion, user support). The proposed configuration 
is functional because the equivocality of CND’s 
environment is not high, the environmental 
complexity is low, the environment is not highly 
uncertain, and the organization has an internal 
process climate. This configuration is feasible 
for a CND team since units based on functional 
specialization can counter hacker attacks (i.e. 
Block Hacker Team, Restore System Team, and 
Monitoring Team). 

Third, OrgCon recommends that organiza-
tional formalization should be medium instead 
of high. It makes this recommendation, because 
there should be some formalization between the 
organizational units, but less formalization within 
the units due to the high professionalization. 
Medium size organizations and organizations 
with medium-routine technology should have 
medium formalization. Medium formalization 
is consistent with the leadership style when top 

Diagnosis Misfit Recommendation

Perceived 
Misfits

Analyzer with 
innovation 
Strategy

Defender or
Analyzer without 
innovation strategy

Configuration Machine 
Bureaucracy 
configuration

Functional configuration

Formalization High formalization Medium formalization

Table 3. OrgCon diagnosis of CND organization 
in simple environment
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management’s preference for micro-involvement 
is medium also. 

Based upon the diagnosis, we rerun the OrgCon 
CND Organization – Simple Environment model 
to reflect the three recommendations summarized 
in Table 3. This is essentially a test to see whether 
OrgCon’s recommendations are stable; that is, 
whether OrgCon will diagnose additional misfits 
even after making its recommended changes. In 
this situation, the recommendations are stable 
indeed, and OrgCon diagnoses no additional 
organizational misfits. For the interested reader, 
precise variable manipulations are mentioned in 
Appendix C. Hence, after altering the OrgCon 
model to reflect its recommendations—and thus 
obviate its prior misfits—we establish a CND 
organization reflecting good fit with its simple 
environment, and the organizational leader or 
manager has an operationalized set of steps that 
can be taken to improve the CND organization. 

COMPLEX ENVIRONMENT

As for the simple environment, based upon the 
model instantiated above, OrgCon draws upon 
its codified organizational design expertise to 
diagnose the misfits and recommend transforma-
tions to our grounded CND organization. The 
seven such misfits and recommendations are 
summarized in Table 4.

First, recall from above that we hold constant 
everything except our four environmental settings. 
Hence, the same perceived situation misfits sug-
gested above (i.e., the analyzer with innovation 
strategy) obtains in this complex environment 
also. As above, an analyzer without innovation 
or a defender strategy is suggested as an alterna-
tive solution.

Second, OrgCon recommends that the fittest 
organizational configuration for this scenario is a 
simple organization that has a flat hierarchy with 
a singular head for control and decision making. 
The primary reason for recommending a simple 
configuration is that the organization faces ex-
treme environmental hostility, which requires 
rapid responses to unforeseen challenges. As 
in the simple environment above, the machine 
bureaucracy cannot react quickly when unex-
pected events occur, and is not recommended. 
Interestingly, most CND organizations in DoD 
are Machine Bureaucracies.

Third, OrgCon recommends also that em-
ployees should be loosely supervised with the 
allowance to deviate from standards; therefore, 
the organizational formalization should be low. 
Moreover, the organizational complexity should 
be low since it is recommended that the number 
of job titles should be reduced from very many to 
very few. OrgCon recommends that the managers 
should get involved more in the data collection 

Diagnosis Misfit Recommendation

Perceived Misfits Analyzer with innovation 
Strategy

Defender or
Analyzer without innovation strategy

Configuration Machine Bureaucracy configuration Simple structure configuration

Formalization High formalization Low formalization

Complexity Many job titles Few job titles

Centralization Medium centralization High centralization

Technology Routine, high-volume technology Flexible, adaptable technology

Climate Internal process climate Rational goal or
development climate

Table 4. OrgCon diagnosis of CND organization in complex environment
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and interpretation; therefore, the centralization 
should become high. This appears to be in direct 
conflict with current practice in many DOD like 
and international organizations and offers further 
research opportunities in terms of current private 
and public practice.

Further, CND is in a highly equivocal environ-
ment here, and may not be able to react respon-
sively to changes in the environment due to the 
routine, high-volume nature of its technology. 
This is a vulnerable situation. A highly equivocal 
environment requires rapid adjustment to unpre-
dictable environmental shifts, and calls for more 
flexible and adaptable technology.

In addition, CND’s internal process climate 
is questioned as a misfit, because it may cause 
problems in a high or moderately high equivocal 
environment. An internal process climate focuses 
more on the inside of the organization than on 
the outside. In an equivocal environment, which 
is likely to require change and adaptation, the 
internal process climate may not perceive the 
shifts or understand the need for change, and may 
not support adaptation to such needed change. 
An equivocal environment requires an external 
orientation, which is found in the rational goal 
and development climates.

Clearly, OrgCon diagnoses more misfits with 
the CND organization in the complex environ-
ment than in its simple counterpart, and pro-
duces correspondingly more recommendations 
for organizational transformation. As above, the 
diagnoses are stable, as no additional diagnoses 
result from rerunning OrgCon after making the 
recommended changes, and as above, the organi-
zational leader or manager has an operationalized 
set of steps that can be taken to improve the CND 
organization.

Design Requirements

In this section, using the OrgCon recommenda-
tions from above for guidance, we induce a set of 
design requirements for a CND organization to 

perform effectively in both simple and complex 
environmental contexts. The rationale is that our 
grounded CND organization faces both simple 
and complex environments simultaneously; that 
is, much of its time and energy are devoted to 
routine work such as locking out amateur hackers, 
but considerable time and energy are devoted to 
thwarting professional attacks as well. 

Indeed, we draw from the fourth quarter United 
States Computer Emergency Response Team (US-
CERT Quarterly Trend Analysis: Cyber Security 
Trends, Metrics, and Security Indicators, 2007) 
data summarized in Figure 2 to estimate that 
only 16% of hacker/cracker attempts conform to 
attacks by amateur hackers; the remaining 84% 
require more extensive organizational responses. 
Thus, we need to specify requirements for a CND 
organization that can respond simultaneously 
to both simple and complex environments. We 
draw from Tables 3 and 4 above, and integrate 
the corresponding OrgCon diagnoses and recom-
mendations, to induce such organization design 
requirements. Clearly, because CND organiza-
tions are conservative by default, the integrated 
organization will tend to reflect the complex-
environment recommendations summarized in 
Table 4 for the most part, but the organization 

Figure 2. Distribution of incidents and responses 
(adapted from US-CERT, 2007)
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must be efficient as well, and be able to handle 
routine hacker attempts as such.

In particular, in a complex environment the 
flat hierarchy with a singular head for control 
and decision making is suggested, because the 
organization operates—most of the time—in 
an extremely hostile environment, one which 
requires consistently rapid responses to unfore-
seen challenges. Alternatively, in a simple envi-
ronment a functional configuration is proposed, 
because the equivocality of CND’s environment 
is not high—at many times—the environmental 
complexity is low, not highly uncertain, and the 
organization needs to operate efficiently in these 
simple hacking cases. Combining these two 
results, an integrated approach could include a 
functional configuration but with a singular head 
for control and decision making. Where threats 
are deemed low, the CND organization can rely 
upon its functional groups and procedures to 
address amateur attacks, but where threats are 
high, the leader can still seize control, and take 
quick actions. The remaining requirements stem 
directly from recommendations summarized for 
the complex environment in Table 4.

Preliminary Transformation Plan

Based upon the integrated recommendations 
above, our CND organization needs to address its 
strategy (i.e., analyzer with innovation), configu-
ration (i.e., Machine Bureaucracy), formalization 
(i.e., high), technology (i.e., routine, high-vol-
ume), climate (i.e., internal process), complexity 
(i.e., many job titles) and centralization (i.e., 
medium). This represents organizational change 
of considerable scope, and it will be difficult to 
effect all aspects of such change either quickly 
or simultaneously. This is the case in particular 
for the conservative, highly proceduralized, DoD 
Machine Bureaucracy. Additionally, because all of 
the various organizational design elements need to 
fit together—at the same time—it is highly likely 
that some changing elements will have to move 

out of fit as others wait for their times to change. 
This will leave the CND organization in multiple 
stages of misfit as the leaders and managers work 
to maneuver it into better overall fit through time. 
Therefore we are not describing an easy transfor-
mation by any means. Nonetheless, the alternative 
is to accept the status quo: considerable misfit and 
hence vulnerability. We outline the transformation 
plan in three, discrete steps.

Step 1: Management Changes. The easiest 
organizational design changes for manage-
ment to effect pertain to management itself. 
Addressing the strategy is something that 
management can do directly, and adopting a 
Defender strategy would represent a natural 
progression for a conservative organization 
seeking to respond to an increasingly com-
plex environment. 

Additionally, management has considerable 
discretion to re-organize into a functional con-
figuration, simply by revising the organization 
chart, and shifting people’s roles, responsibilities 
and reporting relationships. Since our grounded 
CND organization has a relatively small number 
of people, this should not impact its operations 
or performance greatly. New, fewer job titles will 
be required—for jobs that reflect less formaliza-
tion—and current jobs can be combined to effect 
this change. This can all take place via written 
documentation. 

Further, along with such re-organization, 
management can impose stricter policy regarding 
centralization of information flows and decision 
making. This will enable the organization to 
address the complex environment depicted in 
part by the professional hacker attacks. Where 
the simple environment depicted in part by the 
amateur hacker attacks obtains, management can 
delegate the organizational response via SOPs. 
These changes will prepare the organization to 
pursue the next steps.
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Step 2: Training and practice. Myriad orga-
nizational changes fail to meet objectives, 
because people are not given adequate 
training and practice to perform well in 
different organizational conditions. It is 
one thing to tell people that they will be 
organized differently, that they will have 
new and fewer, less-formalized job titles, 
and that they will need to adhere to stricter 
centralization requirements than before; it 
is another for the people in an organization 
to adjust to such changes. They need to be 
trained, and they need to practice. Clearly 
trial-and-error, on-the-job “training” will 
provide much of the training and practice 
necessary, but this approach is both time-
consuming and error-prone. Management 
should seek out professional help with 
training and practice, and institute fallback 
procedures for responding to attacks that 
exceed the CND organization’s capabilities 
while in transition.

Step 3: Climate. The third step involves the 
most difficult changes: moving to flexible 
and adaptable technology, and changing to 
a rational goal or developmental climate. 
Technological change can be expensive and 
time-consuming, and each new technol-
ogy introduced into an organization tends 
to both disrupt its current operations and 
require modifications to jobs. Hence tech-
nological change will impart feedback on 
the steps above, and the organization will 
need to iterate repeatedly through these 
steps. Such repeated, impacted iteration is 
challenging. 

Moreover, climate change involves culture: 
long and widely understood to be one of the most 
difficult aspects of an organization to alter. New 
managers and/or new employees may be required 
to accomplish this well, and any cultural change 
will need to be endorsed by the organizations 

superior to our grounded CND unit, but training 
and practice can help here too. As above, man-
agement will need a fallback plan to address the 
likely cases of slow or stalled climate change, in 
addition to the repeated disruptions caused by 
new technology introductions.

In the end, management will have to assess 
whether the problems associated with its current 
CND organizational misfits outweigh the prob-
lems stemming from organizational change of the 
magnitude outlined in the three steps above. Per-
haps a devastating, professional hacker attack will 
suffice to convince even the least change-oriented 
managers, but this would represent an expensive 
and hazardous way to learn. Counseling on how to 
convince reluctant managers is beyond the scope 
of this article, but outlining the three-step path 
to CND organizational transformation provides 
such managers with a plan to consider, and with 
a path to follow. This provides new knowledge to 
the CND organization manager, and can be used 
to generate new research questions for other CND 
researchers to investigate.   

Discussion & Conclusion

The US Government is moving apace to develop 
doctrines and capabilities that will allow the DoD 
to exploit Cyberspace for military advantage, and 
the role of CNO has taken on greater importance 
with the rise of network-centric warfare. Com-
prised primarily of defense, attack and exploita-
tion, the technological capabilities are growing 
exponentially, as is the rate of data exchange. 
Unfortunately, many extant CNO organizations 
are slow to anticipate and react, and as such do not 
operate well within their highly dynamic environ-
ments, nor are they suited well to the missions and 
expectations placed upon them today. 

A half century of Contingency Theory research 
provides considerable knowledge to guide design-
ing organizational structures that fit well with 
various mission-environmental contexts, and as 
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such it offers excellent potential to inform leaders 
and policy makers regarding how to bring their 
CNO organizations and approaches into better 
fit, and hence to improve performance. The key 
research question is, which organizational con-
figurations provide the best CNO performance 
within the network-centric environment?

In this chapter, we review key background 
literature on CNO, and describe a current CNO 
organization. Focusing in particular on Computer 
Network Defense to ground our model in current 
practice, we discover how CND represents a very 
practical point to begin an investigation with the 
following premise: there is little opportunity for 
an organization with a specific network infra-
structure to conduct computer attacks over time 
if its own defenses are weak.  

We also describe the Organizational Consul-
tant expert system that drives our analysis of such 
grounded CND organization, and note how this 
scholarship-based expert system’s knowledge-
base is supported by a huge formalization and 
integration of the Contingency Theory literature. 
Most such formalization is made in terms of re-
search propositions, expressed via If-Then rules, 
which are easily intelligible to people as well as 
machines, and we learn how OrgCon diagnoses 
misfits between organizational structures and 
mission-environmental contexts. 

Further, we use the OrgCon expert system 
environment to represent the structure and behav-
ior of the grounded CND model from above, and 
depict such model in two, contrasting, network-
centric environments: 

1. A relatively simple environment — used to 
characterize one in which largely amateur 
hacker attacks target known network vul-
nerabilities, and which can be countered 
principally via the use of SOPs that exist 
within the organization

2. A relatively complex environment — used 
to characterize one in which largely pro-
fessional hacker attacks target unknown 

network vulnerabilities, and which are much 
less likely to be countered effectively via 
solely SOPs as above. 

Results follow to diagnose three misfits for the 
grounded CND organization in a simple environ-
ment: 1) the analyzer with innovation strategy, 
2) the Machine Bureaucracy configuration, and 
3) high formalization. OrgCon diagnoses these 
same three misfits in a complex environment, in 
addition to four additional ones: 4) routine, high-
volume technology, 5) internal process climate, 
6) many job titles, and 7) medium centraliza-
tion. Such diagnoses enable us to induce a set of 
design requirements for a CND organization to 
perform effectively in both simple and complex 
environmental contexts, understanding that such 
organization must respond to both.  Of course, the 
most costly in terms of time and energy are those 
devoted to thwarting professional attacks. 

This supports our development of a three-step 
transformation plan: 1) management changes, 2) 
training and practice, and 3) climate. Such plan 
constitutes organizational change of considerable 
magnitude—and that presents substantial chal-
lenge—and time to effect well. In the end, man-
agement will have to assess whether the problems 
associated with its current CND organizational 
misfits outweigh the problems stemming from 
organizational change of the magnitude outlined 
via this three-step plan.

Because of our grounded CND model and 
broadly applicable OrgCon expert system, results 
also elucidate important insights into CNO or-
ganization and management more generally. For 
instance, most bureaucratically driven CNO orga-
nizations (e.g., those organized within the DoD) 
are likely to suffer from misfit conditions similar 
to those diagnosed above for our grounded CND 
organization, and hence to benefit from similar 
transformational steps as outlined in response. 

Further, such results are suitable for immedi-
ate policy and operational implementation. For 
instance, DoD policy makers can and should 
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call to assess all current CNO organizations for 
signs of misfits like those diagnosed through this 
study, and consider the relative advantages and 
disadvantages of undertaking change along the 
lines of our three-step plan versus leaving such 
organizations exposed to the risks inherent within 
misfit organizational structures. 

Additionally, our results serve to expand the 
growing empirical basis of Contingency Theory, 
and appear to represent the first such results ap-
plicable specifically to DoD CNO. Such results 
can serve well to guide continued research along 
these lines. For instance, applying OrgCon to as-
sess other, grounded, CND organizations would 
represent a logical next step, and assessing other 
aspects of CNO organizations (e.g., exploitation 
and attack) would follow logically as well. Indeed, 
this research highlights the promise inherent in the 
use of OrgCon to assess myriad DoD organiza-
tions—that is, well beyond the CNO domain—and 
calls for a wealth of applied research along these 
lines to begin. Hence the potential contribution 
of this research has both theoretical application 
and real-world implications, and should appeal 
therefore to both the academic and practitioner/
policy maker communities. 

Further, fieldwork is required to validate the 
model specifications and behaviors described 
above, as well as to apply and evaluate the kinds 
of insights and recommendations generated 
through this research. Such fieldwork can drive 
additional theoretical insight through induction 
as well, which can drive in turn further model 
development, and the subsequent expansion of 
organizational forms, missions and environments 
that can be analyzed and emulated. Laboratory 
research is similar. Indeed, these multiple types 
of research—theoretical, developmental, compu-
tational, field and laboratory—complement one 
another richly. When integrated into a coherent 
research stream, they enable the kind of progres-
sive and cumulative accretion of new knowledge 
that represents a hallmark of science. This rep-
resents a relatively novel approach to generating 

new knowledge in the CND domain, particularly 
as it pertains to the hacker attack response team 
at the group level.

Indeed, the present study provides useful in-
sights regarding organization configuration and 
the attributes of a CND organization, but as with 
all studies, it has limitations that should be taken 
into account. The Organization Consultant is a 
scholarship-based expert system, which draws 
from the contingency theory literature to diag-
nose organizational misfits and to recommend 
transformations. One important limitation to this 
approach is that an organization may have some 
unique attributes that are not reflected well in the 
OrgCon contingency theory knowledgebase. This 
does not appear to be the case in the present study, 
but such limitation is endemic to expert systems, 
and should be considered by future researchers 
addressing research questions along the lines of 
this investigation. 

Additionally, the level of analysis in our study 
is the group. Hence, our results apply most directly 
to group-level CND, and call for caution when 
making any generalizations the organizational or 
the inter-organizational levels of analysis. This 
calls for future research to address different levels 
of analysis explicitly. Also, the CND organization 
examined in our research reflects a medium-size 
organization operating within a DoD environ-
ment, and hence our results may not generalize 
well to either very large or very small organi-
zations outside such environment. Additional 
research along the lines of this investigation are 
called for in this regard as well. Moreover, there 
is clearly substantial room for interpretation of 
OrgCon results, particularly where composing 
a set of organizational design requirements and 
outlining a transformation plan are concerned. The 
requirements and plan described in this chapter 
represent one of many approaches and paths that 
leaders, managers and policy makers can take. 
Nonetheless, they call for action, and serve to fill 
a current void in terms of guidance based upon 
grounded and systematic research.
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APPENDIX A: OrgCon Analysis and Recommendations for  Simple  
Environments

Report Summary — CND

Input Data Summary

The description below summarizes and interprets your answers to the questions about your organization 
and its situation. It states your answers concerning the organization’s current configuration, complexity, 
formalization, and centralization. Your responses to the various questions on the contingencies of age, 
size, technology, environment, management style, cultural climate and strategy factors are also given. 
The writeup below summarizes the input data for the analysis. 

• CND has a machine bureaucracy configuration (cf 100).
• CND has a large number of different jobs (cf 100).
• Of the employees at CND 76 to 100 % have an advanced degree or many years of special training 

(cf 100).
• CND has 3 to 5 vertical levels separating top management from the bottom level of the organiza-

tion (cf 100).
• The mean number of vertical levels is 3 to 5 (cf 100).
• CND has 1 or 2 separate geographic locations (cf 100).
• CND’s average distance of these separate units from the organization’s headquarters is less than 

10 miles (cf 100).
• 61 to 90 % of CND’s total workforce is located at these separate units (cf 100).
• Job descriptions are available for all employees, including senior management (cf 100).
• Where written job descriptions exist, the employees are supervised closely to ensure compliance 

with standards set in the job description (cf 100).
• The employees are allowed to deviate very little from the standards (cf 100).
• 81 to 100 % non-managerial employees are given written operating instructions or procedures for 

their job (cf 100).
• The written instructions or procedures given are followed to a very great extent (cf 100).
• Supervisors and middle managers are to a little extent free from rules, procedures, and policies 

when they make decisions (cf 100).
• More than 80 % of all the rules and procedures that exist within the organization are in writing 

(cf 100).
• Top Management is not involved in gathering the information they will use in making decisions 

(cf 100).
• Top management participates in the interpretation of more than 80 % of the information input (cf 

100).
• Top management directly controls 0 to 20 % of the decisions executed (cf 100).
• The typical middle manager has no discretion over establishing his or her budget (cf 100).
• The typical middle manager has some discretion over how his/her unit will be evaluated (cf 

100).
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• The typical middle manager has great discretion over the hiring and firing of personnel (cf 100).
• The typical middle manager has no discretion over personnel rewards - (ie, salary increases and 

promotions) (cf 100).
• The typical middle manager has little discretion over purchasing equipment and supplies (cf 

100).
• The typical middle manager has some discretion over establishing a new project or program (cf 

100).
• The typical middle manager has little discretion over how work exceptions are to be handled (cf 

100).
• CND has 25 employees (cf 100).
• CND’s age is mature (cf 100).
• CND’s ownership status is public (cf 100).
• CND has an undetermined number of different products (cf 100).
• CND has an undetermined number of different markets (cf 100).
• CND only operates in one country (cf 100).
• CND has an undetermined number of different products in the foreign markets (cf 100).
• CND’s major activity is categorized as service (cf 100).
• CND has a standard high-volume service technology (cf 100).
• CND has a medium routine technology (cf 100).
• CND’s technology is somewhat divisible (cf 100).
• CND’s technology dominance is strong (cf 100).
• CND has either planned or already has an advanced information system (cf 100).
• CND’s environment is simple (cf 100).
• The uncertainty of CND’s environment is low (cf 100).
• The equivocality of the organization’s environment is low (cf 100).
• CND’s environment has a low hostility (cf 100). 
• Top management prefers to make policy and general resource allocation decisions (cf 100).
• Top management primarily prefers to make both long-term and short-time decisions (cf 100).
• Top management has a preference for medium detailed information when making decisions (cf 

100).
• Top management has a preference for some proactive actions and some reactive actions (cf 100).
• Top management is risk averse (cf 100).
• Top management has a preference for high control (cf 100).
• CND operates in an industry with an undetermined level of capital requirement (cf 100).
• CND has an undetermined level of product innovation (cf 100).
• CND has a high process innovation (cf 100).
• CND has a high concern for quality (cf 100).
• CND’s price level is undetermined relative to its competitors (cf 100).
• The level of trust is medium (cf 100).
• The level of conflict is medium (cf 100).
• The employee morale is medium (cf 100).
• Rewards are given in a inequitably fashion (cf 100).
• The resistance to change is high (cf 100).
• The leader credibility is high (cf 100).
• The level of scapegoating is medium (cf 100).
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The Size 

The size of the organization - large, medium, or small - is based upon the number of employees, adjusted 
for their level of education or technical skills. 

Based on the answers you provided, it is most likely that your organization’s size is medium (cf 
50).

More than 75 % of the people employed by CND have a high level of education. Adjustments are 
made to this effect. The adjusted number of employees is lower than 500 but greater than 100 and CND 
is categorized as medium. However, for this adjusted number this size does not have a major effect on 
the organizational structure.

The Climate

The organizational climate effect is the summary measure of people and behavior. 
Based on the answers you provided, it is most likely that the organizational climate is a internal 

process climate (cf 79).
It could also be the that climate is a group (cf 69).
The internal process climate is a formalized and structured place to work. Procedures govern what 

people do. The leaders pride themselves on being good coordinators and organizers. Maintaining a 
smooth running organization is important. The long-term concerns are stability, predictability, and 
efficiency. Formal rules and policies hold the organization together.

Employees with a medium to low morale is frequently one element of an internal process climate. 
Inequitable rewards in the organization drives the climate towards an internal process climate. High 
resistance to change is normally present in a internal process climate. 

The group climate is characterized as a friendly place to work where people share a lot of themselves. 
It is like an extended family. The leaders, or head of the organization, are considered to be mentors and, 
perhaps even parent figures. The organization is held together by loyalty or tradition. Commitment is 
high. The organization emphasizes the long-term benefit of human resource development with high co-
hesion and morale being important. Success is defined in terms of sensitivity to customers and concern 
for people. The organization places a premium on teamwork, participation, and consensus.

Employees with a medium morale can be one element of group climate. High leader credibility 
characterizes an organization with a group climate.

The Management Style

The level of management’s microinvolvement in decision making is the summary measure of manage-
ment style. Leaders have a low preference for microinvolvement; managers have a high preference for 
microinvolvement. 

Based on the answers you provided, it is most likely that your management profile has a medium 
preference for microinvolvement (cf 78).

It could also be that your management profile has a high preference (cf 69).
Management has both a short-time and long-term horizon when making decisions, which character-

izes a preference for a medium microinvolvement. Since the management has a preference for medium 
detailed information when making decisions a medium preference for microinvolvement characteriza-
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tion is appropriate. The management of CND has a preference for taking actions on some decisions and 
being reactive toward others. This will lead toward a medium preference for microinvolvement. 

Management is risk averse. This is one of the characteristics of a manager with a high preference 
for microinvolvement. Management has a preference for using control to coordinate activities, which 
leads toward a high preference for microinvolvement.

The Strategy

The organization’s strategy is categorized as one of either prospector, analyzer with innovation, analyzer 
without innovation, defender, or reactor. These categories follow Miles and Snow’s typology. Based 
on your answers, the organization has been assigned to a strategy category. This is a statement of the 
current strategy; it is not an analysis of what is the best or preferred strategy for the organization. 

Based on the answers you provided, it is most likely that your organization’s strategy is an analyzer 
with innovation strategy (cf 68).

An organization with an analyzer with innovation strategy is an organization that combines the 
strategy of the defender and the prospector. It moves into the production of a new product or enters a 
new market after viability has been shown. But in contrast to an analyzer without innovation, it has 
innovations that run concurrently with the regular production. It has a dual technology core.

For a medium routine technology, CND has some flexibility. It is consistent with an analyzer with 
innovation strategy. With a concern for high quality an analyzer with innovation strategy is a likely 
strategy for CND. With top management preferring a medium level of microinvolvement top manage-
ment wants some influence. This can be obtained via control over current operations. Product innovation 
should be less controlled. The strategy is therefore likely to be analyzer with innovation.

The Current Organizational Characteristics

Based on your answers, the organization’s complexity, formalization, and centralization have been 
calculated. This is the current organization. Later in this report, there will be recommendations for the 
organization. 

The current organizational complexity is medium (cf 100).
The current horizontal differentiation is high (cf 100).
The current vertical differentiation is low (cf 100).
The current spatial differentiation is medium (cf 100).
The current centralization is medium (cf 100).
The current formalization is high (cf 100).
The current organization has been categorized with respect to formalization, centralization, and 

complexity. The categorization is based on the input you gave and does not take missing information 
into account.

Situation Misfits

A situation misfit is an unbalanced situation among the contingency factors of management style, size, 
environment, technology, climate, and strategy. 

The following misfits are present: (cf 100).
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When only few factors in the environment affect CND, the analyzer with innovation strategy may 
not be a suitable one! With only a few environmental factors, there may be limited need for innovation 
and adaptation. There are probably limited opportunities to which to adapt. An analyzer without inno-
vation, or a defender strategy that focuses directly on the few environmental factors and meets market 
needs efficiently will usually yield better results.

When the equivocality of CND’s environment is low, the analyzer with innovation strategy may not 
be a suitable one! With low equivocality, the environment is well known and understood. An innovative 
strategy works best when the environment offers new opportunities for products and services. Here such 
opportunities are limited. However, process innovation, which reduces costs, is appropriate.

CND has an internal process climate. This is a mismatch with analyzer with innovation strategy! An 
internal process climate is internally oriented with a focus on control. Innovation is difficult to achieve 
with this orientation. More flexibility and a more external orientation are desirable for innovation. An 
internal process climate supports better an analyzer without innovation and defender strategy.

Orgcon Recommendations

Based on your answers about the organization, its situation, and the conclusions with the greatest 
certainty factor from the analyses above OrgCon has derived recommendations for the organization’s 
configuration, complexity, formalization, and centralization. There are also recommendations for coor-
dination and control, the appropriate media richness for communications, and incentives. More detailed 
recommendations for possible changes in the current organization are also provided. 

Organizational Configurations

The most likely configuration that best fits the situation has been estimated to be a functional configu-
ration (cf 44).

A functional organization is an organization with unit grouping by functional specialization (pro-
duction, marketing, etc.).

When the equivocality of CND’s environment is not high, the environmental complexity is low, and 
the environment is not highly uncertain, the configuration should be functional. An organization with 
an internal process climate could have a functional configuration. 

Organizational c haracteristics

The recommended degree of organizational complexity is medium (cf 63).
Medium size organizations should have medium organizational complexity. CND has a technology 

that is somewhat routine, which implies that the organizational complexity should be medium. When 
the uncertainty of CND’s environment is low, the organizational complexity should neither be very low 
nor very high so that CND will be able to react quickly when the environment changes. Top manage-
ment of CND has a preference for a medium level of microinvolvement, which drives the organizational 
complexity towards medium. Because CND has an advanced information system, organizational com-
plexity can be greater than it could otherwise. 

The recommended degree of horizontal differentiation is medium (cf 28).
The recommended degree of vertical differentiation is medium (cf 64).
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The recommended degree of formalization is medium (cf 55).
There should be some formalization between the organizational units but less formalization within 

the units due to the high professionalization. Medium size organizations should have medium formal-
ization. Organizations with medium-routine technology should have a medium formalization. Medium 
formalization is consistent with the leadership style when top management’s preference for microin-
volvement is neither very great nor very low. 

The recommended degree of centralization is medium (cf 55).
CND has an analyzer with innovation strategy. Centralization should be medium. There should be 

tight control over current activities and looser control over new ventures. CND is of medium size. Such 
organizations should have medium to high centralization. Medium centralization is recommended when 
top management has neither a great desire nor very little desire for microinvolvement. Because CND 
has an advanced information system, centralization can be greater than it could otherwise. An internal 
process climate in the organization requires a medium to high level of centralization. 

CND’s span of control should be moderate (cf 62).
Since CND has some technology routineness, it should have a moderate span of control. 
CND should use media with medium media richness (cf 70).
The information media that CND uses should provide a small amount of information (cf 70).
Incentives should be based on procedures (cf 85).
CND should use planning as means for coordination and control (cf 87).
When the environment of CND has low equivocality, low uncertainty, and low complexity, the in-

formation media need not be rich nor provide a large amount of information. Direct supervision with 
some planning will be appropriate. Incentives can be procedure based and based on implementation of 
the rules of formalization. It is appropriate to see that the rules are followed and implemented.

Organizational Misfits

Organizational misfits compares the recommended organization with the current organization. 
The following organizational misfits are present: (cf 100).
Current and prescribed configuration do not match.
Current and prescribed formalization do not match.

More Detailed Recommendations

There are a number of more detailed recommendations (cf 100).
You may consider decreasing the number of positions for which job descriptions are available.
You may consider supervising the employees less closely.
You may consider allowing employees more latitude from standards.
You may consider fewer written job descriptions.
Managerial employees may be asked to pay less attention to written instructions and procedures.
You may give supervisors and middle managers fewer rules and procedures.
You may consider having fewer rules and procedures put in writing.
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APPENDIX B: OrgCon Analysis and Recommendations for 
Complex Environments

Report Summary — CND

Input Data Summary

The description below summarizes and interprets your answers to the questions about your organization 
and its situation. It states your answers concerning the organization’s current configuration, complexity, 
formalization, and centralization. Your responses to the various questions on the contingencies of age, 
size, technology, environment, management style, cultural climate and strategy factors are also given. 
The writeup below summarizes the input data for the analysis. 

• CND has a machine bureaucracy configuration (cf 100).
• CND has a large number of different jobs (cf 100).
• Of the employees at CND 76 to 100 % have an advanced degree or many years of special training 

(cf 100).
• CND has 3 to 5 vertical levels separating top management from the bottom level of the organiza-

tion (cf 100).
• The mean number of vertical levels is 3 to 5 (cf 100).
• CND has 1 or 2 separate geographic locations (cf 100).
• CND’s average distance of these separate units from the organization’s headquarters is less than 

10 miles (cf 100).
• 61 to 90 % of CND’s total workforce is located at these separate units (cf 100).
• Job descriptions are available for all employees, including senior management (cf 100).
• Where written job descriptions exist, the employees are supervised closely to ensure compliance 

with standards set in the job description (cf 100).
• The employees are allowed to deviate very little from the standards (cf 100).
• 81 to 100 % non-managerial employees are given written operating instructions or procedures for 

their job (cf 100).
• The written instructions or procedures given are followed to a very great extent (cf 100).
• Supervisors and middle managers are to a little extent free from rules, procedures, and policies 

when they make decisions (cf 100).
• More than 80 % of all the rules and procedures that exist within the organization are in writing 

(cf 100).
• Top Management is not involved in gathering the information they will use in making decisions 

(cf 100).
• Top management participates in the interpretation of less than 20 % of the information input (cf 

100).
• Top management directly controls 0 to 20 % of the decisions executed (cf 100).
• The typical middle manager has no discretion over establishing his or her budget (cf 100).
• The typical middle manager has great discretion over how his/her unit will be evaluated (cf 

100).
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• The typical middle manager has great discretion over the hiring and firing of personnel (cf 100).
• The typical middle manager has no discretion over personnel rewards - (ie, salary increases and 

promotions) (cf 100).
• The typical middle manager has little discretion over purchasing equipment and supplies (cf 

100).
• The typical middle manager has some discretion over establishing a new project or program (cf 

100).
• The typical middle manager has little discretion over how work exceptions are to be handled (cf 

100).
• CND has 25 employees (cf 100).
• CND’s age is mature (cf 100).
• CND’s ownership status is public (cf 100).
• CND has an undetermined number of different products (cf 100).
• CND has an undetermined number of different markets (cf 100).
• CND only operates in one country (cf 100).
• CND has an undetermined number of different products in the foreign markets (cf 100).
• CND’s major activity is categorized as service (cf 100).
• CND has a standard high-volume service technology (cf 100).
• CND has a medium routine technology (cf 100).
• CND’s technology is somewhat divisible (cf 100).
• CND’s technology dominance is strong (cf 100).
• CND has either planned or already has an advanced information system (cf 100).
• CND’s environment is complex (cf 100).
• The uncertainty of CND’s environment is high (cf 100).
• The equivocality of the organization’s environment is high (cf 100).
• CND’s environment is extremely hostile (cf 100).
• Top management prefers to make policy and general resource allocation decisions (cf 100).
• Top management primarily prefers to make both long-term and short-time decisions (cf 100).
• Top management has a preference for medium detailed information when making decisions (cf 

100).
• Top management has a preference for some proactive actions and some reactive actions (cf 100).
• Top management is risk averse (cf 100).
• Top management has a preference for high control (cf 100).
• CND operates in an industry with an undetermined level of capital requirement (cf 100).
• CND has an undetermined level of product innovation (cf 100).
• CND has a high process innovation (cf 100).
• CND has a high concern for quality (cf 100).
• CND’s price level is undetermined relative to its competitors (cf 100).
• The level of trust is medium (cf 100).
• The level of conflict is medium (cf 100).
• The employee morale is medium (cf 100).
• Rewards are given in a inequitably fashion (cf 100).
• The resistance to change is high (cf 100).
• The leader credibility is high (cf 100).
• The level of scapegoating is medium (cf 100).
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The Size 

The size of the organization - large, medium, or small - is based upon the number of employees, adjusted 
for their level of education or technical skills. 

Based on the answers you provided, it is most likely that your organization’s size is medium (cf 
50).

More than 75 % of the people employed by CND have a high level of education. Adjustments are 
made to this effect. The adjusted number of employees is lower than 500 but greater than 100 and CND 
is categorized as medium. However, for this adjusted number this size does not have a major effect on 
the organizational structure.

The Climate 

The organizational climate effect is the summary measure of people and behavior. 
Based on the answers you provided, it is most likely that the organizational climate is a internal 

process climate (cf 79).
It could also be the that climate is a group (cf 69).
The internal process climate is a formalized and structured place to work. Procedures govern what 

people do. The leaders pride themselves on being good coordinators and organizers. Maintaining a 
smooth running organization is important. The long-term concerns are stability, predictability, and 
efficiency. Formal rules and policies hold the organization together.

Employees with a medium to low morale is frequently one element of an internal process climate. 
Inequitable rewards in the organization drives the climate towards an internal process climate. High 
resistance to change is normally present in a internal process climate. 

The group climate is characterized as a friendly place to work where people share a lot of themselves. 
It is like an extended family. The leaders, or head of the organization, are considered to be mentors and, 
perhaps even parent figures. The organization is held together by loyalty or tradition. Commitment is 
high. The organization emphasizes the long-term benefit of human resource development with high co-
hesion and morale being important. Success is defined in terms of sensitivity to customers and concern 
for people. The organization places a premium on teamwork, participation, and consensus.

Employees with a medium morale can be one element of group climate. High leader credibility 
characterizes an organization with a group climate.

The Management Style

The level of management’s microinvolvement in decision making is the summary measure of manage-
ment style. Leaders have a low preference for microinvolvement; managers have a high preference for 
microinvolvement. 

Based on the answers you provided, it is most likely that your management profile has a medium 
preference for microinvolvement (cf 78).

It could also be that your management profile has a high preference (cf 69).
Management has both a short-time and long-term horizon when making decisions, which character-

izes a preference for a medium microinvolvement. Since the management has a preference for medium 
detailed information when making decisions a medium preference for microinvolvement characteriza-
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tion is appropriate. The management of CND has a preference for taking actions on some decisions and 
being reactive toward others. This will lead toward a medium preference for microinvolvement. 

Management is risk averse. This is one of the characteristics of a manager with a high preference 
for microinvolvement. Management has a preference for using control to coordinate activities, which 
leads toward a high preference for microinvolvement.

The Strategy

The organization’s strategy is categorized as one of either prospector, analyzer with innovation, analyzer 
without innovation, defender, or reactor. These categories follow Miles and Snow’s typology. Based 
on your answers, the organization has been assigned to a strategy category. This is a statement of the 
current strategy; it is not an analysis of what is the best or preferred strategy for the organization. 

Based on the answers you provided, it is most likely that your organization’s strategy is an analyzer 
with innovation strategy (cf 68).

An organization with an analyzer with innovation strategy is an organization that combines the 
strategy of the defender and the prospector. It moves into the production of a new product or enters a 
new market after viability has been shown. But in contrast to an analyzer without innovation, it has 
innovations that run concurrently with the regular production. It has a dual technology core.

For a medium routine technology, CND has some flexibility. It is consistent with an analyzer with 
innovation strategy. With a concern for high quality an analyzer with innovation strategy is a likely 
strategy for CND. With top management preferring a medium level of microinvolvement top manage-
ment wants some influence. This can be obtained via control over current operations. Product innovation 
should be less controlled. The strategy is therefore likely to be analyzer with innovation.

The Current Organizational Characteristics

Based on your answers, the organization’s complexity, formalization, and centralization have been 
calculated. This is the current organization. Later in this report, there will be recommendations for the 
organization. 

The current organizational complexity is medium (cf 100).
The current horizontal differentiation is high (cf 100).
The current vertical differentiation is low (cf 100).
The current spatial differentiation is medium (cf 100).
The current centralization is medium (cf 100).
The current formalization is high (cf 100).
The current organization has been categorized with respect to formalization, centralization, and 

complexity. The categorization is based on the input you gave and does not take missing information 
into account.

Situation Misfits

A situation misfit is an unbalanced situation among the contingency factors of management style, size, 
environment, technology, climate, and strategy. 

The following misfits are present: (cf 100).
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ND is in a highly equivocal environment, but has a mass production technology. CND may not be able 
to react to changes in the environment. This is a vulnerable situation. Most mass production operations 
are very limited in capacity to adapt and make different products. Mass production optimizes on the 
economies of specialization and standardization. A highly equivocal environment requires adjustment 
to the unknown as that environment becomes clearer. The possibility for mismatch of what the existing 
mass production can do and what will be required in the new environment is very high and further the 
economic consequences are likely to be great with low return. A highly equivocal environment calls 
for a more non routine production capability than most mass production operations have.

CND has an internal process climate. This may cause problems in a high or moderately high equivo-
cal environment! An internal process climate focuses more on the inside of the organization than on 
the outside. In an equivocal environment which is likely to require change and adaptation, the internal 
process climate may not either see the shift, understand the need for change and does not have an or-
ganization which supports adaptation to such needed change. There is high resistance to change. An 
equivocal environment requires an external orientation which is found in the rational goal and develop-
ment climates.

CND has an internal process climate. This is a mismatch with analyzer with innovation strategy! An 
internal process climate is internally oriented with a focus on control. Innovation is difficult to achieve 
with this orientation. More flexibility and a more external orientation are desirable for innovation. An 
internal process climate supports better an analyzer without innovation and defender strategy.

OrgCon Recommendations 

Based on your answers about the organization, its situation, and the conclusions with the greatest 
certainty factor from the analyses above OrgCon has derived recommendations for the organization’s 
configuration, complexity, formalization, and centralization. There are also recommendations for coor-
dination and control, the appropriate media richness for communications, and incentives. More detailed 
recommendations for possible changes in the current organization are also provided. 

Organizational Configurations 

The most likely configuration that best fits the situation has been estimated to be a simple configura-
tion (cf 70).

It is certainly not: a machine bureaucracy (cf -100).
A simple organization has a flat hierarchy and a singular head for control and decision making.
The primary reason for recommending a simple configuration is that the organization has extreme 

environmental hostility. Extreme environmental hostility requires that the organization can respond 
consistently and rapid to unforeseen challenges. Therefore, it must have a simple configuration. 

When the organization is confronted with hostility, it cannot be a machine bureaucracy. A machine 
bureaucracy cannot act appropriately when unexpected events occur.
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Organizational Characteristics 

The recommended degree of organizational complexity is low (cf 68).
Not much is known about the environment since both the environmental uncertainty and the en-

vironmental equivocality of CND are high. In this situation, the organizational complexity should be 
low. This allows the organization to adapt quickly. When the environmental hostility of CND is high, 
organizational complexity should be low. 

The recommended degree of horizontal differentiation is low (cf 68).
The recommended degree of vertical differentiation is low (cf 84).
The recommended degree of formalization is low (cf 68).
Since the set of variables in the environment that will be important is not known and since it is not 

possible to predict what will happen, no efficient rules and procedures can be developed, which implies 
that CND’s formalization should be low. When environmental hostility is high formalization should 
be low. 

The recommended degree of centralization is high (cf 77).
There is evidence against it should be: low (cf -17).
CND is of medium size. Such organizations should have medium to high centralization. When the 

environment is extremely hostile, top management must take prompt action and centralization must be 
high. Because CND has an advanced information system, centralization can be greater than it could 
otherwise. An internal process climate in the organization requires a medium to high level of central-
ization. 

CND’s span of control should be moderate (cf 62).
Since CND has some technology routineness, it should have a moderate span of control. 
CND should use media with high media richness (cf 70).
The information media that CND uses should provide a large amount of information (cf 70).
Incentives should be based on results (cf 70).
CND should use meetings as means for coordination and control (cf 85).
It should also use planning (cf 75).
It should also use rules (cf 75).
When the environment of CND has high equivocality, high uncertainty, and high complexity, coordi-

nation and control should be obtained through integrators and group meetings. The richness of the media 
should be high with a large amount of information. Incentives must be results based.Top management 
should play the central role in coordinating and controlling the activities of the organization as well as 
making strategic and operating decisions.

Top management should make many decisions. However, many individuals should be involved in 
gathering information and implementing those decisions.

Organizational Misfits

Organizational misfits compares the recommended organization with the current organization. 
The following organizational misfits are present: (cf 100).
Current and prescribed configuration do not match.
Current and prescribed complexity do not match.
Current and prescribed centralization do not match.
Current and prescribed formalization do not match.
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More Detailed Recommendations 

There are a number of more detailed recommendations (cf 100).
You may consider decreasing the number of positions for which job descriptions are available.
You may consider supervising the employees less closely.
You may consider allowing employees more latitude from standards.
You may consider fewer written job descriptions.
Managerial employees may be asked to pay less attention to written instructions and procedures.
You may give supervisors and middle managers fewer rules and procedures.
You may consider having fewer rules and procedures put in writing.
Top management may consider gathering the information needed for decision making themselves.
Top management may interpret and analyze more information itself.
Top management may control the execution of decisions more actively.
The middle managers may be given less discretion over evaluations.
You may give middle managers less discretion on hiring and firing personnel.

APPENDIX C

Complex and Simple Case Detailed Variables 

Categories Variables Current Case Proposed case- Complex 
Environment

Proposed case- Simple 
environment

Organizational 
Configurations

Machine bureaucracy Simple configuration Functional Form

Organizational 
Complexity 

Job Titles Large Number Very Few Large Number

Vertical Levels 3-5 1-2 1-2

Organizational 
Formalization

Job descriptions Opera.employees 
incl. senior managers

Opera. employees and first 
line supervisors

Opera. employees excl senior 
managers

Employee supervision Close Loose Moderately close

Latitude from standards Very Little Large Amount A Moderate Amount

Written instructions 81%-100% 41%-60% 61%-80%

Written procedures followed A very great deal Some Some

Free from rules to make a 
decision

Little A great deal A great deal

Procedures in writing More than 80% 41%-60% 41%-60%

Current 
Centralization

Managerial data collection None A great deal None

Managerial data input 
interpretation

Less than 20% More than 80% Less than 20%

Control of decision execution 0% to 20% More than 80% 0% to 20%

continued on following page

Table 1C.
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Middle manager budget 
establishment

None Little None

Discretion in hiring and firing 
personnel 

Great Some Great

Middle Manager exception 
handling

Great Some Great

New project establishment by 
Middle Managers

Some Little Some

Environment Environmental Complexity Complex Complex Simple

Level of Uncertainty High High Low

Environmental Equivocality High High Low

Competition Extreme Extreme Low

Table 1C. continued
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ABSTRACT

This chapter outlines components of a strategy for government and a conceptual identity fraud enterprise 
management framework for organizations to manage identity crime occurring via cyberspace. Identity 
crime, related cybercrimes and information systems security breaches are insidious motivators for 
governments and organizations to protect and secure their systems, databases and other assets against 
intrusion and loss. Managing identity crime is a critical step in cyber security and global information 
assurance. Strategy components and conceptual model elements are constructed through analysis and 
synthesis of models from academic literature, and reports by industry and government professionals. A 
comprehensive government strategy with a legislative component reinforces organizational policies to 
combat identity crimes. Model components used to develop our identity fraud organizational framework 
were selected from cost of identity fraud, identity risk management, identity fraud profiling, and fraud 
risk management literature. Our framework is organized into anticipatory, reactionary and remediation 
phases.
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INTRODUCTION

Identity crime and related crimes, cybercrime and 
information systems security breaches are insidi-
ous motivators for governments and organizations 
to protect and secure their systems, databases 
and other assets against intrusion and loss. The 
economic cost to society and more directly to 
enterprises provides significant impetus for a 
comprehensive framework for organizations to 
prevent and combat the growth of identity and 
related crimes. Table 1 shows the estimated eco-
nomic impact of identity crime and related crime 
costs. For example, the accumulated losses caused 
by identity crime and related crimes, such as 
money laundering, terrorism, trafficking – drugs, 
people, weapons, illicit material, etc., globally 
were estimated at US$221 billion by the end of 
2003 and up to US$2 trillion by the end of 2005 
(Hurley & Veytsel, 2003). Approximately half of 

the estimated global cost could be attributed to 
money laundering alone (see KPMG, 2007). 

These economic costs are so large and perva-
sive they now reach across whole communities 
affecting individuals, private organizations, and 
governments’ ability to function smoothly. Cuga-
nesan and Lacey (2003) observe that limited re-
sources for law enforcement to investigate identity 
crimes, along with the high-level of thresholds for 
investigation, often results in organizations either 
writing-off fraud amounts or using alternative 
methods of third party recovery via mercantile 
agents. A more appropriate method for enter-
prises than to ‘write-off frauds’ or ‘outsource the 
remediation’ potentially making the victim pay 
rather than the perpetrator, would be to combat 
identity fraud proactively by the implementation 
of a comprehensive integrated identity fraud 
enterprise management framework. 

Country (or Region) Year Economic Impact of 
Identity Crime (billions)

Source

Global 2005 US$2,000.0 Hurley & Veytsel, 2003, p.1

2003 US$221.0 Hurley & Veytsel, 2003, p.1

United States 2008 US$45.3 Kim 2008, p.21*

2007 US$51.0 Kim 2008, p.21*

2006 US$57.7 Kim 2008, p.21*

2005 US$57.4 Kim 2008, p.21

2003 US$56.0 Kim 2008, p.21

2002 US$48.0 Foley & Foley 2003, p.27

United Kingdom 2006 £1.7 UK Home Office 2006, p.4 

2002 £1.3 The Fraud Advisory Panel, 2003, p.1

Canada 2002 C$5.0 Brown & Kourakos 2003, p.12

Australia 2007 A$1.0+ Australian Bureau of Statistics 2008, p.1

2002 A$1.1 Cuganesan & Lacey 2003, p.55

South Africa 2007 Rand1.0# Joseph 2008, p.1

The Netherlands 2006 Euro5.0 Model Criminal Law Officers’ Committee 
2008, p.13  

# Estimate based on first 3 months of 2008 figure of 276 million Rand by Alexander Forbes Insurance.
* Three-year moving average - original amounts are US$40 (2008), $36 (2007), and $60 (2006) billion.
+ This amount also aggregates costs from lotteries, pyramid schemes, financial advice, and other scams.
Note there may be gaps in years between estimates gathered for some countries.

Table 1. Summary of identity crime costs (figures are in billions in stated currency)
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The objectives of this chapter are to overview 
government strategy components and describe 
elements of an organizational model to manage 
identity crimes. Implementation by governments 
of a strategy to manage identity crimes will give 
confidence to individuals and organizations to 
transact in cyberspace, enhancing cyber security 
and contributing to global information assurance. 
In developing an organizational framework, 
stages should be functional, complementary, 
incorporate knowledge innovations that adjust 
policy statements, and include processes and 
procedures developed through learning. As well 
as mitigating legal and regulatory risks and dis-
closure, implementing an identity fraud enterprise 
management framework provides significant eco-
nomic benefits. However, even more important to 
organizations is reputational damage from identity 
crime. Implementing identity fraud conceptual 
frameworks at the organizational level should 
significantly reduce identity fraud prevalence and 
reduce identity fraud related reputational losses. 
Government and organizational level frameworks 
fill a gap observed in the identity crime and cyber 
security literature.

The next section explains the background to 
identity crime, followed by a brief discussion of 
managing identity crime in cyberspace at the 
government level. The following section discusses 
managing identity crime at the organizational level 
and introduces a comprehensive identity fraud 
enterprise framework. The second last section 
considers future trends and research and the final 
section concludes.

BACKGROUND

Identity crime is a general term covering iden-
tity fraud, identity theft, and identity decep-
tion (Jamieson, Land, Sarre, Steel, Stephens & 
Winchester, 2008; Wang, Chen & Aatabakhsh, 
2004). Identity fraud is “the gaining of money, 
goods, services or other benefits or the avoidance 

of obligations through the use of a fabricated 
identity, a manipulated identity, or a stolen/as-
sumed identity” (Model Criminal Law Officers’ 
Committee, 2008, p.8). Identity theft is the theft 
of an individual’s or organization’s ‘identity’ 
attributes or their personal identifying informa-
tion (PII) such as personal identifying numbers 
(PIN), passwords or other authentication details. 
Identity deception is the obtaining of another’s 
identity attributes or authentication details by 
deception (Jamieson, Land, Sarre, Steel, Stephens 
& Winchester, 2008). These attributes may be 
real, lent or fictitious. Identity deception is also 
known as assumed identity, fabricated identity, 
false identity, fictitious identity, fraudulent iden-
tity, manipulated identity or synthetic identity 
fraud. Identity theft and identity deception acts 
are precursors to identity fraud acts.

Identity crimes are facilitated in both off-line 
and cyberspace or online contexts (Jamieson, 
Stephens, & Winchester, 2007). As society mi-
grates over time from a paper-based environment 
to digital, more transactions will occur in cyber-
space. This trend in digital storage and means 
of exchange in cyberspace has encouraged an 
increasing trend of identity crime perpetrators 
to seek out victims in cyberspace. Cybercrime 
has been referred to as “criminal activities that 
specifically target a computer or network for 
damage or infiltration and also refers to the use 
of computers as tools to conduct criminal activ-
ity” (United States Government Accountability 
Office, 2007, p.1). A current dilemma facing law 
enforcement in many countries is that specific 
identity crime events are not legislated against 
therefore they are not crimes  labeled as identity 
fraud,  identity theft, or identity deception.  Such 
acts are prosecuted under other laws such as 
credit card fraud, whether committed in an of-
fline or cyberspace environment (see Canadian 
Internet Policy and Public Interest Clinic, 2007; 
Paul, 2006).  

Current identity crime models have conceptu-
alized identity fraud and related crimes in the con-
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text of activity-based costing (Cuganesan & Lacey, 
2003), identity risk management (ID Analytics, 
2004) and profiling (Jamieson, Land, Stephens & 
Winchester, 2008; Le Lievre & Jamieson, 2005). 
More generally, fraud models from an organiza-
tions’ perspective have developed conceptual and 
functional models. These models have been tested 
empirically, and have made important contribu-
tions in the areas of general fraud (Samociuk & 
Iyer, 2003; Wilhelm, 2004), fraud crimes and 
abuse. As well as across interconnecting fields, 
such as, computing (Straub & Nance, 1990), 
auditing and accounting (Stamboulidis, Resnick 
& Carney, 2005), identity risk management (ID 
Analytics, 2004), e-fraud (Vasiu, 2004), corporate 
and internal fraud (Bologna, 1984).  

A number of the organizational model com-
ponents shown in Figure 1 have underlying theo-
retical foundations across different disciplines. 
The disciplines vary from criminology e.g., 
specific and general deterrence (Straub & Nance, 
1990; Wilhelm, 2004) and the fraud triangle (see 
Luijerink, 2006) to sociology. Other disciplines 
have a management or information systems 
perspective e.g., policy, and risk assessment (see 
Bologna, 1984; Brungs & Jamieson, 2005; Vasiu, 
2004). Each of these disciplines has strands of 
theory appropriate to managing identity fraud. 
Contemporaneous models from the literature on 
fraud, identity fraud and related crimes and their 
components facilitated the developed framework 
shown in Figure 1. Further background literature 
on the model components will be covered in the 
discussion of the framework.

Managing Identity Crime: 
Government Level Strategies

Governments vary in size, resources and re-
sponsibilities. At the national level government 
responsibilities usually cover defense, foreign 
affairs and trade, telecommunications, currency, 
and postage. A second level of government (State, 

Territory, or Provincial) exists in many countries 
where they are entrusted with education, health, 
transport infrastructure, other law enforcement 
agencies, police and prisons. The lowest level is 
often local government, which care for libraries, 
planning, building approvals, and community 
services. Identity crime perpetrators do not dis-
criminate against any entity, individual or level 
of government. To mitigate and manage identity 
crime perpetrator attacks a government should 
implement an holistic strategy. Components of a 
strategy should encompass legislation, inter-ju-
risdictional collaboration, awareness programs, 
data protection, identity management, appropriate 
resourcing of justice systems, education programs, 
reporting transparency, and victim support (Ja-
mieson, Land, Stephens, & Winchester, 2008).

Strategy Components Governments 
Should Implement to Combat 
Identity Crime

These strategy components at the national and 
inter-country level promote collaboration to com-
bat identity crime perpetrators. Within a country 
the strategy component implementation devolves 
from a country’s executive cascading out to gov-
ernment departments down to customer service 
providers. Within country inter-jurisdictional 
issues, for example, national identity theft legisla-
tion often takes precedence over state, province, 
or territory identity theft laws. This is often due 
to higher national level penalties for offences 
occurring across jurisdictions within a country. 
However, the ubiquitous nature of identity crime 
and cyberspace often means events occur across 
national borders. These circumstances create 
enormous jurisdictional problems for nations 
regarding victim remediation in civil or criminal 
actions because there is no global identity crime 
legislation. These circumstances reinforce the 
need for an holistic government strategy to imple-
ment all the components outlined to deter, detect, 
prevent, and respond to identity crime perpetrator 
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acts on a regional basis, especially at the national 
level until such global legislation for identity 
crime in cyberspace is enforceable. At present, 
some countries or regions do have bilateral or 
multilateral agreements, directives, conventions 
or guidelines in place for crimes occurring in 
cyberspace across country borders. For example, 
the European Union Directives or the Council of 
Europe Cybercrime Conventions, may capture 
some identity crime methods in cyberspace such 
as data breaches (Commission of the European 
Communities, 2007, 2004). 

In addition to the strategic components listed, 
government can undertake cyber-attack simula-
tions within and across countries to assess system 
preparedness for threat analysis and to implement 
response solutions. The next section briefly de-
scribes two such simulations.

Cyber-Attack Simulations

To date there have been two well-publicized 
international cyber-attack simulations - Cyber 
Storm (6-10 February 2006) and Cyber Storm ΙΙ 
(11-14 March 2008). The first Cyber Storm event 
involved nine large information technology (IT) 
firms and critical infrastructure organizations 
such as, electricity utility firms and major airline 
carriers. Some of the vendors involved were Cisco, 
Computer Associates, Computer Sciences Corpo-
ration, Microsoft, Symantec, and Verisign. 

Cyber Storm ΙΙ tested the national security 
of Australia, the US, Canada, the UK and New 
Zealand. Participants engaged in an interna-
tional hacking exercise. Cyber Storm divided 
participants into attackers and defenders over 
simulations that tested national responsiveness to 
cyber-attacks on IT systems and transportation, 
communications, and chemical infrastructure. 
The event was lead by the US Department of 
Homeland Security and supported by more than 
100 public, private and international organiza-
tions.  Some of the organizations involved were 
the FBI, Microsoft, Verizon, McAffee, Australian 

Computer Emergency Response Team, Attorney 
General’s department, the Department of Defense, 
the Australian Federal Police, and Telstra.

Within scenarios of both Cyber Storm simula-
tions, various cyberspace channel identity crime 
methods were played out e.g., computer virus at-
tacks, worms, purchase of personnel identity data, 
and malware distribution. These identity crime 
methods can result in identity details or person-
nel information identifiers being fraudulently 
obtained by identity crime perpetrators.

Managing Identity Crime: 
Organizational Level  
Strategies

Individual components of the conceptual model 
shown in Figure 1 are specified in terms of particu-
lar fraud need, business sector, category of fraud, 
or approach to identity fraud. The increasing use 
of the Internet, as a medium to perpetrate identity 
fraud events extended the model search beyond 
fraud. This facilitated the identification of im-
portant components for the proposed framework 
from a variety of fraud and related disciplines. 
The importance of this research is due to the 
omnipresent nature of identity fraud and related 
crimes even though perpetrators are currently 
heavily targeting a number of key sectors - for 
instance financial institutions, retail and utilities 
organizations. In general, they do not constrain 
their activity to a sector or a particular location. 
This section illustrates the development of a com-
prehensive identity fraud enterprise management 
framework illustrated in Figure 1. 

The framework conceptualizes identity fraud 
management from an organization’s perspective. 
Policy development personnel are most often the 
leaders within identity fraud and fraud manage-
ment teams. Importantly, they must be able to 
act on board directives to control and allocate 
resources within the overall identity fraud areas, 
within and across all stages from policy inception 
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to victim restoration. Each of the phases, stages 
and steps in the framework are discussed in the 
following sub-sections.

Anticipatory Phase

The anticipatory phase is proactive in its stance 
of managing identity fraud. Organizations who 
implement all the stages of the anticipatory 
phase should, ceteris paribus, encounter less 
identity fraud losses than those who do not. The 
stages of the anticipatory phase are integral to 
protecting an organization against identity fraud 
perpetrators. 

Stage One: Policy

Within the identity fraud management framework, 
the policy stage must seek to drive the remain-
ing anticipatory stages, and the reactionary and 
remediation phases, while meeting an organiza-
tion-wide cost benefit. One of the first steps in 
formulating policy is to define identity fraud. 
To date the lack of an appropriate definition and 
scope has frustrated many organizations (Jamie-
son, Land, Sarre, Steel, Stephens & Winchester, 
2008). Organizations, due in part to not having 
an appropriate definition of identity fraud, have 
often just written the fraud losses off as a bad 
debt (Cuganesan & Lacey, 2003).
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Within the set of related models reviewed, 
both the e-fraud model by Vasiu (2004) and the 
fraud model by Wilhelm (2004) specifically name 
a ‘policies’ component. However, Samociuk and 
Iyer’s (2003) Fraud Risk Management model, 
in contrast, includes a component to ‘define the 
objective’. Similarly an internal fraud prevention 
schema by Bologna (1984) includes ‘strategies’, 
‘objectives’ and ‘assumptions’ with choices to 
‘increase the probability of discovery’ or ‘decrease 
the possibility of commission’, while Gill and Mor-
rison (2002) also use the term ‘strategies’. Other 
models also use labels similar to policy, such as, 
‘directive’ (Bologna, 1984), ‘governance’ (Luijer-
ink, 2006), ‘devise risk adjusted actions’ (ID 
Analytics, 2004), ‘reactive or proactive detective 
activities’ (Straub & Nance, 1990), and ‘perpetra-
tor profile’ (Le Lievre & Jamieson, 2005).

Due to the diversity of organizations targeted 
by identity crime perpetrators, developing a set 
of identity fraud policies within an organization 
is seen as the necessary first stage in building an 
integrated approach to identity fraud manage-
ment. Prudent policy statements and initiatives 
build the foundation of the following stages in 
our framework. 

Stage Two: Risk Assessment 

Risk assessments relate to prioritization and iden-
tification of threats both internally and externally 
for staff and customers. This includes the actual 
implementation of controls. The dynamic nature 
of identity fraud means that perpetrators have used 
new types of identity fraud techniques that risk 
managers within organizations need to assess on 
a frequent basis. The real problem is that identity 
fraud perpetrators hide amongst valued real and 
potentially real customers. 

Cuganesan and Lacey (2003) include risk 
assessment as the first item in a list of activity 
related identity fraud costs. Vasiu’s (2004) e-fraud 
model assigns risk assessment to occur between 
their prevention and audit stages. Samociuk and 

Iyer’s (2003) fraud risk management model in-
cludes ‘understand the risk’ and ‘reduce the risk’, 
which closely relate to risk assessment. Le Lievre 
and Jamieson (2005) in their model of initial pre-
conception of Identity Fraud profiling, include a 
step to ‘profile the mode of attack’. ID Analytics 
(2004) pose the question, ‘How do you manage 
ID risk?’ and illustrate a solution with a 3-step 
model of the Identity Fraud Risk Management 
Process. The first two steps, ‘Assess Identity 
Risk’ and ‘Devise Risk Adjusted Actions’ cover 
a risk assessment approach. The emphasis on 
risk assessment across the models investigated 
underlies its importance.

Stage Three: Deterrence
 

Successful deterrence stops fraud and identity 
crime before it happens. Cuganesan and Lacey 
(2003), refer to deterrence as “activities related to 
the promotion and communication of disincentives 
to commit identity fraud acts”. Deterrence is an 
important component of identity fraud control 
and can be viewed from an anticipatory and 
reactionary perspective. Cuganesan and Lacey’s 
(2003), meaning adheres to the former. A reac-
tionary position uses threats of past prosecuted 
perpetrators sentences as a deterrent. However, 
“fraudsters tend to migrate toward the path of 
most anonymity and least resistance. Therefore, 
increasing the difficulty of committing the fraud 
effectively functions as an incremental increase 
in deterrence” (Wilhelm, 2004, p.10). Therefore, 
anticipatory position is preferred for identity 
fraud.  

Stage Four: Prevention 

In the general fraud landscape, prevention, 
detection, and deterrence are sometimes used 
interchangeably. “The activities in the prevention 
stage, though closely associated with deterrence 
and detection, occur after deterrence has failed and 
before the suspicion or detection of fraud or iden-
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tity fraud has occurred” (Wilhelm, 2004, p.10). 
In contrast, according to Cuganesan and Lacey 
(2003, p.35), prevention “activities are related to 
strategy, policy and procedural development, and 
implementation to avoid an identity fraud being 
perpetrated”. Vasiu (2004) uses an integrated 
supply chain framework for e-fraud that includes 
policies, implement, and, test and train elements 
within a prevention approach across suppliers, 
contractors and customers. Vasiu also includes a 
risk assessment process within this overall preven-
tion approach. Vasiu (2004, p.5) points out that 
“prevention should be paramount in any e-fraud 
control approach”. The reason is that “the risk of 
loss is higher with reactive/detection strategies 
because either the crime is ongoing or has oc-
curred; hence, the ability to stop or recover the 
loss is often very limited” (Vasiu, 2004, p.5).

Prevention activities are intended to prevent the 
identity fraud from occurring or to secure the en-
tity and its processes against internal and external 
identity fraud. “The ability of prevention to stop 
losses from occurring versus stopping fraudulent 
activity from continuing is an important distinc-
tion. The latter activities are more appropriately 
mitigation stage activities” (Wilhelm, 2004, 
p.11). The United States-Canada Working Group 
(1997, p.26) corroborates Wilhelm’s (2004) point 
as “the most cost-effective means to control any 
crime is to prevent it, since this avoids the costs 
both to victims and society”. To complement this, 
reactionary stages are required.

Reactionary Phase

The reactionary phase has stages that manage 
the perpetrator attacks while the attack is actu-
ally occurring. These stages cover the full range 
from detection, mitigation, analysis, incident 
management, to review. Organizations that 
include all these stages position themselves to 
better understand identity fraud perpetrator mo-
dus operandi and therefore better manage any 
subsequent attacks.

Stage Five: Detection

Wilhelm (2004, p.11) in his fraud management 
lifecycle framework argues that detection “is 
characterized by actions and activities intended 
to identify and locate fraud prior to, during, and 
subsequent to the completion of the fraudulent 
activity”. According to Wilhelm (2004) ‘prior 
to’ refers to “the detection of testing or probing 
activity used by criminals to facilitate a fraud at-
tempt” (p.11). Detection can be passive and active 
for indications of identity crime. Vasiu (2004, p.6) 
suggests, “in the detection function, if e-fraud 
occurs, it should be rapidly detected, managed to 
recover or minimize the losses, then effectively 
investigated to identify the perpetrator(s), and to 
gather digital evidence for prosecution.” Vasiu 
(2004, p.6) further emphasizes that “adequate 
audit strategies across the integrated supply chain 
can be an essential success factor in a posteriori 
fraud detection”. Samociuk and Iyer (2003, p.50) 
divide the emerging science of fraud detection 
“into two main areas:

•	 Red flags which provide early warning of a 
potential problem; and

•	 Detection tests, which specialists, such as 
security and audit personnel, can include as 
part of their normal work programs”.

Stage Six: Mitigation

Wilhelm (2004, p.11) states, “mitigation is begun 
once the presence or a reasonable suspicion of 
fraudulent activity has been detected. In short, 
mitigation stops fraud.” “Sometimes mitigation 
activities are referred to as prevention activities, 
where the prevention is focused on preventing the 
ongoing fraud from continuing” Wilhelm (2004, 
p.12). Similarly, detection systems can alert special 
investigators to the strong likelihood of internal 
fraud (Bologna, 1984). Before customers and 
outside agencies become aware of the fraud, the 
opportunity to mitigate losses, expenses, impact, 
and exposure will be significantly enhanced.
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To mitigate identity fraud losses, organizations 
should consider using an outside agency to perform 
a credit check to verify a new client’s information 
such as a business name, address, business tax 
identification and phone number. For small orga-
nizations with less than 100 employees, this may 
be too high of a cost to incur on a regular basis. 
However, a bad experience can easily wipe out an 
organization’s annual net profit and the organiza-
tion could suffer from reputational loss. 

Stage Seven: Analysis

The analysis stage collates information regarding 
outputs and performance from each of the previous 
stages in our framework and provides feedback 
through the review stage and learning steps regard-
ing outcomes and performance. Organizations 
need good systems in place to facilitate accurate 
analysis that contributes to an organization’s 
competitive advantage, which has a deterrence 
value. An advantage some organizations have over 
other organizations is their degree of electronic 
recording, and that certainly helps the identity 
crime analysts in tracing perpetrators.

Stage Eight: Incident Management 

Incident management implements the activities 
involved in responding to identity fraud occur-
rences. The ability for organizations to imple-
ment speedy and rigorous incident management 
processes relies heavily on the quality of internal, 
external and collaborative systems especially 
regarding identity information.

Stage Nine: Review 

Review is an important feedback loop that incor-
porates change and innovation into the identity 
fraud framework. The review stage can also have 
a forward-looking perspective and therefore the 
review stage acts as a hub between actions of the 
past and improvements for the future. 

Remediation Phase

The stages within the remediation phase allow the 
organization to manage the process of compensa-
tion from the perpetrator of identity fraud attack. 
Without the implementation of all the stages in the 
remediation phase, an organization could miss the 
opportunity to seek redress as a result of the lack 
of evidence collected from the attack event. The 
process to prove the perpetrators’ guilt requires 
meticulous gathering of the facts.

Stage Ten: Investigation

Investigation activities obtain enough evidence 
and information to stop fraudulent activity, to 
obtain recovery of assets or restoration, and to 
provide information and support for the success-
ful prosecution and conviction of the fraudster(s). 
“A major problem facing investigators and 
prosecutors is the fact that frauds are often hard 
to prove, both because of the limited access to 
evidence and because of the sophistication of the 
schemes involved” (United Nations, 2004, p.12). 
Four principal legal elements must be proven in 
fraud cases:

•	 A material false statement, 
•	 Reliance by the victim on the false state-

ment, 
•	 Knowledge by the perpetrator that the 

statement was false at the time it was made, 
and

•	 Damage as a result of the false statement.

These elements constitute the needed proof, 
regardless of the type of fraud. Bank embezzle-
ment, insurance fraud, and con artist schemes are 
all investigated by essentially the same methods. 
An organization should ensure that its personnel 
involved in investigations are familiar with the 
rules pertaining to securing evidence and the 
admissibility of evidence in internal hearings as 
well as criminal trials.
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Stage Eleven: Prosecution

There are three main aims of prosecution in the 
fraud arena, namely punishment, enhancing an 
organization’s reputation for detecting fraud, and 
recovery or restitution. As Wilhelm (2004, p.14) 
states the “first is to punish the fraudster in an 
attempt to prevent further theft. Secondly, pros-
ecution seeks to establish, maintain, and enhance 
the business enterprise’s reputation of deterring 
fraud. The third goal is to obtain recovery or 
restitution wherever possible.” Another activity 
relevant at the “prosecution stage is the consistent 
and visible coordination of supportive legisla-
tive and regulatory activities to stop fraudulent 
activity. This activity frequently falls to senior 
managers and legal counsel due to their experi-
ence, industry contacts, and broad perspective” 
(Wilhelm 2004, p.15).

Stage Twelve: Recovery

Recovery activities for identity crimes are “related 
to the recouping of losses/benefits that are directed 
at the perpetrator and which may be undertaken 
internally within the organization and/or exter-
nally such as through the judicial system or debt 
collecting agency” (Cuganesan & Lacey, 2003, 
p.35). Examples include, preparation of evidence 
briefs, time spent negotiating with the perpetrator 
and/or in the judicial system, and legal costs. The 
important process of asset recovery needs to be 
documented in a professional manner. Given the 
global nature of identity fraud, the perpetrator 
can easily transfer assets to other jurisdictions. 
A major problem in recovering them has been 
a lack of reciprocity between different global 
jurisdictions (Brungs & Jamieson, 2005). While 
mutual legal assistance treaties have been useful 
in some circumstances, more legal cooperation 
should be encouraged to help businesses recover 
assets more efficiently.

Cooperation between the government and 
private sectors including law enforcement is 

also an enormous help in the recovery of assets. 
“A further complicating factor in the recovery 
of assets has been the issue of bank secrecy. It 
was also noted that the United Nations Conven-
tions against Transnational Organized Crime 
and against Corruption include provisions for 
the recovery of assets” (United Nations, 2004, 
p.11). Losses should be quantified and attempts 
should be made to recoup such losses through 
insurance claims, civil action or compensation 
orders in criminal courts. Inter-jurisdictional 
issues frustrate organizations at this stage. This 
is why government needs an holistic strategy 
that includes an inter-jurisdictional collaboration 
component and appropriate legislative backing 
for identity crime and cybercrime across national 
boundaries.

Stage Thirteen: Restoration

Restoration involves activities related to attempt-
ing to re-establish the victim’s position prior to 
any identity fraud occurrence. While some of 
these activities are focused on the perpetrator 
primarily via recovery, other activities are also 
involved. For example, “media campaigns to re-
assure stakeholders in response to identity fraud 
attack, transaction costs associated with hiring 
new staff for example where staff were involved 
in identity fraud attack, time spent to re-establish 
circumstances of the identity” and credit standing 
restored to that position prior to the identity fraud 
attack (Cuganesan & Lacey, 2003, p.35).

Audit Stage 

The audit stage interfaces with all sequential 
stages from policy to restoration. Internal audits 
are ongoing and reporting should be on a regu-
lar basis to an audit committee that is part of or 
reports directly to the board. External audits are 
periodic in nature often on an annual basis and 
independent of the organization and report to the 
chief financial officer or chief executive officer 
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who then report to the board. Both Vasiu (2004) 
and Samociuk and Iyer (2003) include an auditing 
function with both internal and external auditors 
responsibilities within the detection stage. They 
also argue for the need for proper training, learning 
and skill base within specific types of frauds. 

Auditors are more responsible for detecting 
different frauds including identity fraud today than 
in the recent past, and fraudulent transactions are 
being discovered increasingly in electronic envi-
ronments. Since a fraud investigation can hinge 
on electronic evidence, it is now important for the 
auditing and computer forensics professions to 
assist one another in collecting and using digital 
evidence. Without such cooperation, digital data 
tested during an audit may be forensically unus-
able and not prosecutable (Brungs & Jamieson, 
2005). Audits often pick up errors or anomalies 
in practices undertaken in systems or processes 
that cause losses or are fraudulent.  Next, we will 
discuss the learning and procedural adjustment 
steps in our framework.

Learning Steps

The learning steps include ‘test and train’ sub-
tasks; we offer two reasons for this. First, within 
Australian government organizations, personnel 
in certain fraud roles must have or are required to 
undertake related training and complete required 
tests. Second, in normal circumstances there 
will be learning improvements that will require 
training with some depth of understanding. All 
personnel involved need training and associated 
testing. Within Australian government organiza-
tions Regulation 19 of the Financial Management 
and Accountability Regulations of 1997, guideline 
3(7), in part states that, “Risk assessment is a 
process of continuing improvement. When the 
risk assessment process begins, agencies must 
attempt to gain an understanding of the very broad 
risks of fraud” (Australian Government Attorney 
General’s Department, 2002, p.9). 

Learning is carried out by humans or comput-
erized within expert systems or other learning 
paradigms. There are two different types of com-
puterized learning: supervised and unsupervised. 
In supervised learning, the desired answer is 
provided by the trainer. Any deviation from the 
expected response is seen as an error measure-
ment and is used in the correction of network 
parameters. The error value can be used to modify 
weights so the other decreases. This learning mode 
requires a training set of known input and output 
values (Smith, 2006). Unsupervised learning 
differs because the desired response is largely 
undefined or vague. Since there is no information 
available about the correctness of the response, 
other knowledge must be known to understand 
the output of the network. These networks must 
discover any patterns or recognizable properties 
by themselves. The network is updated using a 
self-organizing process (Smith, 2006).

Procedure Adjustment Step

In order to implement knowledge innovations 
from the learning steps, certain procedural 
adjustments need to occur. These procedural 
adjustments will be specific to certain individual 
stages throughout our management framework 
within the anticipatory, reactionary and recovery 
phases. The procedure adjustment step is akin to 
monitoring and assessing the design and operation 
of the identity fraud stages on a timely basis and 
making necessary corrective actions to leverage 
the knowledge innovations. 

Reporting Step

Reporting is an essential part of the other phases 
and stages. Reports are compiled at the Risk 
Assessment, Analysis, Incident Management, 
Review, and Investigation stages. Whilst there are 
differences in purpose, the reports at the various 
stages are likely to have a similar structure, but will 
have different functional stages, content and em-
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phasis. There are several reasons for undertaking 
the reports including auditing, evidence gathering, 
investigative reports, and facilitating procedure 
adjustments and future policy implementations. 
In Australia, Commonwealth organizations should 
adhere to strict legal guidelines such as the Com-
monwealth Fraud Control Guidelines.  This was 
issued by the Minister for Justice and Customs 
as Fraud Control Guidelines under Regulation 19 
of the Financial Management and Accountability 
Regulations 1997 (Australian Government At-
torney General’s Department, 2002).

Victim (an Individual or Entity)

The high cost to the victims of identity fraud is 
often due to the delay between when the perpe-
trator commits the crime against a victim and 
when the victim realizes they have been victim-
ized. “As many as 85 percent of all identity theft 
victims find out about the crime only when they 
are denied credit or employment, contacted by the 
police, or have to deal with collection agencies, 
credit cards, and bills” (Pastore, 2004, p.1). The 
time it takes for a victim to recover from identity 
theft can be extensive, and while the wounds 
are not physical, they are psychological and life 
changing in several ways. For example, a study 
on identity theft (Foley & Foley, 2003, refer p.4) 
found that victims spend 600 hours recovering 
from the crime because they must contact and 
work with credit cards, banks, credit bureaus, and 
law enforcement. The time can add up to as much 
as US$16,000 in lost wages or income. 

One-third of the victims of identity theft had 
their personal information misused for credit card 
fraud in 2003, according to the Federal Trade 
Commission, FTC (2004). Phone or utilities fraud 
was next at 21 percent, 17 percent for bank fraud, 
and 11 percent for employment-related fraud. 
Nineteen percent of the instances of identity theft 
used stolen personal information to open new 
credit card accounts. Twelve percent used it to 
commit fraud with existing credit card accounts. 

Ten percent of the FTC’s cases of identity theft 
involved opening new wireless phone accounts. 
The number of victims in the US, measured by 
the Javelin 2008 Identity Fraud Survey Report 
in the 12 months prior to the 2008 survey was 
8.1 million adults down 300,000 from the 2007 
survey estimate (Monahan & Kim, 2008). 

The 2005 identity fraud survey (Javelin 
Research, 2006) found identity theft victims 
who detected the crime by monitoring accounts 
online “experienced an average financial loss 
of US$551”, compared “with an average loss of 
US$4,543 when the crime was detected through 
paper statements” (Swanson, 2005, p.2). In the 
UK, in some cases it cost individuals £8,000 or 
more and took as much as 200 person-hours to 
fix up what the identity crime perpetrator’s acts 
had created (MyFinances.co.uk, 2006).

FUTURE TRENDS AND RESEARCH

There are mixed views regarding the current 
and future trend of the cost of identity crime. 
One view from the US is that the cost of identity 
fraud has peaked and is now stable or in decline 
as measured on an annual basis over the last five 
years (Kim, 2008). Contrary views state that as 
a greater consensus is reached to defining the 
phenomenon of identity crime and its component 
parts of identity fraud, identity theft, and identity 
deception and more countries undertake sound 
cost studies, a more accurate picture will appear. 
Only then could it be stated, with confidence, 
that identity crime and related crime costs are 
increasing or otherwise. We take the view that 
the cost in terms of losses caused by the perpe-
trators to individuals and organizations through 
prevention, detection, deterrence, and response 
expenses is increasing, and will continue into 
the near future. This will in some part be due to 
the ubiquitous nature of the internet and  mobile 
technologies offering perpetrators anonymity. 
Within the enterprise management framework 
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we also have yet to identify and include roles 
within stages for a coordinated approach within 
organizations e.g., across audit, security, fraud 
control, and investigation groups. Future research 
needs to address these issues. This will then al-
low in-depth empirical research for studies to 
test the model’s practical implementation. The 
exclusion of any components or phases and stages 
could limit implementation in small government 
agencies or micro-organizations. Future research 
initiatives include developing a comprehensive 
understanding of identity fraud in e-commerce 
and implementing appropriate solutions. 

CONCLUSION

Managing identity crime risk is a critical issue for 
any country, government agency, organization, 
or individual. This chapter describes a holistic 
strategy that can be implemented by organiza-
tions. Victims can also protect themselves by 
carefully monitoring their online and offline ac-
tions and properly destroying unwanted identity 
documents or accompanying personal identifying 
information. 

Governments should initiate a holistic identity 
crime strategy with a specific set of components 
that helps quarantine the phenomenon as much 
as practicable. These components include legisla-
tion, inter-jurisdictional collaboration, awareness 
programs, data protection, identity management, 
appropriate resourcing of justice systems, educa-
tion programs, reporting transparency, and victim 
support (Jamieson, Land, Stephens, & Winchester, 
2008). Inter-jurisdictional collaboration could 
include cyber-attack simulations to assess gov-
ernment agency and organizational readiness in 
terms of threat analysis and ability to implement 
response solutions. Simulations are important as 
identity crime perpetrators’ innovations continue 
at an increasing pace. 

This research informs theory by presenting 
a model of identity fraud management, which 

requires further validation. In practice, this model 
will aid identity fraud managers to effectively 
identify identity fraud attacks. Benefits include 
having a plan of action for each major phase that 
anticipates, reacts to, and remedies identity fraud 
incidents. This provides the manager with a ready 
suite of stages to detect, mitigate, analyze, man-
age, review, report, and learn from event attacks. 
Economic benefits derive from the stages incor-
porated in the remediation phase and designed to 
remedy any asset or reputational losses.

The proposed identity fraud enterprise man-
agement framework identifies three phases: 
anticipatory, reactionary, and remediation. These 
phases include 13 sequential stages and an audit 
stage, which interacts with all other stages. Vari-
ous reporting, learning and procedural adjustment 
steps are provided to facilitate innovation tailored 
to each organization. This framework should be 
applied to combat the increasing trend of identity 
fraud and related crimes within an organization. 
These steps like the internal audit stage interface 
with the sequential stages from policy to restora-
tion. The internal audit stage is important because 
it permits the undertaking of rigorous checks and 
balances on procedures from policies throughout 
the model’s operation. An important contribution 
of a dedicated internal audit structure includes the 
mandatory reporting to an organization’s execu-
tive level that would include the board and should 
include an independent audit committee.

Our framework provides a useful link between 
the phases and stages as there are a number of 
players that traditionally have acted in isolation 
e.g., auditing, security, recovery, fraud investiga-
tion. Our framework facilitates this management 
integration for organizations.
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ABSTRACT

This chapter presents a repeatable collaboration process as an approach for developing a comprehensive 
Incident Response Plan for an organization or team. Despite the process of incident response planning 
being an essential ingredient in security planning procedures in organizations, extensive literature re-
views have not yielded any collaborative processes for such a crucial activity. As such, this chapter will 
discuss the background of incident response planning as well as Collaboration Engineering, which is 
an approach to design repeatable collaborative work practices. We then present a collaboration process 
for incident response planning that was designed using Collaboration Engineering principles, followed 
by a discussion of the application process in three cases. The presented process is applicable across 
organizations in various sectors and domains, and consist of codified “best facilitation practices” that 
can be easily transferred to and adopted by security managers. The chapter describes the process in 
detail and highlights research results obtained during initial applications of the process.
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INTRODUCTION

Today, many organizations have connected their 
systems and networks to the outside world, as is the 
case of e-business. This brings with it special re-
quirements on computer and information security. 
Most organizations have to handle security risks 
such as viruses and worms, theft of proprietary 
information, financial fraud, system penetration 
by outsiders, sabotage of data or networks, to 
mention but a few. Therefore, organizations need 
to have Incident Response Plans in place to be 
able to respond efficiently when an incident oc-
curs (Soper, 2003). However, experience shows 
that creating a high quality Incident Response 
Plan is a complex task. Creating a comprehensive 
and useful plan requires the input from many se-
curity professionals (Foix, 2004; Sausner, 2007). 
It is often a time-intensive process as groups of 
professionals have to share relevant information, 
deliberate on preventive and reactive measures, 
and achieve agreement on strategies and policies. 
To ensure that this collaboration is as efficient and 
effective as possible, many groups would benefit 
from a structure, purposeful team process that is 
guided by an expert facilitator. Yet surprisingly, 
an extensive literature review did not reveal any 
reported standard collaborative processes for this 
critical security activity. Therefore, the goal of this 
chapter is to present a collaborative team process 
for the creation of an Incident Response Plan. 
This process was designed using Collaboration 
Engineering principles and tested in three case 
situations. The collaborative Incident Response 
Plan process consists of codified ‘best facilitation 
practices’ that can be easily transferred to and 
adopted by security managers. Hence, security 
managers can execute the process by themselves 
without the support from expensive, expert fa-
cilitators. This use of Collaboration Engineering 
does not suggest that facilitation is easy; however 
it illustrates how a step-by-step plan using best 
facilitation practices can be completed by security 
managers who are novice facilitators. 

The chapter begins with a background of 
incident response planning and Collaboration 
Engineering. This background provides the basis 
and information necessary for the design of a col-
laboration process for incident response planning. 
Next, the chapter describes the designed process 
in detail and highlights the research results ob-
tained during initial applications of the process. 
The chapter then presents a discussion of future 
trends and research issues which when explored 
may offer potential for further strengthening these 
results. The chapter concludes with a discussion 
of how the presented process can be used across 
organizations in various sectors and domains.

BACKGROUND

There is a significant amount of research in the 
area of IT contingency planning and, as a part of 
that, incident response planning. However, based 
on our research of existing literature we conclude 
that no collaborative process has been presented 
for security practitioners. The background in this 
chapter will first discuss relevant research related 
to incident response planning. Then we discuss 
the Collaboration Engineering approach that was 
used to design the repeatable incident response 
planning process.

Incident Response Planning

IT contingency planning supports the develop-
ment of thorough plans and procedures to recover 
from an IT service disruption and/or a disaster in 
an organization. IT comprehensive contingency 
planning consists of several major planning docu-
ments including: (a) Business Impact Analysis 
(BIA); (b) Incident Response Plan (IRP); (c) Busi-
ness Contingency Plan (BCP); and (d) Disaster 
Recovery Plan (DRP) (Swanson et al., 2002). Of 
specific interest to this chapter is the IRP. 

An IRP covers the planning process associated 
with the definition, identification, classification, 
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response, and recovery from an incident (Poin-
dexter & St. Laurent, 2000). In other words, it 
describes the practice of detecting a problem, 
determining its cause, minimizing the damage it 
causes, resolving the problem and documenting 
each step of the response for future reference. 
Traditionally, there are six stages of an IRP, which 
include 1) preparation, 2) identification, 3) contain-
ment, 4) eradication, 5) recovery, and 6) follow-up 
(Poindexter & St. Laurent, 2000). The basic goals 
of the six stages include confirmation of whether 
an incident occurred, determining how the attack 
was done or the incident happened, minimizing 
the downtime to business and network services, 
preventing future attacks or incidents, improving 
security and incident response, enabling legal and 
law enforcement to prosecute malicious entities, 
and finally providing recommendations to senior 
management. These recommendations are in 
the form of planning documents, which together 
comprise a large quantity of documentation.

Typically, documentation does not come 
naturally to technical individuals. However, 
documenting the steps taken during an incident 
response is of paramount importance. Documenta-
tion and records of incident responses performed 
months or years prior have a longer shelf life than 
an individual’s memory. Further, documentation 
remains when individuals leave the organization 
to pursue other career opportunities. Planning 
is also very important to the response because 
sometimes the investigator may have only one 
chance to respond correctly. Planning the com-
mands, the order, and what switches will be used 
on the victim machine will follow hand-in-hand 
with the documentation (Jones, 2001).

Among the many ways organizations are deal-
ing with incident prevention, reaction, handling, 
and preparation, is the use of Computer Security 
Incident Response Teams (CSIRT’s). These teams 
collect all documentation related to any incident 
occurring in the organization. This documenta-
tion could be a text file, a piece of scratch paper, 
index cards, spreadsheets, databases, and pre-

made forms. All these elements become part of 
the IRP. The work of a CSIRT is critical for the 
compilation of documentation. Therefore, it is 
clear that collaboration is important in an IRP. 
This type of planning has always been done in 
a team or with a group of experts (Foix, 2004; 
Sausner, 2007) and it should only make sense that 
an efficient process be developed to support this 
collaboration. To create this process we followed 
a collaboration process design approach. This 
approach, known as Collaboration Engineering, 
is discussed in the next section.

Collaboration Engineering

Collaboration Engineering is an approach to de-
signing, and deploying collaboration processes 
for recurring high-value collaborative tasks 
that are executed by practitioners without the 
ongoing intervention of professional facilitators 
(Briggs, de Vreede, & Nunamaker Jr., 2003; de 
Vreede, Koneri, Dean, Fruhling, & Wolcott, 
2006). A practitioner is a domain expert within 
the area supported by the collaboration process 
(e.g., security), but not a group dynamics expert 
or facilitator. The main goal of Collaboration 
Engineering is to enable practitioners to guide 
group work with minimal cognitive load while 
providing them with the necessary facilitation 
skills and knowledge about groups.

 In designing a repeatable collaboration pro-
cess, the key steps or activities in the process are 
modeled as patterns of collaboration. Patterns of 
collaboration describe the nature of a group’s col-
laborative process when observed over a period of 
time as they move from a starting state to some 
end state. According to Briggs, et al. (2006a), 
there are six main patterns of collaboration. They 
include the following: 

•	 Generate: To move from having fewer con-
cepts to having more concepts. The goal of 
generation is for a group to gather or create 
concepts that have not yet been considered 
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by the group. Brainstorming is an example 
of a generation process. 

•	 Reduce: To move from having many con-
cepts to having a focus on fewer concepts 
deemed worthy of further attention. The 
goal of reduction is for a group to decrease 
their cognitive load by limiting the number 
of concepts they must address. Reduction 
can be achieved, for example, by filtering 
concepts or abstracting a general concept 
from multiple specific instances.

•	 Clarify: Moving from less to more shared 
meaning for the concepts under consid-
eration. This is important because people 
frequently use the same label for differ-
ent concepts, and use different labels for 
the same concepts. People on a team also 
frequently use labels and concepts that are 
unfamiliar to others on the team. 

•	 Organize: To move from less to more 
understanding of the relationships among 
the concepts. The goal of organization is to 
reduce the effort of a follow-on activity. The 
group might, for example, organize a mixed 
list of ideas into a number of categories or 
arrange them into a hierarchical structure.

•	 Evaluate: To move from less to more under-
standing of the benefit of concepts toward 
attaining a goal. The goal of evaluation is to 
focus a discussion or inform a group’s choice 
based on a judgment of the worth of a set of 
concepts with respect to a set of task-relevant 
criteria. For example, an evaluation process 
may involve having a team use a five-point 
scale to rate the probability of a security risk, 
or they may conduct a qualitative analysis 
of the pros and cons of a proposed security 
policy.

•	 Build consensus: To move from having more 
disagreement to having less disagreement 
among stakeholders on proposed courses of 
action. The goal of consensus building is to 
let a group of mission-critical stakeholders 
arrive at mutually acceptable commitments. 

For example, a consensus building process 
might involve seeking policy agreements that 
are acceptable to each individual security 
officer involved in a planning session.

To enable the practitioner to create the relevant 
patterns of collaboration in a group process, 
Collaboration Engineering advocates the use of 
collaboration process design patterns. Design 
patterns were first proposed by Alexander et al. 
(1977, p. X) “a pattern describes a problem which 
occurs over and over again and then describes 
the core of the solution to that problem, in such a 
way that you can use this solution a million times 
over, without ever doing it the same way twice.” 
Collaboration Engineering design patterns, 
called thinkLets, have the same purpose: to pro-
vide proven solutions to recurring collaboration 
problems in terms of techniques, methods, and 
tools. They are comprised of best practices for 
collaborative activities, and coded to enable the 
rapid development of sophisticated, integrated, 
multi-layered collaboration processes that can 
improve the productivity and quality of work 
life for teams (de Vreede et al., 2006). In short, 
thinkLets are proven, best facilitation practices. 
The thinkLets represent everything that a prac-
titioner needs to know to create one repeatable, 
predictable pattern of collaboration among people 
working toward a goal. Hence, practitioners can 
use thinkLets during IRP sessions. 

The Collaboration Engineering approach 
has been studied extensively. Research findings 
indicate that Collaborative Engineering provide 
practitioners with facilitation skills to support 
mission-critical tasks (see e.g., Bragge, Merisalo-
Rantanen, & Hallikainen, 2005; Briggs et al., 2003; 
Briggs et al., 2006a; Fruhling & de Vreede, 2005). 
Using the Collaboration Engineering approach, 
a repeatable IRP process can be represented as a 
logical sequence of patterns of collaboration that 
are in turn created using the appropriate thinkLets. 
The following section presents the IRP process 
that was designed using the Collaboration Engi-
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neering approach and illustrates how the stages 
of IRP line up with the patterns of collaboration 
and the thinkLets.

A Collaboration Process for  
Incident Response Planning

The design for the collaborative IRP combines the 
logical activities in the planning process with the 
patterns of collaboration and the recommended 
thinkLets that can be used to create these patterns. 
A process model representing the logical flow of 
the process is depicted in Figure 1. 

The process model consists of three elements; 
activities, decisions, and flows. An activity is 
represented by a rounded rectangle listing the 
activity name, the pattern of collaboration it aims 
to create, and the thinkLet that is used for that 
purpose. A decision is represented by a circle. 
Arrows represent the flow direction. An arrow 
can have a label if it is linked to a specific deci-
sion outcome. Table 1 summarizes the process 

design in terms of the activities necessary for: (a) 
coming up with an IRP; (b) the deliverables from 
each activity that is carried out; (c) the patterns of 
collaboration for each activity, and (d) the related 
thinkLets. The following subsections discuss each 
activity in more detail.

Activity 1:  Agree on Taxonomy of 
Incidents

The design process starts by presenting the par-
ticipants with the taxonomy of incident types 
that the plan will consider. This taxonomy lists 
and defines each type of incident that falls within 
the scope of the plan (or within the scope of the 
workshop if the plan is to be created in a series 
of workshops). An incident response taxonomy 
is, for example, the types of hacker attacks or 
computer viruses for which a standard response 
has to be defined. It is important that each par-
ticipant understands and accepts this taxonomy as 
it forms the basis for all subsequent group activi-
ties. Therefore, the pattern of collaboration that 
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Figure 1. Process model of the collaborative incident response planning process
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the security practitioner has to create is building 
consensus. The thinkLet employed to accomplish 
this is called TurnTaker.

TurnTaker is a simple discussion technique. It 
allows the participants to verbally raise questions 
or express reservations regarding the concepts on 
the table. For the IRP workshop, the practitioner 
instructs the participants as follows: “Please raise 
your hand if you see any incident for which you 
do not understand the definition, any incident that 
is missing from the taxonomy, or any incident 
that you think falls outside of the scope of this 
workshop.” Each issue that is raised is discussed 
by the group. This discussion may result in a 
refinement of the incident definition or the inclu-
sion or exclusion of certain incidents. To make 
this activity more efficient, the practitioner can 
circulate the proposed incident taxonomy among 
the participants before the workshop starts. 

Activity 2: Brainstorm Relevant 
Response Information for Each 
Incident

The second activity in the process aims to collect 
relevant response information for each incident 
that needs to be included in the IRP. To this end, 
the group needs to perform a pattern of col-
laboration; in other words, they need to engage 
in a brainstorming session to generate response 
information for each incident. To focus this brain-
storming activity, the participants are presented 
with three response information categories for 
each incident: (1) course of action (i.e., what are 
the recommended actions that need to be taken 
once the incident is reported), (2) team member 
responsibilities (i.e., which members of the 
security team need to fulfill which responsibili-
ties), and (3) documentation (i.e., what relevant 

Activity Deliverables Pattern of 
Collaboration

thinkLets

1. Agree on the taxonomy of incidents Consensus on the list and 
definitions of incidents

Build Consensus TurnTaker

2. Brainstorm relevant response information 
for each incident:
a) Course of action
b) Team member responsibilities
c) Documentation

Information to be 
considered in each of the 
response categories

Generate LeafHopper

3. Clean up the response information in each 
category

Non-redundant and well-
framed ideas in each 
category

Reduce & Clarify BucketSummary

4. Review consolidated response information Reviewed list of incident 
categories by all session 
participants

Generate LeafHopper

5. Incorporate reviewing comments Categories with feedback 
incorporated

Reduce & Clarify BucketSummary

6. Vote on incident response descriptions An assessment of the 
acceptability of the 
response descriptions for 
all incidents

Evaluate StrawPoll

7. Discuss incident response descriptions that 
have low agreement.
Continue with step 5 for relevant incidents

A deeper understanding 
of the reasons why certain 
description are not yet 
acceptable

Build Consensus CrowBar

8. Wrap-up

Table 1. Process design
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information needs to be recorded each time an 
incident occurs).

This brainstorming activity is supported 
with the LeafHopper thinkLet. This technique 
is useful for groups to brainstorm on a number 
of topics simultaneously when (a) it is not critical 
that each participant contributes to each topic or 
(b) not every participant has sufficient knowledge 
to contribute to all topics. The security plan-
ning practitioner will instruct the participants 
as follows: “Please contribute relevant response 
information to the incidents in the taxonomy. 
You can add response information regarding 
courses of action, responsibilities of the security 
team members, and documentation requirements. 
Please start adding your ideas to the incidents that 
you know most about or consider most important. 
Once you are done there, you can add information 
to other incidents. It is not required to contribute 
information to all incidents. As a group we will 
cover all incidents, but as an individual you should 
first focus on the incidents that you care about 
most.” During the execution of the LeafHopper 
thinkLet the practitioner can keep an eye on the 
spread of contributions over the various incidents. 
If some incidents do not receive any attention, 
the practitioner/facilitator can redirect the focus 
of some participants.

Activity 3: Clean Up the Response 
Information in Each Category

Once the brainstorming activity is over, the group 
will have to process the results. It is very likely 

that the response information for each incident 
contains contributions that are overlapping, poorly 
formulated, or unclear. The purpose of the third 
activity in the planning process is to clean up 
the results so there is a concise description of 
relevant response information for each incident. 
This activity requires the group to go through the 
brainstormed ideas and both reduce and clarify 
them. With these patterns of collaboration, super-
fluous information has to be removed and related 
information has to be combined. The end result 
of this activity is to arrive at a draft description 
of the relevant response information that can be 
included almost verbatim in the final IRP. Table 
2 shows an example that can be given to partici-
pants as a sample of the expected outcome from 
this activity.

The thinkLet that the practitioner can use to 
support this activity is the BucketSummary. With 
this thinkLet, the practitioner will ask a single 
participant to clean up the information in one or 
more incident types and consolidate it into useful 
response guidelines. Alternatively, the practitioner 
may request pairs of participants to work together 
on this activity, which usually yields better results. 
The instructions given by the practitioner are as 
follows: “Please consolidate the information for 
each of the incidents you are assigned. The purpose 
of this activity is to arrive at a clear and concise 
description of relevant response information for 
each incident. The quality of this description 
has to be such that it can be included in our final 
response plan. To this end, you can edit, combine, 
or delete information. Make sure that your final 

Original
COA for Tornado Warning

•	 Evacuate people to shelters
•	 Sound alarm
•	 Lock doors & windows
•	 Keep people away from windows
•	 People should not panic

Updated
COA for Tornado Warning 

At the time of a tornado warning 
it is imperative to first sound an 
alarm and start evacuating people 
in the building to tornado-safe 
areas. It is also necessary to lock 
all windows and doors and most 
importantly keep people from 
panicking and becoming chaotic.

Table 2. Course of action (COA) clean up example for tornado warnings



  ���

A Repeatable Collaboration Process for Incident Response Planning

consolidated text reflects the original ideas and 
can easily be understood by your team members.” 
This activity can be further clarified by showing an 
example of an ‘acceptable description.’ Normally, 
this activity takes about twice as much time as the 
brainstorming activity that was used to generate 
the initial response ideas.

Activity 4:  Review Consolidated 
Response Information

After the participants have produced a consoli-
dated description of the responses for each inci-
dent, the next activity includes a peer review of 
the resulting descriptions. If participants have any 
issue with the description, a comment should be 
added to the description. Hence, as needed, the 
participants generate comments during the peer 
review for each description. The thinkLet they 
use for this activity is the LeafHopper. Similar 
to Activity 2, which uses the same thinkLet, the 
participants can decide themselves which part of 
the incident taxonomy they want to review first. 
The practitioner will start this activity as follows: 
“Please read the consolidated descriptions that 
have been created. If you feel any modifications 
or corrections are required, submit a comment 
to that description. Start reading the response 
descriptions for the incidents that you care most 
about or know most about. Everyone will work 
in parallel so that we can review all descriptions 
expeditiously. Please make sure that your review-
ing comments are clear and actionable so that the 
authors of the description can use your feedback 
to improve it.”

Activity 5:  Incorporate Reviewing 
Comments

After all reviewing comments have been col-
lected; the authors of the consolidated response 
descriptions must revise their descriptions based 
on the feedback received. In this activity, the 

participants go through an additional reduce and 
clarify pattern of collaboration. They read the 
reviewing comments from their colleagues and 
modify their response descriptions. The thinkLet 
used for this activity is the same as for Activity 
3: BucketSummary. The practitioner instructs 
the group as follows: “Please read through the 
comments your colleagues may have left for you 
regarding your initial description. Use the review-
ing comments to improve your description.”

Activity 6:  Vote on Incident 
Response Descriptions

Once the response descriptions for each incident 
have been revised, the group is ready to take a 
formal vote on the acceptability of the incident 
response information for inclusion in the IRP. To 
perform this evaluate pattern of collaboration, the 
participants are presented with a voting list of all 
response descriptions. For every description each 
participant can vote “Yes” or “No” in response to 
the question: “Is this description acceptable for 
inclusion in the IRP?”

This activity of voting translates into an 
evaluation pattern of collaboration. The related 
thinkLet in this case is StrawPoll. This thinkLet 
allows participants to obtain a feeling of the 
group by casting votes. As a result, the StrawPoll 
outputs include a tabular and graphical display 
of the patterns of consensus in the group. Each 
participant is given a ballot sheet, and asked to 
read through all the incident categories and re-
cord their vote as either a “Yes,” suggesting the 
category is adequately covered, or a “No,” sug-
gesting the category is not adequately covered. 
The voting ballot sheet also has space provided to 
allow participants to jot down any notes as they 
read through each incident category for further 
discussion at a later time. Once each participant 
has completed reviewing all incident categories, 
the group is then asked to cast their votes.
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Activity 7: Discuss Incident 
Response Descriptions that have 
Low Agreement

Once the votes have been cast, the group needs to 
take a closer look at the incidents where agreement 
was low. Therefore, the pattern of collaboration 
that the security practitioner has to create is build-
ing consensus, which is the same as Activity 1. 
In this activity the thinkLet to accomplish this 
pattern is called CrowBar.  CrowBar allows the 
group to address the reasons for a lack of consen-
sus on certain issues. This thinkLet enables the 
participants to engage in a structured discussion 
of the items that showed the highest percentage 
of disagreement over the set of scores. The key 
output from the Crowbar thinkLet is a shared 
understanding of the reasons disagreement within 
the group. The security planning practitioner 
will instruct the participants as follows: “It looks 
like we have some disagreement on adequately 
covering one particular incident. Let’s go back 
to Activity 5 and look at it. Would anyone like 
to comment on why someone would not consider 
this list complete?” Once this discussion has taken 
place the practitioner can say: “Let us do a revote 
on this issue.”

Activity 8: Wrap Up

Once all the descriptions have an adequate agree-
ment, the final activity is to wrap up the group 
work. In this activity the practitioner lets the group 
know that initial goal of developing an IRP has 
been successfully achieved.  

APPLICATION EXPERIENCES  

As aforementioned, the collaborative process 
design was tested in three cases. The nature of 
the participants in terms of their background, 
knowledge and expertise differed among the 
three cases. The first case included 17 students, 

including 16 males and one female, enrolled 
in an undergraduate level information security 
course. The second case involved ten students, 
including eight males and two females, enrolled 
in a graduate level information security course. 
The final case included a combination of eight 
computer professionals and information systems 
professors, including seven males and one fe-
male. In all cases the workshop participants had 
minimal background with technology supported 
collaboration processes. Each workshop lasted an 
hour and a half.

For each case the meetings had two participant 
goals. The primary goal for the meeting partici-
pants was to experience how teams come together 
in order to build an IRP. The secondary goal for 
the meeting participants was to see how a Group 
Support System (GSS), a specific collaboration 
technology can be used to accomplish the main 
goal. GSS offer a group the ability to work on 
a shared product in parallel and anonymously. 
Research suggests that, under certain circum-
stances, GSS can improve a group’s productivity 
and satisfaction (see e.g., Dennis & Wixom, 2002; 
Fjermestad & Hiltz, 1998/1999; Fjermestad & 
Hiltz, 2000/2001; Nunamaker Jr., Briggs, Mittle-
man, Vogel, & Balthazard, 1997). For Collabora-
tion Engineering efforts GSS has often been the 
technology of choice to implement the thinkLets 
that constitute the repeatable collaboration process 
(see e.g., Bragge et al., 2005; de Vreede et al., 
2006; Fruhling & de Vreede, 2005). In our study, 
we use a specific GSS, GroupSystems™, due to 
easy access by the researchers. However, various 
other GSS are available in the marketplace with 
different pricing, equipment, and training options 
for practitioners to choose from. The purpose of 
the workshops from the researcher’s perspective 
was to design and evaluate a collaborative enter-
prise security planning process that is repeatable, 
predictable and can be executed by practitioners. 
In each of the three cases, the facilitator was a 
novice, first-time facilitator. This use of inexpe-
rienced facilitators supports the idea that security 
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managers who are also novices could be used as 
facilitators.

Data was collected through direct observa-
tion, online feedback, session data, and informal 
interviews in order to assess the usefulness of 
the collaborative process. We then analyzed the 
process along four constructs including 1) pro-
ductivity, 2) efficiency, 3) effectiveness, and 4) 
user satisfaction. 

We define productivity as the outcomes 
achieved in relation to the resources used in a col-
laborative process in order to arrive at satisfactory 
results. To measure group productivity, we used 
the number of total contributions from partici-
pants and the uniqueness of these contributions. 
What we found in terms of productivity was that 
despite the limited time of 15 to 25 minutes given 
to each activity, the number of total and unique 
contributions was substantial and therefore we can 
conclude that the participants were productive. 

In terms of efficiency, we looked at the per-
ceived gain in the collaboration process’ efficiency, 
which we define as the degree to which there is 
perceived savings of the amount of resources avail-
able for attainment of the goal. To measure this 
construct, we determined how well participants 
understood the process/task and could easily 
execute it with minimum effort and time. Our 
observations in relation to efficiency conclude that 
the process was fairly efficient. For example, we 
had about 100 contributions after about 15 minutes 
in one of the workshops. As aforementioned, in 
total, it took the participants about an hour and a 
half in each workshop to execute the process. 

In terms of effectiveness we were concerned 
with the perceived gain in collaboration process’ 
effectiveness which we define as the extent to 
which participants meet the process goal. To 
measure this construct, the quality of results in 
a traditional way of doing things versus quality 
of results in a new way of doing the same things 
was established. Specifically, we measured the 
extent to which participants met the process goal 

and from the researcher/developer perspective, 
the participants managed to arrive at satisfac-
tory results and informal interviews with experts 
regarding the process outcome showed that the 
results were satisfactory as well. 

Finally, we define satisfaction an affective 
response with respect to the attainment of goals. 
In order to judge satisfaction levels, that is, 
groups’ satisfaction of the process outcomes and 
the process, we determined the extent to which 
participants arrived at satisfactory results. In 
order to judge the participants’ satisfaction with 
the process and its outcomes, the General Meet-
ing Assessment Survey questionnaire (Briggs, 
Reinig, & de Vreede, 2006b) was used. This 
tool uses 7-point Likert scale questions, ranging 
from strongly disagree to strongly agree. Based 
on the survey data and the feedback received, 
the participants were undoubtedly satisfied and 
found the workshops to be useful. Additionally, 
from the researcher/developer perspective, the 
participants seemed very comfortable with the 
technology, which made execution easy. 

Overall, the case results suggest that the con-
cept of a collaborative IRP process worked. In each 
of the three cases the groups were able to develop 
an effective IRP. An example from the third case 
is included in Appendix A to illustrate this point. 
Furthermore, we received positive responses from 
the participants in terms of satisfaction with the 
process, satisfaction with the outcome and group 
productivity. Specifically, participants from case 3 
made the following comments in relation to what 
they liked about the process: “collecting expertise 
from multiple participants,” “using the technol-
ogy,” “it made us sit down and think about the 
incidents,” “anonymity.  open forum,” “could 
be iterative to develop other similar plans,” and 
“interesting method for gathering info from a 
large group of people without participants being 
interrupted in the process.” These findings are 
significant for future research in both the areas 
of IRP and Collaboration Engineering.
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FUTURE TRENDS AND RESEARCH  
ISSUES

In terms of future trends and research issues, 
the application experiences of this process open 
various avenues for future research. For example, 
there are many opportunities to expand and refine 
this work. First of all, there is a need to determine 
which thinkLets are the most effective for develop-
ing an IRP as well as which order the thinkLets 
should be in to result in the most efficient use of 
time and resources. Additionally, while the previ-
ous sections present a specific process to address 
IRP development, there are still several aspects 
of collaborative security planning that need more 
study. For example, in terms of future trends, 
research should address all areas of IT contin-
gency planning, including BIA, BCP, and DRP 
(Swanson et al., 2002). Because IRP is a part of 
a larger picture of IT comprehensive contingency 
planning efforts, the development of collaboration 
processes in each area may be beneficial. Finally, 
the idea of using Collaboration Engineering to 
develop a complete and comprehensive security 
process that includes such things as vulnerability 
assessment, BIA, IRP, BCP, and DRP would be 
another big step in expanding this area. Ultimately, 
we hope that the process design presented in this 
chapter ignites a stream of research that needs to 
be conducted in the enterprise security arena to 
come up with an all-encompassing collaborative 
process that will cater to all types of security 
planning procedures.

CONCLUSION

This chapter has taken a first step toward linking 
IRP and Collaboration Engineering. Based on the 
background of IRP and Collaboration Engineering 
a collaboration process for IRP has been designed. 
This chapter has described the process in detail 
and highlighted research results obtained during 
initial applications of the process. 

There are a number of reasons that neces-
sitate firms to have an IRP in place. These 
include minimizing the impact of a disruptive 
event, allowing key business processes to move 
forward in a timely fashion, and to restore nor-
mal operations as quickly and as efficiently as 
possible. Current literature, however, does not 
provide a process which practitioners can use to 
develop a plan unique to their needs. The aim of 
this chapter was to present such a process with 
the use of Collaboration Engineering. At a high 
level this process provides value for a number of 
reasons. First, Collaboration Engineering benefits 
organizational security stakeholders through 
designing collaborative IRPs to achieve high-
value, yet deploying those designs for incident 
response practitioners to execute for themselves 
without ongoing support from professional fa-
cilitators (de Vreede & Briggs, 2005). Secondly, 
Collaboration Engineering focuses on high-value 
tasks and organizations can derive benefit from 
improvements to their highest-value tasks (in 
this case, collaborative IRP) than from improve-
ments to their lower-value tasks (Briggs et al., 
2006a). Thirdly, creating IRPs is collaborative 
work, which may require external support from 
professional facilitators, and yet they are expen-
sive. Collaboration Engineering seeks to bring 
the value of facilitated interventions to people 
who do not have access to facilitation (Briggs et 
al., 2003). Better still, the designs of recurring 
processes (i.e., designs of collaborative IRPs) 
create intellectual capital for organizations (de 
Vreede & Briggs, 2005). Lastly, when the incident 
response team collaborates, they strengthen the 
quality of the plans through having more people 
“double” checking the results.
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KEY TERMS  

Collaboration Engineering: An approach for 
the design and deployment of collaborative tech-
nologies and collaborative processes to support 
mission-critical tasks (Briggs et al., 2003)

Computer Security Incidents: Any adverse 
event whereby some aspect of computer security 
could be threatened; loss of data confidentiality, 
disruption of data or system integrity, or disrup-
tion or denial of availability (Wack, 1991)

Computer Security Incident Response 
Teams (CSIRTS): Teams that collect all docu-
mentation related to any incident occurring in 
the organization and work together to develop 
the Incident Response Plan. 

E-Business: Organizations that connect their 
information systems and networks to the outside 
world.

Incident Response Plan: The documenta-
tion or plan which is the outcome or deliverable 
of incident response planning completed by the 
computer security incident response team. This 
documentation could be a text file, a piece of 
scratch paper, index cards, spreadsheets, data-
bases, and pre-made forms.

Incident Response Planning: The planning 
process associated with identification, classifica-
tion, response, and recovery from an incident 
(Poindexter & St. Laurent, 2000)

Pattern of Collaboration: “The nature of a 
group’s collaborative process when observed over 
a period of time as they move from a starting state 
to some end state” (Briggs et al., 2006a).

Practitioner: A domain expert in the area that 
the collaboration process supports (e.g., security), 
but not a group dynamics expert or facilitator.

thinkLets: A repeatable collaboration activity 
that can predictably move a group toward a goal 
(de Vreede et al., 2006).
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APPENDIX A: Case 3 Initial Brainstorming Ideas and Resulting 
Course of  Action Section of the Final IRP 

Original
COA for Virus Incidents & Worms

• At this moment system may generate high traffic and causing bottom 
neck of the system. It may generate lots of email so that it infects other 
computers. 

• Use antivirus vendor and other public sources to determine likely 
infection and its attributes.

• Capture observed state of protective/detective mechanisms (host, 
gateway, etc).

• Using pre-defined template, prepare recovery plan.
• Recover the infected system to known good system state.
• Identify and make necessary changes to protective mechanisms. 
• At current state usually system may causes lots network traffic may cause 

bottomneck (bottleneck?) on the switch. It may be generating lots of 
emails. 

• Usually windows computer are more effective with virus. The software 
we used is MacAfee. 

• Verify that the antivirus definitions are up-to-date, likely do this out of 
band from the infected machine 

• Depend upon the virus the first step is disconnect the computer from the 
network. Run at least to antivirus software on the safe mode. 

Updated
COA for Virus Incidents & Worms  

First step is to disconnect the infected host from LAN/WAN to prevent 
propagation.

Second step is to capture system state and observed symptoms.  This 
includes:  (1) User-observed symptoms in timeline context (what happened 
when in connection to what activities); (2) Host system state (O/S version, 
patches, registry/config-files, ect); antivirus version and signatures); and (3) 
Network/gateway logs (traffic logs, etc.).  This may include scanning the 
system with other antivirus products and/or updated signatures.

Third step:  Use the results of step 2 and external sources (like AV vendor, 
CERT, etc) to characterize the virus/worm/Trojan and its attributes 
(including recovery methods).

Fourth step:  Prepare to recover the infected host.  This uses pre-determined 
checklists/templates.

Fifth step:  Recover the infected host to known good state.

Sixth step:  Update protective/detective mechanisms at host, antivirus 
gateway, firewall, ISP filters, etc..

Seventh step:  Restore service, including network connectivity, to recovered 
host.

Note:  If infection is novel (e.g., 0-day), may need to recreate vulnerable 
state on a test bed host to determine effectiveness of protective/detective 
updates before connecting operational hosts to network. 

Original
COA for Trojan Horses

• Same framework specified for virus/worm.
• The assumption is you have validated that you have a Trojan horse on the 

workstation.  A couple of things need to happen.  The action is somewhat 
dependant on the evidence at hand. 

• First you need to accurately determine the program(s) that contain the 
Trojan horse.  This will be easy to hard depending on the basis for the 
“discovery” of the Trojan horse.  If the Trojan horse is discovered or 
revealed form external sources - the Reader Rabbit - model then it should 
be a straight forward activity to remove the program from the computer.  
That activity will be somewhat limited - could be limited - by the degree 
of dependence you have on that program.  If the dependence is minimal 
then the program could be de-installed and for the incident you are 
done.  If the program is essential, then de-installing and stop will not be a 
option.  For the critical app, you will have to acquire a known clean copy 
of the program and install it when you de-install the trojaned version.  It 
is likely that you will not - quickly - be able to acquire the clean copy.  
In that case you might be forced to continue using the trojaned program 
and take separate action to confine the action of the hidden malware.  
That, of course depends on your understanding of the actions of the 
malware component of the Trojan horse.  Let’s assume the application 
is critical, and you don’t actually know what the malware does and you 
have no timely way to discover the malware actions.  You then must try 
to isolate the actions of the machine,  independently check the output of 
the program ( essentially no trust the program actions and output ( all of 
them) ) , make a very aggressive effort to acquire the clean version of 
the code,  warn all constituents who might be effected with the output  
program 

• replace the first 

Updated
COA for Trojan Horses 

Same framework specified for virus/worm with the additional tasks of: (1) 
Identifying what useful function the user perceived from the Trojan (what 
loss of functionality is associated with the deletion of the Trojan); and (2) 
Reevaluating trust in other programs from the same source.  As necessary, 
update security awareness training. 



���  

A Repeatable Collaboration Process for Incident Response Planning

Original
COA for Rootkits

• First I would clarify the definition such that the computer does not “fail” 
• Determine that the system’s problem is root kit-based. 
• need to identify root kits 
• Attempt to determine what the system may be infected with. 
• determine type of root kit 
• Need to determine if this is an isolated event; e.g., are there others with 

the same symptoms? 
• Isolate the system from the network, if it is attached to one. 
• Obtain logs from surrounding devices 
• Start a physical log at time of incident.  manually logging things like 

POC’s, timelines, first responder, actions taken, individuals notified, etc, 
etc 

• Follow the published, upper management approved and possibly industry 
/ government certified incident response plan 

• Gather logs of the system involved; e.g., system, application, network, 
etc, save these someplace safe/offline (preferably burned to a CD/DVD) 

• Determine if the system has been patched properly, check for system 
updates. 

• Identify a chain of command for notification and response 
• Determine classification of the information on the system 
• Determine if the system had a virus scanner online and running at the 

time of incident, is it still running? Was it updated?  Did it miss the root 
kit?

• Should a virus scanner detect a root kit? 
• Detail a “chain of custody” for any forensic evidence 
• Determine impact to company / mission (public face, monetary loss, 

leaked information, lower assurance of information still on the system) 

Updated
COA for Rootkits 

Follow the published, upper management approved and possibly industry / 
government certified incident response plan - identify a chain of command 
for notification and response 
Start a physical log at time of incident.  manually logging things like POC’s, 
timelines, first responder, actions taken, individuals notified, etc, etc - detail 
a “chain of custody” for any forensic evidence 
Determine if the system had a virus scanner online and running at the time 
of incident, is it still running? Was it updated?  Did it miss the root kit? 
- should a virus scanner detect a root kit? 
Gather logs of the system involved; e.g., system, application, network, etc, 
save these someplace safe/offline (preferably burned to a CD/DVD) - obtain 
logs from surrounding devices - Isolate the system from the network, if it is 
attached to one.  Contingency - depends on specifics of incident 
Determine that the system’s problem is root kit-based.
Attempt to determine what the system may be infected with. 
Determine type of root kit - need to identify root kits 
Need to determine if this is an isolated event; e.g., are there others with the 
same symptoms? 
Determine if the system has been patched properly, check for system 
updates. 
Determine impact to company / mission (public face, monetary loss, leaked 
information, lower assurance of information still on the system) - determine 
classification of the information on the system 
Are current procedures in place?  If yes, then were they followed?  If not, 
where can you get some to aid in future events (it will happen again)? 

Original
COA for Denial of Service (DOS) attacks

• Identify it as a denial of service 
• Determine if safeguards have been placed in effect 
• Identify what assets are being affected 
• Determine where the source of the DoS is 
• Determine who are the primary/secondary contacts of assets 
• Is there an IRP plan available to execute 
• Are their immediate measures that can be taken to eliminate or reduce the 

impact of the DoS? 
• Assign one lead as the primary team lead on the incident that is 

responsible for making all final decisions. 
• Determine how to get servers back on line 
• Capture and backup any logs that maybe relevant 
• Determine level of impact. 

Updated
COA for Denial of Service (DOS) attacks 

1.  The assigned lead is responsible for executing IRP plan if it exists.  The 
assigned lead will be the primary contact for all steps involved in this 
incident and will coordinate all activities with the primary/secondary assets 
owners. 

2.  Identify what assets are being affected and what is causing the problems.  
Is it a DoS?  If it is a DoS, then determine the level of impact.  The level of 
impact will determine the response to the incident. 

3.  Determine where the source of the DoS is coming from and if there 
are immediate measures that can be taken to reduce or eliminate the DoS 
impact.  Block the source of the attack, get systems back online and backup 
any relevant system logs. 

Original
COA for Spyware & Adware Incident

• Determine whether or not you have a spam blocker installed on your 
browser 

• Run a series of programs to removed spyware and adware 
• Install adware personal 
• Review the cookies on the machine and determine whether they are 

necessary or NOT 
• May have to review the registry for unknown entries from a program 
• Blocking of programs through firewalls or other programs 
• Determine the level of criticality of the asset involved. 
• Is their confidential information stored on this asset? 
• Assign primary forensics lead 
• Use software tools to remove spyware 
• Determine the level of threat and maliciousness 

Updated
COA for Spyware & Adware Incident 

Assign the primary lead for incident responses, including forensics.  
Determine the level of criticality and threat.  Install appropriate software to 
block and remove threat.  Apply privacy and malicious software policies.  
If confidential information is stored on this asset, contact appropriate data 
stewards. 
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ABSTRACT

A pandemic influenza outbreak could cause serious disruption to operations of several critical infra-
structures as a result of worker absenteeism.  This chapter focuses on freight transportation services, 
particularly rail and port operations, as an illustration of analyzing performance of critical infrastruc-
tures under reduced labor availability.  It develops models to assess the likely impacts of varying levels 
of worker absenteeism on the capacity of these critical systems. Using current data on performance of 
specific rail and port facilities, we reach some conclusions about the likelihood of severe operational 
disruption under varying assumptions about the absentee rate. Other infrastructures that are more de-
pendent on information technology and less labor-intensive than transportation might respond to large-
scale worker absenteeism in different ways, but the general character of this analysis can be adapted 
for application in other infrastructures.
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INTRODUCTION

Influenza viruses have presented a threat to the 
health of animal and human populations for 
centuries. Pandemics occur when a new strain of 
influenza virus emerges, and develops the ability 
to infect and be passed between humans. Because 
humans have little immunity to the new virus, a 
worldwide epidemic, or pandemic, can ensue. 

In 1997, the H5N1 influenza virus emerged 
in chickens in Hong Kong. The virus has shown 
the ability to infect multiple species, including 
migratory birds, pigs, cats and humans (World 
Health Organization, 2008). While it is impossible 
to predict whether the H5N1 virus will lead to a 
pandemic, history suggests that a new influenza 
virus will emerge at some point and spread quickly 
through an unprotected human population. The 
impact of a pandemic is likely to be pervasive, 
removing essential personnel from the workplace 
for extended periods. This has significant rami-
fications for the economy, national security, and 
the basic functioning of society.

An area of particular concern is the potential 
effects of worker absenteeism on the functioning 
of critical infrastructures in our society. In 1997, 
the report of the U.S. President’s Commission 
on Critical Infrastructure Protection identified 
eight critical infrastructures, including telecom-
munications, electric power, oil and natural gas, 
banking and finance, transportation, water sup-
ply, government services and emergency services 
(President’s Commission on Critical Infrastruc-
ture Protection, 1997). In subsequent years, this 
list of critical infrastructures has been expanded 
and now includes a set of 17 critical infrastructures 
/ key resources (CI/KR) identified in the National 
Infrastructure Protection Plan (U.S. Department 
of Homeland Security, 2006).

An important part of government planning for 
the possibility of a pandemic influenza episode is 
to understand the potential impacts on the func-
tioning of critical infrastructures. This portion 
of the government’s role in creating a pandemic 

influenza response plan is part of the homeland 
security mission. The National Infrastructure 
Protection Plan lays out an integrated view of 
physical, cyber and human resources, with a 
series of iterative activities designed to enhance 
protection of CI/KR, as illustrated in Figure 1. The 
volume of which this chapter is a part is focused on 
cyber security, but a broad view of cyber security 
should include consideration of the interactions 
among human and cyber resources, in particular 
the possible effects of large-scale worker absentee-
ism resulting from a pandemic event.

The work described here is not focused directly 
on the cyber infrastructure. It focuses instead on 
another critical infrastructure – freight trans-
portation. Provision of transportation services 
is much more labor-intensive than provision of 
cyber services and one might reasonably question 
the applicability of this analysis to cyber security 
concerns. We believe there are two good reasons 
for inclusion of the work in this volume on cyber 
security, apart from what we hope are interest-
ing implications for worker absenteeism in the 
freight transportation sector. First, the analysis 
illustrates a mechanism for focusing attention on 
parts of a “flow through” system that may create 
critical bottlenecks if insufficient resources (in 
this case, labor) are available. The units of flow 
through the freight transportation network are 
containers and railcars, rather than information 
packets, but the core concepts are transferrable 
between transportation networks and information 
networks. Second, the primary focus is on delays 
and congestion associated with the bottlenecks. 
This concept of service degradation is also trans-
ferrable to information networks. Thus, rather 
than providing results that are directly reflective 
of cyber network concerns, this analysis should 
be viewed as an illustration of an approach that 
has implications for analysis of cyber systems.

Within the transportation infrastructure, we’ve 
chosen to focus on freight services because the 
demand for freight movements is unlikely to fall 
very much during a pandemic episode – the basic 
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needs of people for food and a wide variety of other 
consumer goods will continue, and this drives 
movements of all types of materials through the 
transportation system. Some purchases of con-
sumer durables may be postponed, leading to a 
slowdown in some parts of related supply chains, 
but on the whole, the demand for freight move-
ment is likely to change relatively little. Thus, the 
reduction in capacity resulting from workforce 
absenteeism may create large disruptions.

Some freight operations are likely to be more 
susceptible than others. For example, inland wa-
terway (barge) operations are relatively unlikely 
to suffer serious operational problems, since they 
are not labor intensive and the barge tow crews 
are relatively isolated from contact with large 
numbers of infectious people. 

The trucking industry is relatively labor-in-
tensive, but in general the relative isolation of 
over-the-road drivers may produce a lower infec-
tion rate and less absenteeism in this sector than 
in other parts of the transportation industry. On 
the whole, we have concluded that the effects in 
trucking will be “spotty” rather than systemic, 
and we have chosen to focus our analysis efforts 
on two other areas where substantial effects of 
absenteeism are most likely. In this paper, we focus 
particularly on railroads and container port opera-
tions. Both of these portions of the transportation 
industry are heavily unionized and employees 
have very specialized skills, making it difficult 

to adjust to absenteeism by reallocating people to 
different tasks. Furthermore, the concentrations 
of employment in both of these areas are “at the 
nodes” of the freight system, where substantial 
numbers of people work in close proximity. This 
makes it more likely that infections will spread 
and result in large-scale worker absenteeism.

The effects of insufficient labor that we are 
analyzing can be illustrated by events at the 
ports of Los Angeles and Long Beach in 2004. 
These two ports are operated separately but are 
physically adjacent. Taken together, they handle 
about 16 million TEU’s (twenty-foot equivalent 
units) of container traffic per year, and nearly 
one-half of all U.S. container imports (Port of 
Long Beach, 2007; Port of Los Angeles, 2007). 
About 40% of these container imports leave the 
LA area on intermodal trains operated by the 
Union Pacific (UP) and the Burlington Northern 
Santa Fe (BNSF) railroads.

During the summer of 2004, the UP did not 
have enough trained workers (largely resulting 
from a change in federal labor law that triggered 
increased retirements) to handle the level of con-
tainer traffic coming through Los Angeles / Long 
Beach and moving east by rail (Machalaba, 2004). 
The problem was exacerbated by a shortage of 
longshoremen in the port itself. The rail yards near 
Los Angeles became clogged; then the congestion 
reached back into the container storage areas in 
the port; and eventually ships backed up in the 

 

Figure 1. Integrated view of physical, cyber and human resources for infrastructure protection (source: 
U.S. Department of Homeland Security, 2006)
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anchorage waiting to unload. By September of 
that year, truckers were reporting long delays in 
the terminal to pick up containers (Mongelluzzo, 
2004), and queues of more than 30 ships anchored 
off the coast waiting for berths were reported 
(Orange County Register, 2004).

The 2004 situation in LA / Long Beach em-
phasizes the potential effects of labor shortages 
on both railroad operations and port operations, 
as well as how those two types of operations can 
be interconnected. For the current analysis, we are 
concerned with labor shortages that may be caused 
by pandemic influenza. The period of widespread 
worker absenteeism in a given location is likely 
to be of modest duration (a few weeks at most), 
but the reduction in capacity that results in the 
transportation sector may create ripples that are 
felt nationally, and over much longer periods. It is 
these national-level economic impacts that are of 
primary concern to the federal government.

The work reported here is related to, although 
somewhat separate from, the general area of sup-
ply chain disruption analysis and management. 
This is a relatively small, but growing, area of 
study in the operations management literature. 
Some recent work in supply chain disruption 
includes Kleindorfer and Saad (2005), who focus 
on managing supply chains under risk of disrup-
tion; Santoso, et al. (2005), who emphasize design 
of supply chains to better withstand uncertainty; 
and Blackhurst, et al. (2005) who use an empirical 
survey of companies to understand where impor-
tant gaps exist in industry’s ability to mitigate the 
effects of disruptions. Our purpose is to assess 
how localized, but severe, employee absenteeism 
might affect freight transportation services, in 
an effort to understand how large a disruption to 
freight movement might be caused by a pandemic 
influenza outbreak. However, we are not focused 
on how the wide variety of shippers might respond 
to such a disruption in order to mitigate its effects 
on their own supply chains.

We begin by postulating specific levels of ab-
senteeism. Epidemiological models (e.g., Eubank, 

et al., 2004; Ferguson, et al., 2006; Longini, 1988) 
can be used to estimate likely rates of worker ab-
senteeism in various economic sectors over time. 
Depending on the location at which the pandemic 
influenza enters the U.S., absenteeism at various 
other locations can be expected to peak at differ-
ent times. The temporal pattern of absenteeism 
at any given location will depend greatly on 
several assumptions regarding the susceptibility 
of the population, transmission parameters for 
the infection, etc. For the current analysis, we are 
not focused on the epidemiological modeling, but 
simply use a series of three scenarios derived from 
one specific model, corresponding to different 
levels of peak absenteeism in the transportation 
sector (5.8%, 13.6% and 28.2%), as shown in Figure 
2. This selection of scenarios offers a relatively 
wide range of possible situations under which to 
evaluate the performance of sectors of the freight 
transportation system.

The following two sections describe our 
analyses of rail and port operations under the 
various absenteeism scenarios from the epide-
miological model and the fourth section of the 
chapter discusses how these results may relate 
to other critical infrastructures that are more 
information-intensive and use labor in a different 
way. The final section of the chapter offers some 
general conclusions and suggestions for further 
research.

Analysis of Railroad 
Operations 

Portions of the national rail system are operating 
quite near capacity, and substantial absenteeism 
would be likely to disrupt freight movements in 
some important corridors. The major areas where 
congestion occurs are the large classification yards 
in the rail network. At these locations, trains are 
assembled and disassembled, and individual 
freight cars are sorted as they move through the 
network. Data in Logan (2006), based on tracing 
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more than 35,000 individual car movement records 
in 2004, indicate the percentage of total in-transit 
time that freight cars spend in classification yards. 
These data are summarized in Figure 3.

Our analysis of the potential effects of absen-
teeism in the national rail network focuses on 
18 of the largest classification yards operated by 
the four largest Class I railroads.  Each of these 
yards classifies more than 1,200 freight cars daily. 
Average dwell time statistics for individual yards 
are reported by the railroads to the Association 

of American Railroads (AAR) each week, and 
published online (Association of American Rail-
roads, 2007). We have used average dwell times 
published for the month of February 2007 for 
specific numerical values in this analysis.  A dif-
ferent month, or an average over multiple months, 
could have been used instead, but the values for 
February 2007 are typical of current operations 
and the overall conclusions of our analysis are 
not sensitive to that particular choice.

At each of these major yards, delay functions 
represent the effects of congestion, and these 
functions are sensitive to the level of labor pres-
ent in the yard. A major influenza outbreak and 
associated absenteeism could cause some of these 
facilities to be completely overloaded, and some 
freight traffic normally carried by the railroads 
could no longer be moved. Identifying when such 
situations might occur is one of the important 
elements of the analysis.

Modeling Delay in Rail Classification 
Yards

The data from Logan (2006) show that freight 
cars spend an average of 28.2 hours each yard 
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they pass through, and that 71% of that time (or 
about 20 hours) is delay waiting for a subsequent 
operational step. The three largest portions of 
this delay (comprising about 97% of the total) are 
waiting for inbound inspection on arrival, waiting 
to be classified at the “hump” and waiting to be 
assembled into an outbound train. 

In the model developed here, the expected 
dwell time in a yard for a given car is the sum of 
three parts: a term (T1) representing processing 
time, a delay (T2) prior to classification (represent-
ing waiting for inbound inspection and the hump), 
and a delay (T3) waiting for outbound connection. 
For model calibration, we have used estimated 
averages of 7 hours, 4 hours and 14 hours, for 
these three parts, respectively. The sum of these 
three values is 25 hours, which is consistent with 
typical reported average yard time values from 
the railroads (Association of American Railroads, 
2007), and their relative values are consistent with 
the data collected by Logan (2006).

In addition to being dependent on car volume 
passing through the yard, the elements of dwell 
time are also sensitive to labor availability. The 
actual processing steps in car classification within 
the yard are most directly related to labor availabil-
ity, so to estimate the effects of absenteeism, we 
inflate the estimate of 7 hours in direct proportion 
to the absentee rate. Thus, for example, if the pro-
jected absentee rate is 15%, the estimated activity 
time is (7)(1.15)  = 8.05 hours. In general:

1( ) 7(1 )E T β= +           (1)

where β  is the proportion of workers absent in a 
given scenario being analyzed. Obviously, equa-
tion (1) represents a simple representation of the 
effects of absentee rate, and should not be used 
over too wide a range of values for β. For values 
of β between 0 and 0.3, as used in the analysis 
here, the simple linear approximation in (1) is 
likely to be reasonable. However, for much larger 
values of β (i.e., β → 1), equation (1) would be 
inadequate because if no people were present, the 

expected processing time would become infinite. 
A more complicated version of (1) could have 
been used, but because additional complication 
would have little effect over the range of values 
of β actually used in the analysis, we have opted 
for simplicity.

The expected delay prior to classification is 
modeled using a queuing approach, based on 
previous work by Turnquist & Daskin (1982). Us-
ing a bulk-arrival queue, bounds on the expected 
waiting time for classification can be derived. 
The difference between these bounds is a factor 
of two in average waiting time, and as a plausible 
approximate model, we use a delay time that is 
halfway between the bounds. This leads to the 
following expression:

( )
( )2

3 1
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4 1
L
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ρ

µ ρ
− +

=
−

          (2)

where:L = average inbound train length (# cars)
 μ = average classification rate (cars/hour)
 ρ = λL/μ   (traffic intensity)
 λ = average arrival rate of trains (trains/

hour).

The quantity λL represents the average flow 
rate of cars through the yard (measured in cars/
hour).

We will assume that the average classifica-
tion rate depends on the labor available, through 
a multiplier θ(β) whose value is defined by the 
relationship shown in Figure 4. Small proportions 
of absent workers in a yard create a very modest 
reduction in the service rate, but as the proportion 
increases the effect is magnified. The function θ(β) 
is defined for absentee rates up to 0.3 only, because 
this covers the range to be studied in this analysis. 
Empirical support for the specific values of θ(β) 
shown in Figure 4 is quite thin because there is 
no available data on any recent events of similar 
character to that being analyzed. The postulated 
form of θ(β) simply has three linear segments 
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representing increasing marginal reductions of the 
effective service rate with changes in the absentee 
rate. This is likely to be the correct general form 
of the effect, although different specific values 
could certainly be assumed.

In equation (2), the average classification rate, 
µ, is replaced by

µ = µ0θ(β)           (3)

where µ0 is the nominal classification rate of a given 
yard. This change in µ also affects the computation 
of ρ for a given arrival rate of trains.

A second effect of absenteeism on the clas-
sification process is that the average train length 
is likely to increase. If crews are in short supply, 
some trains will be cancelled and the ones that 
run are likely to move more cars, in an effort to 
maintain overall capacity. We represent the change 
in average train length as being proportional to 
the absentee rate, so that L is given by the fol-
lowing expression:

L = L0(1 + β)           (4)

L0 is the nominal average train length. For 
this analysis, we assume L0 = 69 cars, the average 
train length for the industry as a whole in 2005 
(Association of American Railroads, 2006). In the 
model computations, the input rate to each yard is 
specified as a number of cars per day (the product 

λL in equation (2)), so the effect of the change in 
L does not directly affect the computation of ρ.

The expected connection delay while cars wait 
for their outbound connections is determined by 
the “effective headway” (i.e., time between po-
tential departures) distribution of the outbound 
connection. We assume a simple discrete dis-
tribution based on a “normal” connection to an 
outbound train that operates once a day. There is 
a probability, p, that the “effective headway” for 
a given outbound connection is 48 hours, either 
because of cancellation of an outbound train, or 
because of capacity limits that preclude a car from 
making the first available connection. The remain-
ing probability, 1-p, is that there is a “normal” 
24-hour headway between outbound connections. 
For this distribution of effective headways, the 
mean is  E(H) = 24(1 – p) + 48p = 24(1 + p) and 
the variance is V(H) = 576p(1 – p).

When headways between outbound departures 
are uncertain, the expected waiting time for a 
car that arrives at a random point in time can be 
expressed as:

3
( ) ( )( )
2 2 ( )

E H V HE T
E H

= +          (5)

where E(H) and V(H) are the mean and variance of 
the headway distribution, respectively. This result 
was first shown in the context of waiting times of 
passengers at bus stops (Welding, 1957), but the 
same mathematics can be applied to freight cars 
in a classification yard.

We can substitute the expressions for E(H) 
and V(H) for the headway distribution used for 
the rail yard connections and write the expected 
connection delay as:

3
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          (6)
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With increasing absenteeism, more outbound 
trains are likely to be cancelled and the probabil-
ity that an inbound car makes its first scheduled 
connection decreases (i.e., p increases). A simple 
reflection of that is the following relationship:

p = 0.09 + β           (7)

The base value of p (0.09) when substituted 
into (6) results E(T3) = 14 hours. This is the 
target value based on current observed data. At 
values of β = 0.1, 0.2 and 0.3, the values of E(T3) 
increase to 15.8 hours, 17.4 hours, and 18.7 hours, 
respectively.

Substituting (7) into (6), we can rewrite the 
expression for E(T3) as:

3
1.27 3( ) 12
1.09

E T β
β

 +
=  + 

          (8)

Equations (1), (2) and (8) have been used to 
calibrate overall delay functions for each of the 18 
major classification yards at nominal conditions (β 
= 0). This calibration has been based on reported 
average terminal dwell times for February 2007 
and reported typical daily classification volumes. 

The results of this calibration are summarized 
in Table 1.

Scenario Analysis

In the lowest impact scenario, absenteeism peaks 
at 5.8% in the third month after the onset of the 
pandemic outbreak. Using this 5.8% value as 
β in equations (1), (3), (4) and (8), we estimate 
that the effective capacity of the rail yards under 
consideration will be reduced approximately 3%. 
Absenteeism also results in additional train can-
cellations and a modest increase in average train 
length to 73 cars. If the traffic volume on the rail 
system is unchanged, the effect of the reduction in 
yard capacity is to increase the utilization levels 
of the yards, and hence to increase the delays. In 
most of the 18 yards analyzed, the increases in 
average dwell times are between 4 and 17 hours. 
We could expect origin-destination times for most 
shipments to increase by 1-3 days, depending on 
how many yards a specific shipment must pass 
through. The system-wide average in 2004 was 
2.8 reclassifications per shipment (Logan, 2006), 
so a typical shipment might see an increase in 
overall travel time of about two days.

 

Railyard Railroad

Reported 
Average 

Daily 
Volume 
(cars)

Reported 
Average 

Dwell Time 
(hours)

Estimated 
Base 

Capacity 
(cars/day)

Capacity 
Utilization

Estimated 
Average Dwell 
Time (hours)

Argentine-Kansas City, KS BNSF 1795 29.5 1950 0.92 29.0
Barstow, CA BNSF 1384 33.5 1480 0.94 33.9
Galesburg, IL BNSF 1653 40 1720 0.96 39.5

Cincinnati, OH CSX 1557 32.8 1700 0.92 29.7
Indianapolis, IN CSX 1494 35.7 1600 0.93 32.7
Nashville, TN CSX 1695 31 1850 0.92 29.0
Selkirk, NY CSX 1627 34.4 1750 0.93 31.1

Waycross, GA CSX 2276 26.8 2500 0.91 26.5
Willard, OH CSX 1557 36.4 1650 0.94 34.3
Bellevue, OH NS N/A 40.4 1500 0.95 38.7
Conway, PA NS N/A 28.1 2000 0.91 27.9

Englewood- Houston TX UP 1500 32.7 1600 0.94 33.4
Fort Worth, TX UP 1300 37 1380 0.94 36.5
North Platte, NE UP 2900 30.7 3040 0.95 29.8

North Little Rock, AR UP 1800 27.6 2000 0.90 27.2
Proviso, Chicago, IL UP 1600 35.4 1700 0.94 33.4

Roseville, CA UP 1450 31.1 1600 0.91 29.3
W. Colton, CA UP 1300 31.1 1450 0.90 29.2

Table 1. Estimated characteristics of major rail yards for model calibration
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The effects represented in this scenario are 
noticeable changes in delays for shipments, and the 
terminals across the rail system would certainly 
experience an increase in congestion levels, but 
since the overall duration of the event is limited, 
this scenario does not create an intolerable level 
of disruption for the system as a whole.

In the mid-level scenario, absenteeism peaks 
at 13.6%. The estimated reduction in effective 
capacity for the major rail yards is approximately 
10%, and we might expect the effect of train can-
cellations to increase the average train length to 
about 78 cars. If the total volume of shipments is 
unaffected by absenteeism in other industries, the 
10% reduction in effective yard capacity is likely 
to push all 18 of these major yards to a critical 
situation, as shown in Table 2. The timing of flu 
outbreaks will vary at different locations, and 
not all these points in the national rail network 
will be severely affected at the same time, but 
the mid-level scenario is likely to be sufficiently 
severe to create very substantial problems “rip-
pling” through the rail network.

When the capacity utilization exceeds 1.0, it 
means that the input rate of cars to be processed 
every day exceeds the capacity of the yard to 
handle them, and the delays simply get worse and 
worse as the days progress. In the terms of the 

models used here for analysis, there is no “steady-
state” solution at that level of traffic input to the 
system, and the longer the situation persists, the 
worse conditions become.

At the level of absenteeism projected in this 
scenario, it is very likely that shipping and receiv-
ing industries that use rail transportation will 
also be affected, and the level of overall volume 
being shipped is likely to drop. This may keep 
the situation in the rail system from becoming as 
critical as reflected in Table 2, but in this scenario 
we should expect to see reasonably widespread 
problems as specific locations are unable to handle 
volumes coming into them over a 6-8 week pe-
riod. There are likely to be persistent “waves” 
of congestion and disruption across the system 
as various yards become overly congested and 
adjustments are made, only to move the problem 
somewhere else. It is also likely that the railroads 
will embargo shipments to or from areas that are 
experiencing the worst problems at specific times 
during the overall event.

In the highest-impact scenario, the peak ab-
sentee rate is 28.2%. This absentee rate reduces 
the effective capacity of the major rail yards by 
approximately 45%. In the absence of shipment 
volume reductions, this capacity reduction, 
combined with train cancellations, reduced 
maintenance, etc., would likely cause the system 
to be completely clogged with shipments that are 
not moving. In this scenario, the demand on the 
major rail yards is 60-70% above their effective 
capacity.

Of course, the shipping industries are very 
likely to be feeling similar absentee rates, and as 
a result, shipment volumes may be substantially 
decreased. Nevertheless, at the absentee rates 
projected in this scenario, there is likely to be 
an enormous disruption in the rail system over a 
period of two months or more.

Because the major rail yards considered here 
are all high-volume facilities that are the focal 
points in the network, these facilities are likely 
to experience the congestion worst, but at such a 

 

Railyard Railroad

Reported 
Average 

Daily 
Volume 
(cars)

Nominal 
Capacity 

Utilization

Scenario 
Capacity 

Utilization
Argentine-Kansas City, KS BNSF 1795 0.92 1.03

Barstow, CA BNSF 1384 0.94 1.04
Galesburg, IL BNSF 1653 0.96 1.07

Cincinnati, OH CSX 1557 0.92 1.02
Indianapolis, IN CSX 1494 0.93 1.04
Nashville, TN CSX 1695 0.92 1.02
Selkirk, NY CSX 1627 0.93 1.04

Waycross, GA CSX 2276 0.91 1.02
Willard, OH CSX 1557 0.94 1.05
Bellevue, OH NS N/A 0.95 1.06
Conway, PA NS N/A 0.91 1.02

Englewood- Houston TX UP 1500 0.94 1.05
Fort Worth, TX UP 1300 0.94 1.05
North Platte, NE UP 2900 0.95 1.06

North Little Rock, AR UP 1800 0.90 1.00
Proviso, Chicago, IL UP 1600 0.94 1.05

Roseville, CA UP 1450 0.91 1.01
W. Colton, CA UP 1300 0.90 1.00

Table 2. Summary of changes for mid-level ab-
senteeism scenario
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high rate of absenteeism over an extended period, 
the effects will move beyond these major facilities 
and be felt system-wide.

Analysis of Container Port 
Operations 

Our approach to analyzing the impact of substan-
tial levels of absenteeism at container ports is to 
develop a queuing model to represent the process 
of loading and unloading containers from ships 
at specific ports.  This is an approximation of the 
true impact of absenteeism because it is limited to 
dockside activities and therefore does not consider 
the effects of reductions in capacity caused by 
absenteeism in the container yards, absenteeism 
that reduces the ability to transfer containers to and 
from rail facilities or the impact of reductions in 
the speed with which truck drivers can pickup and 
deliver containers to the port.  However, dockside 
operations are frequently a limiting factor in port 

throughput and vessel delay represents a critical 
measure of port performance (Le-Griffin, 2008; 
Turner, 2000).

The three largest U.S. ports (Los Angeles, 
Long Beach and New York-New Jersey) handle 
about 50% of total container traffic (imports and 
exports) coming through all ports.  In 2006, the 
Port of Los Angeles handled about 8.5 million 
TEUs (Port of Los Angeles, 2007) and the Port of 
Long Beach handled about 7.3 million TEUs (Port 
of Long Beach, 2007).  A twenty-foot equivalent 
unit (TEU) is the standard unit of traffic measure-
ment in container freight shipments. We focus on 
the Port of Los Angeles to analyze the impacts 
of substantial absenteeism caused by pandemic 
influenza on port performance because it is the 
largest of the seaports and has the best available 
data.  The Port of Los Angeles has 8 terminals 
operated by various terminal companies. Each 
terminal has vessel berths, gantry cranes for 
loading/unloading ships, container yard facilities 
for staging and storing containers, etc. Different 

Terminal 
Number Terminal Shipping Lines Number of 

Cranes
Approximate Number of 

Vessel Calls in 2005

1 West Basin Container 
Terminal

China Shipping, Yang Ming, K-Line, 
Cosco, Hanjin, Sinotrans, Zim 4 *

2 West Basin Container 
Terminal

China Shipping, Yang Ming, K-Line, 
Cosco, Hanjin, Sinotrans, Zim 8 *

3 Trans Pacific Container 
Service Corp.

Mitsui, China Shipping, Norasia, 
Compania Sudamerica de Vapores, 

Zim, Wan Hai, APL, Hyundai Merchant 
Marine Co., CMA-CGM

11 *

4 Port of Los Angeles 
Container Terminal N/A 4 75

5 Yusen Terminal NYK, OOCL, Hapag-Lloyd 10 111

6 Seaside Terminal Evergreen, Hatsu Marine Ltd., Italia 
Marittima 8 217

7 APL Terminal/Global 
Gateway South

APL, Hyundai, MOL, ANZDL, Fresco, 
HamburgSud, Maersk 12 *

8 APM Terminals/Pier 
400 Maersk, Horizon 14 *

Table 3. Description of the terminals at the Port of Los Angeles.

* There were 933 total vessel calls among terminals 1, 2, 3, 7 and 8 but because of overlapping usage, data on how many oc-
curred at each terminal individually are unavailable. (Source: Port of Los Angeles, 2007)
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sets of ocean carriers have agreements with each 
terminal operator for use of their facilities. Table 
3 summarizes important characteristics of the 
LA terminals.

The Port of Long Beach is adjacent to the Port 
of Los Angeles and has 6 terminals. In total, it has 
the same number of gantry cranes – 71 – as Los 
Angeles (Port of Long Beach, 2007).  Given the 
similarities in the traffic and terminal capabili-
ties at these two adjacent seaports, we focus on 
the Port of Los Angeles, with the understanding 
that similar conclusions are valid for the Port of 
Long Beach.

The fundamental service process for dock-
side operations at ports is governed by the rate 
at which the gantry cranes can unload and then 
reload the vessels. The key measure of capacity 
for a crane is the number of lifts per hour (LPH) 
that it can accomplish. Labor absenteeism reduces 
the effective capacity of the cranes at dockside. 
The consequence of reduced effective capacity 
is increased delay to the vessels, both because 
unloading and reloading takes longer, and because 
they must wait longer for an available berth. A 
reasonable way to represent the impact of absen-
teeism is to reduce the LPH by the fraction of the 
workforce that is absent.  For example, suppose 
that a crane under normal operating conditions 
can lift 25 TEUs per hour, but the absentee rate is 
20%.  The modified LPH is then 25*(0.8), which 
equals 20 LPH.

The expected time required to process a ship 
(i.e., berth the ship, unload the inbound contain-
ers, load the outbound containers and have the 
ship leave the berth) can be estimated based on 
the total number of inbound and outbound TEUs 
for that ship (Q), the total number of cranes 
assigned (N), the processing rate (LPH) of the 
cranes, the fraction of the containers that are 40 
foot containers versus 20 foot containers (φ) and 
the amount of time needed to position the ship at 
the berth and to move the ship from the berth (τ).  
The relationship for expected service time, E[S], 
expressed in hours, is given in equation (9).

φ1[ ]
*

Q

E S
N LPH

τ

 
 + = +           (9)

A similar representation of average ship pro-
cessing time is used by both Turner (2000) and 
Pachakis & Kiremidjian (2003).

Data for the Port of Los Angeles indicates 
that about 70% of their containers are 40-foot 
containers (American Association of Port Authori-
ties, 2007).  This statistic is important because it 
takes about the same amount of time to lift one 
20-foot container as to lift one 40-foot container.  
We assume that the time required to position the 
ship at the berth and to move it from the berth 
afterwards is a total of 3 hours.  This is consistent 
with estimates in Turner (2000).

The actual service time for a ship may vary 
from the value given in equation (9) for a variety 
of reasons (crane breakdowns, crews not ready 
on time, other equipment problems, etc.), but the 
largest source of variation in service times across 
the processing of many vessels is the variation in 
the number of TEUs to lift for different ships. We 
have estimated this variation using data on vessel 
calls at the Port of Los Angeles for 2005 (U.S. 
Department of Transportation, 2006).

Using size information for the individual ves-
sels in the Vessel Call data (U.S. Department of 
Transportation, 2006) and the aggregate number 
of TEUs handled each month (as reported by the 
Port), we have estimated the variation in TEUs to 
lift per ship, and from this, the probability distribu-
tion for the service times, using equation (9).

Several previous authors (e.g. Pachakis & 
Kiremidjian, 2003; Turner, 2000) conclude that 
the arrival process of ships at seaports can be 
effectively modeled as a Poisson process where 
the mean varies by month.  We have used this 
approach, focusing on analysis reflecting both 
an average month (with approximately 111 vessel 
arrivals) and a peak month (October).
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For a given arrival rate, λ, expressed in vessels/
hour, the queuing model formula for the expected 
vessel time in port, E[Tp], is represented in equation 
(10) (Nozaki & Ross, 1978) where k is the number 
of servers, E[S] is the expected service time and 
E[S2] is the second  moment of the service time, 
estimated using data on variation in the number 
of TEUs per ship as indicated before.

To use equation (10) effectively, we must 
specify the number of servers, k, available to 
a given stream of arrivals. For the Port of Los 
Angeles, this means that we need to segregate 
vessel arrivals by shipping company (or groups 
of shipping companies), because the ships of a 
specific company can only use certain terminals, 
as indicated in Table 3. We note in Table 3 that 
terminals 4, 5 and 6 can be considered individu-
ally, because the set of shipping lines using ter-
minals 5 and 6 is different, and terminal 4 is a 
common-use terminal. However, terminals 1, 2, 
3, 7 and 8 must be considered together because 
there is overlap in the shipping lines using those 
terminals and the shipping lines can generally 
use more than one of those terminals.

In order to calibrate our queuing models of the 
Port of Los Angeles, we use the Vessel Movement 
files available from the Maritime Administration 
(U.S. Department of Transportation, 2007).  That 
dataset records the day of entrance and exit for 
each vessel call at every U.S. port.  The latest year 
for which that data is available is 2005.  Since 
2005, all terminals at the Port of Los Angeles have 
changed to 24 hour-per-day operation, and total 
volume handled has grown.  For analysis of the 
scenarios, we have used an overall annual demand 
level of 9.6 million TEUs (slightly above actual 
reported 2007 volume) and based the terminal 

service times on 24-hour operation.
Figure 5 summarizes the predicted average 

vessel times in port for the varying absentee 
rates represented in the three scenarios of interest 
– 5.8%, 13.6% and 28.2%. The average time in 
port with the current volumes and an absentee rate 
of 0% is also shown for comparison.  Terminals 
other than Terminal 6 could absorb much of the 
absenteeism associated with the pandemic influ-
enza scenarios. Delays would certainly increase, 
especially in the 28.3% scenario, where total time 
in port increases by 40-50% for vessels at most 
terminals, but if the duration of the events is not 
excessive, this may be tolerable.

Terminal 6 (the Seaside Terminal, used by 
Evergreen, Hatsu and Italia Marittima), however, 
does not have enough capacity to accommodate 
the high level of absenteeism associated with the 
28.3% absentee scenario. At the average monthly 
volume, the average delay increases to 152 hours 
(approximately 6.3 days). This would create delays 
comparable to the situation that existed in the fall 
of 2004. If the influenza event were to occur in 
the peak month of October, the delays would be 
intolerable. The model actually computes a value 
of nearly 1500 hours (about 63 days), but this value 
is not shown in Figure 5 because no ship owner 
would tolerate such a wait. What is important is 
to note that under high absentee rates there is one 
terminal that will likely be severely congested. 
Some vessels from the lines that normally use 
that terminal may be diverted to the common-use 
terminal (terminal 4) or be diverted to other ports 
to unload. Diversion to a common-use terminal 
is an accepted practice (Imai, 2008), but creates 
inefficiencies in handling the container transfers 
to inland transport modes.
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The value of average port time for October is 
not shown because it is computed at approximately 
1500 hours, far larger than would realistically be 
tolerated.

The Port of Long Beach is similar in many 
respects to the Port of Los Angeles. It is also 
experiencing rapid traffic growth and is invest-
ing to increase capacity. As in Los Angeles, if 
the capacity investments keep pace with traffic 
growth, there should be sufficient capacity to 
weather an influenza outbreak (and associated 
worker absenteeism) with noticeable, but toler-
able increases in delays. However, with such high 
growth rates for traffic volume, available “buffer” 
capacity can disappear very rapidly.

Intermodal Transfers

Beyond the process of unloading and loading 
containers at the dockside, there is potential 
concern about the transfer process through which 
these containers move from the port terminal to 
truck or rail for delivery across the nation. The 
severe congestion in Los Angeles / Long Beach 
that occurred in 2004, for example, had roots 
in both the rail system and in the port facilities 
themselves. The inability to move containers 
through the port and away to their destinations 
by truck or rail can result from limitations in any 
step of that overall process.

We have focused on the dockside opera-
tions because they are critical to vessel delay, 
an important performance measure for the port. 
Over the last two years, the change to 24-hour 
operations at the dockside in LA / Long Beach 
has been accompanied by expansion to 24-hour 
gate operations on the land side of the terminals 
to help move containers more effectively into and 
out of the terminal area. Both LA and Long Beach 
have also increased the proportion of dockside 
rail loading, so that more containers are placed 
directly on rail cars at the dock and labor-intensive 
intermediate handling of the containers is elimi-
nated. These changes help the intermodal transfer 
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Figure 5.  Summary of average time in port for the LA terminals under various absentee rate 
scenarios. 
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process capacity keep pace with the unloading / 
loading capacity at dockside. However, during a 
potential pandemic influenza outbreak, the rate 
of worker absenteeism could exhibit strong local 
fluctuations and shift the bottleneck in port opera-
tions to the container yard or intermodal transfer. 
In such an event, the delays might be worse than 
what we have forecast here.

Extending the Concepts to 
Other Infrastructures

The core idea in our analysis of the potential effects 
of pandemic influenza on freight transportation 
systems is that a shortage of available labor reduces 
the throughput capacity of key facilities, creating 
congestion, delays and possibly a breakdown of the 
system. A natural question is then: How does this 
idea extend to other infrastructures, particularly 
those that are more information-oriented and less 
labor-intensive than transportation?

In the IT infrastructures, people are not 
normally directly involved in the processing of 
individual transactions (handling individual units 
of flow). The role of people in the system is more 
focused on:

•	 Monitoring system performance and making 
decisions to respond to abnormalities

•	 Repairing and/or reconfiguring system ele-
ments after failures; and

•	 Performing routine maintenance and tests 
to identify problems before failures occur.

The mechanisms through which widespread 
worker absenteeism might affect system perfor-
mance are somewhat different from the mecha-
nisms in transportation, and are likely to involve 
incorrect decisions made by substitute people 
performing unfamiliar tasks, longer repair times 
when failures occur, and increased failure rates 
of equipment and software as a result of deferred 
tests and maintenance.

For example, consider Supervisory Control 
and Data Acquisition (SCADA) systems used 
to monitor and control a wide variety of infra-
structure and industrial processes. Considerable 
attention is being paid to upgrading security in 
these systems, from both a physical standpoint 
and a cyber standpoint, because failures have 
the potential for life-threatening consequences. 
Lewis (2006) identifies human failures (including 
operator error) as the most common weaknesses 
identified in most SCADA systems. Gertman 
& Blackman (1993), in an analysis of human 
reliability and system safety, estimated that the 
error rate of well-trained people responding to 
correct signals from a semi-automated system 
is about 2x10-5. However, for people performing 
even fairly simple tasks rapidly or with reduced 
attention (as might be the case when operations 
are short-staffed, or people are pressed into un-
familiar roles), the error rate rises to about .09. 
This dramatic three-order-of-magnitude increase 
in human error rate is likely to be one of the main 
potential effects of worker absenteeism in SCADA 
systems or other IT infrastructure where people 
are responsible for monitoring and responding 
correctly to abnormal operations.

Slower repair/replacement/reconfiguration 
of system components after failure clearly has 
capacity implications for an IT system, and in 
this regard is quite parallel to the analysis of 
transportation aforementioned system capacity. 
Degraded or failed components cannot do their 
normal processing and shift load to other parts 
of the system, creating congestion and delays. 
Analysis of this issue would certainly differ in the 
details from the analysis of freight transportation 
systems done here, but the underlying concept 
is similar.

Concern with failed components also raises 
the issue of network reliability as an important 
measure of system performance. This is different 
from measuring delays and congestion, and is 
likely to be important in IT applications, as it is in 
the electric power infrastructure. Electric power is 
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not, strictly speaking, a cyber-infrastructure, but 
it is of interest to note that several recent reports 
(e.g., Canadian Electricity Association, 2008; 
North American Electric Reliability Corporation, 
2006; U.S. Department of Energy, 2006) have 
begun to identify an explicit linkage between 
the “human infrastructure” in the electric power 
system and overall system reliability. There is a 
general concern that shortages of skilled labor and 
engineers among electric utilities will degrade 
service reliability. While the primary concern 
in these reports is not with episodic labor short-
ages, like an influenza epidemic, the connection 
between insufficient labor and service reliability 
is important.

Finally, in IT infrastructures, a part of the 
workload for labor that is likely to be shed first 
under widespread absenteeism is routine testing 
and maintenance. Over a period of several weeks 
(as might be the case in an influenza outbreak), 
this is likely to result in an increased failure 
rate of equipment and software. Coupled with a 
reduced capacity to make repairs after failures 
occur, this creates a “double effect” of increased 
failures and reduced repair rate which may be 
particularly troubling. At present, this must be 
treated as speculation, but this appears to be an 
important issue for further assessment.

For many critical infrastructures, including 
cyber infrastructure, there is an identifiable 
connection between worker absenteeism and 
system performance. The National Infrastructure 
Protection Plan (U.S. Department of Homeland 
Security, 2006) sets a goal for the federal govern-
ment that reads, in part, “…to strengthen national 
preparedness, timely response, and rapid recovery 
in the event of an attack, natural disaster, or other 
emergency.” The cornerstone of the NIPP is a risk 
management framework that integrates concerns 
regarding physical, cyber and human resources. 
There are many important public concerns sur-
rounding a potential pandemic influenza outbreak 
– morbidity and mortality risks to the public, 
the likelihood of overwhelming the health care 

system, etc. Among these concerns should be 
placed a concern regarding continued functioning 
of critical infrastructure systems.

CONCLUSION

The first major conclusion from the analysis here 
is that at the level of absenteeism projected in the 
mid-level scenario (13.6% peak absentees), it is 
very likely that there will be widespread problems 
in the rail system as specific locations are unable to 
handle volumes coming into them over a 6-8 week 
period. There are likely to be persistent “waves” 
of congestion and disruption across the system 
as various yards become overly congested and 
adjustments are made, only to move the problem 
somewhere else.

In the high-level absentee scenario (28.2% 
absentees), the effective capacity of the major 
rail yards is reduced by approximately 45%. In 
the absence of shipment volume reductions, this 
capacity reduction, combined with train cancel-
lations, reduced maintenance, etc., would likely 
cause the system to be completely clogged with 
shipments that are not moving.

Ortiz, et al. (2007) describe the whole national 
freight system as being “brittle” – i.e., small dis-
ruptions can produce large consequences. Under 
such conditions, the likely unevenness of shipment 
pattern changes as influenza affects different 
geographic areas and/or different industries to 
varying degrees, is likely to create substantial 
disruptions in freight transportation generally, 
and among railroads in particular, because there 
is very little excess capacity to “buffer” the varia-
tions across the system.

The second key conclusion is that most of the 
individual terminals in the Port of Los Angeles 
could withstand the absenteeism associated with 
the pandemic influenza scenarios. Delays would 
certainly increase, especially in the 28.2% absen-
tee scenario, where total time in port increases by 
about 40-50%, but if the duration of the events is 
not excessive, this may be tolerable.
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Terminal 6 (the Seaside Terminal, used by 
Evergreen, Hatsu and Italia Marittima) is the 
likely exception. Under high absentee rates this 
one terminal will likely be severely congested 
and some vessels from the lines that normally use 
that terminal will either have to make temporary 
arrangements to use other terminals or be diverted 
to other ports to unload.

The Port of Long Beach is similar in many 
respects to the Port of Los Angeles. Both ports 
are experiencing rapid traffic growth and are 
investing to increase capacity. If the capacity 
investments keep pace with traffic growth, there 
should be sufficient capacity to weather an influ-
enza outbreak (and associated worker absentee-
ism) with noticeable, but tolerable increases in 
delays. However, with such high growth rates for 
traffic volume, available “buffer” capacity can 
disappear very rapidly.

The analysis done here indicates that major 
breakdowns in the freight transportation sec-
tor are likely under the more severe influenza 
scenarios as a direct result of large-scale worker 
absenteeism. This may affect distribution and 
availability of a wide variety of consumer goods 
as well as availability of raw materials for many 
other industries. Planning for actions to reduce 
the rate of infection and to slow the transmission 
of the disease is very important, and will create 
benefits in the transportation sector as well as in 
easing the load on the health care sector.

This analysis is important to cyber security 
because it raises a set of issues that are not nor-
mally considered in assessments of the security of 
IT systems. There is a connection between labor 
availability and system performance, and events 
(like pandemic influenza) that may create large-
scale worker absenteeism can expose an IT system 
vulnerability. The work in this paper illustrates 
a method of analysis that focuses attention on 
potential bottlenecks in the system and the effects 
of labor on the capacity of those bottlenecks. In 
translating the approach to IT infrastructure, it is 
likely to be useful to focus attention on failures 

of equipment and software within the system and 
the ability to repair/replace/reconfigure those 
components. This is particularly important in light 
of the possibility that reduced maintenance and 
testing will result in an increased failure rate at 
the same time that repair capacity is diminished. 
This appears to be a productive area for further 
research.
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ABSTRACT

We live in a digital era where the global community relies on Information Systems to conduct all kinds 
of operations, including averting or responding to unanticipated risks and disasters. This can only 
happen when there is a robust information exchange facilitation mechanism in place, which can help in 
taking quick and legitimate steps in dealing with any kind of emergent situation. Prior literature in the 
field of information assurance has focused on building defense mechanisms to protect assets and reduce 
vulnerability to foreign attacks. Nevertheless, information assurance does not simply mean building an 
impermeable membrane and safeguarding information, but also implies letting information be securely 
shared, if required, among a set of related groups or organizations that serve a common purpose. This 
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chapter will revolve around the central pivot of Information Sharing. Further, to study the relative 
significance of various information dimensions in different disaster situations, content analyses are 
conducted. The results hence obtained can be used to develop a prioritization framework for different 
disaster response activities, thus to increase the mitigation efficiency. We will also explore roles played 
by few existing organizations and technologies across the globe that are actively involved in Information 
Sharing to mitigate the impact of disasters and extreme events.

INTRODUCTION

Information assurance is the process of ensuring 
that the right people get the right information 
at the right time. This term is sometimes used 
interchangeably with information security but in 
a broader connotation, it is a superset of infor-
mation security and also comprise of managing 
relevance, integrity, accuracy, authentication, 
confidentiality and other similar attributes of 
information (Thomas, Ang, Parbati Ray, & 
Nof, 2001). The main thrust of this chapter is on 
Information Sharing, which plays a crucial role 
in mitigating dire consequences of any disaster 
or threat to our social/business infrastructure. 
Here we will be analyzing different attributes 
of information which will also be referred to as 
information quality dimensions in the sections 
ahead and will draw some inference on decid-
ing about their priorities during different kinds 
of disaster. So we will be studying information 
assurance through the spectrum of Information 
Sharing during disasters. It is important to note 
here that the terms disasters, emergency, crisis, 
calamity and catastrophe, all may have different 
meanings in their respective fields. However, as 
a part of this chapter, all these terms refer to the 
same context and may appear interchangeably. 
Similarly, information attributes and information 
quality dimension are both assumed to mean the 
same.

Information Sharing is a fundamental compo-
nent of a successful security program. With the 
high-level of inter-dependent business operations 
among business partners and automated control 
systems, organizations can derive value from 

accessing and sharing appropriate information. 
Nevertheless, doing the same in a secure fashion 
is indeed a daunting challenge, since we have to 
deal with information content that ranges from 
the simple to the complex (e.g., travel records, 
weather information, citizenship records, finan-
cial information, intelligence reports, military 
positions and logistical data, map data, etc.) in 
an interoperable environment that is constantly 
changing (Phillips, Ting, & Demurjian, 2002). 
Therefore, it becomes very important to under-
stand the significance of various information 
attributes during any disaster management op-
eration, because handling information in a way 
that can facilitate the special information needs 
of the particular disaster will expedite the relief 
operations. Our interest is to help disaster manage-
ment organizations (DMO) prepare a framework 
for quick and secure Information Sharing that 
is required in response to a crisis, e.g., natural 
disaster (earthquake, hurricane), terrorist attacks 
(biological warfare or explosions), etc. 

BACKGROUND

In the United States, There are approximately 
30,000 local governments, 30,000 local fire 
departments, 18,000 local police departments, 
15,000 school districts, and 3,400 county gov-
ernments (Pelfrey, 2005). Many organizations 
collaborate together for responding to a major 
disaster; for example during the disaster response 
of 9/11 terrorist attacks in New York City, there 
were 1,607 governmental and non-governmental 
organizations involved (Kapucu, 2004). Major 
international volunteer organizations such as the 
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Red Cross and Voluntary Organizations Active in 
Disasters (VOAD) also played an important role 
in mitigating the disaster impact. Incompatible 
technology can be a serious concern for all of 
these organizations. During 9/11 response activity, 
there was a big communication bottleneck created 
between responders from different organizations 
of New York City due to incompatible radio 
systems. The usage of analog radios by the Fire 
Department failed in the same way as it happened 
during 1993 World Trade Center attack (Jaeger, 
et al., 2007). The following excerpt highlights the 
technological barrier to the Information Sharing 
during 9/11 attack:

Firefighters, police, and other emergency person-
nel at the Pentagon and in New York City could 
not find common radio frequencies to communi-
cate—cell phone networks flooded frequencies 
and further hindered information flow in the hours 
following the 9/11 attacks. (Riley, 2003)

The overall coordination and Information 
Sharing was even more concerning during the 
response to Hurricane Katrina. Federal, state and 
local government agencies and private organiza-
tions were very inefficient in coordinating and 
interrelating their activities, lacked an overall 
operational concept and had no proper system at 
place to track and share information (Wise, 2006), 
Secretary of Homeland Security Michael Chertoff 
told Congress that the response was ‘‘significantly 
hampered by a lack of information on the ground’’ 
(Chertoff, 2005 ) and the White House report on 
the failures of the Katrina response mentioned it 
as ‘‘inability to connect multiple communication 
plans and architectures clearly impeded coordina-
tion and communication at the federal, state, and 
local levels’’ (WhiteHouse, 2006).

In an emergency, it’s generally not possible to 
know all the answers yourself, but it’s quite impor-
tant to know the resource/entities or collaborating 
organization that has the answer. Disasters, as 
we know are mostly unexpected and unavoidable 

events. Today we are aware of which regions are 
prone to tornadoes or hurricanes and where the 
earthquake faults are buried. But what we can 
never accurately predict, with a comfortable de-
gree of certainty, is what path the hurricane will 
take, when the earth will shake, how and when 
terrorists will launch their attack, or where the 
plane will crash. Yet one thing we surely know 
is that when a disaster strikes, there will be a 
pressing need for reliable information exchange to 
take place. How well we are able to manage that 
information before, during, and after a disaster can 
have a direct impact on how well we manage the 
crisis.  So the real essence of Information Shar-
ing is to let the correct information timely reach 
the appropriate receiver, at the right place and in 
an understandable format.  And this is where the 
equilibrium gets lost immediately after the disas-
ter.  All the information attributes go haywire, 
unanticipated delays occur, confusion prevails all 
ultimately resulting in bad emergency response 
decisions and actions.  If a general framework can 
guide disaster management organizations to focus 
on more critical information attributes in different 
types of emergency situations, it will expedite 
the emergency response operations and will be a 
boost for disaster management. Previous research 
in this area focused on describing the emergence 
and development of the disaster situation under 
scrutiny, adopting a case study and qualitative 
analysis approach.  While such studies suggest 
some factors that could influence the performance 
of disaster management operations in the study 
context and offer an insight into the particular 
situation, not many studies have offered objective 
evidence that certain attributes of information is 
critical in a disaster response operations.

INFORMATION QUALITY  

Intuitively and broadly, “Information Quality” is 
the degree to which information meets the needs of 
its users (Gasser & Twidale, 2005 ). Since differ-
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ent people use information for different purposes, 
it often happens that information which is high 
quality for one user is low quality for another.  
For example, when a large-scale wildfire breaks 
out, information about weather conditions is more 
relevant for fire crew and evacuation teams than 
it is for police and Emergency Medical Service 
(EMS).  That’s because fire crew may have to use 
different attack plan to fight against spreading 
fire, while evacuation team need to determine the 
best evacuation path depending on the changing 
direction and strength of the wind. Similarly the 
information about approximate casualty level 
might be more important for Emergency Medical 
Services since they need to dispatch sufficient 
medical resources to the disaster site, while pre-
serving as much medical resources as possible 
for other areas. Yet, it is very important that all 
information that is sent across from one organi-
zation/entity to another is of high quality for a 
successful emergency response.

Quality Dimensions

Information quality as such, unfortunately, is dif-
ficult to observe, capture or measure. Information 
quality dimensions are the means by which we 
can measure quality of Information (H. Miller, 
1996). Several researchers have identified the 
dimensions of information quality with as many 
as 15 dimensions identified by Strong et al. in 
2002. In another research project, a literature 
review was conducted to find out the list of most 
common information quality dimensions (Parker, 
2006). In that study, papers dealing with all qual-
ity dimensions and published during the years 
1996-2005 were examined and the frequency 
of each dimension was calculated across those 
publications. In this chapter, we adopt the nine 
common information quality dimensions identi-
fied by the previous study (Parker, 2006). They 
are discussed briefly below:

Timeliness

Timeliness is the degree to which information is 
up-to-date. It can be seen in an objective fashion, 
meaning that information represents the current 
state of the real world. Timeliness can also be seen 
as task-dependent, meaning that the information 
is timely enough to be used for a specific task. It 
is one of the most important quality dimensions 
for handling disasters, because providing new 
information instantly is a major success factor 
of preventing a disaster or mitigating its effect. 
Information must be timely, and not “stale”. Stale 
information is what has become outdated and 
has been replaced by new information. The im-
plications of untimely/stale information during a 
disaster can be considerable. Not only does it lead 
to the expending of valuable time in processing 
that information, but it also prevents the appro-
priate response needed by the actual situation. 
To enable coordination and synchronization of 
multiple operations, information has to be up to 
date. Quoting an e-mail sent by a White House 
Homeland Security Council officer during the 
Katrina response: 

… sending us very stale sit rep info that has al-
ready been updated (earlier) by the HSOC is not 
as helpful. Is there a way to coordinate the info 
flow so we don’t waste time receiving such old 
data and you folks don’t waste time sending us 
stuff? (Christopher & Robert, 2002)

Also, Timeliness and Accuracy go hand in 
hand. When a situation changes dynamically, 
any situational information that is not timely is 
not accurate.

Security

Security has been identified as another important 
information quality dimension. If information 
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is not secure, it can be easily intercepted by any 
intelligent opponent (e.g., terrorists, criminals) and 
used in a harmful manner. For example, if there 
is a huge fire that needs to draw police, medi-
cal and fire responders from surrounding areas, 
and if a criminal comes to know this, (s)he can 
take undue advantage of this information: (S)He 
can identify which area lacks police force and 
commit a crime in that  area. This information 
quality dimension is especially important when 
there exists an active and strategic opponent (e.g., 
in a terrorist attack situation), as the degree of 
damage that can be done by information leak-
age in such cases can be extremely higher. Two 
aspects of information security include protecting 
information from intentional and unintentional 
human acts (information security) and protect-
ing information from disasters (disaster recovery 
planning). Cyber security relies on logical barriers 
such as data encryption, passwords and transac-
tion authentication, along with human vigilance. 
Disaster recovery planning involves protecting 
information and ensuring appropriate back-up 
and alternate processing procedures are in place 
(H. Miller, 1996).

Accessibility

For information to be utilized in an effective man-
ner, it must be accessible. Accessibility implies the 
degree to which information is available, easily 
obtainable or quickly retrievable when needed. 
But this availability of information to the users 
is generally within the constraints of policy and 
confidentiality. Knowledge of the existence of in-
formation, its availability, and the tools necessary 
to acquire it are key attributes of access (Fuerth, 
1997). It enables Information Sharing, giving an 
impression as if resources were centralized. When 
coupled with timeliness, it permits synchroniza-
tion of interdependent activities. Accessibility 
is an important issue in a disaster situation as it 
often happens that all means of communication get 
disrupted in a disaster. For example, during Hur-

ricane Katrina, the communication infrastructure 
was completely devastated in many parts of the 
affected area, and the responders had very tough 
time in coordinating their emergency response 
operations (D. R. Miller, 2006). 

… It got to the point that people were literally 
writing messages on paper, putting them in bottles 
and dropping them from helicopters to other people 
on the ground. (WhiteHouse, 2006)

The disaster management organizations should 
identify the technical and other barriers limiting 
the access to information during disasters and 
make a cooperative effort to surmount them.

Completeness

Completeness is the degree to which information 
is not missing. Incomplete information can be 
hazardous. However, complete information for one 
person may be incomplete for another.  For ex-
ample, emergency medical services, FBI and Fire 
crew, all may be interested in the weather condi-
tions around the disaster site, but each may require 
different levels of detail. Just as information of 
which precision exceeds a recipient’s processing 
capability may be too accurate, information may 
also be too complete. During a disaster, it’s also 
an adverse situation that the amount of informa-
tion generated is so much that processing it all in 
a timely fashion becomes infeasible. At the same 
time, in a disaster response, if information is in-
complete, it becomes difficult for the responders 
to accurately assess the situation and hence they 
are unable to respond effectively. The following 
excerpt illustrates this situation:

…..Each data set was examined to evaluate the 
completeness of records as a useful indicator of 
quality. The mere recording of the occurrence of 
a disaster with no other information on it makes 
the record essentially unusable for analyses. 
(Debarati & Below, 2000) 
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Accuracy

Accuracy is the degree of correctness and precision 
with which information in an automated system 
represents states of the real world. It is a very 
important quality dimension that on which many 
early information quality studies have focused 
(Alexander, 1999; Katerattanakul & Siau, 1999; 
Strong, Lee, & Wang, 1997). Within informa-
tion production processes inside organizations, 
accuracy can be improved by implementing 
institutional procedures, like having information 
double checked by two independent people, or by 
installing technical means, like calibrating sen-
sors or verifying shipping address information 
received through a website against an address 
database. The concept of accuracy implies the 
assumption that information can be captured in an 
objective fashion. Thus, accuracy is not applicable 
to subjective information, like destructive impact, 
public perception or political views. Inaccurate 
information may be worse than no information at 
all. Example, if a fire crew does not know the type 
and extent of situation at a disaster site, they will 
at least try to extract more information. However, 
if they have been given inaccurate information, 
they may respond with inappropriate strategy, 
which may lead to loss of innocent lives. Similarly, 
inaccurate information about the death toll in a 
disaster can lead to pandemonium in public. 

Coherence

Coherent information is what “gels” or blends 
with itself consistently. Incoherent information 
can lead to confusion and panic during a disaster. 
This can lead to wastage of valuable time as well 
as resources. Coherence implies that two or more 
values do not conflict with each other. Informa-
tion generated during a disaster is likely to be 
inconsistent as multiple information providers, 
which might use different procedures to capture 
information, have different levels of knowledge 
and different views of the world. Since most people 

are exposed to information through a number 
of media and from various sources, it must be 
consistent in order to be credible. Inconsistent 
information tends to confuse people and allows 
them to discount some or all of it. For example:

numerous organizations--state agencies, the Red 
Cross, school authorities, and media outlets--in 
California met in the immediate aftermath of the 
Loma Prieta quake just to discuss and agree upon 
the wording all of them would use for the “Drop, 
Cover, and Hold!” message.(Sarah et al, 1999)

Relevance

Relevancy is the extent to which information is 
applicable and helpful for the task at hand. In-
formation must be relevant as per the demands 
of situation, i.e., it must address the needs of the 
end user to whom it is being transmitted. For 
example, when a user calls a 911 operator to 
tell about an emergency, he might tell irrelevant 
details out of panic. The operator must analyze 
what information should be sent across to the 
responders and ask relevant questions to complete 
the information. The key component for informa-
tion quality is whether the information addresses 
its user’s needs.  If not, then the user will find the 
information inadequate regardless of how well 
the information rates along other dimensions 
mentioned in this chapter. 

Validity

Information should be valid in the sense that it 
must be true and verified; it must satisfy the set 
standards related to other dimensions such as 
accuracy, timeliness, completeness and security.  
The most common form of information validation 
is auditing. Auditing can uncover mistakes and is 
a good way to measure the quality of information 
(Whitehouse, 2006). Validity is a resultant rather 
than a causal dimension of information quality. 
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This means that even though some information 
may be classified as being highly ‘valid’, it still 
may fall under poor quality information if other 
crucial dimensions like accuracy, timeliness etc. 
is absent (H. Miller, 1996).

…..When indicators possess high degree of reli-
ability and validity, the data and information they 
generate is more useful in continuously improving 
performance. Conversely, indicators that are un-
reliable and invalid produce confusing, irrelevant 
and useless data and information while consuming 
precious resources.….. (O’Leary, 2004)

Format

Information must be in such a format that it is 
uncomplicated and easily understood by the end 
user. This is especially true in a disaster situa-
tion as minimum time must be wasted between 
information processing and actual response. 
Information format refers to how the information 
is presented to the user. Two key components of 
information format are its underlying form and 
its context for interpretation, which is sometimes 
referred to as its frame (H. Miller, 1996). The ap-
propriate format for information depends on the 
information’s recipient and the information’s use.  
For example, while giving demographic details or 
statistics of any past event, multi-color pie charts 
may be a better format than putting numbers. 
Moreover, during disaster management, if there 
is a commonly agreed upon format for exchange 
of information between two organizations, say 
Fire department and 911 operators, it aids un-
derstandability and expedites the response. Since 
there might be huge data to handle, it’s always 
better to keep them formatted instead of letting 
them go haywire.

For each disaster, too many database and software 
have been developed and designed and millions 
of money has been expended. These projects are 
substantially costly and the main problem are the 

existing of many parallel sub-systems and activi-
ties and repeat labor works in different database 
format which have to be created for each hazard 
management systems. Such methodology will be 
so complicated due to implementation of different 
platform, different database format, and different 
program languages and so on. This will make all 
projects costly and non-efficient. (Assilzadeh & 
Mansor S.B., 2004)

Disaster Types

Disasters may be natural or man-made. Natu-
ral disasters include earthquake, natural fires, 
volcanoes, tsunami, hurricane, landslide, flood, 
drought, and so on. Man-made disasters include 
bio/chemical/radiation/fire emergencies caused 
by human error or by strategic opponents (e.g., 
terrorists) and so on. Whatever may be the disaster 
type, it needs adequate and timely response by 
several government agencies that interact and 
exchange information with each other to combat 
the disaster. In order to make the study more 
manageable, in current context, we limit our scope 
to hurricanes, earthquakes, and terrorist attacks. 

Disaster Cases Analyzed

We have focused on the below disasters:

1. Katrina Hurricane: It was the third most 
intense United States (U.S.) land-falling hur-
ricane on record based on central pressure. 
The catastrophic damage and loss of life 
inflicted by this hurricane is an estimated 
1,353 direct fatalities and 275,000 homes 
damaged or destroyed. Total economic losses 
could be greater than $100 billion (Grou-
mann, Houston, & Lawrimore, 2005). 

2. Indian Ocean Earthquake (and resulting 
Tsunami): It originated with an epicenter 
off the west cost of Sumatra, Indonesia on 
December 26, 2004. It killed an estimated 
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350,000 people and caused losses worth US 
$4.45 billion (Athukorala & Resosudarmo, 
2005) 

3. 9/11 Attacks: It occurred on September 11, 
2001 when a series of suicide bombings using 
hijacked commercial air-liners hit several 
strategic US locations. The attacks killed 
more than 2,600 people (9/11 Commission 
report, 2005) and caused economic losses in 
NYC worth US $83-$95 billion (Thompson, 
2002). 

4. Anthrax Attacks: During the fall of 2001, 
mail packages containing large numbers 
of Bacil lus anthracis spores were sent to 
people at several locations in the US. 22 
people got seriously infected and five of them 
died. As many as 30,000 people in the U.S. 
Postal Service (USPS) initiated preventive 
antibiotic treatment (Alibek, Lobanova, & 
Popov, 2005 ).

We selected the above mentioned four cases 
for our research because they not only caused 
loss of human life and capital, but also grabbed 
widespread public and media attention in the 
recent past. Out of these, Tsunami and Hurricane 
Katrina are natural disasters and 9/11 attacks 
and Anthrax attacks are man-made. Therefore, 
our findings will also help in distinguishing 
the relative significance of information quality 
dimensions during disaster management in both 
of these kinds of disasters.

Before we proceed with content analysis, let us 
make a few statements about expected relation-
ships between the above mentioned information 
quality dimensions and one or more types of 
the disasters examined in the content analysis. 
Security will be obviously more important in 
the two terrorist attacks (9/11 and Anthrax at-
tacks) than in the other two disasters, because 
strategic opponents are present. Accessibility 
will be more important in disasters where com-
munication infrastructure is damaged. Therefore, 
we can expect that media articles about larger-

scale disasters like Katrina and Tsunami would 
put more weight on the accessibility dimension, 
compared with other types of disasters of which 
damages were isolated within a relatively small 
geographical area (e.g., a city) or did not disrupt 
telecommunication networks. Timeliness will 
be more important when the threat situation in a 
disaster develops dynamically and at a fast phase. 
Thus, logically, media reports about 9/11 and the 
Tsunami should emphasize timeliness more than 
reports about the Anthrax attack.

Content Analysis

In order to be able to quantify the information 
quality attributes so that they can be compared to 
determine their relative importance in a disaster 
situation, we used a semantic content analysis 
approach. Content analysis is a research method 
by means of which the presence of certain words 
or concepts within a given text can be determined 
(Busch, et al., 2005). Holsti (1969) broadly defines 
content analysis as, “any technique for making 
inferences by objectively and systematically iden-
tifying specified characteristics of messages”. This 
tool can be used to predict the content and meaning 
of the text or article under consideration. 

In our research, we used CATPAC as content 
analysis software. CATPAC is a self-organizing 
artificial neural network computer program that 
has been optimized to read and analyze large 
amounts of text (Kim, Song, Braynov, & Rao, 
2005). This program identifies the most frequently 
occurring concepts in a given text which can be 
interpreted as a measure of importance, atten-
tion, or emphasis of that concept (Krippendorff, 
1980).

Document Corpus Construction

Since we wanted to predict the importance of 
information quality dimensions during a disaster 
response, we collected several journal articles and 
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news items relating to emergency response of each 
disaster event under scrutiny. The articles were 
collected from comprehensive databases such as 
Academic Search Premier, MasterFILE Premier, 
InfoTrac Newspapers, LexisNexis Academic, and 
Factiva. After a manual inspection to assure rel-
evance, we selected 50 media and journal articles 
to conduct a semantic content analysis. The list 
of these articles has been included in Appendix 
A at the end of this chapter.

Semantic Analysis to Identify 
Keywords

We created a list of keywords (Table 1) which 
represent each quality dimension (semantically 
equivalent categories). We included several syn-
onyms while creating the list of keywords for each 
dimension, considering the fact that authors may 
use synonyms for stylistic reasons throughout a 
document – if only a single word is used to do 

content analysis, it can lead us to underestimate 
the importance of a concept (Weber, 1990). For 
example, an author might use the word ‘available’ 
or ‘reachable’ or ‘accessible’ while talking about 
the ‘accessibility’ aspect of information, and so, 
we need to consider all three words while doing 
a content analysis. Similarly, the author might use 
the word ‘inaccessible’ or ‘unavailable’ and still 
be talking about ‘accessibility’ (rather, inacces-
sibility) aspect of information. As a result, our list 
of keywords includes both synonyms as well as 
antonyms to represent a quality dimension. While 
we understand the limitation that every keyword 
in each category may not represent that category 
equally well, there is no well-defined procedure 
to assign the weight of each word (Stemler, 2001). 
Consequently, we proceeded with our research 
under the assumption that all keywords for an 
information quality dimension (i.e., category) are 
of equal ‘weight’. 

Information Quality 
Dimension

Keywords

Timeliness timeliness, delay, delays, time, timely, timelines, immediate, 
immediately, late, early, prompt, slow, fast, speed, waiting, prolonged, 
expedite, expedited

Security safe, unsafe, secure, security, threat, threats, threaten, risk, risks, 
violence, crime, criminal, lawlessness, terrorism, terrorist, protection, 
protect, protected

Accessibility accessible, inaccessible, communication, communicate, 
communicating, reach, reached, coordination, coordinate

Completeness incomplete, complete, adequate, inadequate, unknown, unaware, 
insufficient, integrity, wholeness, entirety

Accuracy accurate, inaccurate, accurately, confirmed, uncertainty, uncertain, rely, 
reliable, relied, wrong, false

Coherence coherent, inconsistent, ambiguous, confusion, conflicting, uniform, 
concrete, consistent

Relevance relevant, irrelevant, useless, useful, lengthy, redundant, applicable, 
applicability, cogency, pertinence

Validity valid, validated, invalid, obsolete, outdated, substantiate, substantiated, 
unsubstantiated, credible, warrant, warranted, unwarranted

Format standardized, complex, complexity, complicated, meaningful, unclear

Table 1. Keywords
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Frequency Analysis

We then conducted a content analysis of the articles 
using CATPAC and summed up the frequency of 
words for each dimension, with frequency counts 
determining the relative concern of each dimen-
sion. Also, in order to ensure that we did not miss 
any high frequency keyword that could possibly 
represent an information quality dimension, we 
reviewed all high frequency words in content 
analysis results. Any word that we found was 
highly correlated and semantically similar to an 
existing keyword was added to our list, and then 
the results were revised accordingly. 

Total number of content bearing words for the 
four disaster cases came out to be:

1. Hurricane Katrina: 4062
2. Tsunami (Indian Ocean Earthquake): 778
3. 9/11 Attacks: 4995
4. Anthrax Attacks: 4082

Since most of the articles analyzed in this 
study were published in the US, we can see that 
the total number of content bearing words in 
Tsunami is relatively less than those in the other 
cases. Nevertheless, the total word count will not 
have any impact in determining relative impor-
tance because we are measuring the hit density 
of keywords belonging to different information 
quality dimensions within a particular disaster.

Filtering Ambiguous Words

Simple frequency of words may not actually 
represent the importance of each dimension as 
words can have multiple meanings or appear in 
multiple contexts. For example the word “uniform” 
can have a noun meaning “clothing”, an adjective 
meaning “evenly spaced”, or an adverb mean-
ing “provide with uniform”. In order to resolve 
the ambiguity in the context in which the words 
appeared, we used the Key Word In Context 
(KWIC) search to test for the consistency of word 

usage. We used HyperRESEARCH to pull up 
the sentences in which the keywords were used 
to perform a validation of our results (Stemler, 
2001). HyperRESEARCH is a software package 
that assists collection and analysis of qualitative 
data. We reduced the word count wherever we 
found that the context where the word appeared 
was not ‘information’ or ‘information quality’ 
related.

Hit Density

Since the length of articles varied, the absolute 
number of keywords appearing in the corpus 
thus did not represent the actual relevance of 
each dimension. Therefore, we calculated the 
‘hit-density’ of keywords corresponding to each 
information attribute. The hit density is a ratio 
of the number of hits divided by the number of 
content-bearing words in an article (Efthimiadis, 
1993). Here we define the term ‘hits’ as the number 
of words corresponding to the quality attribute 
under consideration, and ‘number of content 
bearing words’ as the total number of words that 
represent all quality attributes for a given disaster 
situation. For example, the number of words as-
sociated with the dimension ‘accessibility’ for the 
disaster Katrina was 1,431, while the total number 
of words obtained by summing up word count for 
all dimensions for disaster Katrina was 4062. The 
hit density is 1,431/4,062, i.e., 35. Accordingly, a hit 
density index that represents the importance of an 
information quality dimension can be compared 
with those of other dimensions within a disaster 
as well as across all disaster cases. The results of 
hit density analysis are graphically represented 
in Figure 1 to facilitate sense making and easy 
reading of the results. 

From the hit density analysis results, we can 
observe several interesting differences within and 
across different types of disasters. 

1. Security is, by far, the most important issue 
in terrorist attacks (i.e., Anthrax and 9/11at-
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tacks), while it still remains as the 2nd and 
3rd important dimension in Tsunami and 
Katrina cases respectively. We can induce 
from this result that existence of an active 
intelligent opponent (e.g., terrorist) can force 
stakeholders (e.g., emergency responders, 
potential victims) to maintain a high-level of 
information security during emergency re-
sponse operations. If information is insecure, 
it could easily be intercepted and misused to 
spread more terrorism. However, even when 
there is no immediate threat from intelligent 
opponents, security seems to remain as an 
important concern to many stakeholders 
(e.g., victims, the public, government agen-
cies, non-government relief organizations), 
because a large-scale disaster will inevitably 
involves exchange of sensitive information 
across different organizations with different 
security requirements.

2. Timeliness was the most important issue in 
the Tsunami case (35%) and the 2nd most 
important issue, with almost equal levels 
(22-25%), for the other cases. It is obvi-
ous that if information does not reach the 
responders in time, they will not be able to 

respond before irrevocable and serious dam-
ages have already been done. One possible 
explanation of the relatively high level of 
the hit density in the Tsunami case may be 
the time lag between the earthquake and 
the strikes of tsunami at different regions, 
because effective and timely warning might 
allow potential victims to evacuate or mini-
mize the damages. In addition, the extremely 
higher number of casualty, as the death toll 
(350,000) suggests, could require timely 
responses to save valuable, yet perishing 
lives. 

3. Accessibility was the most important issue 
in Katrina (35%), and the 3rd most impor-
tant issue in all the other cases (9-18%). 
However, the gap between Katrina and 
the other cases are quite obvious, unlike 
the timeliness dimension. We suspect that 
the unexpected scale of damages on the 
once-reliable communication infrastructure 
could cause the surge of emphasis on acces-
sibility. Also, the number and the variety of 
organizations involved in the relatively long 
recovery period, together with the level of 
bureaucracy imposed by the hierarchical 

Figure 1. Hit density analysis
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structure of the US disaster management 
agencies could result in accessibility issues 
among different stakeholders. 

4. All the other dimensions (i.e., accuracy, 
coherence, completeness, format, relevance, 
and validity) are much less emphasized 
(mostly below 5%), regardless of the types 
of disaster, than the three most important 
dimensions (i.e., accessibility, security, 
timeliness). While it is still much lower than 
the other dimensions, the hit density of com-
pleteness in the Katrina case is distinctively 
higher than those in the other disasters. This 
may also result from disruption of commu-
nication and transportation systems, as well 
as reliance on archival systems that became 
unavailable by the impact of the disaster.  One 
important point to make clear is that the low 
levels of these dimensions do not necessarily 
mean these are not important dimensions. 
We assume that published articles reflect 
the current issues in the respective context. 
Therefore, we can consider the three most 
important dimensions (i.e., accessibility, 
security, and timeliness) as the ones that 
became the center of hot discourse because 
we have misunderstood their impacts, result-
ing in mis-configured disaster management 
systems. 

From the results of the comparative analyses 
of information quality dimensions in different 
disaster situations, we can conclude that these 
dimensions hold varying significance across dif-
ferent disasters. We can also infer some factors that 
might influence the differences in the importance 
levels of the three most important dimensions. 
Therefore, it is recommended that information 
be exchanged between different organizations 
on the basis of the circumstances and resulting 
relative significance of these information quality 
dimensions. The prioritization process which can 
be created utilizing these results will certainly 
help the emergency response operation to focus 

on the information quality dimension which 
matters the most and thus will reduce the impact 
of disaster significantly by expediting the relief 
operations. Moreover, this will save time and 
resources which get dissipated dealing with less 
significant dimensions and thus can be utilized 
in the right direction to respond to the disaster 
in a better way.

In the previous sections, we discussed the 
important attributes of information. Taking the 
information security aspect a step further, let us 
continue our research to analyze the aspects of 
information assurance. We will perform content 
analysis to explore the relative significance of 
different dimensions of information assurance to 
provide us with more valuable conclusions which 
can be utilized to build a prioritization framework 
in mitigating disaster impacts.

Information Assurance

Information assurance is often used interchange-
ably with information security. But in specific 
terms, information assurance can be defined as 
information operations that protect and defend 
information and information systems by ensur-
ing their availability, integrity, authentication, 
confidentiality, and non-repudiation. This includes 
provision for restoration of information systems by 
incorporating protection, detection and reaction 
capabilities (Maconachy, V., Schou, Ragsdale, 
& Welch, 2001). At the heart of Information 
assurance is the provisioning of five security 
services: Availability, Integrity, Authentication, 
Confidentiality, and Non-Repudiation which we 
are considering as the five important dimensions 
of information assurance.

1. Availability can be defined as timely, reli-
able access to data and information services 
for authorized users. It means that the in-
formation, the computing systems used to 
process the information, and the security 
controls used to protect the information 
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are all available and functioning correctly 
when the information is needed. Often it is 
viewed as a function, which is not entirely 
security related. Availability is equated 
with information system operations such 
as redundant communication channels, 
back-up power and off-site capabilities to 
handle crisis. Availability is the utility part 
of security services. There may be times 
during the course of operations that demand 
system availability at the expense of the other 
security services. The decision to abandon 
the other security services is a risk mitigation 
decision often driven by threats and vulner-
abilities that fall beyond the system security 
parameters. Broadcasting a decision or some 
critical information at the time of disaster, 
to handle a life-threatening condition may 
override concerns to do so in a totally secure 
fashion (Maconachy, et al., 2001).

2. Integrity is “the quality of an information 
system reflecting logical correctness and 
reliability of an operating system; the logical 
completeness of the hardware and software 
implementing the protection mechanisms; 
and the consistency of the data structures and 
occurrence of the stored data.” (Lohse et al, 
2003). It means that data cannot be created, 
changed, or deleted without authorization. 
In a formal security mode, integrity is 
interpreted more narrowly to mean protec-
tion against unauthorized modification or 
destruction of information. Data integrity is 
a matter of degrees of trust. Integrity must 
include the elements of accuracy, relevancy, 
and completeness. Data and system integrity 
implies robustness. 

3. Authentication is a security service, “de-
signed to establish the validity of a transmis-
sion, message, or originator, or a means of 
verifying an individual’s authorizations to 
receive specific categories of information” 
(Maconachy, et al., 2001). Authentication 
provides a foundation for many security 

services by ensuring that data, transactions, 
communications or documents (electronic 
or physical) are not exposed to unauthor-
ized entities thereby giving them a chance 
to tamper or misuse them.

4. Confidentiality is “the assurance that in-
formation is not disclosed to unauthorized 
persons, processes or devises” (Maconachy, 
et al., 2001). The application of this security 
service implies information labeling and 
need-to-know imperatives are aspects of the 
system security policy. Information that is 
considered to be confidential in nature must 
only be accessed, used, copied, or disclosed 
by persons who have been authorized to do 
so, and only when there is a genuine need 
to do so. A breach of confidentiality occurs 
when information that is considered to be 
confidential in nature has been, or may have 
been, accessed, used, copied, or disclosed 
to, or by, someone who was not authorized 
to have access to the information.

5. Non-Repudiation refers to the assurance 
that “the sender of the data is provided with 
proof of delivery and the recipient is provided 
with proof of the sender’s identity, so neither 
can later deny having processed the data” 
(Fry, 2001). Non-repudiation has ramifica-
tions for electronic commerce as well as 
battlefield orders. Electronic commerce 
uses technology such as digital signatures 
and encryption to establish authenticity and 
non-repudiation.

Now let us do the content analysis of above 
five mentioned dimensions by using the keywords 
described below in Table 2, across all the four 
disasters. Our research approach is the same as 
we did in the previous content analysis.

After doing content analysis across all the four 
disasters, we calculated the hit density, as done 
in the previous section, and plotted them on the 
bar chart as shown below in Figure 2:
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From the result of the above content analysis, 
we can draw the following conclusions:

1. Confidentiality was the dominant concern 
in 9/11 attack (64%), while it was the 2nd 
most important issue in the other disasters 
(31-38%). Interestingly, this attribute was not 
as much emphasized in the other terrorist 
attack case (i.e., anthrax attacks) as it was 

in 9/11. This difference between the two 
types of terrorist attack cases may come 
from the nature of attack. In 9/11, the attack 
was carried within a relatively short period 
of time, and nothing was clear at the point 
of attack, from which the US intelligence 
community had to figure out what really 
happened and how to handle the situation, 
before the public is informed of what the 

Information 
assurance attributes

Keywords

Availability Available, accessibility, accessible, inaccessible, communication, 
communicate, communicating, reach, reached, unavailable, 
availability, unavailability 

Integrity Completeness, wholeness, relevance, accuracy, incomplete, complete, 
adequate, inadequate, insufficient, Tamper, tampering, repudiate, 
manipulate, integrity

Authentication Valid, genuine, certify, attest, evidence, validity, authenticity, 
authenticate, authenticated, authenticates, manifest, manifestation, 
authentication

Confidentiality Privacy, secret, secrecy, private, classified, confidential, 
confidentially, conceal, concealed, covert, covertly, unacknowledged, 
confidentiality

Non-Repudiation Reject, disown, renounce, repudiate, encryption, decryption, 
time-stamp, time-stamped, signature, unfair, disclaimer, disclaim, 
repudiation, non-repudiation

Table 2. Content analysis keywords

Figure 2. Hit density analysis
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public needs to know. On the other hand, 
the anthrax case involved multiple attacks 
that aimed at seemingly random targets. 
Therefore, the public, as a group of individu-
als who may become a victim of the next 
attack had to be informed, educated, and 
mobilized, in order to minimize the impact 
of the attacks and maximize the chance to 
catch the attacker by encouraging bottom-up 
information flow for terrorist investigation 
tips, in the anthrax case. Therefore, it’s very 
important to assure confidentiality of any 
information that has a potential to have a 
negative consequence, should the informa-
tion fall in the hands of active opponents, 
while confidentiality should give a way to 
availability (or some other attributes) if the 
situation requires cooperation from other 
relief agencies or the public.

2. In contrast to confidentiality, Availabil-
ity was a more important attribute in the 
Anthrax attack (46%), Katrina (51%), and 
Tsunami (47%) cases. It took 20% of the 
content-bearing words in the 9/11 case, 
which is a smaller portion, but still the 
2nd important dimension. This may reflect 
issues like inconsistent access control for 
inter-organizational Information Sharing, 
lack of redundancy in communication 
links, absence of good backup practice, and 
improper business continuity planning for 
disaster management operations.  The results 
show that confidentiality and availability 
are two most critical information quality 
dimensions, together taking a major portion 
(79 -89%) of the content-bearing information 
security words in the four disaster cases. The 
hit densities of Authentication, Integrity, 
and Non-Repudiation were relatively low, 
suggesting that these dimensions were less 
of concern in the studied disasters. Non-
repudiation appears especially irrelevant 
to the disaster management situation.

The results obtained can be utilized by govern-
ment and non-government disaster management 
organizations to align their relief operations more 
effectively, by devising special mechanism to take 
care of every mentioned information attribute as 
per their significance. There are different organi-
zations which are involved in different types and 
stages of disaster management operations. Among 
other information assurance attributes, they tend 
to focus on availability and confidentiality of 
information. The results suggest that availabil-
ity is the most important information assurance 
dimension in the disaster management context, 
unless the situation requires confidentiality (e.g., 
information about the situation may benefit strate-
gic opponents), in which case confidentiality may 
become the dominant dimension of information 
assurance quality over the usual golden rule of 
“availability goes first”. 

In Appendix B, we will touch upon a few 
of organizations and technologies that can help 
disaster management organizations achieve ap-
propriate levels of availability and confidentiality 
for information assurance, while accommodating 
relevant information quality dimensions (e.g., 
accessibility, security, timeliness), in a disaster 
response situation. By utilizing these organiza-
tional and technological supports, relief agencies, 
esp. those who often participate in large-scale, 
multi-agency disaster management operations, 
will be able to better prepare for and improve their 
performance in different types of disasters.

CONCLUSION

In a disaster, every moment counts. A single 
minute saved can save a large number of lives, 
and thus it is very important to utilize time in the 
most efficient manner during the disaster response 
operations. Unfortunately, the situation often 
goes haywire immediately after the disaster, and 
the relief operations do not necessarily go in the 
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planned manner, giving rise to chaos all around 
and thus information quality suffers. There exists 
an urgent need for a prioritization framework on 
the basis of which information quality dimensions 
can be weighed and their relative significance 
used to orient the emergency response operations. 
In this chapter, we have reviewed nine informa-
tion quality dimensions, which led us to deduce 
relative significance of some of the information 
attributes across different disaster types. Based 
on the results of our content analyses, this chapter 
provides empirical evidence that effective disaster 
management requires a right mix of informa-
tion quality dimensions to be achieved in their 
communication, depending on the particular 
circumstances of the disaster. We also discussed 
several key organizations and technologies that 
can promote information assurance in disaster 
management and improve various aspects of 
information quality.

The results of our analysis suggest that security 
is one of the most important information quality 
dimensions for all types of disaster management, 
but a much higher level of information security 
must be provided when an active intelligent op-
ponent (e.g., terrorist) may take advantage of the 
information about the situation. Timeliness is 
another very important attribute for all disaster 
types, but it may gain weight when there is a 
time lag between a sign of potential damage (e.g., 
ocean earthquake, request for an ambulance) and 
actual strike of the disaster (tsunami reaching a 
coastline, death of a life), during which potential 
victims or emergency responders can be prepared 
to minimize the impact. Disaster responders 
should pay more attention to accessibility if they 
need to respond to a disaster that affected a large 
geographical area. Interestingly, all the other di-
mensions included in our analysis did not receive 
much attention in the four disaster cases. 

The chapter further analyzed 5 sub-dimen-
sions of the information security dimension, one 
of the three hottest issues in the current disaster 
management communications. The results that 

we have obtained thus can be used by public and 
private sector disaster management organizations 
to create an information dissemination prioritiza-
tion framework when responding in an emergency 
situation. Such a framework will aid decision-
making when communicating information across 
organizations during a disaster. For example, 
agencies will know when to wait for information 
to get ‘complete’ while it is still ‘secure,’ and when 
to ensure that information is ‘secure’ while it is 
still ‘complete,’ and so forth. 

While mostly in tandem with our predictions, 
the results of the content analyses also call for 
more research in this area. For example, a fol-
low-up study may identify different dimensions 
of disasters (e.g., geographical and time span 
of the impact/recovery, number of involved re-
sponders/relief agencies, changes in the casualty 
at each phases of the disaster), which will allow 
more systematic analysis of possible relationships 
between information attributes and disaster at-
tributes. Similarly, research on organizational 
attributes of disaster management organizations 
is highly likely to improve our understanding on 
the relative importance of information attributes. 
Also, the importance of various information 
quality dimensions can be measured on a single 
reference frame, which will allow direct compari-
son of the absolute value of the attributes. From 
a citizen-centric view point, analyzing personal 
web blogs or comments on first responder websites 
to understand the relative value of G2C (Govern-
ment to Citizens) disaster communications will 
also be a meaningful research avenue. As such, 
we believe that our findings and discussions in 
this chapter can provide a fertile ground for future 
studies in the field of disaster management and 
information security. 
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APPENDIX B : Organizational and Technological Resources 

United states c omputer emergency r eadiness t eam (Us-cert )

A partnership between Department of Homeland Security (DHS) and public and private sector or-
ganizations, US-CERT is charged with improving cyber security preparedness and response in the 
United States. Through US-CERT, companies can access valuable educational resources, find up-to-
date security information and receive security alerts. Individual companies are encouraged to register 
with them to receive alerts, warnings and other cyber security related information that is relevant to 
company-specific technology.

Cyberspace is a combination of distinct information infrastructures, including government and 
business operations, emergency preparedness communications, and critical digital and process control 
systems. Protecting these systems is very important to the resilience and reliability of the Nation’s criti-
cal infrastructures and key resources and, therefore, to its economic and national security. US-CERT 
has a very important responsibility to analyze and reduce cyber threats and vulnerabilities, dissemi-
nate cyber threat warning information, and coordinate incident response activities. They collaborate 
with other organizations like Federal agencies, the research community, private sector, state and local 
governments, and international organizations. By coordinating with different incident response centers 
using both classified and unclassified systems, US-CERT disseminates reasoned, critical and actionable 
cyber-security information to the public. (DHS Cyber Security, 2006)

The different collaboration efforts of US-CERT include:

•	 US-CERT Web Portal: Provides a secure web-based collaborative system to share sensitive 
cyber-related information with government and industry members. And secondly it provides the 
government, private sector, and public with information needed to improve US-CERT’s ability to 
protect information systems and infrastructures; includes information on current activity, events, 
resources, publications, and affiliates.

•	 National Cyber Alert System: Delivers targeted, timely, and actionable information to Americans, 
educating them on how to secure their own computer systems.

•	 National Cyber Response Coordination Group: Established in partnership with the Department 
of Defense and the Department of Justice; serves as the federal government’s principal interagency 
mechanism to coordinate efforts to respond to and recover from cyber incidents of national sig-
nificance.

•	 Government Forum of Incident Response and Security Teams (GFIRST): Embodies a com-
munity of more than 50 incident response teams from various federal agencies working together 
to secure the federal government.

•	 US-CERT Einstein Program: Involves an automated process for collecting, correlating, analyzing, 
and sharing computer security information across the federal government to improve our Nation’s 
cyber situational awareness.

•	 Internet Health Service: Provides information about Internet activity to federal government 
agencies throughout the GFIRST community.

After the calamity caused by Hurricane Katrina, Department of Homeland Security (DHS) real-
ized that many critical infrastructure control systems were shutdown, damaged, or destroyed. Hence 
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they provided assistance to owners and operators in rebuilding and securely restarting those sensitive 
control systems. In order to assist control system owners, vendors, operators, and service providers in 
bringing control systems, and the sensitive processes and functions they monitor and manage, back into 
operation as safely and as securely as possible under the circumstances, the DHS US-CERT Control 
Systems Security Center (CSSC) compiled a set of items to consider when restarting and rebuilding 
control systems. (US-CERT, 2005)

CEO COM LINK for Business Roundtable CEOs

The Critical Emergency Operations Communications Link (CEO COM LINKSM) is a secure telephone 
communications system that will enable the nation’s top CEOs to enhance the protection of America’s 
employees, communities and infrastructure by communicating with leading government officials and 
each other about a threat or during national crises. This communication system links each of the Busi-
ness Roundtable’s 150 CEOS with the federal government to coordinate communication and facilitate 
effective response in times of crisis. Rapidly linking the private and public sectors during crisis can 
dramatically improve collaboration and effectiveness in enhancing homeland security. 

The CEO COM LINK, developed by Business Roundtable, is an essential tool that enables this col-
laboration prior to, during, and in the aftermath of a significant national crisis. CEOs are alerted that 
the system is being activated and dial in to a secure conference call number. Each caller goes through a 
multi-step authentication process to ensure that only authorized participants are on the call. The calls also 
would allow CEOs to ask questions or share information with government leaders and with each other. 
Business rules have been established to govern calls and handle sensitive information (BRT, 2003).

Security is of utmost importance to ensure the confidentiality and integrity of information being 
shared. A critical security component is authentication. Each CEO is issued a means of authentication 
(e.g., voiceprints, caller ID), so a caller’s identity can be verified. Because the private sector owns or oper-
ates 90 percent of our nation’s critical infrastructures – including airlines, railroads, financial markets, 
telecommunications services and information services – CEO leadership in combating terrorist threats is 
critical to America’s security. A timely and effective exchange of information between government and 
the private sector – and among business leaders – is critical for our nation’s ability to detect additional 
threats, maintain homeland security, and respond effectively to threats or disasters.

Government Emergency Telecommunications Service (Gets)

GETS is a White House directed emergency phone service provided by the National Communications 
System through the Department of Homeland Security. GETS provides emergency access and priority 
processing in local and long distance in the Public Switched Telephone Network (PSTN). It provides 
Federal, State and local government National Security and Emergency Preparedness (NS/EP) users with 
a ubiquitous switched voice and voice-band data communications service and is used during periods of 
natural or man-made disasters or emergencies that cause congestion or network outages. 

Different imperatives of GETS are:

•	 Access Authorization: GETS access control is accomplished through the use of Personal Identifi-
cation Numbers (PINs) to ensure only authorized users gain access to GETS features and protect 
against fraud. 
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•	 Enhanced Routing: GETS calls use extensive enhancements to the PSTN’s robust network of 
interconnecting paths between switches. With these enhancements to the grid of multiple switch 
connections, GETS calls can still be connected without any disruptions even when numerous 
switch failures occur in the PSTN. 

•	 Priority Treatment: GETS allows that a high probability call identifier can be carried across the 
signaling network and used to trigger priority features such as trunk queuing and trunk reserva-
tion for designated emergency management communications. 

European Network and Information Security Agency (ENISA)

The objective of ENISA is to improve network and information security in the European Union. The 
agency has to contribute to the development of a culture of network and information security for the 
benefit of the citizens, consumers, enterprises and public sector organizations of the European Union, 
and consequently will contribute to the smooth functioning of the EU Internal Market.

Different tasks done by ENISA are:

•	 Collect appropriate information to analyze current and emerging network and information security 
risks and provide the results of the analysis to Member States and the Commission;

•	 Provide advice and, if appropriate, assistance within its objectives to the European Parliament, 
the Commission and other competent bodies;

•	 Enhance cooperation between the different players in the sector (e.g., by organizing collaboration 
links between enterprises and universities) and facilitating cooperation between the Commission 
and the Member States in the development of common methodologies to prevent security prob-
lems;

•	 Contribute to awareness raising and the availability of rapid, objective and comprehensive informa-
tion on network and information security issues for all users. This can be achieved by promoting 
exchanges of best current practice, including methods of alerting users;

•	 Assist the Commission and the Member States in their dialogue with industry to address security 
related problems in hardware and software products;

•	 Track the development of standards for security products and services and promote risk assessment 
activities;

•	 Contribute to Community efforts to cooperate with third countries and international organizations 
to promote a global common approach to security issues.
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ABSTRACT

The protection of cyberspace is essential to ensure that the critical infrastructures a nation relies on are 
not corrupted or disrupted. Government efforts generally focus on securing cyberspace at the national 
level. In the United States, states and communities have not seen the same concentrated effort and are 
now the weak link in the security chain. Until recently there has been no program for states and com-
munities to follow in order to establish a viable security program. Now, however, the Community Cyber 
Security Maturity Model has been developed to provide a framework for states and communities to 
follow to prepare for, prevent, detect, respond to, and recover from potential cyber attacks. This model 
has a broad applicability and can be adapted to be used in other nations as well.

INTRODUCTION: The Need for 
Community Cyber  Security  
Programs

In the introductory letter contained in the National 
Strategy to Secure Cyberspace, the President of 
the United States made the following statement 
concerning the challenge the nation faces in se-
curing cyberspace: 

Securing cyberspace is an extraordinarily difficult 
strategic challenge that requires a coordinated and 
focused effort from our entire society—the federal 
government, state and local governments, the 
private sector, and the American people. (White 
House, 2003)

The vision embodied in this statement, that 
securing cyberspace is an effort that an entire 
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society must be part of, is extraordinary. It also, 
however, is a vision that has often been over-
looked by the various federal agencies involved 
in securing the nation’s cyberspace. Entities such 
as the US-Computer Emergency Readiness Team 
(US-CERT), part of the Department of Homeland 
Security (DHS), have been formed to address 
significant attacks on the nation’s Internet infra-
structure. The US-CERT and DHS have worked 
diligently to develop the channels necessary at the 
national level to address cyber attacks or signifi-
cant cyber events that could impact the nation’s 
cyber infrastructure. The issues are formidable 
– what information should be shared between 
organizations and how? Who is responsible for 
responding to the various types of threats/attacks 
that could occur?  When does an event change from 
a criminal activity to a national security event and 
who makes that decision?  Developing a construct 
that addresses these issues at the national level is 
difficult but a framework capable of addressing 
the national-level concerns is slowly evolving. 

What has been slower to evolve is the rest 
of the picture as described in the President’s 
statement. How state and local governments, the 
private sector (at and below the national level), 
and the American people participate in securing 
cyberspace has not been fully addressed (White 
House, 2003). Organizations, such as the Multi-
State Information Sharing and Analysis Center 
(MS-ISAC), have been created to serve as focal 
points for the cyber security efforts at the state 
level but their complete roles in serving states and 
communities have not been defined. (MS-ISAC, 
2008)  Alternatively, some states have turned to 
their fusion centers to help organize their cy-
ber information sharing and incident reporting 
functions. “A fusion center is an effective and 
efficient mechanism to exchange information 
and intelligence, maximize resources, streamline 
operations, and improve the ability to fight crime 
and terrorism by merging data from a variety of 
sources” (DHS, 2008). Fusion centers are gener-
ally staffed with individuals who have either a 

law enforcement or an intelligence background. 
Exercises have demonstrated that most states 
and communities have little to no experience in 
cyber security and the processes they are to use 
to fight cyber crime and cyber terrorism are not 
developed. Local organization to defend against 
cyber attacks is similarly non-existent in other 
countries as well. National-level entities exist for 
incident response (e.g. the AusCERT in Austra-
lia (AusCERT, 2008)) but community response 
capabilities are lacking. 

A reasonable question to ask is whether cyber-
space, due to its very nature, requires more than 
a national-level approach to its defense. Think-
ing in terms of conventional first-responders, 
the individuals who must react to a disaster or 
attack are those that are in close proximity to the 
attack. In cyberspace, however, what is considered 
close proximity to the attack?  Could an attack 
on computer systems in one area of the nation be 
addressed by individuals in another since they can 
have electronic access to the computer system 
from anywhere in the nation?  While there is 
certainly an element of truth to this, the reality of 
the situation is that the very nature of cyberspace 
actually leads to the exact opposite. The element 
of cyberspace that makes it possible for individuals 
in one location to respond to attacks on systems at 
another location, also makes it possible for cyber 
attackers to assault sites far removed from their 
physical location and also makes it possible for 
them to attack many sites at once. The other factor 
that affects the ability of a single entity being able 
to respond to attacks anywhere in the nation is 
the magnitude of what must be monitored. As the 
number of locations/systems that a single entity 
wishes to monitor increases, the level of detail 
that can be monitored decreases.

What then should a nation’s response capability 
consist of?  To be effective, the nation requires 
capabilities at all levels of government. States 
and communities cannot rely on national level 
agencies to handle attacks on entities at their 
level. To accomplish this will require both cyber 
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security incident response and information shar-
ing capabilities. Developing either of these is not a 
simple endeavor and will require significant time 
to accomplish. Fortunately, there are many simi-
larities between states and between communities 
so each does not have to start from scratch but 
can rely on the lessons learned from others and 
can borrow heavily from programs that have been 
developed in other areas of a country.

One approach to developing state and com-
munity cyber security programs is outlined in 
the Community Cyber Security Maturity Model 
(CCSMM). This model can serve several func-
tions for states and communities. It can be used 
as a “yardstick” to measure the maturity level of 
their cyber security program. It can also serve as a 
roadmap outlining the steps a state or community 
needs to take to improve their security posture 
and program. It also serves as a common point 
of reference for individuals from different areas 
when discussing their respective programs. 

The objective of this chapter is to provide an 
introduction to the CCSMM so that the reader 
can understand the need for it as well as what the 
CCSMM consists of and how it can help states and 
communities. Prior to 2008, the CCSMM had not 
been adopted by any state within the United States. 
In 2008, however, congressional legislation called 
for the implementation of the model in several 
states. The goal was to test the effectiveness of 
the model by evaluating how these states, and the 
communities within them, performed in the 2010 
Cyber Storm III National Cyber Security Exer-
cise sponsored by the Department of Homeland 
Security (HR 2638, 2008).

Background: Development of the 
CCSMM

Maturity models are not new to the information 
technology community. The most famous ma-
turity model is the Capability Maturity Model 
(CMM) (Humphrey, 1989) which itself has gone 
through several generations of change. The model 

was originally designed to evaluate government 
software development processes but has been more 
broadly used to evaluate an organization’s process 
capability maturity. Work on various maturity 
models eventually led to the development of an 
ISO standard, ISO 15504 Information Technology 
– Process Assessment. The idea behind a maturity 
model is to help an organization gain control of 
and improve its IT-related processes. Different 
levels (frequently five levels are used) describe the 
various aspects of the processes as they mature 
within the organization. These levels can be used 
as a yardstick with which an organization can 
measure its improvement as its processes mature. 
They also provide a framework from which orga-
nizations can build their processes. Many aspects 
of IT can benefit from the application of maturity 
models, including software development, project 
management, and risk management. They can 
also be applied to a security environment where 
a structured approach to securing a community’s 
computer systems and networks is needed.

The CCSMM was developed by the Center for 
Infrastructure Assurance and Security (CIAS) at 
The University of Texas at San Antonio (UTSA). 
It was the result of efforts by the CIAS to help 
prepare the nation for a possible cyber terrorist 
attack on a state or community. The initial event 
that started the CIAS on this path was a challenge 
issued by Congressman Ciro Rodriguez (D-TX) 
to the City of San Antonio to test the ability of 
San Antonio to prevent, detect, and respond to a 
cyber terrorist attack. As a result of this challenge, 
the CIAS led an effort within the city to conduct 
the first-of-its-kind community cyber security 
exercise. Called Dark Screen, the exercise was 
conducted in September 2002. Following this 
initial exercise, the CIAS received funding from 
the Department of Defense to continue conducting 
exercises in communities which had a significant 
Department of Defense presence. Subsequent 
exercises were conducted in several communi-
ties within Texas as well as communities in other 
states including Virginia, Ohio, Montana, Hawaii, 
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and Louisiana. In addition, the CIAS conducted 
several state-level exercises for different states 
throughout the nation. The exercises were the 
first cyber only exercises for the participants, who 
indicated they had learned a lot and that they found 
the exercises worthwhile (Conklin, 2006).

The exercises were a success in helping 
to promote awareness of the need to establish 
community and state cyber security programs. 
Researchers within the CIAS noted that while 
communities had the desire to develop cyber 
security programs, they lacked the understand-
ing of what needed to be done or where to start. 
In addition, communities had different percep-
tions of how prepared they actually were and 
how ready they were to respond to a significant 
cyber event. As a result, the CIAS began work 
on a model to provide communities the ability 
to measure their level of preparedness as well as 
to help them determine what steps they needed 
to take. The proposed model became known as 
the Community Cyber Security Maturity Model 
(White 2007). It should be noted that a question 
that is frequently asked about the CCSMM is 
what exactly does the word “community” refer 
to in the title. This term can certainly have sev-
eral meanings – community in a geographical 
sense or community as in a group of individuals 
with similar interests. For the purposes of this 
model, the term is used to refer to a geographical 
community (e.g. metropolitan area, city, town, 
village, etc.). The model is equally applicable no 
matter what the size of the community, though it 
will generally be easier for a smaller community 
than a large metropolitan area to attain the higher 
levels of the model. 

The CCSMM

Like other maturity models, the CCSMM uti-
lizes five levels to outline the various aspects of 
the model. Figure 1 shows the five levels of the 
CCSMM and the characteristics that indicate 
where a specific community would fall in the 

model. There are four major dimensions that the 
characteristics are focused around and that will 
be used to measure the level of maturity of the 
community. The dimensions will be explored 
following a discussion of the levels.

At Level 1 there is little to no community 
experience or expertise in this part of the model. 
At Level 2 community leaders in both the public 
and private sectors are aware of the issues with 
cyber security as it relates to this part of the model 
and are attempting to develop security programs 
for their area of responsibility to address the 
issues. Informal programs are implemented at 
this point. Level 3 sees a formalization of the 
programs established in Level 2 and an emphasis 
placed on individual organization components as 
they play a part in the bigger community picture. 
Level 4 sees the introduction of both citizens to 
the picture as well as links to the state and its own 
security efforts. Finally, at Level 5 it can truly be 
said that cyber security is fully integrated into all 
organizations at all levels within the community. 
The need for cyber security is as accepted as 
physical security. 

The titles for each level also give an indica-
tion of the general change in the characteristics at 
the level. Level 1 is of course the first, or Initial, 
level. It may at first seem anomalous that Level 
2 is referred to as Advanced. This is, after all, a 
term normally used to describe higher levels in any 
characterization. It is important to understand why 
the title Advanced is used so early in this model;  
it is related to the types of cyber attacks that most 
organizations are used to dealing with. The vast 
majority of attacks are unstructured in nature. 
They include simple scripts run by individuals 
with no great security or computer expertise and no 
real target or goal in mind. These “script kiddies” 
as they are sometimes referred to, can generate 
an inordinate amount of attack traffic and can 
also cause a great deal of damage when they find 
unprotected computer systems and networks. The 
defenses needed to address this threat, however, 
are not that sophisticated and are the standard 
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items found in any “best practice” document on 
computer security – ensure all security patches are 
installed, eliminate services that are not needed, 
lock down which ports are used, install anti-virus 
and firewall protection software/hardware, etc.  
While this may be simple to describe, the nation, 
as a whole, is still far from ensuring that these 
most basic of steps are implemented and thus 
the media is replete with stories about computer 
systems and networks that have been broken into. 
From the CCSMM perspective, however, these 
steps should be taken in Level 1 and by Level 2 
these basic steps should be in place. This means 
that the community can then start to concentrate 
on the more Advanced items that need to be 
considered if structured (e.g. organized crime) 
or highly structured (e.g. nation states, terrorist 
organizations) threats are to be addressed. The rest 
of the model is concerned with the development of 
the tools, techniques, processes, and procedures 
that will allow states and communities to address 
these more dangerous threats. 

The name given to Level 3 is Self-Assessed. At 
this level the community should be autonomous 
in terms of its security program. Up until this 
point, the community may have been relying on 
outside entities to provide a lot of their security 
needs. At this level communities are conducting 
their own exercises and training and taking the 
steps needed to tailor programs to the specific 
needs of their area. At Level 4, Integrated, the 
various components that make up a strong, viable 
cyber security program capable of dealing with 
structured and highly structured threats have come 
together. In particular, cyber information sharing 
and fusion capabilities are intertwined with other 
first responder/emergency operations capabilities. 
Cyber threats and events are not handled through 
separate channels but are part of the community’s 
incident management operations. Cyber is seen as 
just another possible threat/event as is fire, natural 
disasters, or weapons of mass destruction. Finally, 
at the top is Level 5, Vanguard, which describes a 
community that is taking all of the steps needed 

Figure 1. CCSMM community level characteristics



  ���

An Overview of the Community Cyber Security Maturity Model

and can be seen as a model for all other commu-
nities in terms of their ability to address cyber 
threats and events. Cyber security is completely 
woven into all aspects of the community, not just 
the emergency operations aspects seen in Level 
4.  As can be imagined, this is not a simple task. 
In fact, none of the security mechanisms the 
model encourages are easy, even those at Level 
1 that are considered to be part of the industry 
best practices. Developing a program which will 
lead to the upper levels of preparedness will take 
considerable dedication by the leaders within a 
community and will not be accomplished over-
night. Simply reaching the second level can take 
a community over a year and will take constant 
vigilance to even maintain this level.

As was previously mentioned, there are four 
dimensions in each level of the model represent-
ing the major thrusts at that level. The first is the 
awareness or level of understanding in the com-
munity of cyber security issues. At the lowest 
level of the model, a community and its leaders 
have little to no understanding and awareness of 
the potential damage that a cyber attack could 
cause. At Level 2, community leaders are now 
fully aware of the damage that a cyber attack on 
or within their community can cause. They un-
derstand the community’s dependence on various 
cyber infrastructures and how the loss of cyber 
assets could adversely impact the various critical 
infrastructures and degrade the ability of first-re-
sponders to do their jobs. At Level 3 community 
leaders now are promoting security awareness 
within their communities to the various organiza-
tions that make up the community (both public 
and private). The leaders are now champions for 
cyber security and are making efforts to ensure 
that all organizations have viable cyber security 
programs. A community at Level 4 has extended 
cyber security awareness past organizations to the 
citizens of the community. Since the proliferation 
of high-speed Internet access to many homes has 
resulted in a tremendous increase in the possible 
targets adversaries might exploit, everybody in 

the community needs to understand their part in 
protecting the community from a cyber attack. 
A Level 5 community considers cyber security 
not just a necessity but instead views it as an 
imperative that everyone must address.

The progression seen in this first dimension 
is indicative of similar progressions that exist in 
the other three dimensions as well. The second 
deals with information sharing – a vital piece of 
the model and of any viable security program. 
There has been considerable discussion since 
the events of September 11, 2001 on the need for 
the intelligence community to share information 
between the various agencies as well as with law 
enforcement organizations (9/11 Commission, 
2004). This need applies equally as well to the 
cyber community where similar systems (oper-
ating systems, hardware platforms, application 
programs) are used across all of the critical infra-
structures. A security flaw in an operating system 
or application program will affect all sectors 
that utilize the same platform. Early indications 
of a problem that is seen in one sector needs to 
be transmitted to all other sectors as well. This 
actually is already being accomplished to some 
degree with the current mechanisms that are in 
place with the vendors of computer software and 
organizations such as the Computer Emergency 
Response Team (CERT) and the US-Computer 
Emergency Readiness Team (US-CERT). These 
entities have been dealing with security vulner-
abilities found in software for a number of years 
and have a fairly well defined process to address 
them when they are discovered. What is not as 
developed is the information sharing mechanisms 
necessary to be able to detect pending attacks and 
the warning mechanisms that can be used to then 
alert others of the possible attack. If, for example, 
six communities in one state experienced an in-
creased level of scanning on a specific computer 
port on systems connected to their water and 
power utilities, it might indicate a pending attack 
on those systems, or the communities in general. 
It would be very useful for all communities in the 
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state to be alerted to this activity. At Level 1 of 
the model, this type of information sharing is not 
taking place. At Level 2, informal information 
sharing mechanisms would be created. These 
might simply include phone rosters utilized by 
the IT security professionals in the community 
so that they can call each other when a security 
relevant event is occurring. At Level 3 these 
informal mechanisms have evolved into formal 
local mechanisms with formalized reporting pro-
cesses. Level 4 further expands the scope of the 
information sharing so that all pertinent entities 
within the community, as well as entities within 
the state, are sharing information. Level 5 sees a 
fully integrated information sharing mechanism 
flowing from the community to the national level. 
Another important aspect of information sharing 
that also is further developed at each level of the 
model is the analysis capability that goes with the 
sharing of information. Typically, this analysis 
function takes place in organizations such as the 
fusion centers that have been prescribed since 
the attacks on the World Trade Center and the 
Pentagon.

The third dimension used to measure a com-
munity’s maturity deals with the ability of the 
community to assess their cyber security status 
and general security processes. Initially the com-
munity has no ability to assess their status and has 
not incorporated cyber events into the exercises 
that all communities perform to evaluate their 
emergency operations procedures. By the time 
communities enter Level 2 they will have conduct-
ed scenario-driven cyber-only security exercises 
to examine their understanding of the ways a cyber 
attack could affect the community and their ability 
to respond to these attacks. Level 3 communities 
will not only be conducting exercises to examine 
their cyber security processes and procedures but 
they will also be conducting regular audits and 
assessments of computer systems and networks. 
The audits are designed to evaluate the systems 
against prescribed standards and assessments can 
examine ways that an attacker might attempt to 

gain access or disrupt operations. Through Level 
3, exercises can be in a tabletop format but starting 
in Level 4 the tabletop format will be occasionally 
replaced with live exercises designed to evaluate 
the community’s cyber defenders’ ability to detect 
and follow established procedures to respond to 
attacks. The assessments conducted in Level 3 
should have prepared the community for this 
sort of live event. In addition, the exercise should 
provide an opportunity for information sharing 
and fusion capabilities to be examined. The key to 
Level 5 is the introduction of cyber into the other 
exercises that a community performs. A blended 
attack, one in which the attacker uses both cyber 
and non-cyber avenues to attack the community, 
could be particularly damaging to a community 
as it could severely impact the ability of first-re-
sponders to respond to the non-cyber attack. As 
a result, it is important to address this possibility 
at the higher levels of the model when structured 
and highly structured attacks are considered. 

The last dimension that is measured is the level 
of planning and consideration of cyber events in 
the community’s continuity of operations plans 
(COOP). As in the three other parts of the model, 
at the initial level there is no inclusion or consid-
eration of cyber in the COOP. At Level 2 cyber is 
still not included in the COOP but the community 
is aware of the need to include it and is working 
on plans to do so. Cyber is included in the COOP 
in Level 3 and a formal community cyber incident 
response capability is also developed. In Level 4 
the incident response capability integrates cyber 
into non-cyber incident handling and at Level 5 
the community mentors others on this same aspect 
of cyber security.

Activities at and Between Each Level

The characteristics that define the different levels 
are not the only elements of the maturity model. 
There are a number of activities that communities 
must accomplish at each level in order to meet the 
characteristics defined for each dimension. These 
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activities include training, collection of metrics 
by individual organizations and the community, 
information sharing and analysis, exercises, and 
the development of processes and procedures. Of 
these, information sharing and analysis, exercises, 
and the development of processes and procedures 
have already been discussed. 

Training is something that must take place 
at every level. The training must be continually 
reviewed and updated, as cyber security is a con-
stantly changing environment with new vulner-
abilities constantly being discovered. Training is 
not only needed to progress from one level to the 
next, communities that have reached a specific 
level must have an on-going training activity 
to maintain that level. If one were to peruse the 
Internet looking for security courses, a plethora 
would be found. Almost all of these, however, are 
of a technical nature designed to help prepare IT 
personnel to secure their computer systems and 
networks. While these are important and should 
be part of any community’s security program, 
they are not the only courses that are needed. 
Awareness level courses should be presented to 
community leaders. Community leaders also 
need courses which outline their responsibilities 
in the development and maintenance of a security 
program. This type of course is not technical in 
nature, though it is concerned with a very techni-
cal issue. Additionally, individual organizations 
need to know how to respond to an incident and 
the standard cyber incident response course is 
applicable to meet this need. A community also 
needs its leaders to be trained in the nuances of a 
community handling an incident which stresses 
information sharing and analysis, the communi-
ty’s fusion capability, and cooperation between 
various organizations within the community. In 
addition to more traditional security courses, and 
the courses that community leaders need, special-
ized courses are also important for fusion centers 
(which are generally staffed by individuals with 
law enforcement or intelligence backgrounds 
and not an IT background) and law enforcement 
personnel.

Metrics are important to the model for two 
major reasons. The first is the need to develop 
metrics that a community can use in order to 
measure where in the model it is in terms of its 
security preparedness. In this regard the metrics 
are nothing more than a statement of the char-
acteristics for each level. For example, at Level 
2 questions such as “Have community leaders 
participated in a cyber awareness training pro-
gram?” and “Has the community participated in 
a community cyber security exercise?” could be 
used to determine whether the community meets 
the characteristics at this level. The other type of 
metric that is important in the maturity model is 
metrics used in conducting security operations. 
Metrics of this type include measuring the number 
of scans and penetration attacks experienced by 
an organization during a specific period of time. 
While this type of activity is constant, a drastic 
increase in the number of attempts or specific 
unusual attempts might indicate an inordinate 
interest in the organization and might warn of a 
pending attack. In addition, if the same activity 
is seen in several different organizations in the 
community this might signal a more general at-
tack on the community itself. This type of metric 
is much more operational in nature and requires 
constant monitoring throughout the community. 
At the lower levels of the model, establishment of 
measurement programs is the key. Once monitor-
ing programs are established, norms can be deter-
mined for a variety of measurements which will 
allow for detection of abnormal activity later.

One final element of the CCSMM that can’t 
be overlooked, and that will be an integral part 
of any organization, community, or state that at-
tempts to establish its own security program, is 
the technology that is needed to accomplish the 
various activities. At the earliest stages and the 
lower levels of the model, many of the activities 
are very rudimentary in nature and do not require 
a lot of technology to be implemented. This is im-
portant because most states and communities do 
not have a large budget for implementing a cyber 
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security program. Many of the initial information 
sharing initiatives can be accomplished by the 
creation of informal or ad hoc working groups or 
advisory boards within the community at minimal 
cost. At the upper levels of the model, however, 
when monitoring becomes more essential, specific 
software/hardware technology will be required 
along with personnel to conduct the analysis of 
information as it is obtained. While there is a cost 
involved with this, there is time from the point 
when a community embarks on implementing 
the model to the point when this technology is 
required for the community to plan and budget 
for the money that will be required.

The Three-Dimensional Model

The first version of the model was a two-dimen-
sional model as depicted in Figure 1. Further 
development of the model led researchers to the 
realization that in order for a community to be 
prepared for structured and highly structured 
threats, a portion of their activities requires 
interaction with individual organizations within 
the community as well as with state and federal 
entities. This, however, assumes that individual 
organizations as well as state and federal agencies 

have also embarked on their own computer secu-
rity programs. Simply put, it is impossible for a 
community to reach the higher levels of the model 
without organizations within the community as 
well as state and federal agencies also reaching a 
certain level of maturity in cyber security. For this 
reason it was determined that the two-dimensional 
model was not adequate and a three-dimensional 
version was created. The third dimension, which 
simply adds similar two-dimensional maturity 
models for individual organizations and the state, 
is depicted in Figure 2.

The 3-Dimensional CCSMM adds organi-
zational and state elements. For both there is a 
similar maturity model that they can follow. For 
each block in the model many elements may exist. 
Figure 2 shows one block, the awareness training 
portion of the organizational level, expanded. This 
is a simple example of what the model includes as 
it shows several awareness courses that should be 
conducted by individual organizations to advance 
from Level 1 to Level 2. The complete model 
contains many such elements.

For an individual organization, the maturity 
model includes more technical components at 
a much lower level of the model. Level 1 and 2 
involve the securing of the organization’s com-

Figure 2. The 3-Dimensional CCSMM showing activities between levels
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puter and network assets in a manner consistent 
with industry best practices. For organizations to 
advance past this level, however, they must realize 
that they are part of a larger community in both 
a geographic sense as well as being a member 
of a larger community of similar organizations 
(such as the power, water, or the financial services 
sectors). As such, it is important for them to be 
an active member within these communities and 
become involved in active incident information 
sharing programs.

States have to worry about their maturity from 
two perspectives. The first views the state as a large 
organization with assets that it must protect. From 
this perspective, state agencies must be involved 
in protecting their own computer and network as-
sets and must conform to state security directives. 
The other view is the state as the focal point for 
security efforts within the state involving one or 
more communities which are experiencing some 
form of cyber incident. From the first perspective, 
the state probably has an office or department 
that is tasked with cyber security initiatives for 
the other departments/agencies. This is a fairly 
clear cut responsibility. The second responsibility, 
however, is more involved and is not really expe-
rienced with the state maturity model until Level 
3 of that model. In the earliest stages, a separate 
reporting entity may be used within the state to 
handle cyber incidents. As the state’s capabilities 
mature, however, this responsibility should be 
transitioned to the same state office/agency that 
handles other emergencies within the state. This 
becomes essential when the community begins 
to examine its ability to handle a blended attack. 
Should an attack occur involving both cyber and 
non-cyber events, it will be important to have 
a single entity responsible for coordinating the 
response activities instead of having two separate 
emergency response infrastructures. 

The Use of the Model as a Roadmap 
or Yardstick

The first thing that most community leaders want 
to do when considering their community and the 
CCSMM is to determine where they think their 
community currently sits in the model. While 
this is a natural reaction, it is not the real purpose 
of the model – it is not designed to be a tool for 
“bragging rights” between communities. Instead, 
understanding where a community sits within the 
model provides insight into what level of cyber 
attack they are currently prepared to address and 
what the next steps should be to improve their 
security posture. Roadmaps have been created 
to go with the model which lay out the transi-
tion activities that need to be accomplished to 
advance from one level to the next. These activi-
ties generally consist of exercises, training, and 
development of certain capabilities, processes, 
and/or procedures. 

FUTURE EFFORTS

While the CCSMM provides a place for states 
and communities to start development of their 
cyber security programs, and while it lays out the 
initial steps that should be taken, it is a model that 
is under construction. As the cyber environment 
changes, the model itself has to evolve. In addi-
tion, while the characteristics of communities at 
the upper levels of the model are understood, the 
technology that will be required to conduct the 
information sharing, analysis, and fusion activities 
at the community and state levels may not yet be 
developed. There are certainly various vendors 
that have potential solutions, but none have been 
implemented to conduct the activities as called 
for in the model. 

The future of CCSMM activities includes 
the continued development and maintenance 
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of the training modules that are required, the 
determination of the metrics that will be used 
to determine when a community is under attack 
and the technology that will assist in monitoring 
those metrics, and the continued expansion of 
the model to additional states and communities 
throughout the nation. At the time this chapter 
was developed (in 2008), there were four states 
involved in the establishment of programs based 
on the CCSMM.

One area that is lacking currently is in sup-
porting documentation and materials for the 
model. While there are numerous industry best 
practices that can be utilized by communities in 
developing their processes and procedures, none 
of these best practice documents are written with 
the model in mind. Efforts are underway to adapt 
various documents, tools, and training modules 
to the model but additional materials should be 
developed and all made available to states and 
communities as they develop their programs.

Finally, it should be noted that the CCSMM was 
developed within the United States and therefore 
refers to states and communities throughout their 
documents. The underlying issues, however, are 
equally important to other communities wher-
ever they may be. Whether in Europe, Africa, or 
Asia, cyber security is increasingly becoming 
important and the reliance upon cyber infrastruc-
tures greater. The Internet is not confined to one 
country within the world and as such the Internet 
community is a community without borders. The 
model, which speaks to communities, states, and 
the nation can, and needs to, expand to include the 
world as well. The issues involved with informa-
tion sharing between nations, however, will not 
be an easy one and will take significant work to 
accomplish. There have been initial attempts at 
expanding cooperation on cyber security issues 
between various countries. The Cyber Storm II 
National Cyber Exercise, conducted by DHS in 
March 2008 included five countries in addition to 
the several hundred U.S. participants. Examina-

tion of how to expand the CCSMM to other nations 
is another effort for additional future work. 

CONCLUSION

There is no denying that states and communities 
will need to establish security programs in order 
to meet the threats they will face in the future. 
Most early efforts have involved nothing more 
than ad hoc attempts to organize information 
sharing/reporting, training of IT personnel, and 
the technical aspects of securing computer systems 
and networks. With fifty states in the  U.S., and 
seven territories, unless there is a common ap-
proach taken, the result could easily be fifty-seven 
different approaches to handling information 
sharing/reporting, analysis, and fusion capabili-
ties at the state level and many times more at the 
community level. The CCSMM provides an 
organized approach to address the issue and will 
lead to states and communities that not only are 
better prepared to prevent, detect, respond to, and 
recover from a cyber attack but also states and 
communities that can interact with other states 
and communities to create a more prepared na-
tion capable of handling whatever cyber threat it 
will face. While the model was created for initial 
implementation within the United States, the is-
sues are common in other nations as well and the 
model is equally applicable to all.
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ABSTRACT

In this chapter the authors present essential server security components and develop a set of logical 
steps to build hardened servers. The authors outline techniques to examine servers in both the Linux/
UNIX and the Windows Environment for security flaws from both the internal and external perspectives. 
Ultimately, the chapter builds a complete model which includes advice on tools, tactics, and techniques 
that system administrators can use to harden a server against compromise and attack.

INTRODUCTION

In a landmark study, Koomey (2007) examines the 
increased power consumption due to the rapidly 
growing server population. Using Interactive Data 
Corporation (IDC) (2008) data, he notes that the 
number of servers installed between 2000 and 
2005 has doubled (Koomey, 2007). With the ever 
increasing popularity of Web 2.0 services (e.g., 
Google Applications), social networking Websites 

(e.g., MySpace), and video sharing (e.g., YouTube), 
server installations doubled again between 2005 
and 2008 (Netcraft, 2008). This trend will continue 
into the foreseeable future.

The increase in electrical consumption is but 
one of the side effects of our growing need for 
Internet-enabled services. Even more pressing to 
those closely associated with servers is the security 
of these new machines. Systems administrators are 
rapidly adding servers to the global interconnected 
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infrastructure known collectively as cyberspace. 
Without adequate security models for system 
administrators to follow, we will see increas-
ing numbers of successful attacks as vulnerable 
systems are put into service (Abu Rajab, Zarfoss, 
Monrose, & Terzis, 2006; Morphy, 2005).

Moreover, many individuals not familiar 
with established system administrator security 
practices are finding it easier to place their pow-
erful desktop machines into service and join the 
ever-growing digital community. Anyone can 
transform a small business workstation into a Web 
server and connect it to the Internet quite easily. 
This machine has as much potential to wreck 
havoc on network data flow and communications 
as a high-end server-class system.

What technology professionals need is a 
well-designed model, with implementation steps 
and supporting rubrics, to help them and their 
organizations implement and maintain secure 
servers. In this chapter, we provide such a model 
to assist those who want to implement and main-
tain secure, hardened servers not only for today’s 
intense demands for server systems but also for 
the foreseeable future as more servers come online 
to support new Internet-enabled services.

BACKGROUND

Whether in an international firm with multiple 
server farms or a non-profit with one or two 
repurposed desktop workstations as servers, it 
is a common problem that a server is set up and 
simply left to run without ensuring security is 
maintained until new services must be added or 
a problem occurs. 

Server compromise may certainly happen at 
the inception of the server deployment, but over 
time additional security flaws are typically uncov-
ered and these revelations are extremely dangerous 
to established servers that systems administrators 
have not monitored and audited. On average over 
80 attacks happen per day (Moitra & Konda, 2004) 

with some days (usually during a new virus out-
break) averaging in the thousands, so hardening 
a server against attacks is critical to protect an 
organization’s infrastructure and data.

Our discussion focuses on those systems of-
fering external services because they are highly 
susceptible to compromise, often provide the point 
of entry for e-commerce transactions, and are typi-
cally mission critical systems for an organization. 
However, servers located on an organization’s 
intranet or a smaller local network can benefit 
from these approaches as well. 

Throughout the discussion, we stress two 
general concepts that are important to “harden-
ing” the servers in use: 1) monitoring the servers 
for security flaws, and 2) isolating the servers by 
task. Because one may approach this differently 
depending on the server’s software architecture, 
each of these tasks will be discussed in differ-
ent frameworks—the Microsoft Server and the 
Linux/UNIX server.

Contemporary Server Models

In today’s business environment, most organiza-
tions approach server deployment either from a 
decentralized or centralized model (SEI, 2007). 
Although there are various permutations of these 
approaches (e.g., combined Web and file server 
and a separate mail server), most follow a client/
server architecture designed around centralized 
or decentralized philosophy.

The Client/Server Architecture

Whether researchers look to improve the per-
formance of Web servers (Pariag, Brecht, Buhr, 
Shukla, & Cheriton, 2007), databases (DeWitt, 
Futtersack, Maier, & Vélez, 1990), or virtual 
reality simulations (Ng, Si, Lau, & Li, 2002), 
they look to the commonly-accepted client/server 
architecture.

Client/Server architectures comprise the larg-
est segment of organizational computing initia-



  ���

Server Hardening Model Development

tives. Businesses depend on two-, three-, and 
multi-tier systems to deliver content, products, 
and services to clients. These businesses rou-
tinely use distributed and collaborative systems 
in enterprise applications and Web 2.0 services 
(SEI, 2007). System administrators design a 
myriad of architectures around either a central-
ized, decentralized, or a combination of servers 
from both models.

The Decentralized Server Model 
(Microsoft)

Microsoft advocates an approach to servers that 
isolates each server by its purpose. This approach 
is a natural development in response to server 
compromise and the demand for uptime. This idea 
allows servers to function independently for each 
particular service they are supporting (e.g., file 
server, print server, database, etc.) and thus not 
be subject to failure and compromise of another 
service. This approach to server management 
also allows system administrators to specialize 
in their particular environment. The downside is 
the number of server platforms and administrators 
rises as organizations add more services.

The Centralized Server Model (UNIX)

The other approach to servers is to consolidate 
them into a central device. This is similar to 
the mainframe approach to serving that many 
UNIX-based servers utilize. The advantage to 
this approach is the use of limited hardware 
and administrators. In addition, it centralizes 
resources to generate economies of scale and 
control of licensing, updates, etc. A disadvantage 
in this centralized server model is the single point 
of failure and the complexity of managing many 
different products simultaneously. The large scale 
of this approach (and it certainly may include 
more than one server) forces administrators to be 
generalists rather than specialists which creates 
the need for additional staff simply to monitor 
the products.

Secure Server Modeling 
Concepts

An organization can choose to create its server 
infrastructure around either a centralized or de-
centralized model. In the contemporary server 
environment, it is possible to combine these 
models as well, although this may require more 
maintenance, personnel, and other support than 
desired. (Carrera, Beltran, Torres, & Ayguade, 
2005). Nevertheless, when system administrators 
deploy these servers, they must consider certain 
issues and components necessary for a secure 
environment.

Key Issues and Components

Chuvakin (2002) details eight key security com-
ponents that organizations must consider when 
working to deploy and maintain secure servers. 

We have revised these eight components, in 
some cases simply regrouping them, to form 
eight key issues system administrators must 
consider. 

We have made subsumed Chuvakin’s Compo-
nent 2 into our Component 1 to provide system 
administrators with general guidelines and is-
sues they must consider when developing secure 
environments. In addition, we have separated 
our Component 2, “Isolating Services and Soft-

Component Action

1 Minimize Installed Software 

2 Patch the System

3 Secure Filesystem Permissions

4 Improve Login and User Security

5 Set Physical and Boot Security 
Controls

6 Secure Daemons via Network 
Access Controls

7 Increase Logging and Auditing

8 Use IDS and Firewalls

Table 1. Chuvakin’s eight server hardening secu-
rity components
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ware Reduction,” from Chuvakin’s Component 
1, “Minimize Installed Software,” to reflect the 
interconnected nature of contemporary network 
offerings. All other components center around 
the same areas of concern.

We discuss these issues in the following sec-
tion. After exploring the general components, 
we then create the steps, and associated phases, 
to harden both Microsoft and Linux/UNIX serv-
ers. 

Operating System (OS) Install and 
Kernel Hardening

System administrators who want to create a secure, 
or bastion, server should start with a clean operat-
ing system (OS) install. This is particularly im-
portant in the case of legacy systems inherited by 
the system administrator. Administrators should 
take care during the initial install to avoid install-
ing software and services that the server will not 
need. Both Linux and Windows products install a 
variety of daemons (e.g., SMTP, or Simple Mail 
Transfer Protocol) that can create large security 
holes if not managed correctly. During the install 
process, system administrators must review all 
products they are installing for both their critical 
need on the server and their security risk.

Many security experts opt for the Decentral-
ized Server Model (DSM) in server environments 
no matter which OS they select; however, system 
administrators should develop a template for each 
OS that describes the services needed on that 

machine. The template should contain a reference 
document that lists all services and daemons that 
administrators will deploy on the server. As an ad-
ditional security measure, system administrators 
should include a list of known security risks and 
affected versions to this document. Appendix A 
contains a sample of the document used to record 
and monitor this component.

System administrators should note that one of 
the major challenges of Windows-based products 
is their proprietary nature. Microsoft controls 
the kernel of the operating system and therefore 
the administrator relies on Microsoft to provide 
security at the kernel level.  This is not to say 
that Linux/UNIX systems are more secure. The 
Computer Emergency Response Team (CERT) 
reports Linux systems (and their services) in many 
of its open source security alerts. These alerts have 
grown from a handful to almost half the warnings 
from CERT (Hurley and Hemmendinger, 2002). 
Moreover, in a review of server-only advisories 
from US-CERT, the number of advisories was 
almost equal for Linux (not including Sun and 
other UNIX variants) and Windows categories 
(CERT, 2008).

With this in mind, system administrators 
should be aware that in the Linux environment it 
is possible to edit and recompile the kernel with 
only the required drivers to accomplish specific 
tasks. An administrator using this approach can 
create a customized system using a kernel with 
the required drivers; thereby encapsulating the 
kernel, as well as excluding unnecessary kernel 

Component Issue 
1 OS Install and Kernel Hardening  
2 Isolating Services and Software 

Reduction 
3 Secure Filesystem Permissions 
4 Login and User Security 
5 Physical and Boot Security Controls 
6 Secure Daemons via Network Access 

Controls 
7 Logging and Auditing 
8 Use of IDS and Firewalls 

	

Table 2. Revised eight server hardening security components
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tools. Doing so protects systems from many docu-
mented attacks (Kyle & Brustoloni, 2007).

In the Windows environment, the patching of 
the kernel (service pack updates) is the critical 
action. The administrator will need to rely on 
Microsoft updates to correct any problems. Most 
Windows administrators monitor specific security 
bulletin lists, such as Microsoft’s Security Central 
(Microsoft, 2008) in addition to US-CERT and 
other security announcement lists.

Isolating Services and Software 
Reduction

With the Decentralized Server Model (DSM) 
an administrator can more easily eliminate un-
necessary services from her servers. However, 
administrators can also accomplish this in a 
Centralized Server Model (CSM) as well with 
some effort. 

System administrators must remember that 
most operating system installs automatically 
include unneeded and sometimes dangerous 
services (if not managed), such as SMTP or IIS 
(Internet Information Services) in the default 
install. When these services are not in use, or-
ganizations should not justify installing them, 
even if they may be needed later. Once a service 
is running, administrators must monitor it. 

Moreover, if an organization later needs a 
particular service, the system administrator can 
download and install the most recent version at that 
time, rather than use the outdated version on the 
install disks. Thus, we recommend system admin-
istrators first identify which services (and these 
services should include operating system tools) 
that are needed before beginning an install.

Ideally, in the clean install process one 
implements the absolute minimum number of 
services. Rather than accepting all the default 
installation settings, the system administrator 
must carefully choose which packages to install 
and analyze their worth to the system versus the 
potential security risk they pose. Obviously, a 

system with no services, or daemons, installed 
is more secure than a system with a port open to 
the world. Unfortunately, this makes for a fairly 
useless server. 

During a default server installation, typical 
daemons on both Windows and Linux/UNIX 
servers include services, such as SMTP, Web serv-
ers (Apache or IIS), Telnet (Telecommunication 
Network), SSH (Secure Shell), FTP (File Transfer 
Protocol), and file servers. While some of these 
services may be needed for basic organizational 
operations, such as e-mail (e.g., SMTP), there are 
security risks by simply accepting default install 
settings without consideration for open ports, 
documented service vulnerabilities, etc. (Curran, 
Morrissey, Fagan, Murphy, O’Donnell, Fitzpat-
rick, & Condit, 2005). System administrators 
must be careful to install only specific daemons 
designated for certain purposes and not those 
whose services may not be entirely evident.

Secure File System Permissions

On both Windows and Linux/UNIX platforms, file 
systems have security policies that administrators 
may implement for files or groups of files based on 
ownership. While Windows and Linux/UNIX use 
particular variants and different terminology for 
their file systems, there are similarities (Horowitz, 
2007). Essentially, both platforms utilize a series 
of permissions to determine the level of file access 
granted to any given system user who is attempting 
to use that particular system file. This includes 
both external Web-based users, as well as internal 
authenticated users on a system.

The Linux/UNIX file system schema imple-
ments permissions based on users, groups, and 
others. Each of these categories has certain levels 
of permissions which are examined before permit-
ting any sort of access (read, write, and execute) 
to a file (Sun, 2008). Administrators use groups 
as a means of managing file permissions in role-
based security environments.  Normally, this 
approach advocates determining the role’s needs 
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and allocating permissions to the entire role, but 
administrators should be careful because role-
based security is often overused and neglects to 
address specific access on an individual basis.

A major risk with this schema occurs when 
users acquire higher levels of permissions by 
pushing commands into other programs owned 
by meta-users. For example, a user runs a file as 
the root user which allows a user to pass argu-
ments. Using this technique, a user may be able 
to access a database, change passwords, or access 
restricted files.

Therefore, system administrators must de-
termine and document what applications and 
daemons not only can be accessed by other users 
but also have user permissions and ownership 
assessed to determine the level at which any 
command might be executed. Without doing so, 
system administrators open their systems to both 
malicious and accidental attacks that can hamper 
services or destroy data (Blunt, 2006).

Common solutions to address this challenge 
in Linux/UNIX systems are reassigning owner-
ship away from meta-user accounts to heavily 
restricted accounts (such as nobody or guest) or 
using other software to reassign control to a “jail,” 
which is a restricted shell environment or other 
restricted runtime environment that prevents the 
application user from wantonly executing com-
mands (Kamp & Watson, 2004).

Microsoft implements diverse methods that a 
system administrator can employ to control user 
access. Like Linux/UNIX, Microsoft employs 
users and groups as a means of controlling file 
and application access. However, unless correctly 
managed, both Microsoft and Linux/UNIX ap-
plications may allow users to execute illegitimate 
commands via legitimate applications by pushing 
the commands through as arguments (Christo-
dorescu, Jha, & Kruegel, 2007).

Further complicating the system adminis-
trator’s task, Microsoft permits various types 
of software global access to files and drivers on 
the system; however, Vista is slowly remedying 

this situation (Russinovich, 2007). Still, these 
convenient tools have proven to be popular with 
programmers, but have also led to the creation of 
many tapeworm viruses and other attack software 
which rely on the open access to various system 
components (Stiegler, Karp, Yee, Close, & Miller, 
2006). Still, Microsoft allows sharing of files con-
trollable via the same permission system for files, 
but creates an environment in which files may be 
viewed and changed by virtually any outsider if 
administrators do not take steps to manage the 
access levels. 

Ultimately, as a component of server harden-
ing, a system administrator must locate all applica-
tions, daemons, services, and clients to determine 
who may access them and how to minimize the risk 
that access can cause. Creating groups and permis-
sions is effective only if administrators regularly 
monitor and manage the groups and permissions. 
Of course, Windows system administrators can 
implement the Linux/UNIX method of jailing 
components by creating users and groups with 
very limited permissions, and then using these 
groups to control user access to various services 
(Kamp & Watson, 2004).

Login and User Security

As with file permissions, administrators need 
to develop user security by carefully designing 
the groups in which each user may belong. By 
creating groups which have appropriate security 
entitlements, system administrators can effec-
tively manage user access and protect against 
system abuse. In order to assure the correct user 
accesses the system, system administrators must 
first manage user logins. 

Users who can log in from unsecured or un-
trusted networks may be using insecure protocols 
which could easily result in a system compromise. 
Services such as Telnet and FTP send packages 
over unencrypted connections or, in the clear, 
transmit across unsecure and untrusted networks. 
Transmissions of this nature will likely result in 
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passwords and usernames being compromised 
(Lant, 2002). System administrators must enable 
users to use secure connections, such as SSH or 
log in via a Virtual Private Network (VPN) tun-
nel. Making it easy for users to use the system 
via secure protocols will help maintain system 
integrity.

Controlling user logins also includes managing 
user password selection and utilization. Users with 
insecure and predictable passwords create a risk, 
particularly those users with high levels of security 
or meta-user access. Password management is a 
crucial component of system security.  Although 
not all operating systems integrate system policy 
methods in a default install to enforce strong 
passwords, administrators should always create 
a means to enforce a strong policy.

Both Linux/Unix and Windows administra-
tors need to be aware of login and user security. 
Without solid practices in this area, no server is 
truly secure. Although Windows does not sup-
port Telnet in a default install, FTP is present. 
Linux/UNIX servers are notorious for default 
insecure services, such as Telnet and remote 
login (rlogin). Newer install protocols are finally 
turning these off in the default install process 
(NSA, 2009). As we will discuss later, scanning 
for these services and shutting them down unless 
protection precautions are in place is critical for 
server hardening.

Physical and Boot Security Controls

No matter what other security measures are in 
place, without physical security, all protection will 
fail and an attacker will compromise a system. For 
example, a server connected to a terminal with the 
superuser (root or administrator) prompt located 
in an unlocked room is waiting for a compromise. 
Anyone passing by can make a dramatic or, even 
worse, a subtle change in the system that may 
result in severe compromise later. The change 
may not even be malicious; a well-meaning user 
may simply turn off the system because she 

sees no one around using it. Of course, when 
an attacker physically removes a system he has 
as much time as is needed to crack security and 
extract information.

Boot security closely relates to physical se-
curity because most boot/reboot compromises 
require physical access to the server. When an 
attacker can reboot the system with his compact 
disc (CD) or Universal Serial Bus (USB) drive 
in the server, he will be able to circumvent all 
security on the system by mounting his own file 
system and making changes that will allow him 
additional access (Galligan and White, 2008). 
Linux/UNIX systems are especially vulnerable to 
various boot shell attacks and other file mounting 
attacks. Most of these are the result of physical 
access, rebooting the server, and then immediately 
accessing files or installing programs to monitor 
data and files for later retrieval. 

In a similar approach, attackers can modify 
Microsoft registry entries by booting the system 
with a DOS (Disk Operating System) diskette or 
other operating system (such as Linux) off a CD 
or USB. Attackers commonly use this technique 
to access the hard drive without the management 
of the Windows operating system security model. 
Disabling CD and USB reads on boot, and then 
locking the system BIOS (Basic Input Output 
System) with a password, can help prevent this 
occurrence.

Securing the Daemons via Network 
Access Controls

Every operating system has its daemons. Daemons 
provide the services and require open ports to 
listen for connection attempts, or provide infor-
mation in response to queries to that port. Most 
attacks occur via well-known daemon vulner-
abilities rather than an actual physical attack on 
the server equipment (Chari & Cheng, 2003). 
More often than not an attack occurs because even 
though administrators have patched the operat-
ing system, the actual daemons are out of date, 



���  

Server Hardening Model Development

or are beta versions, with known security flaws 
that make them ripe for an attack (Manadhata, 
Wing, Flynn, & McQueen, 2006).

Attackers look for these vulnerabilities in all 
servers because they are easier to find. System 
administrators know that if a server is to be use-
ful, it must have means of access. What good is 
a Web server if it cannot deliver content via the 
default port 80 to users? Finding ways to secure the 
daemons, yet maintain functionality, is critical. 

Besides regularly updating and patching 
software, system administrators must manage 
the daemons by controlling access to them in 
the network. Administrators can actively con-
trol systems with firewalling and authentication, 
or passively implement controls via Intrusion 
Detection Systems (IDS) to detect compromise 
attempts from attackers. The active approach is 
more appropriate, but leads to more administra-
tive overhead and management issues that must 
be accounted for in terms of staffing support and 
training, as well as time allocation.

Logging and Auditing

Effective system logs are one of the only ways 
to not only reveal suspicious activity but also 
monitor whether the system is running within 
the expected parameters (Hansteen, 2008). We 
cannot stress enough the importance of setting up 
and maintaining effective logs to the hardening 
process. System administrators who rely on the 
default system logs, which are familiar to all at-
tackers, will most likely not be able to determine 
system tampering because attackers remove logs 
and erase all record of their compromise as a 
standard procedure.

Moreover, system administrators should care-
fully audit logging practices and policies to ensure 
effective log use. Most administrators will ignore 
logs that are too voluminous or overly complex. 
Auditing logging practices almost always identi-
fies problematic areas which can then be improved 
(Schneier & Kelsey, 1999).

Security audits may also reveal new risks 
and fixes that administrators missed as security 
processes and procedures are developed. Most 
organizations fail to understand that security is 
not a single discreet event, but rather a continu-
ous set of events that system administrators must 
adjust and revise whenever someone reveals a new 
security flaw or updates an operating system, and 
especially when new employees are hired or cur-
rent employees dismissed. System administrators 
must treat every one of these events as a critical 
security factor and assess it. 

If administrators do not monitor and account 
for all events, system security quickly becomes 
outdated and server hardening becomes an im-
possible task. Just as a castle with stone walls 
slowly cracks and crumbles without maintenance, 
servers without constant upkeep succumb to holes 
and flaws.

Use of IDS and Firewalls

Although Intrusion Detection Systems (IDS) and 
firewalls are located external to the server, they are 
a crucial component of server hardening. When a 
server supplies services on open ports to external 
networks, firewalls must be in place to protect 
data. In cases where services are restricted to 
ports or users, firewalls maintain this granularity. 
For example, Web servers often allow anonymous 
access to the Websites maintained on the system, 
yet, this opening provides attackers with access 
to the IP (Internet Protocol) address of the Web 
server. With an IP in hand, attacker can scan ports 
and conduct denial of service attempts. A firewall 
may be the only means to thwart these attacks 
(Peng, Leckie, & Ramamohanarao, 2007).

System administrators can use an IDS to 
monitor many levels of activity in a network and 
to warn when malicious attempts occur. When 
an IDS detects certain types of activity, such as 
a port scan or an attempt to connect to a known 
Trojan portal, the IDS generates a log message, 
and can also send an e-mail or page, to warn 
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that such activities are occurring (Henders & 
Opdyke, 2005).

With malicious activity warnings, system 
administrators can examine the probe’s source 
and determine any necessary action. This type 
of monitoring is critical to identifying compro-
mised servers. For example, if an IDS detects a 
connection to a common Trojan virus, SubSeven 
port 27374 (Petri, 2009), it will request that the 
system administrator scan the port to determine 
if it is truly open. If it is open, an attack may have 
compromised the system. In tandem, the log entry 
should indicate the source of the probe. Once the 
system administrator determines the scan origin, 
she can investigate if other internal compromises 
have led to this occurrence. If the scan origin is 
external, she can create firewall entries to block 
these ports and prevent further probing of the 
internal networks.

Server Hardening Model Solution

Our revision and expansion of Chuvakin’s (2002) 
components provides system administrators with 
the rationale behind the concepts needed for a 
secure, hardened server solution. However, to 
implement such a system, we need to provide 
an organized model that promotes a pragmatic 
approach to apply these concepts.

We use Simon’s (1960) model of scientific 
decision making (Figure 1) as our logical basis 
for developing hardening techniques. Our server 
hardening model follows Simon’s approach be-
cause it has been proven as an effective problem 
solving model and accepted technique of method-
ological thought (McHaney & White, 1994) that 
can be applied to almost any continuous event 
problem, such as security and server hardening.

By combining Simon’s approach with our 
expansion of Chuvakin’s (2002) components we 
have created a systematic model that any system 
administrator can use to create a hardened Mi-
crosoft or Linux/UNIX server for a plethora of 
purposes. 

Each of the following seven steps includes 
three phases a system administrator must complete 
before moving to the next step. This refined pro-
cess allows administrators to create and manage 
secure, hardened servers with a proven systematic 
approach. We organize the following discussion 
around the seven steps.

Step 1:  Initial Planning and OS  
Installation

The first step includes not only planning and 
preparing to install the operating system but also 
the install itself. 

Figure 1. Simon's scientific decision making process
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Phase 1: Determine OS Selection

The length spent on this phase can vary greatly. 
Administrators may quickly make this decision, 
for example, if an organization has guidelines in 
place that permit only Windows-based servers or 
perhaps system administrators are more familiar 
with a particular Linux/UNIX distribution. 

If there are no set parameters for OS deci-
sions, organizations are encouraged to create a 
matrix of needs to determine if a particular OS or 
distribution best fits expected requirements. Orga-
nizations should also determine if they need con-
sultants, additional staff training, or maintenance 
contracts. Reaching these decisions is beyond the 
scope of this discussion. However, experts have 
created guidelines for these particular decisions 
(Limoncelli, Hogan, & Chalup, 2007).

Phase 2: Plan OS Install and 
Updates

After making an OS decision, managers and 
system administrators must plan for any potential 
data backups, service downtime if replacing a 
current system, and other issues that can gener-
ally occur during an install. A weekend may be 
the best time, or perhaps an evening. In any case, 
a thorough install and potential rollback plan 
should be in place before proceeding (Limoncelli, 
et al., 2007).

System administrators should also allot time 
for the many updates that may be necessary. Ad-
ministrators should plan ahead and download, then 
burn to a disk all known OS updates and patches 
before the install. System administrators should 
also be sure to have the latest OS release install 
disks to avoid multiple service packs (in the case 
of Windows) or service updates.

Phase 3: Install OS and Updates

When the scheduled time arrives, it is important 
for system administrators to remember that the 

new server has no security other than the basic 
operating system security. We recommend that 
until administrators establish the remaining com-
ponents in the process, they should protect the 
server by firewalling it from any public access. 
Typically, administrators can maintain the server 
behind a separate firewall to block all access from 
outside its subnet.

System administrators must take particular 
care to block not only TCP (Transmission Control 
Protocol), but also UDP (User Datagram Proto-
col), ICMP (Internet Control Message Protocol) 
and other packet types because the server is in a 
vulnerable state. As recent security compromises 
have revealed (Register, 2008; Schneier, 2008), 
even the most supposedly secure operating sys-
tems may have dangerous security holes, such 
as kernel vulnerabilities that allow attackers to 
gain restricted access. For these reasons, ad-
ministrators should not expose the new servers 
publically until taking measures to harden the 
server against attack. We cover these measures 
in subsequent steps.

After configuring and patching the server, 
system administrators can begin hardening the 
server for implementation.

Step 2:  Service and Software 
Reduction

On a default server install, most systems will have 
more services running than needed. Identifying 
and then removing those unneeded services is a 
timely process, but well worth the investment to 
operate a truly secure server. 

Phase 1: Identify Necessary Services 
and Software

In this first phase, system administrators must 
identify every service and piece of software on 
the server and then judge its usefulness. Ap-
pendix A is a sample form that administrators 
might use to conduct this type of audit. System 
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administrators who perform a careful examination 
will create a list of unused services and default 
software installed.

Phase 2: Determine a Removal 
Method

In this phase, system administrators must deter-
mine a safe and effective means of uninstalling 
these services. This may entail preservation of the 
software for later use. One method is to keep ser-
vices installed and updated, but not activate them 
on system boot. Or one might consider archiving 
the software elsewhere if the organization might 
need the service or software in the near future. 
Deciding to disable or remove software services 
is important especially if the version of the soft-
ware is significant for compatibility issues and the 
software may be unavailable in the future.

Phase 3: Remove Unnecessary 
Software and Services

After administrators remove software, they may 
vault the original sources for a period of time to 
insure they will have the software if it is neces-
sary to reinstall it.

System administrators should note that soft-
ware which appears to be unused may simply be 
very rarely used. A simple guide for software 
vaulting is to maintain it for a complete business 
cycle. If the software involves minimal storage 
on fixed media, such as optical disks, the storage 
may be indefinite but a plan should be in place 
to dispose of old software on a scheduled basis. 
This prevents large amounts of data storage with 
no clear indication as to its status, as well as the 
inadvertent install of old or unnecessary software 
by technical personnel.

Step 3: Securing File Permissions

System administrators must take the time to 
examine file permissions and create a policy of 

access rights. Administrators can audit the files 
and categorize them as public or private to de-
termine the levels of access to any given group. 
When working with Web servers, FTP servers, 
and other systems which involve anonymous use, 
system administrators must take great care to 
identify files which are to have public, anonymous 
access and identify private, protected files. After 
making the public/private distinction, system 
administrators should create additional granular 
controls to set file access permissions according 
to various user groups.

Phase 1: Audit File Security

Typical audits identify all files that have permis-
sions set for global access, files accessible to 
various monitored constituents, and meta-user 
files. System administrators need to focus on the 
permission structures and identify at-risk files.  
In Linux/UNIX, system administrators can issue 
a <find –perm 777> command to locate world-
writeable and world-readable files. Administra-
tors can find other access settings by changing 
the three-digit number to reflect the desired file 
permissions. Windows system administrators can 
use free tools, such as DumpSec (Somarsoft, 2009) 
to audit files for this critical information.

Phase 2: Determine Access Needs

Administrators must define permission structures 
to effectively design and implement groups of 
users. After organizations determine access 
needs, system administrators must implement a 
policy for global, local, and anonymous types of 
access; however, it may be modified depending 
on a particular server’s purpose (e.g., Web server 
versus file server) (Etalle & Winsborough, 2007).  
Although considered a “paranoid” policy, for a 
truly hardened server, system administrators 
should exclude all users from any utilities and 
system files, and then loosen those permissions 
only as the need arises.
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Instead of restricting and slowly allowing ac-
cess, system administrators may opt for an initial 
policy that identifies users by groups and assigns 
access accordingly. For example, programmers 
may need access to compile tools (e.g., gcc, the 
GNU Compiler Collection), whereas accountants 
need access to financial software. If an organiza-
tion chooses this approach (and most do), system 
administrators must set up an audit schedule to 
routinely examine group access. This step is es-
pecially critical if administrators implement new 
user groups or the server offers a new function. 

Continual assessments are more manageable 
in the Decentralized Server Model (DSM) ar-
chitecture because the server should not change 
its function or add functions very often. In a 
Centralized Server Model (CSM) architecture, 
where many functions are concurrent, system 
administrators will find it more challenging to 
determine the needs of all users on the system. 
They must be careful to maintain functionality 
as well as security.

Phase 3: Implement File Permission 
Security Policy

In the final phase, system administrators must set 
permissions. However, organizations that allot 
extra time to create tools to either assist or auto-
mate this process will save time and resources in 
future system installs (Limoncelli, et al., 2007). 
A clear policy must accompany the implementa-
tion materials so that system administrators can 
review all future installs for compliance, as well 
as evaluate any policy impacts from new groups 
or services.

Step 4: Login and User Security

In this step, system administrators must con-
centrate on protecting the system from the users 
themselves. Weak passwords and insecure con-
nections make it easy for attackers to thwart many 
of the system security measures (Forget & Biddle, 

2008). A hardened server is only as secure as its 
weakest link. System administrators must audit 
the system to determine risks, develop policy 
about user control, and implement and enforce 
these policies.

Phase 1: Audit User Groups and User 
Passwords

System administrators should become familiar 
with attacker tools, such as John the Ripper (Open-
wall, 2009) because they can use these tools to test 
their own server security. By running passwords 
though dictionary attacks as well as brute force 
attacks, system administrators can identify users 
with weak passwords, such as “777,” “happy,” or 
a variety of pet names. Using this type of audit 
will expose password weaknesses that allow for 
quick system cracking attacks (Cisneros, Bliss, 
& Garcia, 2006).

As a secondary component of this audit, system 
administrators should test for insecure services, 
such as Telnet or FTP. If organizations are using 
these services, no password is safe from an attacker 
sniffing the network traffic. Administrators must 
phase out these weak services and replace them 
with secure versions that supply the same Telnet 
and FTP functionality, SSH and SFTP (Secure 
File Transfer Protocol), respectively.

A third audit component requires system ad-
ministrators to review appropriate user and group 
login scripts. Default user creation scripts and 
other implementation scripts (e.g., user-requested 
software installs) may create path statements 
that allow dangerous levels of access or cause 
additional vulnerabilities. 

The final audit component is a regular user 
group assessment. Review user group assignments 
and determine if users need to be regrouped or 
new groups created (Meber, 2004). It is possible 
that roles have changed—an inter-organizational 
employee transfer, for example—and administra-
tors perhaps overlooked user group updates. Make 
sure to identify terminated users (e.g., employees 
who have left the organization).
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Phase 2: Plan the Changes

Once the audit is complete, organizations should 
plan an implementation of the new policies and 
changes. In addition to the technical implemen-
tation, organizations should educate users on 
how to select appropriate passwords, as well as 
instruct them on how to use secure connections, 
such as SSH and SFTP. Administrators must 
notify users with weak passwords and require 
the users to change their passwords according to 
the new guidelines. Review group changes and 
login script changes, as well as discuss them as 
part of user training. Periodically remind users of 
these changes and train all new employees before 
issuing an account.

Phase 3: Update Policies and 
Implement Corrections

Once the technical and educational components 
are in place, organizations should disseminate the 
policy and schedule training for all users. Steps 
must be in place to monitor policy adherence. 
Regular auditing and assessment of passwords 
is a key mechanism to ensure hardening server 
compliance and prevent serious security risks.

Step 5: Physical and Boot Security 
Controls

As we have discussed previously, without strong 
physical and boot controls, no amount of security 
can protect a hardened server. An attacker will 
compromise any server that allows easy physical 
access, regardless of the amount of hardening to 
the server’s operating system.

Phase 1: Assess Physical Security and 
Boot Control Security

In the initial phase system administrators must 
determine the placement of the server and assess 
its physical location. Organizations must control 

access so that only authorized users can access 
the rack or facility which houses the server. In 
co-location situations, the organization should 
have assurances as to who will be able to access 
the machine not only from their organization but 
also from the hosting company as well.

One method of assessment is to determine 
which persons have access by listing the groups 
of users as seen in Appendix B. After determin-
ing who has access, further restrictions may be 
necessary to secure the server, such as requiring 
key card access, biometric scans, or pass codes 
to the room (Limoncelli, et al., 2007).

A server should typically be in lock down 
mode at all times unless an administrator is us-
ing the system console to administer the server 
directly. In other words, no one should be able to 
input information into the server—even inadver-
tently—via an attached keyboard or console. The 
server console itself should be password protected 
or locked with a key. It is not uncommon for 
attackers to use social engineering techniques 
to talk their way into server rooms or procure 
passwords over the telephone. Many techniques 
to prevent social engineering discuss guarding 
against such attacks in greater detail (Gragg, 
2003; Arthurs, 2001). 

In a typical compromise an attacker inserts a 
diskette or USB key containing another operating 
system. When the server reboots, the attacker has 
gained meta-access to the server disks and their 
data. The attacker can now procure password 
files, system registries, and other information 
bypassing the operating system security (Kyle 
& Brustoloni, 2007).

Even if administrators lock a console with 
a password, attackers with physical access will 
attempt to boot the server using an external de-
vice. System administrators can prevent this by 
restricting boots with BIOS password restriction, 
drive restrictions, or other means to ensure that the 
server will not boot from system drives, such as 
removing all CD and DVD drives and turning off 
USB ports. If attackers compromise the system, 
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administrators will need to take the extra step 
of entering the BIOS password, reinstalling the 
CD or DVD drive, and then booting the rescue 
media. However, the benefits of a secure system 
outweigh the inconvenience.

Phase 2: Design the Physical and Boot 
Security

After the physical and boot security risks have 
been addressed and implemented, the organization 
must now either place the server in its own server 
room or lease space from a co-location facility. It 
is beyond the scope of our discussion to discuss 
the various requirements for a viable data center, 
such as power and cooling requirements, network 
access, etc.; however, many resources are avail-
able to organizations wishing to create their own 
data center or lease space in one (Limoncelli, et 
al., 2007).

Phase 3: Place the Server and Test the 
Boot Security

In the last phase of this step, system administra-
tors place the server and connect it to the network. 
If possible, they should keep the server from the 
main network segment until completing Step 6. 
If this is not an option, system administrators 
must immediately complete the next step to insure 
network security.

Step 6:  Secure Daemons via Network 
Access Controls

System administrators should know how each 
of their servers is interacting with the network 
and other machines. A critical step in the server 
hardening process is discovering which server 
ports are listening via running daemons. What 
many system administrators fail to remember is 
that a default operating system install enables 
certain services by default.

In order to identify all active daemons, 
system administrators should use the Security 
Administrators Tool for Administering Networks 
(Porcupine, 2009). SATAN is the acknowledged 
precursor to many scanning tools used by both 
security professionals and attackers to probe 
networked systems for vulnerabilities. One 
such tool, NMAP (Insecure, 2009), the Network 
Mapper, provides system administrators with 
a comprehensive platform for scanning entire 
networks for vulnerabilities. Monitoring for port 
scan activity is also important because attackers 
usually prepare attacks by scanning a system to 
determine daemons and open ports. Although it is 
an excellent tool for system and network admin-
istrators, system administrators should remove it 
from Linux images destined for client use.

Phase 1: Port Scan the Server to 
Assess the Daemons

In the first phase of this step, system administra-
tors should use a tool, such as NMAP, to scan 
the server’s ports. The port scan should include 
all ports (0-65535) to insure no Trojans, such 
as SubSeven 2.2 on port 1080 (Petri, 2009), are 
already in existence on the server. If system 
administrators have thoroughly assessed the 
hardened server’s software and services in Step 
2, nothing more than what they have already 
identified should surface. 

However, we recommend that system admin-
istrators perform this test at various distances 
from the server in the local subnet segment, to an 
internal scan from a different segment, and ulti-
mately a scan from an external location (intranet 
or Internet) to identify visible ports and services 
that may be available to an attacker. At the end 
of this phase, administrators must identify every 
listening daemon and provide a clear rationale 
noted for services viewable from each distance. 
Appendix C contains a form used for recording 
this information.
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Phase 2: Determine Access Policy for 
Each Service

Once the form in Appendix C is completed, 
system administrators should have identified all 
services at each distance level. One can assume 
that, at a given level, potential attackers can also 
see the services. Because the organization needs 
the services, yet needs to hide them from attack-
ers, system administrators must create a firewall 
to prevent an outside attacker from exposing the 
necessary port.

Create the firewall to filter out any potential 
port or daemon identification from a distance. 
This means that the firewall must exist at the 
outmost edge of the network. For example, if 
SSH is needed internally it would appear on the 
server form and a daemon would be listening on 
port 22. However, if administrators want to filter 
this service from the outside world, add a rule at 
the edge router or firewall that would filter any 
packet to port 22. In this manner, SSH can still 
be used internally, but an external attacker would 
have no indication the service exists.

Phase 3: Manage Firewalls and 
Authentication to Limit Access

The final phase of this step requires system 
administrators to implement the firewall. After 
administrators have deployed the firewall and its 
rules, they should repeat the scans and update 
the form in order to guarantee casual observers 
cannot see a particular port. This step allows an 
organization to harden the server by removing 
an attacker’s ability to communicate with ports 
that exist, but should not be available to external 
users. As an additional benefit, this step will also 
prevent an attacker who attempts to determine 
the operating system using NMAP fingerprinting 
(Fyoder, 2002).

Step 7: Maintenance

As with many system development approaches, 
the final step in the server hardening model is 
an iterative process. At this point, the system 
administrator has a well documented, secure, 
hardened server, but continuously monitors for 
suspicious events and policy updates.

Phase 1: Monitor Logs for 
Suspicious Events

In the first phase, system administrators must im-
plement and manage effective logging techniques 
and mechanisms. A daily task in maintaining a 
secure, hardened system, most administrators 
overlook logging until after an attack occurs. 
By then, it is too late to be of use (GadAllah, 
2004).

The single default system log is insufficient 
to monitor and track system changes. Instead, 
system administrators need to create logging 
mechanisms to account for diverse monitoring 
levels and services, such as the system log, the 
IDS log, and the firewall log. Streamline each of 
these logs into an exception report rather than a 
collector of all events and regularly monitor the 
report.

IDS tools, such as Snort (SourceFire, 2009), can 
be set up to generate exception reports of suspi-
cious events. System administrators should also 
write scripts that will parse the voluminous event 
logs, or purchase scripts that can be customized 
(Bombich, 2007). These logs are critical to forensic 
analysis after attacks occur, and administrators 
can quickly convert them into concise reports of 
suspicious activity.

In addition, we strongly recommend auto-
mated system scans by NMAP (Insecure, 2009) 
via scripts to report any daemon changes on the 
system. Typically, a server should look the same 
day after day; if a new port suddenly opens, im-
mediately investigate it.



���  

Server Hardening Model Development

Phase 2: Start an Audit as a Result of 
an Event

System administrators must carefully review any 
log or scan that triggers an audit. It is important to 
review the affected area and evaluate the server’s 
security to determine if an attack was success-
ful. Moreover, administrators must determine 
if they must implement additional protections. 
If system administrators determine attackers 
have compromised a system, they must revisit 
the entire auditing process to again “harden” the 
server from attacks.

Phase 3: Update Policies and Impose 
Corrections

After completing audits, system administrators 
must impose the new policy conditions on the 
server. They may simply need to patch a file or 
may need to revisit the operating system as a whole 
and start the hardening process anew.

The Completed Model

Organizations that support and promote our server 
hardening model with their system administra-
tors will discover that their servers, and the data 
on them, are well protected against the multiple 
attacks occurring on a daily basis in the Internet-
enabled, Web 2.0-infused, global economy.

We cannot guarantee that each step will go as 
quickly as others. For example, the initial investi-
gations into operating systems in Step 1 may take 
weeks for an organization exploring its options. 
For another, it may take less than a minute given 
that the organization mandates a certain OS. Still, 
many of the other steps will become ingrained 
and efficient with practice. Of course, the iterative 
Step 7 is a continuous process. 

The hardened server exists in a state of con-
tinuous assessment; any major changes in the 
server will trigger a recursive process because 

system administrators will need to work through 
Steps 2-6 to assure security. With these notes in 
mind, one can see the model and its processes as 
an organic entity (Figure 2). We have also pro-
vided an accompanying checklist (Appendix D) 
so system administrators can easily track model 
implementations in their organization.

FUTURE TRENDS

As we noted in the introduction, the growth of Web 
2.0 services in conjunction with the ease at which 
individuals can connect servers to the vast inter-
connected Internet requires a greater awareness 
of security issues. With multiple system attacks 
occurring globally every minute, a combination 
of reactive and proactive practices enables those 
working with servers to address the multitude of 
security challenges in an efficient manner.

More Reactive Positions

System administrators are in charge of many of 
the defenses put in place to protect these powerful 
systems against attack and compromises. They 
must continue to be vigilant pursuing both pre-de-
ployment hardening of servers, as well as continu-
ous monitoring of the network environment. Any 
change may signal a potential service disruption 
or attempted compromise of their servers. By 
hardening them from the initial steps throughout 
their development, they will add layers of defense 
to their systems and the data they hold.

System administrators must contend with the 
regular release of service packs, as well as almost 
daily releases of updates reacting to newly-dis-
covered threats. These updates can create both 
solutions, if the service packs and updates are 
effective, as well as threats, should they prove to 
introduce new defects in the hardened server’s 
services. Only through continual monitoring and 
auditing can system administrators maintain a 
vigilant posture.
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Figure 2. Complete server hardening model

More Proactive Positions

System administrators sometimes view planning 
against increased system attacks as a greater time 
commitment than reacting. However, keeping 
systems, as well as one’s knowledge of current 
security issues, up to date can speed up reaction 
time when incidents occur. One should develop 
relevant resources for all pertinent system plat-
forms and stay current on new releases, security 

issues, and upcoming products. Whether choos-
ing e-mail, blogs, technology review sites, or a 
combination of various information conduits, 
system administrators should have a collection 
of resources at their disposal.

All too often system administrators are react-
ing to situations, fixing problems, or generally 
just putting out technology fires. They forget to 
review or create sound solutions. Instead, system 
administrators find themselves doing quick fixes, 
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workarounds, or finding other solutions to fix a 
problem. Without a server hardening model in 
place, these undocumented solutions will cause 
additional problems that quickly grow in com-
plexity.

Taking the time to create a set of tools, scripts, 
and policies will seem daunting at first, but will 
help system administrators in their daily tasks. For 
example, if a system administrator finds herself 
performing a repetitive task with multiple steps, 
taking the time to write a script to automate the 
task is in order (Limoncelli, et al., 2007). 

Proactively choosing a proven server oper-
ating system is a simple technique to assist in 
the overall server hardening process. Although 
newer operating systems may have more features, 
system administrators have deployed and tested 
many older, and proven server operating systems. 
Moreover, security experts, programmers, and 
other technical personnel have found weaknesses 
and created many security patches and updates for 
these server operating systems. For example, there 
are thousands of updates and service patches to 
a Windows 2003 server even though it has been 
in its final release since 2005 (Thurrott, 2004). 
In a similar vein, newer Linux distributions are 
constantly patched and updated rather than those 
(e.g., OpenBSD) that have been long in operation 
and tested by many. Conduct beta testing on test 
servers, not those destined for production.

One Constant: Technology Changes

In information technology, we continue to see 
advances in server architectures designed to 
maximize hardware components. Virtualiza-
tion allows one machine to run multiple server 
operating systems independent from one another 
(Collier, Plassman, & Pegah, 2007). Whether 
one considers this a decentralized or centralized 
model, the bottom line is that one machine can 
now account for multiple servers, including both 
Windows and Linux/UNIX variants. Meet this 

challenge with the server hardening model, but 
newer issues are bound to arise.

Ultimately, system administrators must find 
the time in their busy schedules to research and 
review new issues. Thus, the biggest future issue 
system administrators will need to address is ef-
fectively managing their time to allow them to re-
view and update servers in a controlled fashion.

CONCLUSION

Servers are the backbone of today’s Internet. 
Although peer-to-peer computing architectures 
are growing, the sheer number of client/server 
implementations used to fuel the growth of Web 
2.0, enterprise, and thin computing initiatives 
dwarfs them by comparison.

Our discussion has revised and expanded on 
accepted components (Chuvakin, 2002) of system 
security, such as service identification and reduc-
tion, daemon monitoring, auditing, and policy 
formation. Using these expanded explanations, 
we put forth a pragmatic set of steps with associ-
ated phases to create a solid blueprint for secure, 
hardening server creation and maintenance. 

Although we cannot address all security is-
sues on any given server, we have provided the 
guidelines to develop policies and procedures for 
secure server implementations on public networks. 
Using the secure hardened server model, system 
administrators can add to their arsenal of tools 
as they battle the increasing number of attacks 
on systems.

REFERENCES

Abu Rajab, M., Zarfoss, J., Monrose, F., & Terzis, 
A. (2006). A Multifaceted Approach to Under-
standing the Botnet Phenomenon. Proceedings of 
the 6th ACM SIGCOMM Conference on Internet 
Measurement (Rio de Janeriro, Brazil, October 
25-27), IMC ‘06, 41-52.



  ���

Server Hardening Model Development

Arthurs, W. (2001). A Proactive Defence to Social 
Engineering. Sans Reading Room, Sans Institute. 
Retrieved October 3, 2003, from http://www.sans.
org/rr/paper.php?id=511

Blunt, E. (2006). Delegating Root Authority and 
Auditing Activities on UNIX/Linux Systems. 
ISACA JounalOnline, 2. Retrieved July 20, 2008 
from http://www.isaca.org/Template.cfm?Sectio
n=Home&Template=/ContentManagement/Con-
tentDisplay.cfm&ContentID=33441

Bombich, M. (2007). Mac OS X Management 
Custom Shell Script Library [Computer Software]. 
http://www.bombich.com/mactips/scripts.html

Carrera, D., Beltran, V., Torres, J., & Ayguade, E. 
(2005). A Hybrid Web Server Architecture for E-
Commerce Applications. Parallel and Distributed 
Systems Proceedings, 1(20-22), 182-188.

CERT. (2008). US-CERT Technical Vulnerabili-
ties. Retrieved July 20, 2008 from http://www.
us-cert.gov/nav/t01/

Chari, S. N., & Cheng, P. (2003). BlueBoX: A 
Policy-Driven, Host-Based Intrusion Detection 
System. ACM Trans. Inf. Syst. Secur., 6(2), 173-
200.

Christodorescu, M., Jha, S., & Kruegel, C. (2007). 
Mining Specifications of Malicious Behavior. 
The 6th Joint Meeting of the European Software 
Engineering Conference and the ACM SIGSOFT 
Symposium on the Foundations of Software En-
gineering (Dubrovnik, Croatia, September 3-7), 
ESEC-FSE ‘07, 5-14.

Chuvakin, A. (2002). Linux Kernel Hardening. 
Retrieved October 3, 2003 from http://www.
securityfocus.com/infocus/1539 

Cisneros, R., Bliss, D., & Garcia, M. (2006). 
Password Auditing Applications. J. Comput. Small 
Coll., 21(4), 196-202.

Collier, G., Plassman, D., & Pegah, M. (2007). 
Virtualization’s Next Frontier: Security. Proceed-

ings of the 35th Annual ACM SIGUCCS Confer-
ence on User Services (Orlando, Florida, October 
7-10), SIGUCCS ‘07, 34-36.

Curran, K., Morrissey, C., Fagan, C., Murphy, C., 
O’Donnell, B., Fitzpatrick, G., & Condit, S. (2005). 
Monitoring Hacker Activity with a Honeynet. Int. 
J. Netw. Manag., 15(2), 123-134. 

DeWitt, D. J., Futtersack, P., Maier, D., & Vélez, F. 
(1990). A Study of Three Alternative Workstation-
Server Architectures for Object Oriented Database 
Systems. In D. McLeod, R. Sacks-Davis, & H. 
Schek, (Eds.), The 16th International Conference 
on Very Large Data Bases (August 13-16)., Very 
Large Data Bases (pp. 107-121). San Francisco, 
CA: Morgan Kaufmann Publishers.

Etalle, S., & Winsborough, W. H. (2007). A Pos-
teriori Compliance Control. Proceedings of the 
12th ACM Symposium on Access Control Models 
and Technologies (pp. 11-20) (Sophia Antipolis, 
France, June 20-22), SACMAT ‘07.

Forget, A., & Biddle, R. (2008). Memorabil-
ity of Persuasive Passwords. CHI ‘08 Extended 
Abstracts on Human Factors in Computing 
Systems (Florence, Italy, April 5-10), CHI ‘08, 
(pp. 3759-3764).

Fyoder. (2002). Remote OS detection via TCP/IP 
Stack Fingerprinting. Retrieved October 3, 2003 
from http://www.insecure.org/nmap/nmap-fin-
gerprinting-article.html 

GadAllah, S. (2004). The Importance of Logging 
and Traffic Monitoring for Information Security. 
Sans Reading Room, Sans Institute. Retrieved 
July 20, 2008 from http://www.sans.org/read-
ing_room/whitepapers/logging/1379.php 

Galligan, W., & White, D. (2008). Examination of 
the Plausibility of Network Access Compromise 
Using USB and Live CD Tools. Proceedings of 
the Northeast Decision Sciences International 
Conference (New York, NY, March 28-30).



���  

Server Hardening Model Development

Gragg, D. (2003). A Multilevel Defence Against 
Social Engineering. Sans Reading Room, Sans 
Institute. Retrieved October 3, 2003 from http://
www.sans.org/rr/paper.php?id=920

Hansteen, P. (2008). The Book of PF: A No-
Nonsense Guide to the OpenBSD Firewall. San 
Francisco, CA: No Starch Press.

Henders, R., & Opdyke, B. (2005). Detecting 
Intruders on a Campus Network: Might the 
Threat be Coming from Within?. Proceedings 
of the 33rd Annual ACM SIGUCCS Conference 
on User Services (pp. 113-117) (Monterey, CA, 
November 6-9), SIGUCCS ‘05.

Horowitz, M. (2007). Linux vs. Windows. Re-
trieved July 20, 2008 from http://www.michael-
horowitz.com/Linux.vs.Windows.html

Hurley, J., & Hemmendinger, E. (2002). Open 
Source and Linux: 2002 Poster Children for 
Security Problems. Retrieved October 3, 2003 
from http://www.aberdeen.com 

Insecure. (2009). Network Mapper (NMAP) 
[Computer Software]. http://nmap.org/

Interactive Data Corporation (IDC). (2008). Re-
trieved July 20, 2008 from http://www.idc.com/ 

Kamp, P. & Watson, R. (2004). Building Systems 
to Be Shared, Securely. Queue, 2(5), 42-51.

Koomey, J. (2007). Estimating Total Power Con-
sumption by Servers in the U.S. and the World. 
Retrieved November 21, 2007 from http://enter-
prise.amd.com/Downloads/svrpwrusecomplete-
final.pdf

Kyle, D., & Brustoloni, J.C. (2007). UClinux: A 
Linux Security Module for Trusted-Computing-
Based Usage Controls Enforcement. Proceedings 
of the 2007 ACM Workshop on Scalable Trusted 
Computing (pp. 63-70) (Alexandria, Virginia, 
November 2), STC ‘07,. 

Lant, C. (2002). Telnet, You are the Weakest 
Link! Good-bye. Berkeley Computing & Com-

munications, 12(1). Retrieved July 20, 2008 from 
http://istpub.berkeley.edu:4201/bcc/Winter2002/
sec.telnet.html 

Limoncelli, T., Hogan, C., & Chalup, S. (2007). The 
Practice of System and Network Administration, 
2ed. New York, NY: Addison-Wesley. 

Manadhata, P., Wing, J., Flynn, M., & McQueen, 
M. (2006). Measuring the Attack Surfaces of 
Two FTP Daemons. Proceedings of the 2nd ACM 
Workshop on Quality of Protection (Alexandria, 
Virginia, October 30), QoP ‘06, 3-10.

McHaney, R., & White, D. (1994). Development 
of a Framework for Discrete-Event Simulation. 
Proceedings of the 15th Annual Decision Sciences 
Institute Meeting (Honolulu, HI).

Meber, D. (2004). Auditing User Accounts. Re-
trieved July 20, 2008 from http://www.windowse-
curity.com/articles/Auditing-user-accounts.html 

Microsoft. (2008). Security Central. Retrieved 
July 20, 2008 from http://www.microsoft.com/
security/default.mspx 

Moitra, S., & Konda, S. (2004). An Empirical 
Investigation of Network Attacks on Computer 
Systems. Computers & Security, 23(1), 43-51. 
Morphy, E. (2005). Web Server Attacks, Deface-
ments Increase. Retrieved July 20, 2008 from 
http://www.newsfactor.com/story.xhtml?story_
id=33523

National Security Agency (NSA). (2009). Se-
curity-Enhanced Linux [Computer Software]. 
http://www.nsa.gov/selinux/ 

Netcraft. (2008). March 2008 Web Server Survey. 
Retrieved July 20, 2008 from http://news.netcraft.
com/archives/web_server_survey.html 

Ng, B., Si, A., Lau, R. W., & Li, F. W. (2002). A 
Multi-Server Architecture for Distributed Virtual 
Walkthrough. Proceedings of the ACM Sympo-
sium on Virtual Reality Software and Technology 
(pp. 163-170) (Hong Kong, China, November 



  ���

Server Hardening Model Development

11-13), VRST ‘02.

Openwall. (2009). John the Ripper [Computer 
Software]. http://www.openwall.com/john/ 

Pariag, D., Brecht, T., Harji, A., Buhr, P., Shukla, 
A., & Cheriton, D. R. (2007). Comparing the Per-
formance of Web Server Architectures. SIGOPS 
Oper. Syst. Rev., 41(3), 231-243.

Peng, T., Leckie, C., & Ramamohanarao, K. 
(2007). Survey of Network-Based Defense Mecha-
nisms Countering the DoS and DDoS Problems. 
ACM Comput. Surv., 39(1), 3. 

Petri. (2009). SubSeven 2.2 [Computer Software]. 
http://www.petri.co.il/trojan_ports_list.htm

Porcupine. (2009). Security Administrator Tool 
for Analyzing Networks (SATAN) [Computer 
Software] http://www.porcupine.org/satan/ 

Register. (2008). Security. Retrieved July 20, 2008 
from http://www.theregister.co.uk/security/ 

Russinovich, M. (2007). Inside Windows Vista 
User Account Control. Microsoft TechNet Maga-
zine, June. Retrieved July 20, 2008 from http://
technet.microsoft.com/en-us/magazine/cc138019.
aspx 

Schneier, B. (2008). Schneier on Security. Re-
trieved July 20, 2008 from http://www.schneier.
com/blog/ 

Schneier, B., & Kelsey, J. (1999). Secure Audit 
Logs to Support Computer Forensics. ACM Trans. 
Inf. Syst. Secur., 2(2), 159-176. 

Simon, H.A. (1960). The New Science of Manage-
ment Decision. New York: Harper and Row.

Software Engineering Institute (SEI) (2007). Cli-
ent/Server Software Architectures--An Overview. 
Carnegie Mellon University. Retrieved July 20, 
2008 from http://www.sei.cmu.edu/str/descrip-
tions/clientserver_body.html 

Somarsoft. (2009). DumpSec [Computer Soft-
ware]. http://somarsoft.com/

SourceFire. (2009). Snort [Computer Software]. 
http://www.snort.org/

Stiegler, M., Karp, A. H., Yee, K., Close, T., & 
Miller, M. S. (2006). Polaris: Virus-Safe Com-
puting for Windows XP. Commun. ACM, 49(9), 
83-88.

Sun Microsystems. (2008). File Security Features. 
Retrieved July 20, 2008 from http://docs.sun.com/
app/docs/doc/806-4078/6jd6cjs2o?a=view

Thurrott, P. (2004). Windows Server 2003 R2 
FAQ. Retrieved July 20, 2008 from http://www.
winsupersite.com/faq/win2003_r2.asp 



��0  

Server Hardening Model Development

APPENDIX A: Server Services and Daemons  Listing

Server Machine Name

Server IP Address

Server Purpose

Operating System

Operating System Patch

Service Purpose Version Known Risks Patch Date

APPENDIX B: User Physical Access Assessment Form

Use this form to assess user access to various areas of the organization and determine necessary user 
need and restrictions.

Area User Type Access Requirement Identifier

Area The physical location for this user

User Type Programmers, Network Administrator, Marketing Executive, etc.

Access Requirement What does this user need to gain access to the area? A key, keycode, biometric device, etc.

Identifier How was the user who accessed the area identified? Was it via a video snap, a sign in sheet, 
a retinal scan, etc.
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APPENDIX C:  NMAP Scanning  Form

Use this form to examine the system from different perspectives. Typically, view a system from each 
perspective adopted by a user of the system. (Web servers have a much wider perspective than a seg-
ment-oriented FTP server.)

Service Observed IP Address Distance Need

Service Observed Which daemon was listening

IP Address The IP address scanned

Distance The number of hops: local, subnet, and external

APPENDIX D: Server Hardening Model Checklist

Step 1: Initial Planning and OS Installation

Phase Completed Date Notes

Phase 1: Determine OS Selection

Phase 2: Plan OS Install and Updates

Phase 3: Install OS and Updates

Step 2: Service and Software Reduction

Phase Completed Date Notes

Phase 1: Identify Necessary Services and 
Software

Phase 2: Determine a Removal Method

Phase 3: Remove Unnecessary Software 
and Services



���  

Server Hardening Model Development

Step 3: Securing File Permissions

Phase Completed Date Notes

Phase 1: Audit File Security

Phase 2: Determine Access Needs

Phase 3: Implement File Permission 
Security Policy

Step 4: Login and User Security

Phase Completed Date Notes

Phase 1: Audit User Groups and 
User Passwords

Phase 2: Plan the Changes

Phase 3: Update Policies and 
Implement Corrections

Step 5: Physical and Boot Security Controls

Phase Completed Date Notes

Phase 1: Assess Physical Security 
and Boot Control Security

Phase 2: Design the Physical and 
Boot Security

Phase 3: Place the Server and Test 
the Boot Security

Step 6: Secure Daemons via Network Access Controls

Phase Completed Date Notes

Phase 1: Port Scan the Server to 
Assess the Daemons

Phase 2: Determine Access Policy 
for Each Service

Phase 3: Manage Firewalls and 
Authentication to Limit Access

Step 7: Maintenance

Phase Completed Date Notes

Phase 1: Monitor Logs for Suspicious 
Events

Phase 2: Start an Audit as a Result of 
an Event

Phase 3: Update Policies and Impose 
Corrections
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ABSTRACT

Computer attacks of all sorts are commonplace in today’s interconnected, globalized society. A computer 
worm, written and released in one part of the world, can now traverse cyberspace in mere minutes cre-
ating havoc and untold financial hardship and loss. To effectively combat such threats and other novel 
and sophisticated assaults, our network defenses must be equipped to thwart such attacks. Yet, our 
software-dominated defenses are woefully inadequate (Bellovin, 2001). The Trusted Computing Group 
(TCG) has embarked on a mission to use an open standards-based interoperability framework utilizing 
both hardware and software implementations to defend against computer attacks. Specifically, the TCG 
uses a trusted hardware called the trusted platform module (TPM) in conjunction with TPM-enhanced 
software to provide better protection against such attacks. While millions of TPMs have been shipped 
with more expected annually, adoption of trusted computing technology enabled by the devices has been 
slow, despite escalating security infractions. This chapter will detail a brief history of trusted computing 
(TC), the goals of the TCG, and the workings of trusted platforms. The chapter will also look into how 
the TPM enables roots of trust to afford improved trust and security.

INTRODUCTION

Viruses, unauthorized access, loss of data due 
to laptop theft, and other computer attacks are 
common and escalating occurrences in today’s 
open computing platforms. As a result of these 
invasions, users and companies worldwide have 

suffered untold losses and negative publicity, 
and incurred tremendous costs (CSI/FBI, 2004; 
Deloitte, 2004; CSI/FBI, 2005; Deloitte, 2005; 
CSI/FBI, 2006; Deloitte, 2006; CSI 2007; Deloitte, 
2007). Until recently, the Information Technology 
(IT) industry’s predominant approach to solving 
security problems was to develop more software-



���  

Trusted Computing

based solutions, even though “most security prob-
lems are caused by buggy software” (Bellovin, 
2001, p. 131). Because the industry ignored the 
benefits that hardware implementation could bring 
(Neumann, 2003), the rampant computer attacks 
continued unabated.

In response, a group of leading technology 
companies including IBM, Microsoft, Hewlett 
Packard (HP), Intel and others formed the Trusted 
Computing Group (TCG). TCG is working to im-
prove trust and security in today’s open computing 
platforms by utilizing both hardware and software 
based solutions. They favor vendor neutral, open 
standards based interoperability frameworks 
that operate across multiple platforms. TCG is 
incorporating hardware with a trusted platform 
module (TPM). This low-cost hardware device 
has several built-in features that will improve 
security and trust in today’s networked platforms. 
Beginning in 2006, 50 million TPM-equipped 
computers were shipped around the world, and 
TCG is aiming for even wider deployment across 
all computing platforms with an additional 250 
million TPMs to be shipped by 2010 (TCG, 2005). 
Through this new framework, TCG hopes to en-
able all computing services to be performed in a 
more secure and reliable manner. 

Even though millions of these TPMs have 
been embedded in today’s enterprise laptops and 
desktops, widespread adoption of this technology 
remains slow. What is hindering TPM adoption? 
Will TCG’s vision for improved computer security 
be realized so that the global community can 
operate more freely and safely in cyberspace? 
Can critical information, information systems, 
and networks be reliably and robustly protected? 
This chapter will address these questions by ex-
amining the concept of trust and the history of 
trusted computing, and providing an overview of 
the nature and functionality of trusted computing, 
trusted platforms, trusted platform module and 
related issues.

BACKGROUND

Defining Trust

Trust has existed in spoken and written form 
throughout civilization. This important concept 
remains a part of daily interactions in personal and 
business settings. Yet, many academicians have 
difficulty defining trust in explicit terms (Keen, 
Balance, Chan, & Schrump, 1999). Trust exists 
in several domains: anthropology, economics, 
history, management, marketing, organization 
theory and behavior, philosophy, politics, psychol-
ogy, science, sociology, social psychology, and 
others (Bhattacherjee, 2002; Chopra & Wallace, 
2003; Lewicki & Bunker, 1996). Researchers in 
their respective domains view and define trust 
according to their disciplines and from their 
unique perspectives (McKnight, Choudhury, & 
Kacmar, 2002). For example, according to Rous-
seau, Sitkin, Burt, and Camerer (1998), economists 
view trust as either calculative or institutional, 
whereas psychologists base their assessments of 
trust on the attributes of the trustees and trustors. 
Sociologists, on the other hand, look for trust in 
relationships among people or institutions, while 
social psychologists define trust as cognition about 
the trustee (McKnight et al., 2002). 

McKnight and Chervany (2002) posit that 
“there are literally dozens of definitions of 
trust” (p. 37); naturally this ambiguity results in 
confusion, contradictions, and even reluctance 
on the part of some researchers to define this 
elusive term. According to Mayer, Davis, and 
Schoorman (1995), there are other reasons as 
well. These reasons include lack of clarity in the 
relationship between trust and risk, confusion 
between trust and its antecedents and outcomes, 
lack of specificity of trust referents leading to 
confusion in levels of analysis, and a failure to 
consider both the trusting party and the party to 
be trusted (p. 709). 
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To address these problems, Mayer et al. (1995) 
propose a trust topology that takes into account 
the characteristics of both the trustor and trustee. 
Their extensive review of trust literature contrib-
uted to theory building where three characteristics 
- ability, benevolence, and integrity- were selected 
and included in this traditional dyadic (one-to-
one) trust model. 

Ability consists of competencies, skills, and 
characteristics of the trusted party to have influ-
ence over the trustor in a specific domain (Gefen, 
2002). Benevolence is the degree to which a trustee 
is believed to want to do good to the trustor, apart 
from a legitimate profit motive (Mayer, et al., 
1995). Integrity refers to the belief that the trusted 
party adheres to accepted rules of conduct and 
that “the trustee makes good faith agreements, 
tells the truth, acts ethically, and fulfills promises” 
(Suh & Han, 2003, p. 137). 

Luhmann (1979) characterizes trust in broad 
terms outlining a belief that individuals respond 
in predictable ways. Fukuyama (1995) further 
states that for trust to be relevant, it has to occur 
in a social context in the presence of people.  For 
instance, in a business setting, Gefen and Straub 
(2003) posit that individuals would trust a bank 
teller but would not necessarily assign the same 
trust to an ATM even though the machine would 
perform exactly the same task. Mayer et al. (1995) 
define trust as “the willingness of a party to be 
vulnerable to the actions of another party based 
on the expectation that the other would perform 
a particular action important to the trustor, irre-
spective of the ability to monitor or control that 
other party” (p. 712). 

Trust in E-Commerce  

Business and commerce depend on trust. This 
has become the pivotal issue for e-commerce. 
According to Keen et al. (1999), trust constitutes 
the foundation of e-commerce. Quelch and Klein 
(1996) posit that trust played a critical role in 
promoting web purchases during the development 

stages of the Internet. In fact, trust was found to 
be more important in electronic markets than in 
physical ones (Bailey & Bakos, 1997). Hoffman, 
Novak, and Peralta (1999) report that close to 95% 
of consumers did not want to provide their personal 
information to web sites, and that 63% reported 
that the main reason was “because they do not 
‘trust’ those collecting the data” (p. 82). 

McKnight et al. (2002) present an interdis-
ciplinary trust topology related to e-commerce 
that outlines four high-level constructs: disposi-
tion to trust, institutional-based trust, trusting 
belief, and trusting intention. Disposition to trust 
is an output of trait psychology that purports 
that specific childhood events form actions. In 
institutional-based trust, the environment, rather 
than the personal aspects of individuals, affects 
the outcome. Shapiro (1987) further defines in-
stitutional-based trust as measures put in place, 
such as guarantees and safety nets, to assure or 
influence trust in a party. Trusting beliefs are 
typically person-specific whereas institutional-
based trust is situation-specific. Trusting intention 
refers to one’s willingness to depend on the other 
party in the absence of any control over that party 
(McKnight et al., 2002). 

Several researchers (Ratnasingam & Pavlou, 
2003; Pavlou & Gefen, 2004; McKnight et al. 
2002; Zucker, 1986) assert that institutional-based 
trust is the most important construct. In fact it 
is the critical component for promoting trust in 
today’s Internet infrastructure, which is devoid 
of personal, face to face interactions. Pavlou and 
Gefen (2002) posit that trust could be built if fa-
vorable technical, business, regulatory, and legal 
environments are present online. These structural 
assurances all work in conjunction to promote 
the belief that these organizations or entities are 
bound to act in a trustworthy manner (McKnight 
et al., 2002). Similarly, Shapiro (1987) and Zucker 
(1986) stress the importance of guarantees and 
recommendations from third parties to promote 
and enhance this form of trust. Zucker adds that 
institutional-based trust is the dominant trust cre-
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ation in the business environment, especially when 
buyers and sellers are unfamiliar with each other 
and come from diverse ethnic, social, and cultural 
backgrounds. Within the context of e-commerce, 
Turban, Lee, King, and Chung (2000) define trust 
as the psychological status of the involved parties 
willing to enter into a continuance of activities to 
achieve a planned outcome or goal.

To facilitate trust in e-commerce, an industry 
special interest group (SIG), the Trusted Com-
puting Platform Alliance (TCPA) was formed to 
develop and support vendor neutral, open industry 
standards specifications for trusted computing 
across disparate computing platforms. TCPA was 
reorganized in the spring of 2003 as the Trusted 
Computing Group (TCG). TCG defines trust as 
“the expectation that a device will behave in a 
particular manner for a specific purpose” (TCG, 
2008a). The next section will highlight the history 
of trusted computing as well as TCG’s implemen-
tation of trust in computing platforms.   

Trusted Computing: Then and 
Now

Even though the Trusted Computing Group and 
vendors like Microsoft and Intel have promoted 
trusted computing since 1999, these entities did 
not originate the concept of trusted systems. In 
the late 1960s, research and development efforts 
focused on computer security for the United States 
military which had been the dominant computer 
user since the 1940s. Also during the sixties, 
overall computer efficiency increased with the 
emergence of time-sharing systems that were 
enabled by multiprogramming and multipro-
cessing capable mainframes. Users could debug 
programs interactively to see if their codes had 
run correctly. In those days of batch processing, 
it was not unusual to wait several hours for feed-
back. The move to time-sharing reduced costs 
especially for the military since it was possible 
to share computer systems across security levels 

where earlier, separate computers had to be used 
for each security level (Mackenzie & Pottinger, 
1997). Mainframes such as the Burroughs B5000 
utilized virtual memory, and in 1967, with the 
IBM CP-40 (one-off research system and prede-
cessor of the IBM System 360-67) became the 
first computer to demonstrate the use of a Virtual 
Machine Monitor (VMM) (computerhistory.org). 
The VMM utilized a hypervisor to implement 
full virtualization. It was capable of running 
several instances of client operating systems 
simultaneously. 

Yet, time-sharing systems brought with them 
other issues. Often individual users with different 
programs were prevented from interfering with 
each other. Designers had to figure out how to 
allocate the computer’s main memory to accom-
modate different users’ programs so that one 
program would not override a memory location 
being used by another program (Mackenzie & 
Pottinger, 1997).

Not only did the military utilize time-shar-
ing systems, educational institutions including 
Dartmouth College, UC-Berkeley, Massachusetts 
Institute of Technology (MIT) and others also 
became active users. In a 1960’s university setting, 
computer security was not a dominant issue. Users 
being able to read each other’s data would not be 
cause for concern. The military, however, viewed 
this characteristic as a threat and security risk. As 
more time-sharing systems were purchased and 
used by other United States government agencies, 
this threat began to grow. Beginning in 1967, the 
United States National Security Agency (NSA) 
implemented a series of initiatives that launched 
research and development efforts relating to com-
puter security in an attempt to address the issues 
generated by time-sharing systems in multi-level 
user (from unclassified to top-secret) environ-
ments (Mackenzie & Pottinger, 1997). 

One of the earliest works to surface on com-
puter security was by Ware (1967), who articulated 
the security vulnerabilities of resource-sharing 
computer systems. Later, he highlighted problems 
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and proposed security controls for computer 
systems indicating the need for a combination 
of hardware, software, communication, physi-
cal, personnel, and administrative procedure 
safeguards as foundational to comprehensive 
security. Ware stressed that software safeguards 
alone were not sufficient (Ware, 1970). The report 
also proposed a design using current technology 
to create a secure system for a closed environ-
ment, one where users, cleared to work in con-
tained consoles, were supported by protected 
communication circuits. Ware warned that this 
technology would not support a secure system in 
an open environment, one where uncleared users 
worked in unprotected consoles with unprotected 
communication circuits. 

During that time, Weissman (1969) performed 
related research, using a commercial-grade com-
puter (IBM 360 Model 50) in a multi-level envi-
ronment. Weissman’s work was noteworthy as it 
put into practice some of Ware’s report findings. 
The result was the development of the Adept-50 
operating system, built and operated to embody 
the mathematical model of security.

Another study, underwritten by the United 
States Air Force, acknowledged the deficiencies 
of current systems to operate securely in a multi-
level mode. To rectify this situation, the report 
asked for significant research and development 
funds to investigate the twin concepts of “refer-
ence monitor” and “security kernel” (Anderson, 
1972). Anderson proposed the concept of a refer-
ence monitor to achieve execution control of users 
programs where  

The function of the reference monitor is to validate 
all references (to programs, data, peripherals, 
etc.) made by programs in execution against 
those authorized for the subject (users, etc.). 
The Reference Monitor not only is responsible 
to assure that the references are authorized to 
share resource objects, but also to assure that 
the reference is the right kind (i.e., read, or read 
and write, etc).” (p. 17) 

The concept of a security kernel was a radical 
one where, rather than adding controls to enhance 
or modify the existing operating system, security 
functions were isolated into primitive operating 
systems (Mackenzie & Pottinger, 1997). In the area 
of certification, the development plan stipulated 
that the security kernel must always be invoked 
and be tamper-resistant as well as validate each 
and every reference in the system. In short, the se-
curity kernel must demonstrate that “it is complete 
and performs correctly, and does not perform any 
function not specified” (Anderson, 1972, p. 48). 
If security functions were correctly implemented 
in the kernel, then the design of the rest of the 
operating system could be relaxed since it was 
not crucial from a security point of view.

Karger and Schell (1974) recognized the fun-
damental weaknesses of current computers and 
their reactive and ineffective approach of using 
“patches”, “fix-ups”, “add-ons” and “tiger teams” 
(p. 6) to deal with computer security. Their work 
centered on testing the viability of the MULTICS 
HIS 645 system to operate securely in a multi-
level open environment. They supported the use 
of a reference monitor that was: 1) tamper proof, 
2) invoked for every reference to data anywhere 
in the system, and 3) small enough to be proven 
correct (p. 7). They also stressed the critical 
component of certifiability in the development of 
multi-level secure systems. A notable feature of 
the MULTICS HIS 645 software security control 
was the use of the ring mechanism, a protection 
scheme, numbered from 0-7. These concentric 
rings denoted access protection privileges, with 
ring 0 admitting the ‘hardcore’ supervisor and 
ring 7 having the least privilege (p. 13).

Building on work performed prior to 1973 
and culminating in a report submitted in 1976, 
the influential work of Bell and LaPadula, which 
also utilized mathematical modeling to secure 
computer systems design and operation with a 
MULTICS system, dramatically changed the 
landscape of computer security. Their security 
model was essentially a formal mathematical 



���  

Trusted Computing

description using access control to compare or 
match the subject’s cleared status (i.e. top-secret) 
with the object’s classification for proper autho-
rization. Rather than using discretionary access 
control, the authors used mandatory access control 
mechanisms to facilitate the rule of ‘no write 
down” which states that if a user with read access 
to confidential objects has write access to confi-
dential, secret, and top-secret objects, he should 
not have write access to unclassified objects. This 
was to prevent, for instance, a malicious agent 
from using a Trojan horse to write classified data 
to an unclassified file. The authors also posited 
the Basic Security Theorem: if the initial state of 
a system is secure and if all state transitions are 
secure, then the system will always be secure.  
Bell and LaPadula’s work left an indelible mark 
on the annals of mathematical applications and 
the foundations of computer security (Bell & 
LaPadula 1973; LaPadula & Bell 1973; Bell 1974; 
Bell & LaPadula 1976).

With the development of formal specifications 
for secure computers underway, the focus shifted 
to formal verification. Academic researchers 
sought to verify that a kernel was in fact a cor-
rect implementation of a mathematical model 
of security. Failure to know that the reference 
validation took place correctly in all instances 
would void the certification needed for the system 
to be deemed secure. The military was keenly 
interested in the outcome of this research. But 
legal issues surrounding the definition of kernel, 
poorly defined requirements for formal specifi-
cation and verification, coupled with problems 
encountered by the two entities working on the 
project, caused a two and half year delay. While 
certification was finally achieved, an approach 
favoring cryptographic mechanisms was chosen 
(Mackenzie & Pottinger, 1997).

According to Tasker (1981) and McCullagh 
and Caelli (2000), in the early 1980s, the United 
States Department of Defense (DoD) developed 
the Computer Security Initiative (CSI) to promote 
the widespread commercial availability of trusted 

computer systems which, along with its earlier 
Rainbow Series Initiative, advanced computer 
system protection through the construction of a 
Trusted Computing Base (TCB). Tasker (1981) 
stated that the DoD defined a trusted computer 
system as one that would “employ sufficient hard-
ware and software integrity measures to allow its 
use in processing multiple levels of classified or 
sensitive information” (p. 1).

In 1985, the DoD defined, codified, and pub-
lished the definition of trusted systems as Trusted 
Computer System Evaluation Criteria (TCSEC, 
CSC-STD-001-83), now commonly referred to 
as the Orange Book (Walker, 1985). It states the 
principle of the Trusted Computing Base and 
defines it as follows (DoD, 1985, p. 66):

The heart of a trusted computer system is the 
Trusted Computing Base (TCB) which contains 
all of the elements of the system responsible for 
supporting the security policy and supporting 
the isolation of objects (code and data) on which 
the protection is based. The bounds of the TCB 
equate to the “security perimeter” referenced in 
some computer security literature. In the interest 
of understandable and maintainable protection, 
a TCB should be as simple as possible consistent 
with the functions it has to perform. Thus, the TCB 
includes hardware, firmware, and software critical 
to protection and must be designed and imple-
mented such that system elements excluded from 
it need not be trusted to maintain protection.

This set of specifications outlines both design 
and implementation criteria to judge the degree 
to which a platform could resist unauthorized at-
tempts to access, alter, or read information in its 
computers. The Orange Book defines the “trust-
worthiness” of a computing platform; however, 
this concept did not become widespread, partly 
because TCSEC was introduced during the era 
of mainframe systems. 

Irvine et al. (2002, p. 1) state that over the 
last 10 to 15 years, the IT industry “ignored the 
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requirements to deploy computing systems with 
the ability to protect data according to its criti-
cality and value to us.” In addition, the effects 
of the U.S. government and military’s inclina-
tion to utilize commercial-off-the-shelf (COTS) 
products contributed to the IT industry’s lack of 
incentive to design systems that would “appropri-
ately protect themselves and the data with which 
they are entrusted” (p. 1).  Irvine et al. (2002. 
p. 1) further state that because the “science and 
discipline of trusted computing” was neglected, 
this neglect fostered an erosion of the nation’s 
capability to design and build trusted computers 
and networks. 

The current computing environment is increas-
ingly global and open, fueled by the explosive 
growth of the Internet, which increased 304% 
from 360 million users in 2000 to 1.45 billion 
users in 2008 (Internet World Stats, 2008). Enter-
prises, governments, academic institutions, and 
individual users are increasingly interconnected, 
enabled by an assortment of wired and wireless 
networks supporting a plethora of computing 
devices which range from desktops and laptops, 
to PDAs and smart phones. 

Open platforms, prevalent in today’s distrib-
uted computing environment, are general-purpose 
computing platforms. Intel (2003a, p. 8) states, 
“Early PCs were stand-alone devices and there-
fore easily secured.” Modern computers however, 
are faster and far more connected. A significant 
advantage of open platforms is the ability to run 
applications from numerous sources. The open-
ness in today’s connected computing environment 
contributes to worldwide economic growth in 
many trade sectors. That same openness also cre-
ated global problems with the onset of computer 
attacks (Irvine, Levin & Dinolt, 2002). Open 
platforms suffer from the lack of trust between 
the hardware of the platform and a third party. As 
a result, open systems are susceptible to computer 
attacks and manipulations by unscrupulous enti-
ties (TCPA, 2000). 

Banking systems and cellular networks cur-
rently use closed platforms. They are designed to 

perform exacting functions that make it difficult to 
change the operating system or run an unknown 
or unauthorized application. Closed platforms, 
equipped with tamper-resistant hardware, allow 
for end-to-end trust (Garfinkel, Rosenblum, & 
Boneh, 2003, p. 2), making it easier to ensure 
data and transaction integrity. Users typically 
interact with these platforms through a restricted 
interface (e.g., automated teller machines, game 
consoles, and satellite and cable receivers). By 
using a secret key (embedded in the tamper-re-
sistant hardware during manufacture), a closed 
platform could “authenticate itself as an authorized 
platform to a remote party.” As a result, closed 
systems that use tamper-resistant hardware are less 
susceptible to the computer attacks that plague 
open platforms. According to Challener, Yoder, 
Catherman, Safford, and Van Doorn (2008), the 
“Trusted Computing…goal [is] to protect the 
most sensitive information, such as private and 
symmetric keys, from theft or use by malicious 
code” (p. 9).

Even though an extensive network of people, 
processes, policies, procedures, and technologies 
are in place to safeguard computers from attacks, 
computer and online infractions continue unabat-
ed (CSI/FBI, 2004; Deloitte, 2004; CSI/FBI, 2005; 
Deloitte, 2005; CSI/FBI, 2006; Deloitte, 2006; 
CSI 2007; Deloitte, 2007). It is imperative that 
current security mechanisms be improved to suc-
cessfully combat the increasingly inventive ways 
malicious entities bring about disclosure (when 
unauthorized users gain access to confidential 
information), enable alteration (where security 
mechanisms fail to ensure integrity of data) and 
facilitate denial (events that prevent authorized 
individuals from accessing a legitimate resource) 
of data and information. These attributes, disclo-
sure, alteration, and denial – the DAD Triad – are 
diametrically opposed to the information security 
goals of confidentiality, integrity, and availability 
– the CIA Triad (Solomon & Chapple, 2005). 

However, we are seeing the inclusion of hard-
ware as a totality of protection mechanisms, with 



��0  

Trusted Computing

firmware and software combined to enforce a 
security policy prescribed by the Trusted Com-
puting Base (TCB) and envisioned by computer 
security researchers of the late sixties and early 
seventies. The next section will discuss the efforts 
of the TCG to integrate hardware and software in 
platforms to support TCB in an era of open and 
connected computing environment. 

 
Trusted Platforms

According to Mundie, DeVries, Haynes, and Cor-
wine (2003), “incredibly secure and trustworthy 
computer systems existed, but they were largely 
independent, single-purpose systems that [we]re 
meticulously engineered and then isolated” (p. 7). 
These high-end physically secure processors, en-
dowed with specialized cryptographic capabilities 
were used primarily by select industries such as 
financial institutions and the military that needed 
to protect sensitive, confidential data, and keys 
and secrets. They acknowledged the necessity of 
using secure coprocessors to protect their secrets 
and assets. They were also among the few who 
were able and willing to pay the premiums com-
manded by these high-end systems. For them, costs 
did not determine value. The IBM 4758 secure 
coprocessor achieved the highest level of tamper 
resistance (the FIPS 140-1 level 4 certification) 
set by the U.S. government, and at two thousand 
dollars (Anderson, 2008) was considered a “best 
buy” when compared to its rivals.

Today, however, a more cost-effective option, 
that is affordable to the masses, and encompasses 
both hardware and software implementations is 
needed to combat today’s increasingly sophisti-
cated computer attacks. In response to this need, 
the TCG’s mission statement reads, “Through the 
collaboration of platform, software, and technol-
ogy vendors develop a specification that delivers 
an enhanced HW and OS based trusted comput-
ing platform that enhances customers’ trusted 
domains” (TCG, 2007b p. 2).   

TCG’s role in promoting the vision of trusted 
computing is by far the most prominent to date. Un-
fortunately, there is no agreement among trusted 
computing researchers as to what constitutes the 
functionalities of a trusted platform. For example, 
Microsoft, via its now defunct Next-Generation 
Secure Computing Base (NGSCB) initiative, 
advocated the inclusion of process isolation us-
ing a kernel to execute and control simultaneous 
multiple operating systems. In addition, NGSCB 
implemented a secure path using hardware exten-
sion of user input and output devices. 

Other researchers such as Sadeghi and Stuble 
posit that for trusted platforms to be truly accepted, 
consumer and software provider requirements 
must be included (Gallery, 2005). Other entities 
including Intel, which offers Intel Safer Com-
puting Initiative and Advanced Micro Devices 
(AMD) with Presidio and Pacifica secure execu-
tion technology are focusing on trusted comput-
ing. These entities have contributed noteworthy 
research in the area of trusted platforms. This 
chapter, however, will highlight TCG’s vision of 
trusted platforms. 

TCG’s vision of trusted computing is still a 
relatively new mechanism of assuring security, 
and the organization believes that security begins 
with the trusted platform (see Figure 1). So how 
do you convert a generic platform to a trusted 
platform? Gallery (2005) states that the TCG 
requires the following functions to be present in 
a trusted platform: integrity measurement, storage 
and reporting functionality, protected capabilities, 
and platform attestation mechanisms. To facilitate 
these functions present in a trusted platform, the 
TCG uses hardware and software mechanisms 
afforded by a trusted platform module (TPM). A 
TPM is essentially a tamper-resistant microcon-
troller affixed to the motherboard and is designed 
to create, store, and protect cryptographic keys. 
Specially designed software provides additional 
functionalities to allow the TPM to be a root of 
trust for trusted systems. 
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Integrity measurement, storage and reporting 
functionality is the process of getting measure-
ments of platform characteristics or the state of 
the platform affecting the trustworthiness of said 
platform. This is followed by recording and then 
storing these measurements in protected regis-
ters. Integrity reporting deals with accurately 
reporting the contents of the integrity storage 
(Gallery, 2005).

Protected capabilities are commands with 
exclusive access to data in shielded locations. 
In a trusted platform, shield locations (memory 
and register) are protected storage areas de-
signed for sensitive data, integrity metrics or 
cryptographic keys. Protection of sensitive data 
and keys is afforded by hardware. Examples of 
hardware-assisted protected capabilities include 
random number generation, sealing data to system 
state, integrity reporting, and key management 
(Schmidt, 2007b). For the platform to be trusted, 
protected capabilities and shield locations must 
first be trusted.

In platform attestation mechanisms, TCG 
defines attestation as the process by which the 
accuracy of information may be guaranteed (Gal-
lery, 2005). Simply stated, attestation is the process 
of reporting already measured data. To facilitate 
this process, TCG (2007b) uses several forms of 
attestation mechanisms including (p. 6):

•	 Attestation by the TPM as an operation that 
provides proof of data known to the TPM

•	 Attestation to the TPM as an operation that 
provides proof that a platform can be trusted 
to report integrity metrics using platform 
credentials

•	 Attestation of the TPM as an operation 
which provides proof of a set of platform’s 
integrity measurements

•	 Authentication of the platform which pro-
vides evidence of a platform’s claim iden-
tity

Figure 1. A trusted platform © 2005 Eimear Gallery. used with permission.
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Pearson (2003) states, a “trusted platform is a 
computing platform that has a trusted component, 
probably in the form of built-in hardware, and uses 
this to create a foundation of trust for software 
processes” (p. 5). To enable this foundation of 
hardware trust, the TCG’s trusted platform relies 
on the following three fundamental elements 
(Gallery, 2005 p. 38):

• The Root of Trust for Measurement 
(RTM)

• The TPM, which is the Root of Trust for 
Storage (RTS) and the Root of Trust for 
Reporting (RTR)

• The Trusted Software Stack (TSS), which 
encompasses the software on the platform 
that supports the platform’s TPM 

The RTM, the RTS, and the RTR are defined 
as the roots of trusts for a TP. These roots of trust 
work synergistically to gather, store and report 
evidences or references about the trustworthiness 
of the software processes running on the platform. 
A root of trust is defined as a component that 
must be implicitly trusted if the evidence or the 
references are to be trusted (Schmidt, 2007b). 
Put another way, roots of trust must behave as 
expected since there is no way to measure the 
roots of trust themselves and any misbehavior 
cannot be detected. 

While these roots of trust are crucial to a trusted 
platform, there is one key component that links or 
‘glues’ all three root elements. This component, 
peculiar to TCG’s trusted platform, is called a 
Platform Configuration Register (PCR). A PCR 
resides within a TPM and is afforded shield loca-
tion and protection from interference and prying. 
There must be a minimum of 16 PCRs available 
for use within a TPM, eight for hardware and 
the rest for software. Newer TPMs may have up 
to 24 PCRs. Each storage register has a length 
equal to the SHA-1 digest of 20 bytes and holds 
a summary value of all measurements presented 
to it (Kinney, 2006; Schmidt, 2007c). 

According to Pearson (2003, p. 67), PCRs are 
“possibly the most unusual aspect of a TPM”. 
PCRs store integrity metrics in a way that they 
prevent misrepresentation of the said values or 
“of the sequence in which they are presented” 
(see Figure 1). The results or values of the in-
tegrity metrics are not “stored” individually but 
are extended to a fixed 20 byte size in the PCRs. 
The term or method that TCG uses is called con-
catenation. This is the combining of the existing 
value of the current sequence with the value of 
the new integrity metric and computing a digest 
or hashing of the concatenation, and using that 
new digest as the presentation of the sequence. A 
PCR is initialized to all zeros during the initial 
boot but keeps existing values during sleep mode 
(Pearson, 2003). 

A common task that PCRs perform (besides 
serving as containers for integrity metrics) is 
that of comparing integrity metric values. In this 
simple example, a TPM will release a secret only 
if the current values of said PCR in the platform 
match the target PCR’s values stored with the 
secret, as in protected storage (to be discussed 
later).

The remainder of the chapter will show how 
the roots of trust of RTM, RTS, and RTR, in con-
junction with PCRs enable the three functions of 
a TP and that (Grawrock, 2006, p. 142): 

• The RTM provides the measurement values 
that drive the PCR contents

• The RTS and the PCR combine to provide 
the seal capability, a key component of a TP 
to provide long-term protected storage

• The RTR and the PCR combine to provide 
the attestation capability, which allows 
outside observers to determine the current 
platform configuration

Root of Trust for Measurement (RTM) 
and Integrity Measurement

The RTM is a computing engine capable of mak-
ing reliable integrity measurements of software 
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and firmware during system boot where it uses 
a cryptographic mechanism to digitally sign the 
state of the boot process and store the metrics in 
PCRs. Once stored in the PCRs, these metrics 
cannot be tampered with or misrepresented. The 
RTM is also the root of the chain of transitive 
trust (TCG 2007b). 

For PCs, these calculations are performed by 
the Core Root of Trust Measurement (CRTM). 
The CRTM is the BIOS boot block code, and is 
an extension of normal BIOS. The CRTM and 
the TPM must exhibit immutability, defined as 
an object whose state cannot be modified after 
it is created. According to Piltzecker, Chaffin, 
Granneman, and Hunter (2007), a key concept in 
the trusted platform is the Trusted Building Block 
(TBB) which in PCs, consists of the CRTM and 
the TPM working conjointly to derive trust in 
the platform. With these two immutable objects 
physically present on the motherboard, initial 
trust is gained and the subsequent code which the 
platform runs after the TBB is therefore trusted. 
This establishes the “anchor” for the chain of 
trust as well as forming the basis for platform 
integrity metrics (TCG, 2007b). Without the TBB, 
or if malicious code is present at the start of the 
chain of execution, anything running after that 
cannot be trusted. 

With the anchor established, the CRTM ex-
tends the chain of trust by measuring the BIOS. 
If the BIOS measurement is deemed trustwor-
thy, control is then passed from the CRTM to 
the BIOS. The measured value is stored in the 
Stored Measurement Log (SML) held outside of 
the TPM. The summary or measurement digest, 
in the form of a 20-byte SHA-1 hashing function 
is extended to a platform configuration register 
(PCR) residing in the TPM and supported by 
the RTR and RTS functionality (Pearson, 2003; 
Schmidt, 2007c; TCG, 2007b). 

This boot-strapping process continues with 
the BIOS measuring the OS loader, and if the 
OS loader’s measurement is deemed trustworthy, 
control is then passed from the BIOS to the OS 

loader. Again, the measured value is stored in 
the SML with a corresponding digest extended 
to the next PCR, lengthening the chain of trust. 
This “measure before load” process continues 
from the OS loader to the OS and then to any 
applications loaded or software existing on the 
platform. If along the way measurements taken 
are not trustworthy, the “undesired” value will be 
recorded before that untrustworthy entity is able 
to change the value. When this happens, the chain 
of trust is ‘broken’ since the value stored after that 
point is deemed untrustworthy and the boot-strap-
ping stops. This illustrates that all derived trust 
in the platform is based on the ability to trust the 
CRTM and the TPM, the trusted building block, 
highlighting the importance of their immutability 
features (Piltzecker et al., 2007).   

Root of Trust for Storage (RTS) and 
Protected Storage

Two important and related features present in a 
TCG trusted platform are the RTS and protected 
storage. The RTS is the second root of trust on 
a trusted platform. It is also another computing 
engine capable of maintaining an accurate sum-
mary of integrity measurements made by the 
RTM. In protected storage, three operations or 
aspects support its operation. They are wrapping, 
binding, and sealing. 

To keep the cost of TPMs down, only a limited 
amount of non-volatile memory is included in the 
TPM to store data, credentials, and keys, with the 
rest to be stored in the platform. Since there can be 
a large number of keys and data to be protected on 
the platform, the RTS must have the capabilities 
which “must be trusted if storage of data inside a 
platform is to be trusted” (Gallery, 2005, p. 39). To 
undertake this requirement, the RTS utilizes the 
asymmetric encryption mechanisms provided by 
protected storage to protect an unlimited amount 
of data and keys held inside a platform (but outside 
of the TPM). When the cryptographic operations 
are completed, the encrypted data is then stored 
in protected storage. 
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The RTS has access to a small amount of vola-
tile memory where keys are held while performing 
both encryption and decryption operations. With 
the assistance of the Key Cache Manager (KCM), 
the RTS manages various types of keys neces-
sary for the proper function of a trusted platform. 
All keys under the supervision of the RTS in a 
TP have an attribute designation of migratable 
or non-migratable. A non-migratable key stays 
within a specific TPM whereas migratable keys 
may be exchanged between TPM devices. Ac-
cording to the TCG (2007b), there are seven key 
types (p. 17-18):

• Signing keys are asymmetric general pur-
pose keys used to sign application data and 
messages. Signing keys can be migratable 
or non-migratable

• Storage keys are asymmetric general pur-
pose keys used to encrypt data or other 
keys. Storage keys are used for wrapping 
keys and data managed externally. They 
are non-migratable

• Identity Keys (a.k.a. AIK keys) are non-
migratable signing keys that are exclusively 
used to sign data originated by the TPM

• Endorsement Key (EK) is a non-migratable 
decryption key for the platform. It is used 
to decrypt owner authorization data at the 
time a platform owner is established and 
to decrypt messages associated with AIK 
creation. It is never used for encryption or 
signing

• Bind keys may be used to encrypt small 
amounts of data (such as a symmetric key) 
on one platform and decrypt it on another. 
They are by definition migratable

• Legacy keys are keys created outside of the 
TPM. They are imported to the TPM for use 
in signing and encryption operations. They 
are by definition migratable

• Authentication Keys are symmetric keys 
used to protect transport sessions involving 
the TPM. They are definition migratable

The only key that is within, protected, and 
generated by the TPM is the Storage Root Key 
(SRK). The SRK is a permanently affixed non-
migratable key that resides in non-volatile memory 
in the TPM. The SRK is unique. It sits at the top 
of the key hierarchy and is the root of all keys in 
a trusted platform. The SRK’s primary role, in 
conjunction with the RTS and protected storage, 
is to protect all objects or keys residing outside the 
TPM. To protect objects created outside a TPM, an 
operation called binding is used where externally 
generated objects or data are encrypted by a TPM 
parent key, in this case by the SRK.  

To protect keys generated outside of the TPM, 
an operation called wrapping is performed where 
these externally generated keys are encrypted by 
the TPM-protected SRK key. Wrapping is carried 
out by using the public portion of the SRK asym-
metric key pair to wrap the first layer key outside 
of the TPM and the corresponding private SRK 
key is used to unwrap the same key when its use 
is required (Gallery, 2005). 

With the first layer keys now protected by the 
SRK, further protection can then be extended 
to the second layer, this time by wrapping (en-
crypting) a second layer key with the public key 
belonging to a corresponding first layer key. In 
turn, successive layers of keys are protected by the 
layers of keys above it. Given this hierarchical key 
structure, protection of all keys is possible because 
the root key, SRK, protected by the TPM and by 
the wrapping operation, extends protection down 
the successive layers. It is worthwhile to note that 
through binding and wrapping, users are assured 
that the data and keys are secured (even though 
they are actually stored in the platform and outside 
of the TPM) simply because the data and keys 
cannot be decrypted without a key that is stored 
inside the TPM (Piltzecker et al., 2007).    

In addition to wrapping and binding opera-
tions, the third operation or aspect of protected 
storage is sealed storage. Sealing is a powerful 
operation in the TCG trusted platform. Essen-
tially, sealing is the process of binding data or 
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wrapping a key and linking it to certain PCR 
platform characteristics. According to Piltzecker 
et al. (2007, p. 133), “sealing takes it a step further 
and associates the wrapped key to the state of 
the platform”. Unsealing the data or accessing 
the key, can only be done when the platform is 
in a particular platform state and then only under 
the TPM that created it. If one or more of these 
conditions are not met, the unsealing process will 
fail. Therefore, the RTS, in conjunction with the 
protected storage process of binding, wrapping, 
and sealing, and utilizing the SRK aided by the 
KCM, facilitates the protection and storage of data 
and keys entrusted to the TPM (TCG, 2007b). 

Root of Trust for Reporting (RTR), TPM 
and Attestation

The third root of trust, Root of Trust for Report-
ing is a computing engine capable of reporting 
data held by the RTS. There are two functions 
of the RTR. First, it exposes shield-locations 
for storage of integrity measurements where it 
authorizes certain approved functions to access 
protected areas for updates in PCRs. Second, the 
RTR attests to the authenticity or correctness of 
trusted platform identities when challenged by 
a verifier. Further, Gallery (2005. p. 35) states 
the “RTR and the RTS together constitute the 
minimum functionality that should be offered 
by a TPM”. What then is a TPM? The following 
will describe and discuss the TPM and its role in 
a trusted platform (see Figure 1). 

To facilitate this functionality (RTR and RTS), 
a TPM uses these discrete components (TCG, 
2007b, p. 19-20): 

• Input/Output (I/O) component manages 
information flow over the communications 
bus. It performs protocol encoding/decoding 
suitable for communication over external 
and internal buses. It routes messages to 
appropriate components. The I/O component 
enforces access policies associated with the 

Opt-In component as well as other TPM 
functions requiring access control 

• Non-Volatile Storage is used to store an 
Endorsement Key (EK), a Storage Root Key 
(SRK), owner authorization data and persis-
tent flags. Platform Configuration Registers 
(PCR) can be implemented in either volatile 
or non-volatile storage. They are reset at 
system start or whenever the platform loses 
power. TCG specifies a minimum number 
of registers to implement (16). Registers 
0-7 are reserved for TPM use. Registers 
8-15 are available for operating system and 
application use

• Attestation Identity Keys (AIK) must be 
persistent, but it is recommended that AIK 
keys be stored as Blobs in persistent exter-
nal storage (outside the TPM), rather than 
stored permanently inside TPM non-volatile 
storage. TCG hopes TPM implementers will 
provide ample room for many AIK Blobs to 
be concurrently loaded into TPM volatile 
memory as this will speed execution

• Program code contains firmware for mea-
suring platform devices. Logically, this is 
the Core Root of Trust for Measurement 
(CRTM). Ideally, the CRTM is contained in 
the TPM, but implementation decisions may 
require it be located in other firmware

• Random Number Generator (RNG) is used 
for key generation, nonce creation and to 
strengthen pass phrase entropy. The TPM 
contains a true random-bit generator used 
to seed random number generation

• SHA-1 Engine is used for computing sig-
natures, creating key Blobs and for general 
purpose use

• RSA Key Generation engine is used to create 
signing keys and storage keys. TCG requires 
a TPM to support RSA keys up to a 2048-bit 
modulus, and mandates that certain keys (the 
SRK and AIKs, for example) must have at 
least a 2048-bit modulus
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• RSA Engine is used for signing with signing 
keys, encryption/decryption with storage 
keys, and decryption with the EK. The TCG 
committee anticipates TPM modules con-
taining an RSA engine will not be subject 
to import/export restrictions

• Opt-In component implements TCG policy 
requiring TPM modules be shipped in the 
state the customer desires. This ranges from 
disabled and deactivated to fully enabled; 
ready for an owner to take possession. The 
Opt-In mechanism maintains logic and (if 
necessary) interfaces to determine physical 
presence state and ensure disabling opera-
tions are applied to other TPM components 
as needed

• Execution Engine runs program code. It 
performs TPM initialization and measure-
ment taking

When these “roots of trust” are present in a 
platform, they enable the platform to be trusted 
by both local and remote users thereby reducing 
business risks. The overall computing experience 
is enhanced when users are not victims of root-
kits attacks, for example, since the platform has 
not been modified without the user’s permission 
or compromised, and that secrets stored in the 
system are securely protected from adversar-
ies. Without hardware roots of trust, software 
is vulnerable because it can be compromised 
by other software. Challener et al. (2008) cited 
complexity, compatibility, and compromise as 
the three reasons why software cannot be made 
completely secure. Experts in information security 
acknowledge that some security problems cannot 
be effectively dealt with by software alone and 
therefore, trusted hardware, anchored by roots 
of trust, are required as the basis for software 
security mechanisms (Neumann, 2003; Smith, 
2005; Kay, 2007). 

Trusted Platform Module (TPM)

As stated earlier, the trusted platform module 
is an inexpensive computer chip that has two 
components; hardware and software. The TPM 
hardware consists of a secure microcontroller that 
is permanently affixed to a computing platform via 
the low pin count (LPC) bus on a motherboard. 
By situating the TPM on the LPC, it becomes a 
slave device, responding to rather than initiating 
commands, and does not have access to main 
system memory (Grawrock, 2006). The second 
component of the TPM is a set of specially designed 
software, the TCG Software Stack (TSS), which 
interfaces between the functions of the microcon-
troller and security-aware applications. Because 
of this layer of software, many current and future 
applications can be written for the TPMs.

Using non-volatile protected storage and its 
built-in cryptographic engine, a TPM is capable 
of performing hashing, random number genera-
tion, asymmetric key generation and asymmetric 
encryption/decryption (see Figure 1). TPMs 
can create, store, and protect encrypted keys, 
passwords, and digital certificates in a closed 
hardware environment thereby maintaining data 
confidentiality and integrity. Within the TPM’s 
non-volatile protected storage reside two persistent 
keys: the Endorsement Key (EK), and the Storage 
Root Key (SRK).

The Endorsement Key, protected by the TPM, 
is cryptographically unique and is only known to 
that TPM (Gallery, 2005). The EK has a 2048-
bit RSA key pair with both private (PRIVEK) 
and public (PUBEK) keys generated during the 
manufacture of the TPM. The EK encrypts se-
crets used to establish a platform owner and once 
it is activated, cannot be changed. The public 
Endorsement Key performs encryption while the 
private EK functions as a decryption key for the 
platform and is non-migratable, meaning it will 
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never leave, be replaced or be exposed outside of 
the TPM (Kinney, 2006). To attest that the EK 
was correctly created and embedded in a valid 
TPM, two credentials are included to establish 
its validity and trust. 

The first credential is called the Endorsement 
Credential. This credential is typically issued by 
the TPM vendor during the fabrication of the 
TPM. The Endorsement Credential “attests that 
the EK was properly created and embedded within 
a valid TPM” (Gallery, 2005, p. 36). The TPM 
Endorsement Credential usually contains infor-
mation such as the TPM’s manufacturer name, 
model number, version and public portion of the 
EK. To vouch for or attest that a TPM is a genuine 
TPM, a Trusted Platform Module Entity (TPME) 
embeds the public key of the EK pair into the En-
dorsement Credential. This credential then binds 
the public endorsement key to information about 
the characteristics of the TPM (Pearson, 2003). 
The resultant Endorsement Credential contains 
the following (Gallery, 2005, p. 48):

• A statement reflecting the fact that it is an 
endorsement credential

• The public EK value
• The TPM type and security properties; 

and 
• A reference to the TPME

The credentialing process is further enhanced 
by the Platform Credential which attests that a 
platform containing said TPM is linked to the 
associated EK and is a genuine TP (Gallery, 
2005). The Platform Credentials typically contain 
information about the platform’s manufacturer and 
type, and contain a pointer to the Endorsement 
Credential. These two credentials work together 
to enable the EK to validate its role as the root 
key of the TPM. 

The Storage Root Key, also protected by the 
TPM, is another non-migratable 2048-bit RSA 
key pair. The function of the SRK in supporting 
the Root of Trust for Storage (RTS) was discussed 

earlier but because of its important role, further 
investigation of its features is warranted. This 
master key is distinctive in that it is the root of the 
key hierarchy, providing the template from which 
all remaining keys are created in the TPM. The 
Storage Root Key is used primarily to protect keys 
or other external data and tho store encrypted data 
in protected storage. The Endorsement Key and 
the Storage Root Key in the upper level encrypt 
the lower level which consists of various key types 
such as migratable and non-migratable storage 
keys and attestation identification keys (AIKs) 
(Schmidt, 2007b). 

Having discussed what constitutes a TPM, the 
various discrete components that make up this 
hardware and the two important persistent keys 
residing in TPMs, the focus shifts to attestation. 
As stated earlier, attestation is the process of as-
suring that the information is accurate (Piltzecker 
et al., 2007). The following section will highlight 
the various roles of the EK, platform configuration 
registers (PCRs), RTR and RTS (which is basi-
cally the TPM), and the credentialing processes 
that will facilitate attestation. 

The primary goal of attestation is to vouch 
for the accuracy of information and/or to reliably 
communicate measurements of the platform to a 
remote party or a verifier. This process is carried 
out in such a way that neither the TPM nor the 
platform can lie about their settings or modify them 
without detection when meeting a particular state 
sought by the third party. Specifically, to preserve 
privacy, the verifier should only have the ability to 
determine that some TPM has participated in the 
transaction but not which TPM has done so. 

According to Grawrock (2006), attestation 
requires roots of trust. For the TCG TP, this re-
quires the RTM, the RTR, and the RTS to come 
together as a package to enable this process. Due 
to privacy concerns, the EK is not used as an 
identity key since repeated use of PUBEK may 
lead to the discovery of the TPM as Personal 
Identifiable Information-PII.
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To facilitate attestation of the platform, the EK 
creates attestation identity keys (AIKs). AIKs are 
2048-bit RSA key pairs that alias to the EK. In 
attestation of the platform, three credentials are 
used: the Endorsement Credential, the Platform 
Credential and the Conformance Credential (the 
Endorsement Credential and Platform Credential 
were discussed previously). In the Conformance 
Credential, reference to a document attesting that 
a TPM’s design meets the TCG’s specifications 
(in the form of a statement from the manufac-
turer) is typically warranted. Its logical design 
has a pointer to the TPM Conformance which is 
derived from the Endorsement Credential as well 
as another pointer to the Platform Conformance 
which is derived from the Platform Credential 
(TCG, 2007b). 

Upon generation of an AIK key pair, the 
platform owner bundles the public portion of the 
AIK, Endorsement Credential, Platform Creden-
tial, and the Conformance Credential. Next, the 
platform sends an AIK request to a privacy cer-
tificate authority. Upon receipt, the trusted third 
party verifies the credentials for validity and if it 
passes, signs the AIK. The process is complete 
when the trusted third party sends the AIK back 
to the TPM. EK can create an unlimited number 
of AIKs, creating several identities based on an 
EK as the Root of Trust for Reporting (RTR). For 
example, one AIK can be generated for an online 
banking transaction while another AIK can be 
ready for an online shopping transaction. 

Attestation to the Platform (commonly referred 
to as Remote Attestation) involves several enti-
ties including a privacy certification authority, a 
challenger or verifier, and the platform configura-
tion registers (PCRs) whose role in attestation is 
critical. Remote Attestation is used to prove to a 
verifier, in a reliable way, the state the platform is 
in, and provide a way for the challenger to ascertain 
the platform’s trustworthiness using the metrics 
received from the platform (Schmidt, 2007d). To 
begin this process, the platform requests service 
from the privacy CA upon which it creates an 

AIK credential, sending the AIK public key to the 
platform, with the AIK private key hidden from 
interference. Next, the platform requests service 
from the verifier to start the attestation process. 
The platform signs or encrypts the PCR’s 20 byte 
SHA-1 hash (note this hash can be thought of as 
the fingerprint or the state the platform is in) with 
the AIK public keys received from the privacy 
CA and sends the attestation response back to 
the challenger. To decrypt the hash received from 
the platform, the challenger requests the AIK 
private key held by the privacy CA which is the 
cryptographically-related key that can unlock the 
hash values of the platform. Upon decryption, 
the challenger evaluates the platform integrity 
metrics for further action.

Attestation of the TPM is an operation where 
the TPM provides proof of data known only to 
it. The process is quite simple. It starts with a 
privacy CA issuing AIK credentials that vouch 
for the state of a platform without disclosing the 
unique values of the EK to a verifier or challenger. 
The TPM submits the AIK public key with the 
privacy CA for enrollment. In return, the privacy 
CA issues a credential certifying the AIK. Since 
the credential certifying the AIK was created 
using the TPM AIK public key, only the TPM 
private key can decrypt the credential.

Authentication of the TPM (commonly referred 
to as platform authentication) provides evidence 
of stated platform identity. This process is usually 
undertaken by using non-migratable signing keys 
or an AIK which exhibits attestable qualities. 
With unlimited, non-migratable keys available 
from TPMs, an unlimited number of platform 
identities can be authenticated. 

Yet, the attestation schemes proposed by TCG 
presently have limited wide-spread commercial 
appeal. The current infrastructure, relies on pri-
vacy CAs for certification, verification, and ac-
creditation of a trusted platform to enable trusted 
e-commerce, needs to be built and supported by 
sustainable business models. According to Van 
Doorn (2007), TCG’s attestation schemes do not 
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scale well in today’s open, connected computing 
environment, lacking in established public key 
infrastructures (PKI). Synergistic initiatives like 
Liberty Alliance (projectliberty.org) hold promise 
for wide-spread trusted computing adoption. 

Trusted Computing Group Software Stack 
(TSS)
According to Grawrock (2008), the TSS specifica-
tions define an architecture allowing simple and 
direct access to the TPM. With the TSS, program-
mers have an entry point to writing security-en-
abled applications which take full advantage of 
all the functionality that the TPM provides (see 
Figure 1). The TSS is a software specification that 
provides for standard APIs (Microsoft CryptoAPI, 
CDSA, and PKCS#11) cryptographic methods 
for accessing the TPM. TCG (2006) states the 
TSS architecture is composed of three primary 
components to support the TPM (p. 38):

• The TSS Service Provider, or TSP, is an 
object-oriented interface for applications 
to incorporate the full capabilities of the 
TCG-enabled platform

• The TSS Core Services, or TCS, which 
provide all the primitives and functions for 
key management required to atomically 
manage the TPM’s limited resources

• The TCG Device Driver Library, or TDDL, 
provides the device driver that abstracts the 
specific TPM hardware so that all hardware 
security modules offer the same behavior 
for TCS

This second component, the software side of 
the TPM, the TSS, rounds out the three fundamen-
tal elements of a TCG TP which are the RTM and 
the TPM (consisting of the RTS and RTR). 

Trusted Computing, Virtualization and 
Dynamic Roots of Trust (DRTM)

Hardware-assisted virtualization first appeared 
in 1967 as part of IBM’s CP-40 system. Virtu-

alization’s role in enabling multiple operating 
systems to run on mainframes, while beneficial, 
was diminished by the more efficient timeshar-
ing microcomputers, and further eroded by the 
commoditization of microcomputers. 

The advent of x86-based architecture resid-
ing in many of today’s servers and client-based 
computers, and the need for server consolida-
tion to improve utilization and reduce operating 
expenses, brought about renewed interest in vir-
tualization (Figueirdo, Dinda, & Fortes, 2005). 
But the benefits of virtualization also brought 
security concerns because the same platform must 
be designed to support isolated domains.

To enable virtualization, Virtual Machine 
Monitors (VMMs), also called hypervisors, pro-
vide a software layer beneath the operating system 
to enable a virtual machine, an abstraction that 
models and emulates a physical machine. The 
VMM is overarching, controlling the processor 
and mediating all access to physical resources of 
any virtual machines present. It provides each 
virtual machine with a processor abstraction of 
its resources, physical memory, interrupts, input 
and output, and communications and notibly, 
affords isolation between these virtual machines 
(Berger, Caceres, Goldman, Perez, Sailer, & Van 
Doorn, 2006). 

Work by Berger et al. (2006) combines virtu-
alization and the TPM as the hardware-assisted 
root of trust. Specifically, they virtualized the 
TPM exposing all low-level TPM 1.2 commands 
available to each instance of virtual machines, 
linking each virtual TPM to its TCB, and laying 
the foundation for establishing trust in virtualized 
environments. 

Recent work by both Advanced Micro Devices 
(AMD) and Intel are working to deliver trusted 
computing and virtualization by developing ex-
tensions to today’s x86-based architecture. These 
extensions are necessary to address issues and 
difficulties in supporting a secure virtual machine 
monitor under the x86-based architecture. Accord-
ing to Strongin (2005), AMD’s supports a trusted 
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computing base is using robust hardware support 
enabled by “Presidio” (p. 123) which affords:

• Hardware enforced privilege levels
• Strong domain separation
• I/O protection
• Device protection
• Attestable initialization of the TCB software 

elements and 
• TPM support

Specifically, AMD’s support for virtualiza-
tion, code-named “Pacifica,” utilizes the first 
four building blocks shown previously “to make 
virtualization of the AMD64 architecture easier 
and to enable increased security through virtu-
alization”. The Pacifica extensions can be used 
by operating system hosted Virtual Machine 
Monitors (VMMs) and hypervisors to support 
both native-virtualization and para-virtualiza-
tion of the complete AMD64 guest machines 
(Strongin, 2005, p. 123). 

Not surprisingly, Intel’s contribution of en-
hancements to the trusted computing base also 
involves using hardware components to deliver 
better protection and increase security, under a 
initiative called “Intel’s Safer Computing Initia-
tive”. A key component of this vision is a technol-
ogy code-named “Trusted Execution Technology” 
(TXT), formerly known as LaGrande Technology. 
Similar to AMD’s, Intel’s TXT is a hardware 
extension to some of Intel’s microprocessors, 
chipsets, keyboard and mouse, graphics and the 
TPM to deliver the following capabilities (Intel, 
2003b, p. 3):

• Protected execution
• Sealed storage
• Protected input
• Protected graphics
• Attestation
• Protected launch

Intel’s Virtualization Technology (VT) in-
cludes a set of building blocks technologies for 

hardware-assisted visualization code-named 
IA-64 (VT-i) and IA-32 (VT-32) for 64 bit and 32 
bit platform processing as well as Virtualization 
Technology for Directed I/O (VT-d), and Virtu-
alization Technology for Connectivity (VT-c). 
Using the Virtual Machine Manager (VMM), 
enabled by Intel TXT and VT technologies, al-
lows the Virtual Machine Extensions (VMX) to 
create one or more protected virtual machines 
for domain separation and resources protection 
(Grawrock, 2006). 

According to Strongin (2005), the integrity 
measurement presented earlier using CRTM, is 
static (SRTM) and exhibits two major weaknesses. 
The first is the reliance placed on the immutabil-
ity of the TBB and CRTM. (As noted earlier, an 
immutable object is one whose state cannot be 
modified after it is created.) Since attacks are 
possible against TBB flash-memory firmware, 
its immutability is questioned. While this weak-
ness can be mitigated, it will require designing a 
stringent update process that only few platform 
vendors can handle.

The second and more troubling weakness is 
“the length and nature of the chain of trust that 
leads from the beginning of platform initialization 
to the instantiation of the fully operational TCB” 
(Strongin, 2005, p. 130). He argues that while the 
measurement mechanisms may be performing 
as designed and measuring accurately, he ques-
tions whether the measured readings amount to 
“meaningful information as to the integrity of 
the initialization process” (p. 130). According to 
Strongin, 2005, this phenomenon is the outcome 
of the TGS's substitution of identity for behavior. 
Van Doorn (2007) stated that the static root of trust 
measurement is extreme as it measures everything 
(configuration files and environment variables). In 
addition, since there are no real isolation bound-
aries or controlled circumstances, “anything is 
a potential threat” including scripts, Perl, Shell, 
Python Scripts, Emacs Macros, Excel spreadsheet 
and Word files (p. 22). More disappointing is that 
static root of measurement provides load-time 
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guarantees, not runtime measurements. However, 
both Strongin and Van Doorn clearly state that 
while SRTM has limitations, the SRTM mecha-
nism does not invalidate its use but instead calls 
for its use in specific applications in controlled 
or static configuration.

To address some of the shortcomings of SRTM, 
a new dynamic root of trust for measurement 
(DRTM) was developed in TPM version 1.2. 
Strongin (2005) stated that under this new scheme, 
immutable hardware forms the dynamic root of 
measurement. Instead of starting at the beginning 
of the BIOS, as in the case of the CRTM/SRTM, 
secure initialization can start at an arbitrary point 
in time to platform initialization, commonly called 
a late launch. Because “uncontrolled software is 
used to trigger the hardware-endowed secured 
initialization process”, and complemented by the 
explicit use of hardware-assisted state machines, 
“the integrity of the process cannot be compro-
mised by software that executes prior to this trig-
ger point” (p. 130). It is worthwhile to note that, 
similar to SRTM, the DRTM is still prone to DoS 
attacks but both schemes’ weaknesses (when the 
TCB is not properly initialized) can be mitigated 
when critical resources are protected by the TPMs 
sealed storage functionality.

Starting in 2006, AMD, through the imple-
mentation of Presidio and Pacifica enhanced 
platforms, began supporting secure initialization 
using a new instruction set, SKINIT, to enable 
the DRTM model. Similarly, in 2007, with Intel’s 
TXT and VT enhanced platforms, a new instruc-
tion set, SENTER, was introduced to support the 
DRTM measurement-and-launch model.  

Trusted Computing Issues, 
Controversies and Misconceptions

To date, the TCG’s leadership, coupled with the 
assistance and contributions of member vendors 
and OEMs, has actively championed the deploy-
ment of embedded TPMs. Major vendors like 
Dell, HP, Lenovo, Gateway, NEC, Fujitsu and 

others are selling enterprise laptops equipped with 
these low-cost chips as standard hardware. Even 
consumer grade laptops like Dell’s Vostro line are 
expected to have TPMs on board very soon. Yet, 
in corporate and home settings alike, computer 
users are generally ignorant of this technology. 
To exacerbate the situation, those working in the 
IT industry are also largely unaware that trusted 
computing can enhance trust and improve security 
in a significant way. 

Network Magazine (2004) indicated a notable 
lack of awareness and perceived value regarding 
trusted computing in general and TPMs in specific. 
When asked, “How will the presence of a TPM 
affect your purchasing decisions for a laptop?”, 
47% of respondents preferred not to have a TPM 
or would not buy one with a TPM. 14% did not 
know or care. When presented with the statement, 
“It (TC) will protect my network from spam and 
viruses”, 27% were neutral (didn’t know or care), 
and 54% disagreed – 27% strongly. The responses 
also indicated a lack of perceived value. “It (TC) 
will help make my network safer” returned 32% 
disagreed and 23% didn’t know or care. The sur-
vey results also indicated fear of the technology. 
When asked to evaluate this comment, “It sounds 
useful, but I’m worried about its potential to be 
abused”, 72% agreed, 43% strongly agreed. 

To appease privacy concerns, embedded TPMs 
are shipped deactivated. It takes the conscious 
effort of a computer user to turn it on. This opt-in 
functionality, while working against the efforts of 
TCG and other vested vendors, affords a measure 
of control and privacy preservation to the end-user. 
Over the last few years, misconceptions regarding 
TC have undoubtedly impeded its wide adoption. 
Residual effects from the ill-fated Intel initiative 
(embedding unique ID numbers on its processors 
to limit piracy by tracking users), as well as HP’s 
International Cryptography Framework initiative 
(claims of impeding electronic communication 
privacy) may have contributed to this delay. 

Several prominent academicians, and re-
spected security practitioners and organizations 
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including Ross Anderson, Bill Arbaugh, Bruce 
Schneider, Richard Stallman, Lucky Green, and 
the Electronic Frontier Foundation were, at best, 
lukewarm in their reception of TC. Concerns 
regarding possible TC abuses ranged from limit-
ing the use of unlicensed software to being used 
as pawns by law enforcement and intelligence 
agencies. Even though the controversies have dis-
sipated, such concerns were initially worrisome 
and persistent. These misapprehensions were due 
to inaccurate representations as well as a general 
resistance to change. Reasoned rebuttals against 
TC misconceptions from equally well-respected 
individuals including Sean Smith of Dartmouth 
College (Smith, 2005) and David Safford of IBM 
(Safford, 2002) did much to mollify the furor. 
While TC can enable digital rights management 
(DRM), it is not a stated goal of the TCG. Accord-
ing to Schmidt (2007, p. 33), false claims against 
trusted computing include:

• Having a TPM will keep me from using 
open source software

• Stop the use of open source operation sys-
tems, e.g. Linux

• TCG, Palladium/NGSCB, and DRM are all 
the same

• Loss of Internet Anonymity

Solutions Enhanced by Trusted 
Computing 

There is an array of innovative technologies that 
have recently been developed to augment trusted 
computing (TC). While not all of them require 
TPMs to run, having the TPMs activated and 
used in conjunction with these technologies will 
arguably deliver the most valued proposition of 
improved trust and security. The following are 
brief descriptions of the technologies. Whenever 
possible, website information of the vested ven-
dors is provided.

• Network Access Control (NAC): Tradition-
ally, hackers have focused their efforts on 

attacking the network, and then the servers. 
Now they are focusing on end points/clients 
which are typically the weakest links in the 
network perimeter protection. The market-
place is flooded with a dizzying array of 
NAC solutions vying for attention. Most 
of them, however, are software-based with 
some consideration for hardware to augment 
the solution. 

• In 2007, the TCG benefitted from an over-
ture by Microsoft (it donated pertinent code 
– Statement of Health, (SOH) client-server 
protocol) that enabled open standards-based 
interoperability for NAC. This mutually 
beneficial arrangement of standards, TCG’s 
Trusted Network Connect, (TNC) and Mi-
crosoft Network Access Point (NAP) will 
ensure improved security for network access 
without having to be locked into proprietary 
architectures. Not to be left out, Cisco an-
nounced (at the Interop 2008 conference), 
the company’s plan to unite its Network 
Admission Control (NAC) protocol with 
TCG’s TNC. Having these three entities 
come together was a major development for 
improving network security while propelling 
open standards-based interoperability into 
a heterogeneous network environment.  

• TCG’s brainchild, TNC, is based on two 
concepts. The first is integrity, where the 
desired state of an endpoint’s “health” 
or configuration metrics is adhered to as 
defined by IT policies. Second, identity 
mandates that the network authenticate only 
authorized users. So, even though TPMs are 
not needed to participate in NAC per say, 
network security is vastly improved with 
their inclusion, since integrity and identity 
are seamlessly established through hardware 
(TCG, 2007a). 

• Data Protection and Full Disk Encryption 
(FDE): The disappearance of unencrypted 
data due to lost or stolen laptops has been 
reported on numerous occasions in the past 
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few years, most notably the U. S. Depart-
ment of Veterans Affairs incident in 2006. 
(Readers interested in viewing data loss or 
breaches from 2002 to current can access 
http://attrition.org/dataloss/). While federal 
officials insisted that information belonging 
to 26.5 million veterans and military per-
sonnel was not accessed, this embarrassing 
incident highlighted the vulnerability of data 
at rest (Lee & Goldfarb, 2006). While this 
was deemed a contained incident, it resulted 
in enormous costs (20 million dollars) to U.S 
taxpayers for postage and paper because two 
letters were required to inform each person 
affected. The stakes are now much higher. 
The State of California (2002 California 
Information Practices SB-1386) and oth-
ers, as well as several foreign countries are 
considering or have already enacted punitive 
measures to minimize future infractions 
(California, 2002). 

• Bitlocker Drive Encryption: TPMs were 
utilized in Microsoft Vista operating sys-
tems to support Bitlocker Drive Encryption. 
Specifically, Bitlocker, supported in the 
Enterprise and Ultimate versions of Vista, 
encrypts the computer’s boot volume and 
affords integrity authentication facilitating 
a trusted boot pathway. 

• We must distinguish between software-based 
FDE and hardware-based FDE solutions. Ac-
cording to Hietala (2007), software-based 
FDE is difficult to use and hardware-based 
encryption is “far superior to software-based 
encryption” (p. 16). TCG developed an open 
specification for access control extending 
features and properties of storage devices 
such as hard drives, flash memory drives, 
dynamic memory, and digital tape drives. 
The specification extends the root-of-trust 
from the TPM on host platforms to the 
storage devices attached to them allowing 
the storage device to protect itself and the 

data entrusted to it (Thibadeau, 2006). As 
a result, hardware-based FDE such as the 
Seagate Momentus 5400 FDE featured in 
the Hietala study, coupled with a TPM, will 
elevate real -time data protection to the next 
level; all at a reasonable cost. Seagate Mo-
mentus 5400 FDEs command only a small 
premium over traditional hard drives, and 
other offerings from Seagate, Hitachi, and 
Fujitsu are forthcoming. Incidentally, this 
self-encrypting laptop hard drive received 
certification from the National Security 
Agency (NSA), the encryption and code-
breaking arm of the U.S. government, for 
having met one of the highest standards for 
securing sensitive information - NSTISSP 
#11 (Seagate, 2008).   

• Security Solution Areas: Other areas where 
TC can enhance current security implemen-
tations include (Sprague, 2006, p. 17):

o	 Data protection: Protects private keys 
in hardware. Allows workgroup access 
to encrypted secure drives.

o	 Simplified Sign-On: TC protects and 
automatically supplies passwords and 
personal information.

o	 Strong Network Access: Adds authen-
tication factor to or replaces passwords 
for network access.

o	 Strong Remote Access: Uses TPM as 
a fixed hardware token for access to 
VPN.

o	 Secure Email: Adds hardware-based 
encryption.

o	 PKI: Protects private keys in hard-
ware.

o	 Platform Policy Management: Allows 
IT management of security policies, 
TPM keys, and certificates.

o	 Platform State or Condition: Allows for 
granting network access by type or state 
of PC in addition to user credentials.
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Adopters of Trusted Computing

There is a growing list of companies in various 
industries starting to pilot and adopt TC technolo-
gies. Since there are companies which, for security 
reasons or restrictions in their governing statues, 
are unwilling to divulge their security implemen-
tations, the following is not an exhaustive list 
(DoD 2007; Kay, 2007; NISC, 2006). 

• The NSA adopted a standard for full-disk 
encryption based on the TPM since it 
judged that TCG’s architecture would foster 
compatibility among and reliability across 
heterogeneous PC clients

• U.S. Department of Defense (DoD) issued 
a mandate requiring all new purchases of 
computing devices (e.g., servers, desktops, 
laptops, and PDAs) include a TPM or higher 
to support DoD enterprises

• The Federal Deposit Insurance Corporation 
(FDIC) issued a strong recommendation to 
include trusted platform modules to enable 
device and user authentication

• The Japanese Ministry of Economy, Trade 
and Industry (METI) is sponsoring projects 
(health care and infrastructure) that build 
upon the capabilities of the TP as the foun-
dation for a new security model

• A large Japanese pharmaceutical company 
uses the TPM to enable VPN client authen-
tication with multi-factor authentication of 
biometric fingerprint and password

• A U.S. Pizza chain with more than 340 
stores, an automobile rental company, a 
manufacturing company based in Chicago, 
Michigan State University, an IT company, 
as well as a Canadian health care provider 
all use TPM enhanced software to manage 
their company’s desktops and laptops, to 
backup keys, to authenticate users, and to 
encrypt important customer data

FUTURE TRENDS

The confluence of several factors: anticipated in-
crease in internet use here and abroad (especially in 
the high growth Asian regions of China and India), 
increasingly sophisticated computer attacks, and 
continued reliance on software implementation 
to design, develop, and implement information 
systems will continue to strain the state of com-
puter security. To stay ahead, innovative security 
solutions must be developed to advance global 
information assurance for a more secure future 
in cyberspace.

Microsoft’s End to End Trust is essentially 
a revamp of its earlier initiative, Next-Genera-
tion Secure Computing Base (NGSCB). While 
Microsoft is primarily a software company, it 
exerts tremendous influence on the IT industry 
and demands we pay close attention to its offer-
ings. As mentioned earlier, Microsoft’s Bitlocker 
Drive Encryption uses the TPM to support drive 
encryption, and End to End Trust will utilize 
hardware, presumably the TPM, to facilitate “a 
chain of trust” to reliably authenticate users.

At Interop Las Vegas 2008, the TCG an-
nounced a new protocol, IF-MAP (Interface for 
Metadata Access Point), an extension into network 
security within the TNC NAC Architecture. IF-
MAP allows devices connected on the network to 
share data in real-time. By being able to respond 
to threats in real-time, network defense is vastly 
improved. IF-MAP enables a powerful feature of 
publish/subscribe/search protocol across a broad 
range of heterogonous systems with needed and 
shared data to better protect the network. Ac-
cording to TCG (2008b), an IF-MAP equipped 
client, such as an intrusion detection system (IDS), 
can now publish “an alert to an IF-MAP server 
indicating that a particular endpoint is sending 
anomalous traffic, and a firewall that subscribes 
to information involving that endpoint will re-
ceive a real-time update from the IF-MAP server, 
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triggering an automatic response” (p.1). IF-MAP 
takes it one step further, beyond NAC, to real-time 
post-admission assessment and control. This has 
never been accomplished until now.

CONCLUSION

Software-dominated solutions to today’s increas-
ingly pervasive computer assaults have been woe-
fully inadequate. Computer infractions continue 
to increase, even as new software applications, 
web-services, e-commerce transactions, and 
computer users become part of cyberspace. The 
failure to act decisively is costing corporations, 
governments and their citizens billions of dollars. 
The IT industry must be open to and actively 
search for creative solutions that can effectively 
impede the myriad forms of computer attacks 
and crime.

The efforts of the IT industry have now 
converged on the use of TPMs to counter these 
assaults. Through concerted effort, and to its 
credit, the industry has developed and brought to 
market millions of TPMs. In a circuitous way, the 
industry has returned to its hardware roots, ready 
to reduce its reliance on software. An important 
ingredient – low cost TPMs – was successfully 
introduced laying the foundation for TPM accep-
tance and adoption. The lack of awareness and 
perceived benefits, coupled with misinformation 
and resistance to change, create barriers to public 
acceptance of TPMs. The eventual success of 
TCG’s effort to promote trusted computing and 
TPMs rests upon its ability to overcome these 
barriers.
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ABSTRACT

This chapter discusses the basic aspects of Honeypots, how they are implemented in modern computer 
networks, as well as their practical uses and implementation in educational environments, providing the 
reader with the most important points regarding the main characteristics of Honeypots and Honeynets. 
Honeypots are defined as “closely monitored network decoys” that can be set by network administra-
tors to deal with a wide variety of attacks and interact with users in different levels (Provos, 2004). The 
implementation of Honeypots provides an answer to a common question posted by the field of informa-
tion security and forensics: How to dissect the elements that make up an attack against a computer 
system. The chapter will summarizes the different features and capabilities of Honeypots once they are 
set up in a production environment to clarify the elements that are needed to be configured in order for 
a Honeypot to accomplish its main tasks and in order for it to be considered an effective tool. The end 
of the chapter will shift towards the analysis of virtualization as an important tool that maximizes the 
practical use of Honeypots in controlled environments that are focused towards the study of attacks, 
responses and analysis methods.

INTRODUCTION

Historically, the field of Information Security has 
been focused in a great manner towards defending 
networks. Firewalls, intrusion detection systems 

and encryption are tools employed in a defensive 
way to protect network and Information Technol-
ogy (IT) resources (Dunsmore, Brown & Cross, 
2002). The strategic approach of information 
security consists in defending the information 
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infrastructure as good as possible, to identify 
potential failures in the defensive structure and 
react to those failures as quick as possible, prefer-
ably in a proactive way (Roberti & Bonsembiante, 
1995). The essence and operation of the entity 
known as the “information enemy” is purely of-
fensive because that entity is commonly always 
ready and willing to attack.

Honeypots have proven themselves as valuable 
research tools in the field of Information Security 
and also as strong educational tools when it comes 
to finding potential practical tools in IT classrooms 
(The Attacker Project, 2005). Honeypots can be 
defined as “closely monitored network decoys” 
that “serve several purposes: they can distract 
adversaries from more valuable machines on a 
network, provide early warning about new attack 
and exploitation trends, or allow in-depth exami-
nation of adversaries during and after exploitation” 
(Provos, 2004). Across the globe, researchers and 
organizations of public and private nature which 
are part of the information security community, 
are currently working with trap-style networks 
to acquire and dissect the tactics, techniques and 
procedures employed by rogue users to breach 
information vaults without authorization, vaults 
that commonly contain potentially sensitive in-
formation. Honeypots also provide teachers and 
students with the means that allow them to dis-
sect security events in a consistent and separate 
way, which is a well-sought feature in modern 
Information Security courses.

This chapter attempts to summarize the func-
tions of Honeypots and their inherent features that 
have evolved into both an important component 
in a multi-tiered system of security against in-
truders and also a valuable simulation resource 
in the learning field.

BACKGROUND

Honeypots are a somewhat new technology that 
posses an enormous potential for the information 

technology community. The first references to 
Honeypots were discussed by some notable icons 
in the Information Security community, such 
as those defined by Cliff Stoll (2002) and Bill 
Cheswick (1997), particularly in the work of the 
latter that included his experiences tracking down 
attackers on AT&T’s networks and information 
resources. Ever since, those concepts have been 
in a process of evolution, changing in a way that 
has allowed them to become a potent security 
tool (Riebach, Rathgeb & Tödtmann, 2005). 
Bill Cheswick’s work guides users into the field 
of intrusion detection systems, offering a solid 
foundation for people looking to understand the 
basics of Honeypots. In a more strict sense, a Hon-
eypot possesses the features of both an intrusion 
detection system (it contains mechanisms that can 
detect properly when a systems intrusion takes 
place, as long as the Honeypot is set up to detect 
and repel such intrusion in real time) and a cyber-
forensics study aid (providing users with detailed 
reports that depict the nature of attacks, including 
the intruder’s activities that took place inside a 
breached computer system) (Schneier, 2000).  
Even though a Honeypot may display the char-
acteristic form of an intrusion detection system, 
it should not be regarded as one per se because 
its main purpose is to act simply as a potential 
target (albeit its ever-present complexity in terms 
of configuration and place inside a network) for 
an equally potential rogue user, opposite to being 
an integral system with a centralized reporting 
console and agents that run remotely, reporting 
suspicious activity in real-time (Dalton, King & 
Osmanoglu, 2001). Even still, both Honeypots 
and intrusion detection systems share elements 
in common, such as reporting capabilities (logs 
and reports), network placement, monitored events 
and activity alerts. Because of these features, it 
can also be stated that Honeypots are proactive 
security tools; they record information that is 
valuable to properly configure security counter-
measures inside a network even before attacks 
take place and to analyze the network in order to 
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prevent future attacks. They can also be reactive 
security tools; Honeypots can trigger services 
that gather information or disguise themselves 
as a target while the attacker breaches and/or 
damages the system. 

Honeypots are described, in a most basic form, 
as false information severs that are strategically 
placed in a network, which are set up with false 
information disguised as files of important na-
ture. Furthermore, the aforementioned servers 
are configured in a way that is difficult, but not 
impossible, to break into by an attacker. This 
condition is made notable by exposing the servers 
deliberately and making them highly attractive for 
a hacker in search of a target (Spitzner, 2002). The 
final set-up stage of the server consists of load-
ing it with monitoring and tracking tools whose 
purpose will be to record and report every step 
and trace of activity left by a hacker, indicating 
those traces of activity in a detailed manner.

The main objectives of a Honeypot can be 
described as (Pouget & Holz, 2005):

1. To distract the attention of the attacker 
from the real network, in such a way that 
the main information resources are not 
compromised

2. To capture new viruses or worms for obser-
vation

3. To build attacker profiles in order to dissect 
and study their methods, in a way similar to 
criminal profiles used by law enforcement 
agencies in order to identify a criminal’s 
modus operandi

4. To pinpoint emergent vulnerabilities and 
risks of different operating systems, en-
vironments and programs which are not 
thoroughly identified at the moment

Speaking in a more advanced context, a group 
of Honeypots becomes a Honeynet (Spitzner, 
2002). Honeynets are a tool that integrates dif-
ferent types of Honeypots into a single network, 
providing a wide group of possible threats that 
has two purposes: to give a rogue user a wider 
“menu” of options to perform different exploits and 
to give systems administrators more information 
for study. It makes the attack more appealing for 
the rogue user due to the fact that Honeypots can 
increase the possibilities, targets and exploits.

On Figure 1, a Honeypot is disguised inside of 
the network and among many systems that make 
up a server farm. In this scenario, the Honeypot 
can be placed in the network with the purpose 
of pinpointing an internal attacker that might be 
trying to scan the network with the purpose of 
locating a target containing sensitive informa-
tion. Since a good amount of attacks come from 

Figure 1. A Honeypot placed inside the network
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the inside of the network the defensive nature of 
this Honeypot has to do more with protecting the 
network against internal attackers. This Honeypot 
can replicate well-known services that an attacker 
has already identified and whose access he/she 
may control through permissions already assigned 
by the network’s administrator. Because of this 
fact, the Honeypot should be configured so that 
it may not be used as a launch pad to attack the 
rest of the internal network due to the location 
within the protected network. 

On Figure 2, a Honeypot has been set up in a 
more “classic” way, advertising itself as a target 
on the outside of the protected network and the 
main firewall or internet router. This is a more 
aggressive and robust type of Honeypot since it 
will have to withstand all sorts of attacks from 
any rogue user that wishes to interact with it. It 
differs from the example of Figure 1 in that the 
former example is set up in a network where an 
administrator or security specialist has already 
studied the modus operandi from an attacker, 
while the latter example is focused on analyzing 
any type of attack that may be directed to the 
Honeypot. Figure 2 depicts a very good alternative 
for network administrators and security specialists 
that wish to study and analyze a wider range of 
attacks that may even include zero-day methods 
and attacks that are unknown to them. 

Classification of  Honey Pots

Honeypots can be classified into two categories: 
Deployment Scenario and Level of Interaction. 
This classification criterion makes it easier to 
understand their operation and uses when it comes 
to planning an implementation of one of them 
inside a network.

Classification I: Deployment 
scenario

Under this category, we can define two types of 
Honeypots: Production Honeypots and Research 
Honeypots.

Production Honeypots

Those used to protect organizations in real 
production operating environments. They are 
implemented parallel to data networks or IT Infra-
structures and are subject to constant attacks 24/7 
(The Attacker Project, 2005). These Honeypots 
are constantly gathering more importance due to 
the detection tools they provide and because of 
the way they can complement network and host 
protection. Special care should be taken into 
consideration when configuring production-state 
Honeypots because they should be able to perform 

Figure 2. A Honeypot placed in a perimeter network (DMZ)
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all the functions that administrators set up in 
them because, once they go online, they become 
live targets awaiting for real activity (attempts 
to breach security, attacks, etc.) (Grimes, 2005). 
Production Honeypots should be able to be re-
covered quickly in the event of a major attack or 
catastrophe, since administrators need them to be 
up and running just like any other system they set 
up in the network. Also, their level of portability 
should be fairly high, allowing a system to switch 
locations within the network and to offer “ser-
vice modularity” by removing or adding several 
services inside the system as needed according 
to the advertised target. Production Honeypots 
provide the most valuable information for ad-
ministrators and security professionals because 
they interact directly with attackers that do not 
know the undercover identity of the system they 
are interacting with, thus making this information 
more valuable when it comes to tracking behavior 
patterns (attack methods, specific exploits, etc). 
As stated before, special care should be taken 
into consideration so that a Honeypot does not 
become itself a threat to the organization once it 
has been attacked.

Research Honeypots

These Honeypots are not implemented with 
the objective of protecting networks. They rep-
resent educational resources of demonstrative 
and research nature whose objective is centered 
towards the study of all sorts of attack patterns 
and threats (Lerma, 2007). A great deal of cur-
rent attention is focused on Research Honeypots, 
which are used to gather information about the 
intruders’ actions. The Honeynet Project, for 
example, is a non-profit research organization 
focused in voluntary security using Honeypots to 
gather information about threats in cyberspace. 
While the average user may not consider these 
type of Honeypots as important as Production 
Honeypots, they are of high importance because 
the information originated in and logged by the 

Production type can be recreated and analyzed in 
the Research type. Research Honeypots provide a 
very stable and isolated platform where security 
events can be dissected without the fear of making 
a network vulnerable since they are mostly systems 
that are used with demonstrative purposes inside 
of laboratories and research facilities (Grimes, 
2005). Even though they are not intended to work 
directly with attackers, they can provide a solid 
environment where threats can be re-enacted 
and where security updates and patches can be 
tested and released for installation by network 
administrators before deeming them safe to be 
deployed. This can be very useful in organiza-
tions that possess large amounts of computers 
and that need to have a degree of assurance that 
tested updates and patches will not disrupt the 
normal use of their systems, an event that can yield 
losses ranging from simple (malfunctions in small 
number of computers) to extremely catastrophic 
(disrupting a large-scale server farm intended to 
provide platform services used as the base of a 
large business operation).

Classification II: Degree of 
Interaction

Within this classification criterion, the term “De-
gree of Interaction” defines the range of attack 
possibilities that a Honeypot allows an attacker 
to have. These categories help us understand not 
just the type of Honeypot which a person works 
with, but also help define the array of options in 
relation to the vulnerabilities intended for the 
attacker to exploit. Those are the most important 
traits when it comes to starting the construction 
of an attacker’s profile.

Low Interaction Honeypots

Normally, Low Interaction Honeypots work 
exclusively emulating operating systems and 
services. The attacker’s activities are limited to 
the Honeypot’s level and quality of emulation. 
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The advantage of a Low Level Honeypot lies 
upon its simplicity, due to the fact that they tend 
to be easy to use and maintain, with minimum 
risks. For example: An emulated File Transfer 
Protocol (FTP) service, listening on port 21, is 
probably emulating an FTP login or will possibly 
support additional FTP commands but it does not 
represent a target of critical importance due to the 
fact that it is not possibly linked to a FTP server 
containing sensitive information.

Generally, the implementation process of a 
Low Interaction Honeypot consists of installing 
any kind of operating system emulation software 
(i.e. VMWare Workstation or Server), choosing 
the operating system and services to be emulated, 
establishing a monitoring strategy and let the 
software operate by itself in a normal manner. 
This “plug-and-play” type of process makes it 
extremely easy to use a Low Interaction Honey-
pot. The emulated services mitigate the risk of 
penetration, containing the intruder’s activities 
so he/she never gains access to a real operating 
system that could be used to attack or damage 
other systems.

The main disadvantage of Low Interaction 
Honeypots lies in the fact that they only record 
limited information since they are designed to 
capture predetermined activity. Because emulated 
services can only go as far as certain operational 
thresholds, this feature limits the array of options 
that can be advertised towards a potential intruder. 
Likewise, it is relatively simple for an attacker to 
detect a Low Interaction Honeypot due to the fact 
that a skilled intruder can detect how good the 
emulation capabilities are as long as he/she has 
enough time to verify this.

Effective examples of Low Interaction Honey-
pots are: Specter, Honeyd and KFSensor (HoneyD, 
2007). These tools provide very basic services 
and features for an attacker to manipulate and 
are somewhat simple because some of them only 
emulate a vulnerable service. Also, their ability to 
change and adapt to threats is somewhat low.

High Interaction Honeypots 

These Honeypots constitute a complex solution 
because they involve the utilization of operating 
systems and real applications implemented in 
real hardware, without using emulation software, 
running in a normal way; many times directly 
related to services such as databases and shared 
folders. For example, if a Honeypot needs to be 
implemented on an actual or non-emulated Linux 
system running a FTP server, a Linux system 
needs to be built on an actual computer and a real 
FTP server will need to be configured.

The aforementioned solution offers two 
advantages: Initially, there is the possibility of 
capturing large amounts of information about the 
modus operandi of attackers because intruders are 
interacting with a real system. This way, a systems 
administrator is in a position to study the full extent 
of the attacker’s activities: anything ranging from 
new rootkits, zero-days up to international IRC 
sessions. Finally, High Interaction Honeypots do 
not assume anything about the possible behavior 
the attacker will display since they only provide 
an open environment which captures every one 
of the attacker’s moves but they still offer a wide 
scope of services, applications and information 
vaults posing as potential targets related to those 
services which we specifically want to compro-
mise. This allows high interaction solutions to 
come in contact with unexpected behaviors.

However, the latter capability also increases 
the risk of attackers using those operating systems 
as a launch pad for attacks directed at internal 
systems which are not part of a Honeypot, turning 
bait into a weapon. As a result of this, there is a 
need to implement additional technologies which 
prevent the attacker from damaging non-Honeypot 
systems that deprives the compromised system of 
its capabilities of becoming a platform to launch 
potential attacks.

Currently, the best example of a High Interac-
tion Honeypot is represented by Honeynets (The 
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Honeynet Project, 2007). A Honeynet provides 
a wide scope of possible targets and relies on 
advanced logging, analysis and reporting capabili-
ties, allowing security administrators to dissect 
attacks in a more granular way. Entire servers 
can be offered as targets that not only advertise 
a single service, port or file store, but as whole 
vulnerable systems.

Advantages and Limitations  
of Honey Pots

Up to this point in the chapter, we have introduced 
and provided a general classifications scheme for 
Honeypots.  Now we will point out that honeypots 
are incredibly simple concepts that offer powerful 
advantages as well as some limitations.  First, we 
list the advantages: 

1. New tools and tactics: They are designed 
to capture anything that interacts with them, 
including tools or tactics never seen before, 
better known as “zero-days” (Leita, Dacier 
& Massicotte, 2006).

2. Minimal resources: Resources can be 
minimal and still enough to operate a 
powerful platform to operate at full scale. 
For example: A computer running with a 
Pentium II Processor with 128 Mb of RAM 
can easily handle an entire B-class network. 
This specific feature proves very attractive in 
a world where many organizations lack the 
resources to deploy a full-scale, expensive 
solution. A Honeypot based in open-source 
software combined with inexpensive hard-
ware can be very attractive to organizations 
looking for economic solutions that are still 
reliable and accurate.

3. Flexible encryption: Unlike most security 
technologies, Honeypots also work in IPv6 
environments. The Honeypot will detect an 
IPv6-based attack the same way it does with 
an IPv4 attack (Man, 2003).

4. Information gathering: Honeypots can 
gather detailed information, unlike other 
security incident analysis tools. This feature 
can be very desirable and advantageous 
if the Honeypot is based in systems that 
provide tools powerful enough to report a 
wide range of events and conditions. Most 
of the time, this capability can be enhanced 
by creating custom reports and logs that can 
gather massive amounts of details about 
certain events as they occur in the system 
and can also provide filtering and analysis 
capabilities, which are very desirable once 
an administrator has to analyze large chunks 
of reports generated by an attack.

5. Conceptual simplicity: Because of their 
architecture, Honeypots are conceptually 
simple. There is not a reason why new al-
gorithms, tables or signatures must not be 
developed or maintained. The configuration 
of a system meant for Honeypot use is fairly 
simple and can be brought up in a matter of 
minutes. Also, alarms and events can be set 
up in order to gather information in a simple 
way making it easier to maintain logs and 
trace files.

Schneier (2000) considers the knowledge of 
the network layout to be the best advantage that 
Honeypots offer to security professionals. Admin-
istrators who place Honeypots inside a network 
know exactly the places where no one is supposed 
to be, the accounts that are not meant to be used, 
the commands that are supposed to never be issued 
and so forth. This in-depth knowledge serves as a 
reference to place Honeypots inside the network 
in places where it is easy to detect and to expect 
(as long as there is a previous knowledge of intru-
sions and/or attempts by the attacker to determine 
the outline of the network) an attack or breach of 
security. The explicit nature of the Honeypot is 
that of a system that is set up to be used by no 
one except the potential intruder, hence making 
the Honeypot even more visible when it sounds 
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an alarm indicating activity (whether it might 
be normal or malicious). Honeypots can also be 
moved from place to place and reconfigured in 
order to look like anything we might want to set 
up for an intruder: it can be moved from subnet to 
subnet, have its role changed (from an “innocent” 
file server to a “very important” database server 
and so forth) and it set of vulnerabilities tailored 
to lure an attacker into breaching a specific vul-
nerability. It is stated that these features make a 
Honeypot look like a “burglar alarm”: it is set 
up specifically to be triggered by no one but an 
intruder; its placement is based in the knowledge 
of the layout of a certain place (a clear advantage 
over the attacker) that a person has (thus enhanc-
ing the surreptitiousness of the alarm), and it can 
be moved to many places as the needs of the user 
change or the threats evolve.

Just like any other technology, Honeypots also 
have significant weaknesses inherent to their de-
sign and functioning. This is because Honeypots 
do not replace current technologies, but instead 
work along with other existing technologies.  Here, 
we list three weaknesses:

1. Limited scope: Honeypots can only scan 
and capture activity destined to interact 
directly with them. They do not capture in-
formation related to attacks destined towards 
neighboring systems, unless the attacker or 
the threat interacts with the Honeypot at the 
same time. This can be a troubling issue 
when trying to emulate distributed systems 
in a Honeypot infrastructure (i.e. a portal 
server or custom application that relies on 
a complex and separate database system).

2. Network risk: Inherently, the use of any 
security technology implies a potential risk. 
Honeypots are no different because they 
are also subject to risks, specifically being 
hijacked and controlled by the intruder and 
used as a launch pad for subsequent attacks. 
Network administrators must be well ac-
quainted with risk management and internal 

policies once a Honeypot is to be installed 
inside a specific network, taking care of 
not placing an intentionally-compromised 
system in a strategic place whose integrity 
cannot be compromised. Administrators 
should carefully select the services they want 
to evaluate, the type of systems they wish 
to test and the way they will offer them to 
an attacker.

3. Simulation of large-scale systems: Certain 
systems or services can only be mounted 
on large-scale and very complex pieces of 
hardware, thus making them practically 
impossible to offer them to an attacker in 
an emulated or reduced form. A complex e-
mail system housed on large servers with big 
storage units housing thousands of accounts 
or a custom-made application that requires 
special software and hardware requirements 
are examples of targets that might only be 
replicated in large and expensive systems 
that cannot run on emulators and whose 
costs can be extremely high, thus making 
them impossible to be set-up as potential 
Honeypots. Even though Honeypots can 
vary in size and complexity (accommodat-
ing the needs of administrators with ease) 
one must make sure not to overshoot them 
in order to make it truly possible to deploy 
a Honeypot.

Practical Uses in  the Field

The field of Information Security has become 
a new challenge to investigators when it comes 
to developing quality material that allows them 
not just to understand basic concepts (Lerma, 
2007), but also to manipulate tools that allow 
them to dissect the strategies, exploits, tools and 
methods used by attackers. Moreover, the field 
of Information Security is based in establishing 
a set of security guidelines and frameworks that 
are often tailored according to specific situations 
and organizations.
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When used with productive purposes, Honey-
pots provide protection to an organization through 
prevention, detection and response to an attack. 
When used with research purposes, they gather 
information related to the context in which the 
Honeypot was implemented. Some organizations 
study the tendencies displayed by intrusive ac-
tions, while others shift their interest towards 
prediction and anticipated prevention.

Honeypots can help secure organizational 
networks by helping to prevent attacks in various 
forms.  In this section, we list four:

•	 Defense against automated attacks: 
These attacks are based on tools which 
randomly scan entire networks, searching 
for vulnerable systems. If a vulnerable 
system is located, these automated tools 
will attack and take over the system (with 
worms that replicate inside the victim). One 
of the methods to protect a system from the 
aforementioned attacks is to reduce the speed 
of their scanning activities in order to stop 
them later on. Known as “Sticky Honey-
pots”, these solutions monitor unutilized IP 
space. When systems are analyzed, Sticky 
Honeypots interact with those systems 
and reduce the speed of the attack. This is 
attained by using a variety of TCP tricks, 
such as setting the Window Size to zero or 
constantly putting the attacker on hold. This 
technique is excellent to reduce the speed or 
prevent the dissemination of worms which 
have penetrated the internal network.

•	 Protection against human intruders: This 
concept is known as conning or dissuasion. 
The idea behind this countermeasure is to 
confuse the attacker and make him/her waste 
time and resources while he/she is interact-
ing with the Honeypot. As the process takes 
place, the attacker’s activity can be detected 
and there is enough time to react and stop 
the attack. 

•	 Surgical detection methods: Traditionally, 
detection has been an extremely difficult 
task to carry out. Technologies like Intruder 
Detection Systems and Logging Systems 
have been deficient for many reasons: They 
generate excessive amounts of information, 
inflated percentages of false positives and 
do not possess the ability to detect new at-
tacks, work in encrypted mode or work in 
IPv6 environments. Honeypots excel in the 
field of intrusion detection by solving many 
of the problems of classic detection. They 
reduce false positives; capture small amounts 
of data of crucial importance like unknown 
attacks and new methods to exploit vulner-
abilities (zero-days), as well as operating in 
IPv6 environments. 

•	 Cyber-forensics: Once a network adminis-
trator determines that one of his/her servers 
was illegally compromised, it is necessary to 
immediately conduct a forensic analysis in 
the compromised system in order to produce 
an assessment of the damages caused by the 
attacker. However, there are two problems 
affecting incident response:

o	 Frequently, compromised systems can-
not be disconnected from the network 
in order to be analyzed and;

o	 The amount of generated information is 
considerably large, in such a way that it 
is very difficult to determine what the 
attacker really did inside the system.

Honeypots help solve both problems due to 
being excellent incident analysis tools, which can 
be quickly and easily taken offline to conduct a 
thorough forensic analysis without impacting 
daily enterprise operations. The only activity 
traces stored by a Honeypot are those related to 
the attacker, because they are not generated by 
any other user but the attacker. The importance 
of Honeypots in this setting is the quick delivery 
of previously-analyzed information in order to 
respond quickly and efficiently to an incident.
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In the educational, investigative and analytical 
arenas of Information Security, Honeypots pro-
vide a safe and manageable environment that can 
be deployed in a controlled fashion (lab) and can 
also be implemented in a live production setting 
(actual network). This capability is also enhanced 
by the use of virtualization technologies, which 
allow a Honeypot to be implemented in a matter 
of minutes and to be stored with particular set-
tings, according to the vulnerability and exploits 
that will be subjects of study in a particular lesson 
(Collins, 2006).

According to Wiley (2000), Honeypots fall into 
the category of Generative-instructional learning 
objects which are defined as a “combination of 
objects providing advanced visual and audible 
capabilities with advanced interactive features, 
allowing a high level of hands-on experience”. 
Leaving beside the visual and audible capabili-
ties, Honeypots (and specially those mounted on 
virtualized platforms (Provos, 2004)) allow a 
high level of interaction between students and 
the machine. Users can manipulate important 
elements in Information Security Forensics les-
sons such as:

•	 Hardware and software settings (as provided 
by the virtualization platform)

•	 Services installed in a server
•	 Operating system logs (especially security 

and event logs)
•	 Network settings (including logical network 

placement of the Honeypot)
•	 Installed applications (and their respective 

settings and roles played inside the Honey-
pot)

•	 Users and user groups (including group 
membership and capabilities)

•	 “Dummy” information inside the server 
(and its nature)

As stated before, the use of virtualization is a 
powerful tool when implementing a Honeypot due 
to the features this technology provides (Border, 

2006). Not only do they provide a virtual environ-
ment that can replicate a real one in full, but once 
a Honeypot has been compromised beyond its 
normal limits or damaged beyond actual recogni-
tion, it can be taken offline and brought back to 
its original settings in a matter of minutes. 

Virtualized Honeypots offer a very good fea-
ture when it comes to its “level of vulnerability”: 
It can easily be managed and set up according 
to a particular research topic or field. Due to the 
modern feature of automatic updating found in 
most operating systems, vulnerabilities are easily 
patched and blocked, preventing attackers from 
exploiting them. When researching specific topics 
and subjects related to Information Security and 
Computer Forensics, those vulnerabilities are the 
true matter of the investigation and they cannot 
be blocked or patched because that eliminates the 
subject of study. In this case, virtualized Hon-
eypots can be customized with specific levels of 
vulnerabilities and once they have been patched 
or eliminated as a part of a specific laboratory 
activity, the original virtual image of the Hon-
eypot can be restored with the needed level of 
vulnerability needed.

FUTURE TRENDS

Like many other security products, the effective-
ness of Honeypots will rely on the future develop-
ment of precise signatures and detection/analysis 
tools that generate less false positive alarms. 
Forensic analysis experts rely heavily on true and 
accurate information that allows them to recreate 
the actual conditions under which attacks took 
place on a Honeypot or Honeynet and the presence 
of false positives tends to clutter valuable reports 
with information of doubtful origins. While the 
presence of false positives is almost impossible 
to eradicate, the fine tuning of a Honeypot will 
be crucial in order to generate information that is 
useful to dissect an attack and to determine the 
modus operandi of an attacker.
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Security breaches in the electronic world 
closely resemble those that occur in real-life, al-
lowing us to detect activity patterns when it comes 
to a specific modus operandi. Taking this into 
account, future Honeypot developments will also 
focus in developing more accurate attack signature 
databases that document and record events once 
an attack is taking place. The ability to quickly 
compare those specific signatures with previous 
attacks in order to build an “attacker profile” in 
detail will also be a priority in the future in order to 
classify and monitor the exploits of recurrent rogue 
users that look into a network as a potential target 
for frequent attacks. This capability will enable 
researchers and system/network administrators 
to construct more accurate attacker profiles in 
order to fine tune systems in a matter of minutes 
or even seconds, depending on how they identify 
and react to the attack.

Advances in virtualization hardware will also 
enable Honeypot administrators with capabilities 
that will offer rogue users with a more “robust” 
target. This may include virtual capabilities 
to attack virtual pieces of hardware inside the 
server or to interfere with services not currently 
available.

CONCLUSION

Honeypots have proven to be valuable tools to 
gather and analyze information regarding the 
behavior of network attackers. The greatest 
advantages provided by Honeypots include the 
customization of “dummy” network environ-
ments in which attackers can make significant 
modifications to those environments by means 
of attacks. The information gathered by Honey-
pots can then be replayed and analyzed in order 
to discover which methods, tools or exploits the 
attacker used to gain control of the system and 
perform subsequent activities that can be classi-
fied within a wide range.

The effectiveness of the deployment of a 
Honeypot is strongly linked to the ability of the 
person who deploys it to understand where the 
Honeypot will be placed and what kind of services 
he/she wants the attacker to interact with. The 
implementation has to include crucial services 
that the attacker must interact with fully in order 
to generate information regarding those specific 
services. When it comes to the physical place-
ment of the Honeypot within the network, the 
administrator must also perform a careful risk 
assessment in order to determine the degree to 
which he is willing to compromise the network. 
The administrator might choose to establish a 
semi-isolated demilitarized zone (a zone right 
before the main firewall where the attacker is 
able to work without causing damage to the main 
network) or if the Honeypot will be placed well 
inside the main protection bastions, right next to 
real productive servers.

Virtualization is also a very important aspect 
of Honeypots and one that lately has become es-
sential for people who deploy them in their net-
works. The use of virtualization software enables 
administrators with a powerful and cost-saving 
tool due to the fact that they can recreate several 
working servers inside the physical hardware of 
one computer. This fact eliminates the need of 
several pieces of hardware to run one or more 
Honeypots and proposes a more economic scheme 
where administrators need only to provide sec-
ondary elements like memory, hard drives and 
possible secondary processors in order to build 
a machine that can effectively house a Honeypot. 
This also enables Honeypot administrators to 
establish a confined platform that they can easily 
shut down, update, destroy and bring back to full 
operational state in almost no time. These are the 
main reasons why virtualization software is more 
frequently relied upon when it comes to getting 
a Honeypot up and running.
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