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10 INTRODUCTION Chapter 1

1.1 A Historical Perspective

The concept of digital data manipulation has made a dramatic impact on our society. One
has long grown accustomed to the idea of digital computers. Evolving steadily from main-
frame and minicomputers, persona and laptop computers have proliferated into daily life.
More significant, however, is a continuous trend towards digital solutions in all other
areas of electronics. Instrumentation was one of the first noncomputing domains where the
potential benefits of digital data manipulation over analog processing were recognized.
Other areas such as control were soon to follow. Only recently have we witnessed the con-
version of telecommunications and consumer electronics towards the digital format.
Increasingly, telephone data is transmitted and processed digitally over both wired and
wireless networks. The compact disk has revolutionized the audio world, and digital video
isfollowing inits footsteps.

The idea of implementing computational engines using an encoded dataformat is by
no means an idea of our times. In the early nineteenth century, Babbage envisioned large-
scale mechanical computing devices, called Difference Engines [Swade93]. Although
these engines use the decimal number system rather than the binary representation now
common in modern electronics, the underlying concepts are very similar. The Analytical
Engine, developed in 1834, was perceived as a general -purpose computing machine, with
features strikingly close to modern computers. Besides executing the basic repertoire of
operations (addition, subtraction, multiplication, and division) in arbitrary sequences, the
machine operated in a two-cycle sequence, called “store” and “mill” (execute), similar to
current computers. It even used pipelining to speed up the execution of the addition opera-
tion! Unfortunately, the complexity and the cost of the designs made the concept impracti-
cal. For instance, the design of Difference Engine | (part of which is shown in Figure 1.1)
required 25,000 mechanical parts at atotal cost of £17,470 (in 1834!).
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Difference Engine | (1832), the first known
automatic calculator (from [Swade93],
courtesy of the Science Museum of

. London).

| Figure 1.1 Working part of Babbage’s
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The electrical solution turned out to be more cost effective. Early digital electronics
systems were based on magnetically controlled switches (or relays). They were mainly
used in the implementation of very simple logic networks. Examples of such are train
safety systems, where they are still being used at present. The age of digital electronic
computing only started in full with the introduction of the vacuum tube. While originally
used almost exclusively for analog processing, it was realized early on that the vacuum
tube was useful for digital computations as well. Soon complete computers were realized.
The era of the vacuum tube based computer culminated in the design of machines such as
the ENIAC (intended for computing artillery firing tables) and the UNIVAC | (the first
successful commercial computer). To get an idea about integration density, the ENIAC
was 80 feet long, 8.5 feet high and several feet wide and incorporated 18,000 vacuum
tubes. It became rapidly clear, however, that this design technology had reached its limits.
Reliability problems and excessive power consumption made the implementation of larger
engines economically and practically infeasible.

All changed with the invention of the transistor at Bell Telephone Laboratories in
1947 [Bardeen4g], followed by the introduction of the bipolar transistor by Schockley in
1949 [Schockley49] . It took till 1956 before this led to the first bipolar digital logic gate,
introduced by Harris [Harris56], and even more time before this translated into a set of
integrated-circuit commercial logic gates, caled the Fairchild Micrologic family
[Norman60]. The first truly successful I1C logic family, TTL (Transistor-Transistor Logic)
was pioneered in 1962 [Beeson62]. Other logic families were devised with higher perfor-
mance in mind. Examples of these are the current switching circuits that produced the first
subnanosecond digital gates and culminated in the ECL (Emitter-Coupled Logic) family
[Masaki74]. TTL had the advantage, however, of offering a higher integration density and
was the basis of the first integrated circuit revolution. In fact, the manufacturing of TTL
components is what spear-headed the first large semiconductor companies such as Fair-
child, National, and Texas Instruments. The family was so successful that it composed the
largest fraction of the digital semiconductor market until the 1980s.

Ultimately, bipolar digital logic lost the battle for hegemony in the digital design
world for exactly the reasons that haunted the vacuum tube approach: the large power con-
sumption per gate puts an upper limit on the number of gates that can be reliably integrated
on a single die, package, housing, or box. Although attempts were made to develop high
integration density, low-power bipolar families (such as I>L—ntegrated Injection Logic
[Hart72]), the torch was gradually passed to the MOS digital integrated circuit approach.

The basic principle behind the MOSFET transistor (originally called IGFET) was
proposed in a patent by J. Lilienfeld (Canada) as early as 1925, and, independently, by O.
Heil in England in 1935. Insufficient knowledge of the materials and gate stability prob-
lems, however, delayed the practical usability of the device for a long time. Once these
were solved, MOS digital integrated circuits started to take off in full in the early 1970s.
Remarkably, the first MOS logic gates introduced were of the CMOS variety
[Wanlass63], and this trend continued till the late 1960s. The complexity of the manufac-
turing process delayed the full exploitation of these devices for two more decades. Instead,

L An intriguing overview of the evolution of digital integrated circuits can be found in [Murphy93].
(Most of the datain this overview has been extracted from this reference). It is accompanied by some of the his-
torically ground-breaking publications in the domain of digital IC’s.
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the first practical MOS integrated circuits were implemented in PMOS-only logic and
were used in applications such as calculators. The second age of the digital integrated cir-
cuit revolution was inaugurated with the introduction of the first microprocessors by Intel
in 1972 (the 4004) [Faggin72] and 1974 (the 8080) [Shima74]. These processors were
implemented in NMOS-only logic, which has the advantage of higher speed over the
PMOS logic. Simultaneously, MOS technology enabled the realization of the first high-
density semiconductor memories. For instance, the first 4Kbit MOS memory was intro-
duced in 1970 [Hoff70].

These events were at the start of a truly astounding evolution towards ever higher
integration densities and speed performances, a revolution that is still in full swing right
now. The road to the current levels of integration has not been without hindrances, how-
ever. In the late 1970s, NMOS-only logic started to suffer from the same plague that made
high-density bipolar logic unattractive or infeasible: power consumption. This realization,
combined with progress in manufacturing technology, finaly tilted the balance towards
the CMOS technology, and this is where we still are today. Interestingly enough, power
consumption concerns are rapidly becoming dominant in CMOS design as well, and this
time there does not seem to be a new technology around the corner to alleviate the
problem.

Although the large magjority of the current integrated circuits are implemented in the
MOS technology, other technologies come into play when very high performance is at
stake. An example of this is the BICMOS technology that combines bipolar and MOS
devices on the same die. BICMOS is used in high-speed memories and gate arrays. When
even higher performance is necessary, other technol ogies emerge besides the already men-
tioned bipolar silicon ECL family—Gallium-Arsenide, Silicon-Germanium and even
superconducting technologies. These technologies only play avery small role in the over-
all digital integrated circuit design scene. With the ever increasing performance of CMOS,
this role is bound to be further reduced with time. Hence the focus of this textbook on
CMOS only.

1.2 Issuesin Digital Integrated Circuit Design

Integration density and performance of integrated circuits have gone through an astound-
ing revolution in the last couple of decades. In the 1960s, Gordon Moore, then with Fair-
child Corporation and later cofounder of Intel, predicted that the number of transistors that
can be integrated on a single die would grow exponentially with time. This prediction,
later called Moore's law, has proven to be amazingly visionary [Moore65]. Its validity is
best illustrated with the aid of a set of graphs. Figure 1.2 plots the integration density of
both logic IC's and memory as a function of time. As can be observed, integration com-
plexity doubles approximately every 1 to 2 years. As a result, memory density has
increased by more than a thousandfold since 1970.

An intriguing case study is offered by the microprocessor. From itsinception in the
early seventies, the microprocessor has grown in performance and complexity at a steady
and predictable pace. The transistor counts for a number of landmark designs are collected
in Figure 1.3. The million-transistor/chip barrier was crossed in the late eighties. Clock
frequencies double every three years and have reached into the GHz range. Thisisillus-
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Figure 1.2 Evolution of integration complexity of logic ICs and memories as a function of time.

trated in Figure 1.4, which plots the microprocessor trends in terms of performance at the
beginning of the 21% century. An important observation is that, as of now, these trends
have not shown any signs of a slow-down.

It should be no surprise to the reader that this revolution has had a profound impact
on how digital circuits are designed. Early designs were truly hand-crafted. Every transis-
tor was laid out and optimized individually and carefully fitted into its environment. This
is adequately illustrated in Figure 1.5a, which shows the design of the Intel 4004 micro-
processor. This approach is, obviously, not appropriate when more than a million devices
have to be created and assembled. With the rapid evolution of the design technology,
time-to-market is one of the crucial factors in the ultimate success of a component.
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Figure 1.3 Historical evolution of microprocessor transistor count (from [Intel01]).
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1980 1990 2010  Figure 1.4 Microprocessor performance
trends at the beginning of the 21st century.
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Designers have, therefore, increasingly adhered to rigid design methodologies and strate-
giesthat are more amenabl e to design automation. The impact of this approach is apparent
from the layout of one of the later Intel microprocessors, the Pentium® 4, shown in Figure
1.5b. Instead of the individualized approach of the earlier designs, a circuit is constructed
in a hierarchical way: a processor is a collection of modules, each of which consists of a
number of cellson its own. Cells are reused as much as possible to reduce the design effort
and to enhance the chances for a first-time-right implementation. The fact that this hierar-
chical approach is at all possible is the key ingredient for the success of digital circuit
design and also explains why, for instance, very large scale analog design has never
caught on.

The obvious next question is why such an approach is feasible in the digital world
and not (or to alesser degree) in analog designs. The crucial concept here, and the most
important one in dealing with the complexity issue, is abstraction. At each design level,
the internal details of a complex module can be abstracted away and replaced by a black
box view or model. This model contains virtually al the information needed to deal with
the block at the next level of hierarchy. For instance, once a designer has implemented a
multiplier module, its performance can be defined very accurately and can be captured ina
model. The performance of this multiplier isin general only marginaly influenced by the
way it is utilized in alarger system. For all purposes, it can hence be considered a black
box with known characteristics. As there exists no compelling need for the system
designer to look inside this box, design complexity is substantially reduced. The impact of
this divide and conquer approach is dramatic. Instead of having to deal with a myriad of
elements, the designer has to consider only a handful of components, each of which are
characterized in performance and cost by a small number of parameters.

Thisis analogous to a software designer using a library of software routines such as
input/output drivers. Someone writing alarge program does not bother to look inside those
library routines. The only thing he cares about is the intended result of calling one of those
modules. |magine what writing software programs would be like if one had to fetch every
bit individually from the disk and ensure its correctness instead of relying on handy “file
open” and “get string” operators.
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(b) The Pentium ® 4 microprocessor

Figure 1.5 Comparing the design methodologies of the Intel 4004 (1971) and Pentium ® 4 (2000
microprocessors (reprinted with permission from Intel).
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Typically used abstraction levelsin digital circuit design are, in order of increasing
abstraction, the device, circuit, gate, functional module (e.g., adder) and system levels
(e.g., processor), asillustrated in Figure 1.6. A semiconductor device is an entity with a
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Figure 1.6 Design abstraction levels in digital circuits.

very complex behavior. No circuit designer will ever seriously consider the solid-state
physics equations governing the behavior of the device when designing a digital gate.
Instead he will use a simplified model that adequately describes the input-output behavior
of the transistor. For instance, an AND gate is adequately described by its Boolean expres-
sion (Z = A.B), its bounding box, the position of the input and output terminals, and the
delay between the inputs and the output.

This design philosophy has been the enabler for the emergence of elaborate com-
puter-aided design (CAD) frameworks for digital integrated circuits; without it the current
design complexity would not have been achievable. Design tools include simulation at the
various complexity levels, design verification, layout generation, and design synthesis. An
overview of these tools and design methodologiesis given in Chapter 8 of this textbook.

Furthermore, to avoid the redesign and reverification of frequently used cells such
as basic gates and arithmetic and memory modules, designers most often resort to cell
libraries. These libraries contain not only the layouts, but also provide complete docu-
mentation and characterization of the behavior of the cells. The use of cell libraries s, for
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instance, apparent in the layout of the Pentium ® 4 processor (Figure 1.5b). The integer
and floating-point unit, just to name a few, contain large sections designed using the so-
called standard cell approach. In this approach, logic gates are placed in rows of cells of
equal height and interconnected using routing channels. The layout of such ablock can be
generated automatically given that alibrary of cellsis available.

The preceding analysis demonstrates that design automation and modular design
practices have effectively addressed some of the complexity issues incurred in contempo-
rary digital design. This leads to the following pertinent question. If design automation
solves al our design problems, why should we be concerned with digital circuit design at
all? Will the next-generation digital designer ever have to worry about transistors or para-
sitics, or isthe smallest design entity he will ever consider the gate and the module?

The truth is that the reality is more complex, and various reasons exist as to why an
insight into digital circuits and their intricacies will till be an important asset for a long
time to come.

 First of al, someone till has to design and implement the module libraries. Semi-
conductor technologies continue to advance from year to year. Until one has devel-
oped afool-proof approach towards “porting” acell from one technology to another,
each change in technology—which happens approximately every two
years—requires aredesign of thelibrary.

 Creating an adequate model of a cell or module requires an in-depth understanding
of itsinternal operation. For instance, to identify the dominant performance parame-
ters of agiven design, one has to recognize the critical timing path first.

e The library-based approach works fine when the design constraints (speed, cost or
power) are not stringent. This is the case for a large number of application-specific
designs, where the main goal is to provide a more integrated system solution, and
performance requirements are easily within the capabilities of the technology.
Unfortunately for alarge number of other products such as microprocessors, success
hinges on high performance, and designers therefore tend to push technology to its
limits. At that point, the hierarchical approach tends to become somewhat less
attractive. To resort to our previous analogy to software methodologies, a program-
mer tends to “customize” software routines when execution speed is crucial; com-
pilers—or design tools—are not yet to the level of what human sweat or ingenuity
can deliver.

» Even more important is the observation that the abstraction-based approach is only
correct to a certain degree. The performance of, for instance, an adder can be sub-
stantially influenced by the way it is connected to its environment. The interconnec-
tion wires themselves contribute to delay as they introduce parasitic capacitances,
resistances and even inductances. The impact of the interconnect parasiticsis bound
to increase in the years to come with the scaling of the technology.

 Scaling tends to emphasize some other deficiencies of the abstraction-based model.
Some design entities tend to be global or external (to resort anew to the software
analogy). Examples of global factors are the clock signals, used for synchronization
in adigital design, and the supply lines. Increasing the size of adigital design hasa

.
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profound effect on these global signals. For instance, connecting more cellsto a sup-
ply line can cause a voltage drop over the wire, which, in itsturn, can slow down all
the connected cells. Issues such as clock distribution, circuit synchronization, and
supply-voltage distribution are becoming more and more critical. Coping with them
requires a profound understanding of the intricacies of digital circuit design.

» Another impact of technology evolution is that new design issues and constraints
tend to emerge over time. A typical example of thisisthe periodical reemergence of
power dissipation as a constraining factor, as was already illustrated in the historical
overview. Another example is the changing ratio between device and interconnect
parasitics. To cope with these unforeseen factors, one must at least be able to model
and analyze their impact, requiring once again a profound insight into circuit topol-
ogy and behavior.

» Finally, when things can go wrong, they do. A fabricated circuit does not always
exhibit the exact waveforms one might expect from advance simulations. Deviations
can be caused by variations in the fabrication process parameters, or by the induc-
tance of the package, or by a badly modeled clock signal. Troubleshooting a design
requires circuit expertise.

For all the above reasons, it ismy belief that an in-depth knowledge of digital circuit
design techniques and approaches is an essential asset for a digital-system designer. Even
though she might not have to deal with the details of the circuit on adaily basis, the under-
standing will help her to cope with unexpected circumstances and to determine the domi-
nant effects when analyzing a design.

Example 1.1 Clocks Defy Hierarchy

To illustrate some of the issues raised above, let us examine the impact of deficienciesin one
of the most important global signalsin a design, the clock. The function of the clock signal in
adigital design is to order the multitude of events happening in the circuit. This task can be
compared to the function of atraffic light that determines which cars are allowed to move. It
also makes sure that al operations are completed before the next one starts—a traffic light
should be green long enough to alow a car or a pedestrian to cross the road. Under ideal cir-
cumstances, the clock signal is a periodic step waveform with transitions synchronized
throughout the designed circuit (Figure 1.7a). In light of our analogy, changes in the traffic
lights should be synchronized to maximize throughput while avoiding accidents. The impor-
tance of the clock alignment concept isillustrated with the example of two cascaded registers,
both operating on the rising edge of the clock f (Figure 1.7b). Under normal operating condi-
tions, the input In gets sampled into the first register on therising edge of f and appears at the
output exactly one clock period later. This is confirmed by the simulations shown in Figure
1.8c (signal Out).

Due to delays associated with routing the clock wires, it may happen that the clocks
become misaligned with respect to each other. As aresult, the registers are interpreting time
indicated by the clock signal differently. Consider the case that the clock signal for the second
register is delayed—or skewed—by a value d. The rising edge of the delayed clock f ¢will
postpone the sampling of the input of the second register. If the time it takes to propagate the
output of the first register to the input of the second is smaller than the clock delay, the latter
will sample the wrong value. This causes the output to change prematurely, as clearly illus-
trated in the simulation, where the signal Out¢goes high at the first rising edge of f ¢instead of

.
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Figure 1.7 Impact of clock misalignment.

the second one. In terms of our traffic analogy, cars of afirst traffic light hit the cars of the
next light that have not |eft yet.

Clock misalignment, or clock skew, asit isnormally called, isan important example of
how global signals may influence the functioning of a hierarchically designed system. Clock
skew is actually one of the most critical design problems facing the designers of large, high-
performance systems.

Example 1.2 Power Distribution Networks Defy Hierarchy

While the clock signal is one example of a global signal that crosses the chip hierarchy
boundaries, the power distribution network represents another. A digital system requiresa
stable DC voltage to be supplied to the individual gates. To ensure proper operation, this
voltage should be stable within a few hundred millivolts. The power distribution system
has to provide this stable voltage in the presence of very large current variations. The
resistive nature of the on-chip wires and the inductance of the I C package pins make thisa
difficult proposition. For example, the average DC current to be supplied to a 100 W-1V
microprocessor equals 100 A! The peak current can easily be twice as large, and current
demand can readily change from almost zero to this peak value over a short time—in the
range of 1 nsec or less. This leads to a current variation of 100 GA/sec, which is a truly
astounding number.

Consider the problem of the resistance of power-distribution wires. A current of 1 A
running through a wire with aresistance of 1 W causes a voltage drop of 1V. With supply
voltages of modern digital circuits ranging between 1.2 and 2.5 V, such adrop is unaccept-
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Block A Block B Block A Block B

(a) Routing through the block (b) Routing around the block

Figure 1.8 Power distribution network design.

able. Making the wires wider reduces the resistance, and hence the voltage drop. While
this sizing of the power network is relatively simple in a flat design approach, it is a lot
more complex in a hierarchical design. For example, consider the two blocks below in
Figure 1.8a[Saleh01]. If power distribution for Block A isexamined inisolation, the addi-
tional loading due to the presence of Block B is not taken into account. If power is routed
through Block A to Block B, alarger IR drop will occur in Block B since power is also
being consumed by Block A before it reaches Block B.

Since the total IR drop is based on the resistance seen from the pin to the block, one
could route around the block and feed power to each block separately, as shown in Figure
1.8b. Ideally, the main trunks should be large enough to handle all the current flowing
through separate branches. Although routing power thisway is easier to control and main-
tain, it also requires more area to implement. The large metal trunks of power have to be
sized to handle al the current for each block. This requirement forces designers to set
aside area for power busing that takes away from the available routing area.

As more and more blocks are added, the complex interactions between the blocks
determine the actual voltage drops. For instance, it is not always easy to determine which
way the current will flow when multiple parallel paths are available between the power
source and the consuming gate. Also, currents into the different modules do rarely peak at
the same time. All these considerations make the design of the power-distribution a chal-
lenging job. It requires a design methodology approach that supersedes the artificial
boundaries imposed by hierarchical design.

The purpose of this textbook is to provide a bridge between the abstract vision of
digital design and the underlying digital circuit and its peculiarities. While starting from a
solid understanding of the operation of electronic devices and an in-depth analysis of the
nucleus of digital design—the inverter—we will gradually channel this knowledge into
the design of more complex entities, such as complex gates, datapaths, registers, control-
lers, and memories. The persistent quest for a designer when designing each of the men-
tioned modules is to identify the dominant design parameters, to locate the section of the
design he should focus his optimizations on, and to determine the specific properties that
make the modul e under investigation (e.g., amemory) different from any others.
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The text aso addresses other compelling (global) issues in modern digital circuit
design such as power dissipation, interconnect, timing, and synchronization.

1.3 Quality Metricsof a Digital Design

This section defines a set of basic properties of a digital design. These properties help to
quantify the quality of adesign from different perspectives: cost, functionality, robustness,
performance, and energy consumption. Which one of these metrics is most important
depends upon the application. For instance, pure speed is a crucia property in a compute
server. On the other hand, energy consumption is a dominant metric for hand-held mobile
applications such as cell phones. The introduced properties are relevant at all levels of the
design hierarchy, beit system, chip, module, and gate. To ensure consistency in the defini-
tions throughout the design hierarchy stack, we propose a bottom-up approach: we start
with defining the basic quality metrics of a simple inverter, and gradually expand these to
the more complex functions such as gate, module, and chip.

1.3.1 Cost of an Integrated Circuit

The total cost of any product can be separated into two components. the recurring
expenses or the variable cost, and the non-recurring expenses or the fixed cost.

Fixed Cost

Thefixed cost is independent of the sales volume, the number of products sold. Animpor-
tant component of the fixed cost of an integrated circuit is the effort in time and man-
power it takes to produce the design. This design cost is strongly influenced by the com-
plexity of the design, the aggressiveness of the specifications, and the productivity of the
designer. Advanced design methodologies that automate major parts of the design process
can help to boost the latter. Bringing down the design cost in the presence of an ever-
increasing |C complexity is one of the major challengesthat is always facing the semicon-
ductor industry.

Additionally, one has to account for the indirect costs, the company overhead that
cannot be hilled directly to one product. It includes amongst others the company’s
research and development (R& D), manufacturing equipment, marketing, sales, and build-
ing infrastructure.

Variable Cost

This accounts for the cost that is directly attributable to a manufactured product, and is
hence proportional to the product volume. Variable costs include the costs of the parts
used in the product, assembly costs, and testing costs. The total cost of an integrated cir-
cuit isnow

ahixed costg

cost per IC = variable cost per IC +
P P € volume 9

(1.2)
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Individual die

Figure 1.9 Finished wafer. Each
square represents a die - in this case
the AMD Duron™ microprocessor
(Reprinted with permission from AMD).

The impact of the fixed cost is more pronounced for small-volume products. This also
explains why it makes sense to have large design team working for a number of yearson a
hugely successful product such as a microprocessor.

While the cost of producing a single transistor has dropped exponentially over the
past decades, the basic variable-cost equation has not changed:

cost of die + cost of dietest + cost of packaging (12)
final test yield '

As will be elaborated on in Chapter 2, the |C manufacturing process groups a number of
identical circuits onto a single wafer (Figure 1.9). Upon completion of the fabrication, the
wafer is chopped into dies, which are then individually packaged after being tested. We
will focus on the cost of the dies in this discussion. The cost of packaging and test is the
topic of later chapters.

The die cost depends upon the number of good die on awafer, and the percentage of
those that are functional. The latter factor is called the die yield.

variable cost =

cost of die =

cost of wafer (13)
dies per wafer * dieyield '

The number of dies per wafer is, in essence, the area of the wafer divided by the die
area.The actual situation is somewhat more complicated aswafers are round, and chipsare
square. Dies around the perimeter of the wafer are therefore lost. The size of the wafer has
been steadily increasing over the years, yielding more dies per fabrication run. Eq. (1.3)
also presents the first indication that the cost of a circuit is dependent upon the chip
area—increasing the chip area ssimply means that less dies fit on awafer.

The actual relation between cost and area is more complex, and depends upon the
die yield. Both the substrate material and the manufacturing process introduce faults that
can cause a chip to fail. Assuming that the defects are randomly distributed over the wafer,
and that the yield isinversely proportional to the complexity of the fabrication process, we
obtain the following expression of the die yield:
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H 4 H .—a
dieyidd = gq+defects per um;area d|earea(ﬁ) (L4)

a is a parameter that depends upon the complexity of the manufacturing process, and is
roughly proportional to the number of masks. a = 3isagood estimate for today’ s complex
CMOS processes. The defects per unit area is a measure of the material and process
induced faults. A value between 0.5 and 1 defects/cm? is typical these days, but depends
strongly upon the maturity of the process.

Example 1.3 DieYield

Assume awafer size of 12 inch, adie size of 2.5 cm?, 1 defects’cm?, and a = 3. Determine the
dieyield of this CMOS process run.

The number of dies per wafer can be estimated with the following expression, which
takes into account the lost dies around the perimeter of the wafer.

dies per wafer = B__(wafer diameter @)® p’ wafer diameter
diearea J2” diearea

This means 252 (= 296 - 44) potentially operational dies for this particular example. The die
yield can be computed with the aid of Eqg. (1.4), and equals 16%! This meansthat on the aver-
age only 40 of the dieswill be fully functional.

The bottom line is that the number of functional of dies per wafer, and hence the
cost per dieisastrong function of the die area. Whilethe yield tendsto be excellent for the
smaller designs, it drops rapidly once a certain threshold is exceeded. Bearing in mind the
equations derived above and the typical parameter values, we can conclude that die costs
are proportional to the fourth power of the area:

cost of die = f(die area)” (15)

The areais afunction that is directly controllable by the designer(s), and is the prime met-
ric for cost. Small area is hence a desirable property for a digital gate. The smaller the
gate, the higher the integration density and the smaller the die size. Smaller gates further-
more tend to be faster and consume less energy, as the total gate capacitance—which is
one of the dominant performance parameters—often scales with the area.

The number of transistors in a gate is indicative for the expected implementation
area. Other parameters may have an impact, though. For instance, a complex interconnect
pattern between the transistors can cause the wiring area to dominate. The gate complex-
ity, as expressed by the number of transistors and the regularity of the interconnect struc-
ture, also has an impact on the design cost. Complex structures are harder to implement
and tend to take more of the designers valuable time. Simplicity and regularity is a pre-
cious property in cost-sensitive designs.

1.3.2 Functionality and Robustness

A prime requirement for a digital circuit is, obvioudly, that it performs the function it is
designed for. The measured behavior of a manufactured circuit normally deviates from the

.
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expected response. One reason for this aberration are the variations in the manufacturing
process. The dimensions, threshold voltages, and currents of an MOS transistor vary
between runs or even on a single wafer or die. The electrical behavior of a circuit can be
profoundly affected by those variations. The presence of disturbing noise sources on or off
the chip is another source of deviations in circuit response. The word noise in the context
of digital circuits means “ unwanted variations of voltages and currents at the logic
nodes.” Noise signals can enter a circuit in many ways. Some examples of digital noise
sources are depicted in Figure 1.10. For instance, two wires placed side by side in an inte-
grated circuit form a coupling capacitor and a mutual inductance. Hence, a voltage or cur-
rent change on one of the wires can influence the signals on the neighboring wire. Noise
on the power and ground rails of a gate also influencesthe signal levelsin the gate.

Most noisein adigital system isinternally generated, and the noise value is propor-
tional to the signal swing. Capacitive and inductive crosstalk, and theinternally-generated
power supply noise are examples of such. Other noise sources such as input power supply
noise are external to the system, and their value is not related to the signal levels. For these
sources, the noise level is directly expressed in Volt or Ampere. Noise sources that are a
function of the signal level are better expressed as a fraction or percentage of the signal
level. Noiseis amajor concern in the engineering of digital circuits. How to cope with all
these disturbances is one of the main challenges in the design of high-performance digital
circuits and isarecurring topic in this book.
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(a) Inductive coupling (b) Capacitive coupling (c) Power and ground

. . o o noise
Figure 1.10 Noise sources in digital circuits.

The steady-state parameters (also called the static behavior) of a gate measure how
robust the circuit is with respect to both variations in the manufacturing process and noise
disturbances. The definition and derivation of these parameters requires a prior under-
standing of how digital signals are represented in the world of electronic circuits.

Digital circuits (DC) perform operations on logical (or Boolean) variables. A logical
variable x can only assume two discrete values:

xT {01}
As an example, the inversion (i.e.,, the function that an inverter performs) implements the
following compositional relationship between two Boolean variables x and y:

y=x{x=0p y=1;x=1b y=0} (1.6)
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A logical variable is, however, a mathematical abstraction. In a physical implemen-
tation, such a variable is represented by an electrical quantity. This is most often a node
voltage that is not discrete but can adopt a continuous range of values. This electrical volt-
ageisturned into a discrete variable by associating a nominal voltage level with each logic
state: 1U Vg, 00 Vg, where Vg, and V, represent the high and the low logic levels,
respectively. Applying Vg to the input of an inverter yields V, at the output and vice
versa. The difference between the two is called the logic or signal swing Vg,

Von = (Voo)

oo (L7)
Vor = (Von)

TheVoltage-Transfer Characteristic

Assume now that alogical variable in serves asthe input to an inverting gate that produces
the variable out. The electrical function of a gate is best expressed by its voltage-transfer
characteristic (VTC) (sometimes called the DC transfer characteristic), which plots the
output voltage as a function of the input voltage V. = f(Vi,). An example of an inverter
VTC is shown in Figure 1.11. The high and low nominal voltages, Vo, and Vg, can
readily be identified—Vqy = f(Vg) and Vg, = (Vo). Another point of interest of the
VTC isthe gate or switching threshold voltage V,, (not to be confused with the threshold
voltage of atransistor), that is defined as V), = f(V),). V), can aso be found graphically at
the intersection of the VTC curve and the line given by V,; = V;,,. The gate threshold volt-
age presents the midpoint of the switching characteristics, which is obtained when the out-
put of agate is short-circuited to the input. This point will proveto be of particular interest
when studying circuits with feedback (also called sequential circuits).

Vourd

VOH

Voo T
’ > Figure 1.11 Inverter voltage-transfer

characteristic.
Vou Vor Vin

Even if an ideal nominal value is applied at the input of a gate, the output signal
often deviates from the expected nominal value. These deviations can be caused by noise
or by the loading on the output of the gate (i.e., by the number of gates connected to the
output signal). Figure 1.12aillustrates how alogic level isrepresented in reality by arange
of acceptable voltages, separated by aregion of uncertainty, rather than by nominal levels
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aone. The regions of acceptable high and low voltages are delimited by the V., and V,
voltage levels, respectively. These represent by definition the points where the gain
(= dV,, / dV,,) of the VTC equals - 1 as shown in Figure 1.12b. The region between V,,
and V,, is called the undefined region (sometimes also referred to as transition width, or
TW). Steady-state signals should avoid this region if proper circuit operation is to be
ensured.

Noise Margins

For a gate to be robust and insensitive to noise disturbances, it is essential that the “0” and
“1" intervalsbe aslarge as possible. A measure of the sensitivity of agateto noiseisgiven
by the noise margins NM, (noise margin low) and NM; (noise margin high), which quan-
tize the size of the legal “0” and “1", respectively, and set a fixed maximum threshold on
the noise value:

NM_ =V, =Vg

(1.8)
NMy = Vou—=Viu

The noise margins represent the levels of noise that can be sustained when gates are cas-
caded as illustrated in Figure 1.13. It is obvious that the margins should be larger than 0
for adigital circuit to be functional and by preference should be as large as possible.

Regener ative Property

A large noise margin is adesirable, but not sufficient requirement. Assume that asignal is
disturbed by noise and differs from the nominal voltage levels. As long as the signal is
within the noise margins, the following gate continues to function correctly, athough its
output voltage varies from the nominal one. Thisdeviation is added to the noiseinjected at
the output node and passed to the next gate. The effect of different noise sources may
accumulate and eventually force asignal level into the undefined region. This, fortunately,
does not happen if the gate possesses the regenerative property, which ensures that adis-

d VoA
wqn /S Vor out
n v ASIope=-1
A Vi OH
Undefined
Region
V,
af ™ Vou
o AL v, >
n Vie Vi Vin

(a) Relationship between voltage and logic levels (b) Definition of V,,;and V)

Figure 1.12 Mapping logic levels to the voltage domain.
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“gr

Gate output I Gate input Figure 1.13 Cascaded inverter gates:
Stage M Stage M+ 1 definition of noise margins.

turbed signal gradually converges back to one of the nominal voltage levels after passing
through a number of logical stages. This property can be understood as follows:

An input voltage vi, (v, 1 “0") is applied to a chain of N inverters (Figure 1.144).
Assuming that the number of invertersin the chain is even, the output voltage v,; (N ®
¥) will equal Vg, if and only if the inverter possesses the regenerative property. Similarly,
when an input voltage v, (vi, T “1”) is applied to the inverter chain, the output voltage
will approach the nominal value V.

5
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Figure 1.14 The regenerative property.

Example 1.4 Regenerative property

The concept of regeneration isillustrated in Figure 1.14b, which plots the simulated transient
response of achain of CMOS inverters. The input signal to the chain is a step-waveform with
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a degraded amplitude, which could be caused by noise. Instead of swinging from rail to rail,
Vv only extends between 2.1 and 2.9 V. From the simulation, it can be observed that this devi-
ation rapidly disappears, while progressing through the chain; v;, for instance, extends from
0.6 V to 4.45 V. Even further, v, aready swings between the nominal V5 and V. The
inverter used in this example clearly possesses the regenerative property.

The conditions under which a gate is regenerative can be intuitively derived by ana-
lyzing asimple case study. Figure 1.15(a) plotsthe VTC of an inverter V. = f(V,,) aswell
asitsinverse function finv(), which reverts the function of the x- and y-axis and is defined
asfollows:

in = f(out) b in = finv(out) (2.9)

out out

V3

f(v)

4]

Vv, Vo in Vo Vs in

(a) Regenerative gate (b) Nonregenerative gate

Figure 1.15 Conditions for regeneration.

Assume that a voltage v, deviating from the nominal voltages, is applied to the first
inverter in the chain. The output voltage of thisinverter equals v; = f(v,) and is applied to
the next inverter. Graphically this corresponds to v; = finv(v,). The signal voltage gradu-
ally converges to the nominal signal after a number of inverter stages, as indicated by the
arrows. In Figure 1.15(b) the signal does not converge to any of the nominal voltage levels
but to an intermediate voltage level. Hence, the characteristic is nonregenerative. The dif-
ference between the two casesis due to the gain characteristics of the gates. To be regener-
ative, the VTC should have a transient region (or undefined region) with a gain greater
than 1 in absolute value, bordered by the two legal zones, where the gain should be
smaller than 1. Such a gate has two stable operating points. This clarifies the definition of
the V|, and the V| levels that form the boundaries between the legal and the transient
Zones.

Noise Immunity

While the noise margin is a meaningful means for measuring the robustness of a circuit
against noise, it is not sufficient. It expresses the capability of a circuit to “overpower” a
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noise source. Noise immunity, on the other hand, expresses the ability of the system to pro-
cess and transmit information correctly in the presence of noise [Dally98]. Many digital
circuits with low noise margins have very good noise immunity because they reject a
noise source rather than overpower it. These circuits have the property that only a small
fraction of a potentially-damaging noise source is coupled to the important circuit nodes.
More precisely, the transfer function between noise source and signal node is far smaller
than 1. Circuits that do not posses this property are susceptible to noise.

To study the noise immunity of a gate, we have to construct a noise budget that allo-
cates the power budget to the various noise sources. As discussed earlier, the noise sources
can be divided into sources that are

 proportiona to the signal swing Vg,. Theimpact on the signal nodeis expressed asg
V-

+ fixed. Theimpact on the signal node equals f Vi, with V,; the amplitude of the noise
source, and f the transfer function from noise to signal node.

We assume, for the sake of simplicity, that the noise margin equals half the signal swing
(for both H and L). To operate correctly, the noise margin has to be larger than the sum of
the coupled noise values.

Y/ 0 o)
Vim = %“ a fiVii t a 9Vew (1.10)
i i
Given a set of noise sources, we can derive the minimum signal swing necessary for the
system to be operational,

Zé fiVii
Vaw?® ———5— (1.11)
1-2a 9
j
This makes it clear that the signal swing (and the noise margin) has to be large enough to
overpower the impact of the fixed sources (f V). On the other hand, the sensitivity to
internal sources depends primarily upon the noise suppressing capabilities of the gate, this
isthe proportionality or gain factors g;. In the presence of large gain factors, increasing the
signal swing does not do any good to suppress noise, as the noise increases proportionaly.
In later chapters, we will discuss some differential logic families that suppress most of the
internal noise, and hence can get away with very small noise margins and signal swings.

Directivity

The directivity property requires a gate to be unidirectional, that is, changes in an output
level should not appear at any unchanging input of the same circuit. If not, an output-sig-
nal transition reflects to the gate inputs as a noise signal, affecting the signal integrity.

In real gate implementations, full directivity can never be achieved. Some feedback
of changes in output levels to the inputs cannot be avoided. Capacitive coupling between
inputs and outputs is a typical example of such a feedback. It is important to minimize
these changes so that they do not affect the logic levels of the input signals.

.
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Fan-In and Fan-Out

The fan-out denotes the number of load gates N that are connected to the output of the
driving gate (Figure 1.16). Increasing the fan-out of a gate can affect its logic output lev-
els. From the world of analog amplifiers, we know that this effect is minimized by making
the input resistance of the load gates as large as possible (minimizing the input currents)
and by keeping the output resistance of the driving gate small (reducing the effects of load
currents on the output voltage). When the fan-out is large, the added load can deteriorate
the dynamic performance of the driving gate. For these reasons, many generic and library
components define a maximum fan-out to guarantee that the static and dynamic perfor-
mance of the element meet specification.

The fan-in of a gate is defined as the number of inputs to the gate (Figure 1.16b).
Gates with large fan-in tend to be more complex, which often resultsin inferior static and
dynamic properties.

— >

N oo

VYV
§|||

(b) Fan-in M
oo
Figure 1.16 Definition of fan-out and fan-
(a) Fan-out N in of a digital gate.

Theldeal Digital Gate

Based on the above observations, we can define the ideal digital gate from a static per-
spective. The ideal inverter model is important because it gives us a metric by which we
can judge the quality of actual implementations.

ItsVTC isshown in Figure 1.17 and has the following properties: infinite gainin the
transition region, and gate threshold located in the middle of the logic swing, with high
and low noise margins equal to half the swing. The input and output impedances of the
ideal gate are infinity and zero, respectively (i.e., the gate has unlimited fan-out). While
thisideal VTC is unfortunately impossible in real designs, some implementations, such as
the static CMOS inverter, come close.

Example 1.5 Voltage-Transfer Characteristic

Figure 1.18 shows an example of a voltage-transfer characteristic of an actual, but outdated
gate structure (as produced by SPICE in the DC analysis mode). The values of the dc-param-
eters are derived from inspection of the graph.

%

ﬁ&

.



‘ é chapterl.fm Page 31 Friday, January 18, 2002 8:58 AM

Section 1.3 Quality Metrics of aDigital Design 31

out

N 4

n Figure 1.17 Ideal voltage-transfer characteristic.

Vou=35V; Vg =045V
Viy=235V; V, =066V
V=164V

NM,, = 1.15V; NM, =0.21V

The observed transfer characteristic, obvioudly, is far from ideal: it is asymmetrical,
has avery low valuefor NM, and the voltage swing of 3.05 V is substantially below the max-
imum obtainable value of 5V (which is the value of the supply voltage for this design).

5.0
L NM, -
40 %
g 3.0
3
2071 1
Vi
\ NMy
1.0f <“—> 1
\.
) ) ) T\ Figure 1.18 Voltage-transfer
0.0 1.0 2.0 3.0 4.0 5.0 characteristic of an NMOS
Vi, (V) inverter of the 1970s.

1.3.3 Performance

From a system designers perspective, the performance of a digital circuit expresses the
computational load that the circuit can manage. For instance, a microprocessor is often
characterized by the number of instructions it can execute per second. This performance
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metric depends both on the architecture of the processor—for instance, the number of
instructions it can execute in parallel—, and the actual design of logic circuitry. While the
former is crucially important, it is not the focus of thistext book. We refer the reader to the
many excellent books on thistopic [for instance, Hennessy96]. When focusing on the pure
design, performance is most often expressed by the duration of the clock period (clock
cycle time), or its rate (clock frequency). The minimum value of the clock period for a
given technology and design is set by a number of factors such as the time it takes for the
signals to propagate through the logic, the time it takes to get the data in and out of the
registers, and the uncertainty of the clock arrival times. Each of these topics will be dis-
cussed in detail on the course of thistext book. At the core of the whole performance anal-
ysis, however, lays the performance of an individual gate.

The propagation delay t,, of a gate defines how quickly it responds to a change at its
input(s). It expresses the delay experienced by a signal when passing through a gate. It is
measured between the 50% transition points of the input and output waveforms, as shown
in Figure 1.19 for an inverting gate.? Because a gate displays different response times for
rising or falling input waveforms, two definitions of the propagation delay are necessary.
The t,, ; defines the response time of the gate for alow to high (or positive) output transi-
tion, while t,, refersto a high to low (or negative) transition. The propagation delay t, is
defined as the average of the two.

t +1
ty = J%lﬂ (1.12)
Vin A
50%
| I
| I
| I t
| } 1 ; >
Ul TP
VOU? 4 I
I
l 1
I\ I
I\l I
| 50% |
I I
! 10% Doy
! 7 t —» Figure 1.19 Definition of propagation
L [ A . )
R — delays and rise and fall times.

2 The 50% definition isinspired the assumption that the switching threshold Vy istypically located in the
middle of the logic swing.
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I
CAUTION: : Observe that the propagation delay t,, in contrast to t; ,, and t,,, is an
artificial gate quality metric, and has no physical meaning per se. It is mostly used to com-

pare different semiconductor technologies, or logic design styles.
I

The propagation delay is not only afunction of the circuit technology and topology,
but depends upon other factors as well. Most importantly, the delay is a function of the
dlopes of the input and output signals of the gate. To quantify these properties, we intro-
duce the rise and fall times t, and t;, which are metrics that apply to individual signal
waveforms rather than gates (Figure 1.19), and express how fast a signal transits between
the different levels. The uncertainty over when a transition actually starts or ends is
avoided by defining the rise and fall times between the 10% and 90% points of the wave-
forms, as shown in the Figure. The rise/fall time of asignal is largely determined by the
strength of the driving gate, and the load presented by the node itself, which sums the con-
tributions of the connecting gates (fan-out) and the wiring parasitics.

When comparing the performance of gatesimplemented in different technologies or
circuit styles, it is important not to confuse the picture by including parameters such as
load factors, fan-in and fan-out. A uniform way of measuring the t, of a gate, so that tech-
nologies can be judged on an equal footing, is desirable. The de-facto standard circuit for
delay measurement is the ring oscillator, which consists of an odd number of inverters
connected in acircular chain (Figure 1.20). Due to the odd number of inversions, this cir-
cuit does not have a stable operating point and oscillates. The period T of the oscillation is
determined by the propagation time of a signal transition through the complete chain, or
T=2"t,° Nwith N the number of inverters in the chain. The factor 2 results from the
observation that afull cycle requires both alow-to-high and a high-to-low transition. Note
that this equation is only valid for 2Nt, >> t + t.. If this condition is not met, the circuit
might not oscillate—one “wave” of signals propagating through the ring will overlap with
a successor and eventually dampen the oscillation. Typically, a ring oscillator needs a
least five stages to be operational.

Figure 1.20 Ring oscillator circuit for propagation-delay measurement.
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CAUTION: We must be extremely careful with results obtained from ring oscillator
measurements. A t, of 20 psec by no means implies that a circuit built with those gates
will operate at 50 GHz. The oscillator results are primarily useful for quantifying the dif-
ferences between various manufacturing technologies and gate topologies. The oscillator
isan idealized circuit where each gate has afan-in and fan-out of exactly one and parasitic
loads are minimal. In more realistic digital circuits, fan-ins and fan-outs are higher, and
interconnect delays are non-negligible. The gate functionality is also substantially more
complex than a simple invert operation. As a result, the achievable clock frequency on
average is 50 to a 100 times slower than the frequency predicted from ring oscillator mea-
surements. Thisis an average observation; carefully optimized designs might approach the
ideal frequency more closely.

Example 1.6 Propagation Delay of First-Order RC Network

Digita circuits are often modeled as first-order RC networks of the type shown in Figure
1.21. The propagation delay of such a network isthus of considerable interest.

R
Vout
—e

V;

in =¢C
L

— Figure 1.21 First-order RC network.

When applying a step input (with v;,, going from 0 to V), the transient response of this
circuit is known to be an exponential function, and is given by the following expression
(wheret = RC, the time constant of the network):

Vo =(@1- e™yv (1.13)

The time to reach the 50% point is easily computed ast = In(2)t = 0.69t. Similarly, it takest
=In(9t = 2.2t to get to the 90% point. It is worth memorizing these numbers, as they are
extensively used in the rest of the text.

1.3.4 Power and Energy Consumption

The power consumption of a design determines how much energy is consumed per opera-
tion, and much heat the circuit dissipates. These factors influence a great number of criti-
cal design decisions, such as the power-supply capacity, the battery lifetime, supply-line
sizing, packaging and cooling requirements. Therefore, power dissipation is an important
property of a design that affects feasibility, cost, and reliability. In the world of high-per-
formance computing, power consumption limits, dictated by the chip package and the heat
removal system, determine the number of circuits that can be integrated onto a single chip,
and how fast they are allowed to switch.With the increasing popularity of mobile and dis-
tributed computation, energy limitations put a firm restriction on the number of computa-
tions that can be performed given a minimum time between battery recharges.
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Depending upon the design problem at hand, different dissipation measures have to
be considered. For instance, the peak power P, isimportant when studying supply-line
sizing. When addressing cooling or battery requirements, one is predominantly interested
in the average power dissipation P,,. Both measures are defined in equation Eq. (1.14):

IDpeak = ipeakvsupply = max[p(t)]

Lyt = Youaal S0
Pav = -I_-@(t)dt = T dsupply(t)dt
0 0

where p(t) is the instantaneous power, | supply
voltage Vg, over theinterval t1 [0,T], and iy is the maximum value of i
interval.

The dissipation can further be decomposed into static and dynamic components. The
latter occurs only during transients, when the gate is switching. It is attributed to the
charging of capacitors and temporary current paths between the supply rails, and is, there-
fore, proportional to the switching frequency: the higher the number of switching events,
the higher the dynamic power consumption. The static component on the other hand is
present even when no switching occurs and is caused by static conductive paths between
the supply rails or by leakage currents. It is always present, even when the circuit is in
stand-by. Minimization of this consumption source is aworthwhile goal.

The propagation delay and the power consumption of a gate are related—the propa-
gation delay is mostly determined by the speed at which a given amount of energy can be
stored on the gate capacitors. The faster the energy transfer (or the higher the power con-
sumption), the faster the gate. For a given technology and gate topology, the product of
power consumption and propagation delay is generally a constant. This product is called
the power-delay product (or PDP) and can be considered as a quality measure for a
switching device. The PDP is simply the energy consumed by the gate per switching
event. The ring oscillator is again the circuit of choice for measuring the PDP of a logic
family.

Anidea gate is one that isfast, and consumes little energy. The energy-delay prod-
uct (E-D) is a combined metric that brings those two elements together, and is often used
asthe ultimate quality metric. From the above, it should be clear that the E-D is equivalent
to power-delay?.

is the current being drawn from the supply

over that

pply supply

Example 1.7 Energy Dissipation of First-Order RC Network

Let us consider again the first-order RC network shown in Figure 1.21. When applying a step
input (with V;,, going from O to V), an amount of energy is provided by the signal source to the
network. The total energy delivered by the source (from the start of the transition to the end)
can be readily computed:

¥ ¥ \%
. dv
E,= din(t)vm(t)dt = Vc‘),’“d—‘;”‘dt = (CV)c‘jivOut = cV? (1.15)
0 0 0

Itisinteresting to observe that the energy needed to charge a capacitor from 0to V volt
with a step input is afunction of the size of the voltage step and the capacitance, but is inde-

.
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pendent of the value of the resistor. We can aso compute how much of the delivered energy
gets stored on the capacitor at the end of the transition.

\%

¥ ¥
. dv
EC = Gc(t)vout(t)dt = d(;m\/outdt = Cdoutdvout =

0 0 0

Thisis exactly half of the energy delivered by the source. For those who wonder hap-
pened with the other half—a simple analysis shows that an equivalent amount gets dissipated
as heat in the resistor during the transaction. We leave it to the reader to demonstrate that dur-
ing the discharge phase (for a step from V to 0), the energy originally stored on the capacitor
gets dissipated in the resistor as well, and turned into heat.

CcV?

2

(1.16)

1.4 Summary

In this introductory chapter, we learned about the history and the trends in digital circuit
design. We aso introduced the important quality metrics, used to evaluate the quality of a
design: cost, functionality, robustness, performance, and energy/power dissipation. At the
end of the Chapter, you can find an extensive list of reference works that may help you to
learn more about some of the topics introduced in the course of the text.

15 ToProbeFurther

The design of digital integrated circuits has been the topic of a multitude of textbooks and
monographs. To help the reader find more information on some selected topics, an exten-
sive list of reference works is listed below. The state-of-the-art developments in the area
of digital design are generally reported in technical journals or conference proceedings,
the most important of which are listed.
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IEEE Journal of Solid-Sate Circuits

IEICE Transactions on Electronics (Japan)

Proceedings of The International Solid-Sate and Circuits Conference (1SSCC)
Proceedings of the VLS Circuits Symposium

Proceedings of the Custom Integrated Circuits Conference (CICC)

European Solid-Sate Circuits Conference (ESSCIRC)
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1.6 Exercises

1. [E, None, 1.2] Based on the evolutionary trends described in the chapter, predict the integra-
tion complexity and the clock speed of a microprocessor in the year 2015. Determine also
how much DRAM should be available on a single chip at that point in time, if Moore's law
would still hold.

2. [D, None, 1.2] Vist  the Inte on-line  microprocessor museum
(http://imww.intel .convintel/intelis'museunvexhibit/hist_micro/index.ntm). While browsing
through the microprocessor hall-of-fame, determine the rate of increase in transistor counts
and clock frequenciesin the 70's, 80's, and 90's. Also, create a plot of the number of transis-
tors versus technology feature size. Spend some time browsing the site. It contains a large
amount of very interesting information.

3. [D, None, 1.2] By scanning the literature, find the leading-edge devices at thispoint intimein
the following domains: microprocessor, signal processor, SRAM, and DRAM. Determine for
each of those, the number of integrated devices, the overall area and the maximum clock
speed. Evaluate the match with the trends predicted in section 1.2.

4. [D, None, 1.2] Find in the library the latest November issue of the Journal of Solid Sate Cir-
cuits. For each of the papers, determine its application class (such as microprocessor, signal
processor, DRAM, SRAM), the type of manufacturing technology used (MOS, bipolar, etc.),
the minimum feature size, the number of devices on a single die, and the maximum clock
speed. Tabulate the results along the various application classes.

5. [E, None, 1.2] Provide at least three examples for each of the abstraction levels described in
Figure 1.6.

.
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tion complexity and the clock speed of a microprocessor in the year 2015. Determine also
how much DRAM should be available on a single chip at that point in time, if Moore's law
would still hold.
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(http://mww.intel.comvintel /intelis/museurn/exhibit/hist_micro/index.htm). While browsing
through the microprocessor hall-of-fame, determine the rate of increase in transistor counts
and clock frequencies in the 70's, 80's, and 90's. Also, create a plot of the number of transis-
tors versus technology feature size. Spend some time browsing the site. It contains a large
amount of very interesting information.

[D, None, 1.2] By scanning the literature, find the leading-edge devices at thispoint intimein
the following domains: microprocessor, signal processor, SRAM, and DRAM. Determine for
each of those, the number of integrated devices, the overall area and the maximum clock
speed. Evaluate the match with the trends predicted in section 1.2.

[D, None, 1.2] Find in the library the latest November issue of the Journal of Solid Sate Cir-
cuits. For each of the papers, determine its application class (such as microprocessor, signal
processor, DRAM, SRAM), the type of manufacturing technology used (MOS, bipolar, etc.),
the minimum feature size, the number of devices on a single die, and the maximum clock
speed. Tabulate the results aong the various application classes.

[E, None, 1.2] Provide at least three examples for each of the abstraction levels described in
Figure 1.6.
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2.1 Introduction

Most digital designers will never be confronted with the details of the manufacturing pro-
cess that lies at the core of the semiconductor revolution. Yet, some insight in the steps
that lead to an operational silicon chip comesin quite handy in understanding the physical
constraints that are imposed on a designer of an integrated circuit, as well asthe impact of
the fabrication process on issues such as cost.

In this chapter, we briefly describe the steps and techniques used in a modern inte-
grated circuit manufacturing process. It is not our aim to present a detailed description of
the fabrication technology, which easily deserves a complete course [PlummerQ0]. Rather
we aim at presenting the general outline of the flow and the interaction between the vari-
ous steps. We learn that a set of optical masks forms the central interface between the
intrinsics of the manufacturing process and the design that the user wants to see trans-
ferred to the silicon fabric. The masks define the patterns that, when transcribed onto the
different layers of the semiconductor material, form the elements of the electronic devices
and the interconnecting wires. As such, these patterns have to adhere to some constraints
in terms of minimum width and separation if the resulting circuit is to be fully functional.
This collection of constraintsis called the design rule set, and acts as the contract between
the circuit designer and the process engineer. If the designer adheresto these rules, he gets
a guarantee that his circuit will be manufacturable. An overview of the common design
rules, encountered in modern CMOS processes, will be given. Finaly, an overview is
given of the IC packaging options. The package forms the interface between the circuit
implemented on the silicon die and the outside world, and as such has a major impact on
the performance, reliability, longevity, and cost of the integrated circuit.

2.2 Manufacturing CMOS Integrated Circuits

A simplified cross section of atypical CMOS inverter is shown in Figure 2.1. The CMOS
process requires that both n-channel (NMOS) and p-channel (PMOS) transistors be built
in the same silicon material. To accommodate both types of devices, special regions called
wells must be created in which the semiconductor material is opposite to the type of the
channel. A PMOS transistor has to be created in either an n-type substrate or an n-well,
while an NMOS device resides in either a p-type substrate or a p-well. The cross section

Polysilicon Al

SiO,

TN

p-substrate

Figure2.1 Cross section of an n-well CMOS process.

.
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shown in Figure 2.1 features an n-well CMOS process, where the NMOS transistors are

43

implemented in the p-doped substrate, and the PMOS devices are located in the n-well.
Modern processes are increasingly using a dual-well approach that uses both n- and p-

wells, grown on top on a epitaxial layer, as shown in Figure 2.2. We will restrict the

remainder of this discussion to the latter process (without loss of generality).

gate-oxide

Tungsten

[ p-epi

pt+

TiSi, AlCu

p+

Figure 2.2Cross section of modern dual-well CMOS process.

The CMOS process requires a large number of steps, each of which consists of a

sequence of basic operations. A number of these steps and/or operations are executed very

repetitively in the course of the manufacturing process. Rather than diving directly into a
description of the overall process flow, we first discuss the starting material followed by a

detailed perspective on some of the most-often recurring operations.

221 TheSilicon Wafer

The base material for the manufacturing process comes
in the form of a single-crystalline, lightly doped wafer.
These wafers have typical diameters between 4 and 12
inches (10 and 30 cm, respectively) and a thickness of
at most 1 mm, and are obtained by cutting a single-
crystal ingot into thin dices (Figure 2.3). A starting
wafer of the p™-type might be doped around the levels
of 2~ 107 impuritiesm?. Often, the surface of the
wafer is doped more heavily, and a single crystal epi-
taxial layer of the opposite type is grown over the sur-
face before the wafers are handed to the processing
company. One important metric is the defect density of
the base material. High defect densities lead to a larger
fraction of non-functional circuits, and consequently an
increase in cost of the final product.

%

F

Figure 2.3 Single-crystal ingot and
sliced wafers (from [Fullman99]).

.
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2.2.2  Photolithography

In each processing step, acertain area on the chip is masked out using the appropriate opti-
cal mask so that a desired processing step can be selectively applied to the remaining
regions. The processing step can be any of awide range of tasksincluding oxidation, etch-
ing, metal and polysilicon deposition, and ion implantation. The technique to accomplish
this selective masking, called photolithography, is applied throughout the manufacturing
process. Figure 2.4 gives a graphical overview of the different operations involved in a
typical photolitographic process. The following steps can be identified:

optical
mask

oxidation

photoresist
removal (ashing)

2

process
step

photoresist coating

stepper exposure

Figure 2.4 Typical operationsin asingle
photolithographic cycle (from [Fullman99]).

photoresist
development
acid etch

spin, rinse, dry

1. Oxidation layering — this optional step deposits a thin layer of SiO, over the com-
plete wafer by exposing it to a mixture of high-purity oxygen and hydrogen at
approximately 1000°C. The oxideis used as an insulation layer and also forms tran-
sistor gates.

2. Photoresist coating — a light-sensitive polymer (similar to latex) is evenly applied
while spinning the wafer to a thickness of approximately 1 nm. This materia is
originally soluble in an organic solvent, but has the property that the polymers cross-

® s
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link when exposed to light, making the affected regions insoluble. A photoresist of
thistypeiscalled negative. A positive photoresist has the opposite properties; origi-
nally insoluble, but soluble after exposure. By using both positive and negative
resists, a single mask can sometimes be used for two steps, making complementary
regions available for processing. Since the cost of a mask isincreasing quite rapidly
with the scaling of technology, a reduction of the number of masksis surely of high
priority.

. Sepper exposure— aglass mask (or reticle), containing the patterns that we want to

transfer to the silicon, is brought in close proximity to the wafer. The mask is
opague in the regions that we want to process, and transparent in the others (assum-
ing a negative photoresist). The glass mask can be thought of as the negative of one
layer of the microcircuit. The combination of mask and wafer is now exposed to
ultra-violet light. Where the mask is transparent, the photoresist becomes insoluble.

. Photoresist development and bake — the wafers are developed in either an acid or

base solution to remove the non-exposed areas of photoresist. Once the exposed
photoresist is removed, the wafer is “ soft-baked” at alow temperature to harden the
remaining photoresist.

. Acid Etching — material is selectively removed from areas of the wafer that are not

covered by photoresist. This is accomplished through the use of many different
types of acid, base and caustic solutions as a function of the material that is to be
removed. Much of the work with chemicals takes place at large wet benches where
special solutions are prepared for specific tasks. Because of the dangerous nature of
some of these solvents, safety and environmental impact is a primary concern.

. Soin, rinse, and dry — a specia tool (called SRD) cleans the wafer with deionized

water and dries it with nitrogen. The microscopic scale of modern semiconductor
devices means that even the smallest particle of dust or dirt can destroy the circuitry.
To prevent this from happening, the processing steps are performed in ultra-clean
rooms where the number of dust particles per cubic foot of air ranges between 1 and
10. Automatic wafer handling and robotics are used whenever possible. This
explains why the cost of a state-of-the-art fabrication facility easily ranges in the
multiple billions of dollars. Even then, the wafers must be constantly cleaned to
avoid contamination, and to remove the |eft-over of the previous process steps.

. Various process steps — the exposed area can now be subjected to a wide range of

process steps, such as ion implantation, plasma etching, or metal deposition. These
are the subjects of the subsequent section.

. Photoresist removal (or ashing) — a high-temperature plasmais used to selectively

remove the remaining photoresist without damaging device layers.

We illustrate the use of the photolitographic process for one specific example, the

patterning of a layer of SIO,, in Figure 2.5. The sequence of process steps shown in the
Figure patterns exactly one layer of the semiconductor material, and may seem very com-
plex. Y et, the reader has to bear in mind that same sequence patterns the layer of the com-
plete surface of the wafer. It is hence a very parallel process, transferring hundreds of

%

i

.



‘ é chapter2.fm Page 46 Friday, January 18, 2002 8:59 AM

Al

46 THE MANUFACTURING PROCESS Chapter 2

DOB G §ae—

|| Iy Hardened resist
Sio,

Si-substrate

(a) Silicon base material )
Si-substrate

I "OtOresist

Sio
2 (d) After development and etching of resist,
. chemical or plasma etch of SiO,
Si-substrate
(b) After oxidation and deposition q F Hardened resist
of negative photoresist SiO,
Si-substrate
222222 222 R
Patterned (e) After etching
i ¢ i i i i optical mask
(| 4-EXposed resist —\ —sio,
Si-substrate Si-substrate

(c) Stepper exposure (f) Final result after removal of resist

Figure 2.5 Process steps for patterning of SiO,.

millions of patternsto the semiconductor surface simultaneously. The concurrent and scal-
able nature of the optolithographical process is what makes the cheap manufacturing of
complex semiconductor circuits possible, and lies at the core of the economic success of
the semiconductor industry.

The continued scaling of the minimum feature sizes in integrated circuits puts an
enormous burden on the developer of semiconductor manufacturing equipment. This is
especialy true for the optolithographical process. The dimensions of the features to be
transcribed surpass the wavel engths of the optical light sources, so that achieving the nec-
essary resolution and accuracy becomes harder and harder. So far, engineering engineer-
ing has extended the lifetime of this process at least until the 100 nm (or 0.1 nm) process
generation. Techniques such as optical-mask correction (OPC) pre-warp the drawn pat-
terns to account for the diffraction phenomena, encountered when printing close to the
limits of optical lithography. This adds substantially to the cost of mask making. In the
foreseeable future, other solutions that offer a a finer resolution such as extreme-ultravio-
let (EUV), X-ray or electron-beam may be needed. These techniques, while fully func-
tional, are currently less attractive from an economic viewpoint.
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223  SomeRecurring Process Steps

Diffusion and lon Implantation

Many steps of the integrated circuit manufacturing process require a chance in the
dopant concentration of some parts of the material. The creation of the source and drain
regions, well and substrate contacts, the doping of the polysilicon, and the adjustments of
the device threshold are examples of such. There exist two approaches for introducing
these dopants—diffusion and ion implantation. In both techniques, the areato be doped is
exposed, while the rest of the wafer is coated with a layer of buffer material, typically
SiO,.

In diffusion implantation, the wafers are placed in a quartz tube embedded in a
heated furnace. A gas containing the dopant is introduced in the tube. The high tempera-
tures of the furnace, typically 900 to 1100 °C, cause the dopants to diffuse into the
exposed surface both vertically and horizontally. The final dopant concentration is the
greatest at the surface and decreases in a gaussian profile deeper in the material.

In ion implantation, dopants are introduced as ions into the material. The ion
implantation system directs and sweeps a beam of purified ions over the semiconductor
surface. The acceleration of the ions determines how deep they will penetrate the material,
while the beam current and the exposure time determine the dosage. The ion implantation
method allows for an independent control of depth and dosage. Thisis the reason that ion
implantation has largely displaced diffusion in modern semiconductor manufacturing.

lon implantation has some unfortunate side effects however, the most important one
being lattice damage. Nuclear collisions during the high energy implantation cause the
displacement of substrate atoms, leading to material defects. This problem is largely
resolved by applying a subsequent annealing step, in which the wafer is heated to around
1000°C for 15 to 30 minutes, and then allowed to cool slowly. The heating step thermally
vibrates the atoms, which allows the bonds to reform.

Deposition

Any CMOS process requires the repetitive deposition of layers of a material over
the complete wafer, to either act as buffers for a processing step, or as insulating or con-
ducting layers. We have already discussed the oxidation process, which allows a layer of
SiO, to be grown. Other materials require different techniques. For instance, silicon
nitride (SiN,) is used as a sacrificial buffer material during the formation of the field
oxide and the introduction of the stopper implants. This silicon nitride is deposited every-
where using a process called chemical vapor deposition or CVD, which uses a gas-phase
reaction with energy supplied by heat at around 850°C.

Polysilicon, on the other hand, is deposited using a chemical deposition process,
which flows silane gas over the heated wafer coated with SiO, at atemperature of approx-
imately 650°C. The resulting reaction produces a non-crystalline or amorphous material
called polysilicon. To increase to conductivity of the material, the deposition hasto be fol-
lowed by an implantation step.

The Aluminum interconnect layers are typically deployed using a process known as
sputtering. The aluminum is evaporated in a vacuum, with the heat for the evaporation

.
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delivered by electron-beam or ion-beam bombarding. Other metallic interconnect materi-
als such as Copper require different deposition techniques.

Etching

Once amaterial has been deposited, etching is used to selectively form patterns such
as wires and contact holes. The wet etching process was described earlier, and makes use
of acid or basic solutions. For instance, hydrofluoric acid buffered with ammonium fluo-
rideistypically used to etch SiO,.

In recent years, dry or plasma etching has made a lot of inroad. A wafer is placed
into the etch tool's processing chamber and given a negative electrical charge. The cham-
ber is heated to 100°C and brought to a vacuum level of 7.5 Pa, then filled with a posi-
tively charged plasma (usually a mix of nitrogen, chlorine and boron trichloride). The
opposing electrical charges cause the rapidly moving plasma molecules to align them-
selvesin avertical direction, forming a microscopic chemical and physical “sandblasting”
action which removes the exposed material. Plasma etching has the advantage of offering
a well-defined directionality to the etching action, creating patterns with sharp vertical
contours.

Planarization

Toreliably deposit alayer of materia onto the semiconductor surface, it is essential
that the surface is approximately flat. If no special steps were taken, this would definitely
not be the case in modern CMOS processes, where multiple patterned metal interconnect
layers are superimposed onto each other. Therefore, a chemical-mechanical planarization
(CMP) step isincluded before the deposition of an extrametal layer on top of the insulat-
ing SO, layer. This process uses a slurry compound—a liquid carrier with a suspended
abrasive component such as aluminum oxide or silica—to microscopically plane a device
layer and to reduce the step heights.

224  Simplified CMOS Process Flow

The gross outline of a potential CMOS process flow is given in Figure 2.6. The process
starts with the definition of the active regions, this is the regions where transistors will be
constructed. All other areas of the die will be covered with athick layer of silicon dioxide
(SI0,), cdlled the field oxide. This oxide acts as the insulator between neighboring
devices, and is either grown (as in the process of Figure 2.1), or deposited in etched
trenches (Figure 2.2) — hence the name trench insulation. Further insulation is provided
by the addition of a reverse-biased np-diode, formed by adding an extra p* region, called
the channel-stop implant (or field implant) underneath the field oxide. Next, lightly doped
p- and n-wells are formed through ion implantation. To construct an NMOS transistor in a
p-well, heavily doped n-type source and drain regions are implanted (or diffused) into the
lightly doped p-type substrate. A thin layer of SIO,, called the gate oxide, separates the
region between the source and drain, and is itself covered by conductive polycrystalline
silicon (or polysilicon, for short). The conductive material forms the gate of the transistor.
PMOS transistors are constructed in an n-well in a similar fashion (just reverse n's and
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Define active areas
Etch and fill trenches

v

Implant well regions

v

Deposit and pattern
polysilicon layer

v

Implant source and drain
regions and substrate contacts

v

Create contact and via windows
Deposit and pattern metal layers

Figure 2.6 Simplified process sequence for the manufacturing of an-
dual-well CMOS circuit.

p's). Multiple insulated layers of metallic (most often Aluminum) wires are deposited on
top of these devices to provide for the necessary interconnections between the transistors.

A more detailed breakdown of the flow into individual process steps and their
impact on the semiconductor material is shown graphically in Figure 2.7. While most of
the operations should be self-explanatory in light of the previous descriptions, some com-
ments on individual operations are worthwhile. The process starts with a p-substrate sur-
faced with a lightly doped p-epitaxial layer (a). A thin layer of SiO, is deposited, which
will serve as the gate oxide for the transistors, followed by a deposition of a thicker sacri-
ficial silicon nitride layer (b). A plasma etching step using the complementary of the
active area mask creates the trenches, used for insulating the devices (c). After providing
the channel stop implant, the trenches are filled with SiO, followed by a number of steps
to provide a flat surface (including inverse active pattern oxide etching, and chemical-
mechanical planarization). At that point, the sacrificial nitride is removed (d). The n-well
mask is used to expose only the n-well areas (the rest of the wafer is covered by a thick
buffer material), after which an implant-annealing sequence is applied to adjust the well-
doping. Thisis followed by a second implant step to adjust the threshold voltages of the
PMOS transistors. This implant only impacts the doping in the area just below the gate
oxide (€). Similar operations (using other dopants) are performed to create the p-wells,
and to adjust the thresholds of the NMOS transistors (f). A thin layer of polysilicon is
chemically deposited, and patterned with the aid of the polysilicon mask. Polysilicon is
used both as gate electrode material for the transistors as well as an interconnect medium
(g). Consecutive ion implantations are used to dope the source and drain regions of the
PMOS (p*) and NMOS (n*) transistors, respectively (h), after which the thin gate oxide
not covered by the polysilicon is etched away'. The same implants are also used to dope

1 Most modern processes also include extra implants for the creation of the lightly-doped drain regions
(LDD), and the creation of gate spacers at this point. We have omitted these for the sake of simplicity.
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poly(silicon)

(g) After polysilicon deposition
and etch

(h) After n* source/drain and
p* source/drain implants. These
steps also dope the polysilicon.

Sio,

(i) After deposition of SiO,
insulator and contact hole etch.

Al

(j) After deposition and
patterning of first Al layer.

Sio,

(k) After deposition of SiO,
insulator, etching of via’s,
deposition and patterning of
second layer of Al

Figure 2.7 Process flow for the fabrication of an NMOS and a PMOS transistor in a dual-well CMOS process. Be
aware that the drawings are stylized for understanding, and that the aspects ratios are not proportioned to reality.
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the polysilicon on the surface, reducing its resistivity. Undoped polysilicon has a very
high resistivity. Note that the polysilicon gate, which is patterned before the doping, actu-
ally defines the precise location of the channel region, and hence the location of the source
and drain regions. This procedure allows for a very precise positioning of the two regions
relative to the gate, and hence is called the self-aligned process. The process continues
with the deposition of the metallic interconnect layers. These consists of arepetition of the
following steps (i-k): deposition of the insulating material (most often SiO,), etching of
the contact or via holes, deposition of the metal (most often Aluminum and Copper,
although Tungsten is often used for the lower layers), and patterning of the metal. Inter-
mediate planarization steps ensure that the surface remains reasonable flat, even in the
presence of multiple interconnect layers. After the last level of metal is deposited, afinal
passivation or overglass is deposited for protection. This layer would be CVD SO,
although often an additional layer of nitride is deposited asit is more impervious to mois-
ture. The final processing step isto etch openings to the pads used for bonding.

A cross-section of the final artifact is shown in Figure 2.8. Observe how the transis-
tors occupy only a small fraction of the total height of the structure. The interconnect lay-
ers take up the mgjority of the vertical dimension.

transistor

Figure 2.8 Cross-section of state-of-the-art
CMOS process.

2.3 Design Rules— The Contract between Designer and Process Engineer

As processes become more complex, requiring the designer to understand the intricacies
of the fabrication process and interpret the relations between the different masksis a sure
road to trouble. The goal of defining a set of design rulesisto allow for aready translation
of acircuit concept into an actual geometry in silicon. The design rules act as the interface
or even the contract between the circuit designer and the process engineer.

Circuit designersin general want tighter, smaller designs, which lead to higher per-
formance and higher circuit density. The process engineer, on the other hand, wants a
reproducible and high-yield process. Design rules are, consequently, a compromise that
attempts to satisfy both sides.
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The design rules provide a set of guidelines for constructing the various masks
needed in the patterning process. They consist of minimum-width and minimum-spacing
constraints and requirements between objects on the same or on different layers.

The fundamental unity in the definition of a set of design rules is the minimum line
width. It stands for the minimum mask dimension that can be safely transferred to the
semiconductor material. In general, the minimum line width is set by the resolution of the
patterning process, which is most commonly based on optical lithography. More advanced
approaches use electron-beam. EUV or X-ray sources that offer a finer resolution, but are
less attractive from an economical viewpoint today.

Even for the same minimum dimension, design rules tend to differ from company to
company, and from process to process. This makes porting an existing design between dif-
ferent processes a time-consuming task. One approach to address this issue is to use
advanced CAD techniques, which alow for migration between compatible processes.
Another approach is to use scalable design rules. The latter approach, made popular by
Mead and Conway [Mead80], defines all rules as a function of a single parameter, most
often called | . Therules are chosen so that adesignis easily ported over a cross section of
industrial processes. Scaling of the minimum dimension is accomplished by simply
changing the value of | . Thisresultsin alinear scaling of al dimensions. For agiven pro-
cess, | isset to aspecific value, and all design dimensions are consequently translated into
absolute numbers. Typically, the minimum line width of a process is set to 2| . For
instance, for a 0.25 nm process (i.e., a process with a minimum line width of 0.25 nm), |
equals 0.125 nm.

This approach, while attractive, suffers from some disadvantages:

1. Linear scaling is only possible over a limited range of dimensions (for instance,
between 0.25 mm and 0.18 nm). When scaling over larger ranges, the relations
between the different layers tend to vary in a nonlinear way that cannot be ade-
quately covered by the linear scaling rules.

2. Scalable design rules are conservative. Asthey represent a cross section over differ-
ent technol ogies, they have to represent the worst-case rules for the whole set. This
results in over-dimensioned and |ess-dense designs.

For these reasons, scalable design rules are normally avoided by industry.? As circuit den-
sity is a prime goal in industrial designs, most semiconductor companies tend to use
micron rules, which express the design rules in absolute dimensions and can therefore
exploit the features of a given process to a maximum degree. Scaling and porting designs
between technol ogies under these rules is more demanding and has to be performed either
manually or using advanced CAD tools.

For this textbook, we have selected a “vanilla’ 0.25 nm CMOS process as our pre-
ferred implementation medium. The rest of this section is devoted to a short introduction
and overview of the design rules of this process, which fall in the micron-rules class. A
complete design-rule set consists of the following entities: a set of layers, relations

2 While not entirely accurate, lambda rules are still useful to estimate the impact of atechnology scale on
the area of adesign.

.
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between objects on the same layer, and relations between objects on different layers. We
discuss each of them in sequence.

Layer Representation

The layer concept tranglates the intractable set of masks currently used in CMOS into a
simple set of conceptual layout levels that are easier to visualize by the circuit designer.
From adesigner’ s viewpoint, all CMOS designs are based on the following entities:

» Substrates and/or wells, being p-type (for NMOS devices) and n-type (for PMOS)

« Diffusion regions (n* and p*) defining the areas where transistors can be formed.
These regions are often called the active areas. Diffusions of an inverse type are
needed to implement contacts to the wells or to the substrate. These are called select
regions.

» One or more polysilicon layers, which are used to form the gate electrodes of the
transistors (but serve as interconnect layers as well).

» A number of metal interconnect layers.
» Contact and via layersto provide interlayer connections.

A layout consists of a combination of polygons, each of which is attached to a certain
layer. The functionality of the circuit is determined by the choice of the layers, aswell as
the interplay between objects on different layers. For instance, an MOS transistor is
formed by the cross section of the diffusion layer and the polysilicon layer. An intercon-
nection between two metal layersisformed by a cross section between the two metal lay-
ers and an additional contact layer. To visualize these relations, each layer is assigned a
standard color (or stipple pattern for a black-and-white representation). The different lay-
ers used in our CMOS process are represented in Colorplate 1 (color insert).

Intralayer Constraints

A first set of rules defines the minimum dimensions of objects on each layer, aswell asthe
minimum spacings between objects on the same layer. All distances are expressed in nm.
These constraints are presented in a pictorial fashion in Colorplate 2.

Interlayer Constraints

Interlayer rules tend to be more complex. The fact that multiple layers are involved makes
it harder to visualize their meaning or functionality. Understanding layout requires the
capability of trandating the two-dimensional picture of the layout drawing into the three-
dimensiona reality of the actual device. This takes some practice.

We present these rulesin a set of separate groupings.

1. Transistor Rules (Colorplate 3). A transistor is formed by the overlap of the active
and the polysilicon layers. From the intralayer design rules, it is aready clear that
the minimum length of atransistor equals 0.24 nm (the minimum width of polysili-
con), whileitswidthisat least 0.3 nm (the minimum width of diffusion). Extrarules
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include the spacing between the active area and the well boundary, the gate overlap
of the active area, and the active overlap of the gate.

2. Contact and Via Rules (Colorplates 2 and 4). A contact (which forms an intercon-
nection between metal and active or polysilicon) or avia (which connects two metal
layers) is formed by overlapping the two interconnecting layers and providing a
contact hole, filled with metal, between the two. In our process, the minimum size of
the contact holeis 0.3 nm, while the polysilicon and diffusion layers have to extend
at least over 0.14 mm beyond the area of the contact hole. This sets the minimum
area of acontact to 0.44 nm~ 0.44 mm. Thisislarger than the dimensions of a min-
imum-size transistor! Excessive changes between interconnect layersin routing are
thus to be avoided. The figure, furthermore, points out the minimum spacings
between contact and via holes, aswell as their relationship with the surrounding lay-
ers.

Well and Substrate Contacts (Colorplate 5). For robust digital circuit design, it is
important for the well and substrate regions to be adequately connected to the supply volt-
ages. Failing to do so resultsin aresistive path between the substrate contact of the transis-
tors and the supply rails, and can lead to possibly devastating parasitic effects, such as
latchup. It istherefore advisable to provide numerous substrate (well) contacts spread over
the complete region. To establish an ohmic contact between a supply rail, implemented in
metal1, and a p-type material, a p* diffusion region must be provided. This is enabled by
the select layer, which reverses the type of diffusion. A number of rules regarding the use
of the select layer areillustrated in Colorplate 5.

Consider an n-well process, which implements the PMOS transistors into an n-type
well diffused in ap-type material. The nominal diffusionisp®. To invert the polarity of the
diffusion, an n-select layer is provided that helpsto establish the n* diffusions for the well-
contacts in the n-region as well as the n* source and drain regions for the NMOS transis-
torsin the substrate.

Verifying the Layout

Ensuring that none of the design rules is violated is a fundamenta requirement of the
design process. Failing to do so will amost surely lead to a nonfunctional design. Doing
so for a complex design that can contain millions of transistors is no sinecure, especially
when taking into account the complexity of some design-rule sets. While design teamsin
the past used to spend numerous hours staring at room-size layout plots, most of this task
is now done by computers. Computer-aided Design-Rule Checking (called DRC) is an
integral part of the design cycle for virtually every chip produced today. A number of lay-
out tools even perform on-line DRC and check the design in the background during the
time of conception.

Example 2.1 Layout Example

An example of a complete layout containing an inverter is shown in Figure 2.9. To help
the visualization process, a vertical cross section of the process along the design center is
included aswell as a circuit schematic.
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cigure2.9 A detailed layout example, including vertical process cross section and circuit diagram.

It is |eft as an exercise for the reader to determine the sizes of both the NMOS and
the PMOS transistors.

2.4 Packaging Integrated Circuits

The IC package plays a fundamental role in the operation and performance of a compo-
nent. Besides providing a means of bringing signal and supply wiresin and out of the sili-
con dieg, it also removes the heat generated by the circuit and provides mechanical support.
Finally, its also protects the die against environmental conditions such as humidity.

The packaging technology furthermore has a major impact on the performance and
power-dissipation of a microprocessor or signal processor. This influence is getting more
pronounced as time progresses by the reduction in internal signal delays and on-chip
capacitance as a result of technology scaling. Up to 50% of the delay of a high-perfor-
mance computer is currently due to packaging delays, and this number is expected to rise.
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The search for higher-performance packages with fewer inductive or capacitive parasitics
has accelerated in recent years.

The increasing complexity of what can be integrated on a single die also trandates into a
need for ever more input-output pins, asthe number of connections going off-chip tendsto
be roughly proportional to the complexity of the circuitry on the chip. This relationship
was first observed by E. Rent of IBM (published in [Landman71]), who tranglated it into
an empirical formulathat is appropriately called Rent’srule. Thisformularelates the num-
ber of input/output pins to the complexity of the circuit, as measured by the number of
gates.

P=K Gb (2.1)

where K is the average number of 1/0s per gate, G the number of gates, b the Rent expo-
nent, and P the number of 1/O pins to the chip. b varies between 0.1 and 0.7. Its value
depends strongly upon the application area, architecture, and organization of the circuit, as
demonstrated in Table 2.1. Clearly, microprocessors display a very different input/output
behavior compared to memories.

Table2.1 Rent'sconstant for various classes of systems ([Bakoglu90])

Application b K

Static memory 0.12 6
Microprocessor 0.45 0.82

Gate array 05 19
High-speed computer (chip) 0.63 14
High-speed computer (board) 0.25 82

The observed rate of pin-count increase for integrated circuits varies between 8% to
11% per year, and it has been projected that packages with more than 2000 pins will be
required by the year 2010. For all these reasons, traditional dua-in-line, through-hole
mounted packages have been replaced by other approaches such as surface-mount, ball-
grid array, and multichip module techniques. It is useful for the circuit designer to be
aware of the available options, and their pros and cons.

Due to its multi-functionality, a good package must comply with a large variety of
requirements.

» Electrical requirements—Pins should exhibit low capacitance (both interwire and
to the substrate), resistance, and inductance. A large characteristic impedance
should be tuned to optimize transmission line behavior. Observe that intrinsic inte-
grated-circuit impedances are high.

e Mechanical and thermal properties—The heat-removal rate should be as high as
possible. Mechanical reliability requires a good matching between the thermal prop-
erties of the die and the chip carrier. Long-term reliability requires a strong connec-
tion from die to package as well as from package to board.

.
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* Low Cost—Cost is always one of the more important properties. While ceramics
have a superior performance over plastic packages, they are also substantially more
expensive. Increasing the heat removal capacity of a package also tends to raise the
package cost. The least expensive plastic packaging can dissipate up to 1 W. Some-
what more expensive, but still cheap, plastic packages can dissipate up to 2W.
Higher dissipation requires more expensive ceramic packaging. Chips dissipating
over 50 W require specia heat sink attachments. Even more extreme techniques
such as fans and blowers, liquid cooling hardware, or heat pipes, are needed for
higher dissipation levels.

Packing density is a major factor in reducing board cost. The increasing pin count
either requires an increase in the package size or areduction in the pitch between the
pins. Both have a profound effect on the packaging economics.

Packages can be classified in many different ways —by their main material, the
number of interconnection levels, and the means used to remove heat. In this short section,
we can only glance briefly at each of those issues.

24.1 Package Materials

The most common materials used for the package body are ceramic and polymers (plas-
tics). The latter have the advantage of being substantially cheaper, but suffer from inferior
thermal properties. For instance, the ceramic Al,O3 (Alumina) conducts heat better than
SiO, and the Polyimide plastic, by factors of 30 and 100 respectively. Furthermore, its
thermal expansion coefficient is substantially closer to the typical interconnect metals.
The disadvantage of alumina and other ceramics is their high dielectric constant, which
results in large interconnect capacitances.

2.4.2 Interconnect Levels

The traditional packaging approach uses a two-level interconnection strategy. The die is
first attached to an individua chip carrier or substrate. The package body contains an
internal cavity where the chip is mounted. These cavities provide ample room for many
connections to the chip leads (or pins). The leads compose the second interconnect level
and connect the chip to the global interconnect medium, which is normally a PC board.
Complex systems contain even more interconnect levels, since boards are connected
together using backplanes or ribbon cables. The first two layers of the interconnect hierar-
chy are illustrated in the drawing of Figure 2.10. The following sections provide a brief
overview of the interconnect techniques used at levels one and two of the interconnect
hierarchy, followed by a short discussion of some more advanced packaging approaches.

Interconnect Level 1 —Die-to-Package-Substrate

For along time, wire bonding was the technique of choice to provide an electrical connec-
tion between die and package. In this approach, the backside of the die is attached to the
substrate using glue with a good thermal conductance. Next, the chip pads are individually
connected to the lead frame with aluminum or gold wires. The wire-bonding machine use
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Bondin g wis: ohip-io-subsinaie

Figure 2.10 Interconnect hierarchy in traditional 1C
Pin: subsirata-io-baand packaging.

for this purpose operates much like a sewing machine. An example of wire bonding is
shown in Figure 2.11. Although the wire-bonding process is automated to a large degree,
it has some major disadvantages.

Bonding wire

Figure2.11 Wire bonding.

1. Wires must be attached serially, one after the other. Thisleadsto longer manufactur-
ing times with increasing pin counts.

2. Larger pin counts make it substantially more challenging to find bonding patterns
that avoid shorts between the wires.

Bonding wires have inferior electrical properties, such as a high individual inductance (5
nH or more) and mutual inductance with neighboring signals. The inductance of abonding
wire is typically about 1 nH/mm, while the inductance per package pin ranges between 7
and 40 nH per pin depending on the type of package as well as the positioning of the pin
on the package boundary [Steidel83].Typical values of the parasitic inductances and
capacitances for anumber of commonly used packages are summarized in Table 2.2.

3. The exact value of the parasitics is hard to predict because of the manufacturing
approach and irregular outlay.

New attachment techniques are being explored as a result of these deficiencies. In
one approach, called Tape Automated Bonding (or TAB), the die is attached to a metal
lead frame that is printed on a polymer film (typically polyimide) (Figure 2.12a). The con-
nection between chip pads and polymer film wires is made using solder bumps (Figure
2.12b). The tape can then be connected to the package body using a number of techniques.
One possible approach is to use pressure connectors.

.
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Table2.2 Typical capacitance and inductance values of package and bonding styles (from [Steidel83]
and [Franzon93]).

Capacitance Inductance
Package Type (pF) (nH)
68-pin plastic DIP 4 35
68-pin ceramic DIP 7 20
256-pin grid array 1-5 2-15
Wire bond 0.5-1 1-2
Solder bump 0.1-0.5 0.01-0.1

The advantage of the TAB process is that it is highly automated. The sprockets in
the film are used for automatic transport. All connections are made simultaneously. The
printed approach helps to reduce the wiring pitch, which results in higher lead counts.
Elimination of the long bonding wires improves the electrical performance. For instance,
for atwo-conductor layer, 48 mm TAB Circuit, the following electrical parameters hold: L
» 0.3-0.5 nH, C » 0.2-0.3 pF, and R » 50-200 W[Doane93, p. 420].

Another approach isto flip the die upside-down and attach it directly to the substrate
using solder bumps. This technique, called flip-chip mounting, has the advantage of a
superior electrical performance (Figure 2.13). Instead of making all the 1/0O connections
on the die boundary, pads can be placed at any position on the chip. This can help address
the power- and clock-distribution problems, since the interconnect materials on the sub-
strate (e.g., Cu or Au) are typically of a better quality than the Al on the chip.

I nterconnect L evel 2—Package Substrate to Board

When connecting the package to the PC board, through-hole mounting has been the pack-
aging style of choice. A PC board is manufactured by stacking layers of copper and insu-

.
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layers

Substrate Figure2.13 Flip-chip bonding.

lating epoxy glass. In the through-hole mounting approach, holes are drilled through the
board and plated with copper. The package pins are inserted and electrical connection is
made with solder (Figure 2.144). The favored package in this class was the dual-in-line
package or DIP (Figure 2.15a). The packaging density of the DIP degrades rapidly when
the number of pins exceeds 64. This problem can be alleviated by using the pin-grid-array
(PGA) package that has |eads on the entire bottom surface instead of only on the periphery
(Figure 2.15b). PGAs can extend to large pin counts (over 400 pins are possible).

(8 Through-hole mounting (b) Surface mount

Figure2.14 Board-mounting approaches.

The through-hole mounting approach offers a mechanically reliable and sturdy con-
nection. However, this comes at the expense of packaging density. For mechanical rea-
sons, a minimum pitch of 2.54 mm between the through-holes is required. Even under
those circumstances, PGAs with large numbers of pins tend to substantially weaken the
board. In addition, through-holes limit the board packing density by blocking lines that
might otherwise have been routed below them, which results in longer interconnections.
PGAs with large pin counts hence require extrarouting layers to connect to the multitudes
of pins. Finally, while the parasitic capacitance and inductance of the PGA are dlightly
lower than that of the DIP, their values are still substantial.

Many of the shortcomings of the through-hole mounting are solved by using the
surface-mount technique. A chip is attached to the surface of the board with a solder con-
nection without requiring any through-holes (Figure 2.14b). Packing density is increased
for the following reasons: (1) through-holes are eliminated, which provides more wiring
space; (2) the lead pitch is reduced; and (3) chips can be mounted on both sides of the
board. In addition, the elimination of the through-holes improves the mechanical strength
of the board. On the negative side, the on-the-surface connection makes the chip-board
connection weaker. Not only isit cumbersome to mount a component on a board, but also
more expensive equipment is needed, since a smple soldering iron will not do anymore.
Finally, testing of the board is more complex, because the package pins are no longer
accessible at the backside of the board. Signal probing becomes hard or even impossible.

A variety of surface-mount packages are currently in use with different pitch and
pin-count parameters. Three of these packages are shown in Figure 2.15: the small-outline
package with gull wings, the plastic leaded package (PLCC) with J-shaped leads, and the
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Figure2.15 An overview of commonly used package types.

leadless chip carrier. An overview of the most important parameters for a number of
packagesisgivenin Table 2.3.

Table2.3 Parameters of various types of chip carriers.

Lead spacing L ead count
Package type (Typical) (Maximum)
Dual-in-line 2.54mm 64
Pin grid array 2.54 mm > 300
Small-outline IC 1.27 mm 28
Leaded chip carrier (PLCC) 1.27 mm 124
Leadless chip carrier 0.75 mm 124

Even surface-mount packaging is unable to satisfy the quest for evermore higher
pin-counts. This is worsened by the demand for power connections: today’s high perfor-
mance chips, operating at low supply voltages, require as many power and ground pins as
signal 1/0s! When more than 300 1/O connections are needed, solder balls replace pins as
the preferred interconnect medium between package and board. An example of such a
packaging approach, called ceramic ball grid array (BGA), is shown in Figure 2.16. Sol-
der bumps are used to connect both the die to the package substrate, and the package to the
board. The area array interconnect of the BGA provides constant input/output density
regardless of the number of total package I/O pins. A minimum pitch between solder balls
of aslow as 0.8 mm can be obtained, and packages with multiple 1000's of I/O signals are
feasible.
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Figure 2.16 Ball grid array packaging; (a) cross-section, (b) photo of package bottom

Multi-Chip M odules—Die-to-Board

The deep hierarchy of interconnect levels in the package is becoming unacceptable in
today’s complex designs with their higher levels of integration, large signal counts, and
increased performance requirements. The trend is toward reducing the number of levels.
For the time being, attention is focused on the elimination of the first level in the packag-
ing hierarchy. Eliminating one layer in the packaging hierarchy by mounting the die
directly on the wiring backplanes—board or substrate—offers a substantial benefit when
performance or density is a major issue. This packaging approach is called the multichip
module technique (or MCM), and results in a substantial increase in packing density as
well asimproved performance.

A number of the previously mentioned die-mounting techniques can be adapted to
mount dies directly on the substrate. This includes wire bonding, TAB, and flip-chip,
although the latter two are preferable. The substrate itself can vary over a wide range of
materials, depending upon the required mechanical, electrical, thermal, and economical
requirements. Materials of choice are epoxy substrates (similar to PC boards), metal,
ceramics, and silicon. Silicon has the advantage of presenting a perfect match in mechani-
cal and thermal properties with respect to the die material.

The main advantages of the MCM approach are the increased packaging density and
performance. An example of an MCM module implemented using a silicon substrate
(commonly dubbed silicon-on-silicon) is shown in Figure 2.17. The module, which imple-
ments an avionics processor module and is fabricated by Rockwell International, contains
53 ICs and 40 discrete deviceson a2.22 © 2.22 substrate with aluminum polyimide inter-
connect. The interconnect wires are only an order of magnitude wider than what is typical
for on-chip wires, since similar patterning approaches are used. The module itself has 180
I/O pins. Performance is improved by the elimination of the chip-carrier layer with its
assorted parasitics, and through a reduction of the global wiring lengths on the die, aresult
of the increased packaging density. For instance, a solder bump has an assorted capaci-
tance and inductance of only 0.1 pF and 0.01 nH respectively. The MCM technology can
also reduce power consumption significantly, since large output drivers—and associated
dissi pation—become superfluous due to the reduced load capacitance of the output pads.
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Figure2.17 Avionics processor module. Courtesy of Rockwell International.

The dynamic power associated with the switching of the large load capacitances is simul-
taneously reduced.

While MCM technology offers some clear benefits, its main disadvantage is eco-
nomic. This technology requires some advanced manufacturing steps that make the pro-
cess expensive. The approach is only justifiable when either dense housing or extreme
performance is essential. In the near future, this argument might become obsolete as
MCM approaches proliferate.

24.3 Thermal Considerationsin Packaging

As the power consumption of integrated circuits rises, it becomes increasingly important
to efficiently remove the heat generated by the chips. A large number of failure mecha
nismsin ICs are accentuated by increased temperatures. Examples are leakage in reverse-
biased diodes, electromigration, and hot-electron trapping. To prevent failure, the temper-
ature of the die must be kept within certain ranges. The supported temperature range for
commercia devices during operation equals 0° to 70°C. Military parts are more demand-
ing and require a temperature range varying from —-55° to 125°C.

The cooling effectiveness of a package depends upon the thermal conduction of the
package material, which consists of the package substrate and body, the package composi-
tion, and the effectiveness of the heat transfer between package and cooling medium.
Standard packaging approaches use still or circulating air as the cooling medium. The
transfer efficiency can be improved by adding finned metal heat sinks to the package.
More expensive packaging approaches, such asthose used in mainframes or supercomput-
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ers, force air, liquids, or inert gases through tiny ducts in the package to achieve even
greater cooling efficiencies.

<We may want to briefly introduce the thermal equation here.>

As an example, a 40-pin DIP has a thermal resistance of 38 °C/W and 25 °C/W for
natural and forced convection of air. This means that a DIP can dissipate 2 watts (3 watts)
of power with natural (forced) air convection, and still keep the temperature difference
between the die and the environment below 75 °C. For comparison, the thermal resistance
of aceramic PGA ranges from 15 ° to 30 °C/W.

Since packaging approaches with decreased thermal resistance are prohibitively
expensive, keeping the power dissipation of an integrated circuit within bounds is an eco-
nomic necessity. The increasing integration levels and circuit performance make this task
nontrivial. An interesting relationship in this context has been derived by Nagata
[Nagata92]. It provides a bound on the integration complexity and performance as a func-
tion of the thermal parameters

Ng ¢ DT

t, qE

where Ng is the number of gates on the chip, t, the propagation delay, DT the maximum
temperature difference between chip and environment, g the thermal resistance between
them, and E the switching energy of each gate.

(2.2)

Example2.2 Thermal Bounds On Integration

For DT =100 °C, g =2.5°C/W and E = 0.1 pJ, thisresultsin Ng/t, £4~ 10° (gates/nsec). In
other words, the maximum number of gates on a chip, when al gates are operating simulta-
neously, must be less than 400,000 if the switching speed of each gateis 1 nsec. Thisis equiv-
alent to a power dissipation of 40 W.

Fortunately, not all gates are operating simultaneoudly in real systems. The maxi-
mum number of gates can be substantially larger, based on the activity in the circuit. For
instance, it was experimentally derived that the ratio between the average switching period
and the propagation delay ranges from 20 to 200 in mini- and large-scale computers
[Masakioz].

Nevertheless, Eq. (2.2) demonstrates that heat dissipation and therma concerns
present an important limitation on circuit integration. Design approaches for low power
that reduce either E or the activity factor are rapidly gaining importance.

25 Perspective— Trendsin Process Technology

Modern CMOS processes pretty much track the flow described in the previous sections
although a number of the steps might be reversed, a single well approach might be fol-
lowed, a grown field oxide instead of the trench approach might be used, or extra steps
such as LDD (Lightly Doped Drain) might be introduced. Also, it is quite common to
cover the polysilicon interconnections as well as the drain and source regions with a sili-
cide such as TiSi, to improve the conductivity (see Figure 2.2). This extra operation is

.
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inserted between stepsi and j of our process. Some important modifications or improve-
ments to the technology are currently under way or are on the horizon, and deserve some
attention. Beyond these, it is our belief that no dramatic changes, breaking away from the
described CMOS technology, must be expected in the next decade.

251  Short-Term Developments

Copper and Low-k Dielectrics

A recurring theme in this text book will be the increasing impact of interconnect on the
overall design performance. Process engineers are continuously evaluating alternative
options for the traditional ‘Aluminum conductor—SiO, insulator’ combination that has
been the norm for the last decades. In 1998, engineers at IBM introduced an approach that
finally made the use of Copper as an interconnect material in a CMOS process viable and
economical [| EEESpectrum98]. Copper has the advantage of have aresistivity that is sub-
stantially lower than Aluminum. Y et it has the disadvantage of easy diffusion into silicon,
which degrades the characteristics of the devices. Coating the copper with a buffer mate-
rial such as Titanium Nitride, preventing the diffusion, addresses this problem, but
requires a special deposition process. The Dual Damascene process, introduced by I1BM,
(Figure 2.18) uses a metallization approach that fills trenches etched into the insulator, fol-
lowed by a chemical-mechanical polishing step. This is in contrast with the traditional
approach that first deposits afull metal layer, and removes the redundant material through
etching.

In addition to the lower resistivity interconnections, insulator materials with alower
dielectric constant than SiO, —and hence lower capacitance— have aso found their way
into the production process starting with the 0.18 mm CMOS process generation.

Dual damascene IC process (a)
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Silicon-on-I nsulator

While having been around for quite along time, there seems to be a good chance that Sili-
con-on-Insulator (SOI) CMOS might replace the traditional CMOS process, described in
the previous sections (also known as the bulk CMOS process). The main differenceliesin
the start material: the transistors are constructed in a very thin layer of silicon, deposited
on top of athick layer of insulating SiO, (Figure 2.19). The primary advantages of the SOI
process are reduced parasitics and better transistor on-off characteristics. It has, for
instance, been demonstrated by researchers at IBM that the porting of a design from abulk
CMOSto an SOI process —leaving al other design and process parameters such as chan-
nel length and oxide thickness identical— yields a performance improvement of 22%
[Allen99]. Preparing a high quality SOI substrate at an economical cost was long the main
hindrance against a large-scale introduction of the process. This picture has changed at the
end of the nineties, and SOI is steadily moving into the mainstream.

p-substrate

@ (b)
Figure 2.19 Silicon-on-insulator process— schematic diagram (&) and SEM cross-section (b).

252 InthelLonger Term

Extending the life of CMOS technology beyond the next decade, and deeply below the
100 nm channel length region however will require re-engineering of both the process
technology and the device structure. We aready are witnessing the emergence of a wide
range of new devices (such as organic transistors, molecular switches, and quantum
devices). While projecting what approaches will dominate in that era equals resorting to
crystal-ball gazing, one interesting development is worth mentioning.

Truly Three-Dimensional Integrated Circuits

Getting signals in and out of the computation elements in a timely fashion is one of the
main challenges presented by the continued increase in integration density. One way to
address this problem is to introduce extra active layers, and to sandwich them in-between
the metal interconnect layers (Figure 2.20). This enables us to position high density mem-
ory on top of the logic processors implemented in the bulk CMOS, reducing the distance
between computation and storage, and hence also the delay [Souri00]. In addition, devices
with different voltage, performance, or substrate material requirements can be placed in
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different layers. For instance, the top active layer can be reserved for the realization of
optical transceivers, which may help to address the input/output requirements, or MEM S
(Micro Electro-Mechanical Systems) devices providing sensoring functions or radio-fre-
guency (RF) interfaces.

[optical device | T3 - Optical 1/0; MEMS

M6
M5
M4
M3

T2 - High Density Memory
M2

M1 Figure 2.20 Example of true 3D integration. Extra

active layers (T*), implementing high density memory
n+/p+ n+/p+ . and |/O, are sandwiched between the metal
Bulk T1- Logic interconnect layers (M*).

While this approach may seem to be promising, a number of major challenges and
hindrances have to be resolved to make it really viable. How to remove the dissipated heat
is one of the compelling questions. Ensuring yield is another one. Yet, researchers are
demonstrating major progress, and 3D integration might very well be on the horizon.
Before the true solution arrives, we might have to rely on some intermediate approaches.
One alternative, called 2.5D integration, is to bond two fully processed wafers, on which
circuits are fabricated on the surface such that the chips completely overlap. Vias are
etched to electrically connect both chips after metallization. The advantages of this tech-
nology lie in the similar electrical properties of devices on al active levels and the inde-
pendence of processing temperature since al chips can be fabricated separately and later
bonded. The major limitation of thistechniqueisitslack of precision (best case alignment
+/- 2 um), which restricts the inter-chip communication to global metal lines.

One picture that strongly emerges from these futuristic devices is that the line
between chip, substrate, package, and board is blurring, and that designers of these sys-
tems-on-a-die will have to consider all these aspects simultaneously.

2.6 Summary

This chapter has presented an a birds-eye view on issues regarding the manufacturing and
packaging of CMOS integrated circuits.

» The manufacturing process of integrated circuits require a large number of steps,
each of which consists of a sequence of basic operations. A number of these steps
and/or operations, such as photolithograpical exposure and development, material
deposition, and etching, are executed very repetitively in the course of the manufac-
turing process.

%
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» Theoptical masks formsthe central interface between the intrinsics of the manufac-
turing process and the design that the user wants to see transferred to the silicon fab-
ric.

» Thedesign rules set define the constraints n terms of minimum width and separation
that the IC design has to adhere to if the resulting circuit is to be fully functional.
This design rules acts as the contract between the circuit designer and the process
engineer.

» The package forms the interface between the circuit implemented on the silicon die
and the outside world, and as such has a major impact on the performance, reliabil-
ity, longevity, and cost of the integrated circuit.

2.7 ToProbeFurther

Many textbooks on semiconductor manufacturing have been published over the last few
decades. An excellent overview of the state-of-the-art in CMOS manufacturing can be
found in the “Silicon VLSI Technology” book by J. Plummer, M. Deal, and P. Griffin
[Plummer0Q]. A visual overview of the different steps in the manufacturing process can be
found on the web at [Fullman99]. Other sources for information are the | EEE Transactions
on Electron Devices, and the Technical Digest of the IEDM conference.
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3.1 Introduction

It is a well-known premise in engineering that the conception of a complex construction
without a prior understanding of the underlying building blocks is a sure road to failure.
This surely holds for digital circuit design as well. The basic building blocks in today’s
digital circuits are the silicon semiconductor devices, more specifically the MOS transis-
tors and to alesser degree the parasitic diodes, and the interconnect wires. The role of the
semiconductor devices has been appreciated for a long time in the world of digital inte-
grated circuits. On the other hand, interconnect wires have only recently started to play a
dominant role as aresult of the advanced scaling of the semiconductor technology.

Giving the reader the necessary knowledge and under standing of these components
is the prime motivation for the next two chapters. It is not our intention to present an in-
depth treatment of the physics of semiconductor devices and interconnect wires. We refer
the reader to the many excellent textbooks on semiconductor devices for that purpose,
some of which are referenced in the To Probe Further section at the end of the chapters.
The goal israther to describe the functional operation of the devices, to highlight the prop-
erties and parameters that are particularly important in the design of digital gates, and to
introduce notational conventions.

Another important function of this chapter is the introduction of models. Taking all
the physical aspects of each component into account when designing complex digital cir-
cuits leads to an unnecessary complexity that quickly becomes intractable. Such an
approach is similar to considering the molecular structure of concrete when constructing a
bridge. To deal with thisissue, an abstraction of the component behavior called amodel is
typically employed. A range of models can be conceived for each component presenting a
trade-off between accuracy and complexity. A simple first-order model is useful for man-
ual analysis. It has limited accuracy but helps us to understand the operation of the circuit
and its dominant parameters. When more accurate results are needed, complex, second- or
higher-order models are employed in conjunction with computer-aided simulation. In this
chapter, we present both first-order models for manual analysis as well as higher-order
models for simulation for each component of interest.

Designers tend to take the component parameters offered in the models for granted.
They should be aware, however, that these are only nomina values, and that the actual
parameter values vary with operating temperature, over manufacturing runs, or even over
asingle wafer. To highlight this issue, a short discussion on process variations and their
impact isincluded in the chapter.

3.2 TheDiode

Although diodes rarely occur directly in the schematic diagrams of present-day digital
gates, they are still omnipresent. Each MOS transistor implicitly contains a number of
reverse-biased diodes that directly influence the behavior of the device. Especidly, the
voltage-dependent capacitances contributed by these parasitic elements play an important
role in the switching behavior of the MOS digital gate. Diodes are also used to protect the
input devices of an I1C against static charges. Therefore, a brief review of the basic proper-
ties and device equations of the diode is appropriate. Rather than being comprehensive,

.
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we choose to focus on those aspects that prove to be influential in the design of digital
MOS circuits, thisis the operation in reverse-biased mode.*

321 A First Glanceat the Diode — The Depletion Region

The pn-junction diode is the simplest of the semiconductor devices. Figure 3.1a shows a
cross-section of atypical pn-junction. It consists of two homogeneous regions of p- and n-
type material, separated by a region of transition from one type of doping to another,
which is assumed thin. Such adeviceis called a step or abrupt junction. The p-type mate-
rial is doped with acceptor impurities (such as boron), which results in the presence of
holes as the dominant or majority carriers. Similarly, the doping of silicon with donor
impurities (such as phosphorus or arsenic) creates an n-type material, where electrons are
the majority carriers. Aluminum contacts provide access to the p- and n-terminals of the
device. The circuit symbol of the diode, as used in schematic diagrams, is introduced in
Figure 3.1c.

To understand the behavior of the pn-junction diode, we often resort to a one-dimen-
sional simplification of the device (Figure 3.1b). Bringing the p- and n-type materials
together causes a large concentration gradient at the boundary. The electron concentration
changes from a high value in the n-type material to a very small value in the p-type
material. The reverse is true for the hole concentration. This gradient causes electrons to

B Al I A

e I

0
no
:
|

S0,

(a) Cross-section of pn-junction in an |C process

A
Al
& A
- B
B Figure3.1  Abrupt pn-junction diode
(b) One-dimensional and its schematic symbol.

representation (c) Diode symbol

1 We refer the interested reader to the web-site of the textbook for a comprehensive description of the
diode operation.
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diffuse from n to p and holes to diffuse from p to n. When the holes |eave the p-type mate-
rial, they leave behind immabile acceptor ions, which are negatively charged. Conse-
guently, the p-type material is negatively charged in the vicinity of the pn-boundary.
Similarly, a positive charge builds up on the n-side of the boundary as the diffusing elec-
trons leave behind the positively charged donor ions. The region at the junction, where the
majority carriers have been removed, leaving the fixed acceptor and donor ions, is called
the depletion or space-charge region. The charges create an electric field across the
boundary, directed from the n to the p-region. This field counteracts the diffusion of holes
and electrons, as it causes electrons to drift from p to n and holes to drift from n to p.
Under equilibrium, the depl etion charge sets up an electric field such that the drift currents
are equal and opposite to the diffusion currents, resulting in a zero net flow.

The above analysisis summarized in Figure 3.2 that plots the current directions, the
charge density, the electrical field, and the electrostatic field of the abrupt pn-junction
under zero-bias conditions. In the device shown, the p material is more heavily doped than
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Figure3.2 Theabrupt pn-junction under equilibrium bias.
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the n, or N, > Np, with N, and Ny the acceptor and donor concentrations, respectively.
Hence, the charge concentration in the depletion region is higher on the p-side of the junc-
tion. Figure 3.2 also shows that under zero bias, there exists a voltage f ; across the junc-
tion, called the built-in potential. This potential has the value

NN
f=f|n[AD] 3.1
o = frin[ =23 3

where f ;isthethermal voltage
fo= "—qT = 26mV a 300 K (3.2)

The quantity n; istheintrinsic carrier concentration in a pure sample of the semiconductor
and equals approximately 1.5 10'° cm at 300 K for silicon.

Example 3.1 Built-in Voltage of pn-junction

An abrupt junction has doping densities of N, = 10%° atoms/cm®, and N = 10 atoms/cm®.
Calculate the built-in potential at 300 K.
From Eq. (3.2),

1015 1016

fo= 26In[
0 225" 102

} mvV = 638 mV

3.2.2 Static Behavior

Theldeal Diode Equation

Assume now that a forward voltage Vy, is applied to the junction or, in other words, that
the potential of the p-region israised with respect to the n-zone. The applied potential low-
ers the potential barrier. Consequently, the flow of mobile carriers across the junction
increases as the diffusion current dominates the drift component. These carriers traverse

A Minority carrier concentration
5 = S
g g Excess carriers g
& 5 <
= 1 Pro =
8 8 g
5 ° :
; o
= Excess carriers =
ol n o
= PO =
»
L
W, p-region -w, 0 W, n-region W, X
Figure3.3 Minority carrier concentrations in the neutral region near an abrupt pn-junction under forward-bias
conditions.
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the depletion region and are injected into the neutral n- and p-regions, where they become
minority carriers, asisillustrated in Figure 3.3. Under the assumption that no voltage gra-
dient exists over the neutral regions, which is approximately the case for most modern
devices, these minority carriers will diffuse through the region as aresult of the concentra-
tion gradient until they get recombined with a majority carrier. The net result is a current
flowing through the diode from the p-region to the n-region, and the diode is said to be in
the forward-bias mode.

On the other hand, when areverse voltage V, is applied to the junction or when the
potential of the p-region is lowered with respect to the n-region, the potential barrier is
raised. This results in a reduction in the diffusion current, and the drift current becomes
dominant. A current flows from the n-region to the p-region. Since the number of minority
carriersin the neutral regions (electronsin the p-zone, holesin the n-region) is very small,
this drift current component is virtually ignorable (Figure 3.4). It isfair to state that in the
rever se-bias mode the diode operates as a nonconducting, or blocking, device. The diode
thus acts as a one-way conductor.

A Minority carrier concentration
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Figure 3.4 Minority carrier concentration in the neutral regions near the pn-junction under reverse-bias
conditions.

The most important property of the diode current isits exponential dependence upon
the applied bias voltage. Thisisillustrated in Figure 3.5, which plots the diode current I
as afunction of the bias voltage V. The exponential behavior for positive-bias voltagesis
even more apparent in Figure 3.5b, where the current is plotted on alogarithmic scale. The
current increases by a factor of 10 for every extra 60 mV (= 2.3 f ;) of forward bias. At
small voltage levels (V < 0.15 V), a deviation from the exponential dependence can be
observed, which is due to the recombination of holes and electrons in the depl etion region.

The behavior of the diode for both forward- and reverse bias conditions is best
described by the well-known ideal diode equation, which relates the current through the
diode I, to the diode bias voltage V

Iy = Ig(e¥ofT—1) (3.3)

Observe how Eq. (3.3) corresponds to the exponential behavior plotted in Figure 3.5. f 1 is
the thermal voltage of Eq. (3.2) and is equal to 26 mV at room temperature.

| s represents a constant value, called the saturation current of the diode. It is propor-
tional to the area of the diode, and afunction of the doping levels and widths of the neutral
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Figure3.5 Diode current asafunction of the bias voltage V.

regions. Most often, |5 is determined empirically.It is worth mentioning that in actual
devices, the reverse currents are substantially larger than the saturation current I, Thisis
due to the thermal generation of hole and electron pairs in the depletion region. The elec-
tric field present sweeps these carriers out of the region, causing an additional current
component. For typical silicon junctions, the saturation current is nominally in the range
of 10 Y A/mm?, while the actual reverse currents are approximately three orders of magni-
tude higher. Actual device measurements are, therefore, necessary to determine redlistic
values for the reverse diode leakage currents.

Modelsfor Manual Analysis

The derived current-voltage equations can be summarized in a set of simple models that
are useful in the manual analysis of diode circuits. A first model, shown in Figure 3.6, is
based on the ideal diode equation Eq. (3.3). While this model yields accurate results, it has
the disadvantage of being strongly nonlinear. This prohibits a fast, first-order analysis of
the dc-operation conditions of a network. An often-used, simplified model is derived by
inspecting the diode current plot of Figure 3.5. For a“fully conducting” diode, the voltage
drop over the diode V, liesin anarrow range, approximately between 0.6 and 0.8 V. To a

Ip= I (e — 1) Io
+ +

VD VD VDon

(a) Ideal diode model (b) First-order diode model

Figure3.6 Diode models.
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first degree, it is reasonable to assume that a conducting diode has a fixed voltage drop
Vpon OVer it. Although the value of Vp,,, depends upon I, a value of 0.7 V is typically
assumed. This givesriseto the model of Figure 3.6b, where aconducting diodeis replaced
by afixed voltage source.

Example 3.2 Analysisof Diode Network

Consider the simple network of Figure 3.7 and assume that V= 3V, Rg= 10 kWand Ig= 0.5
" 107'® A. The diode current and voltage are related by the following network equation

Vs- Rdp=Vp

Inserting the ideal diode equation and (painfully) solving the nonlinear equation using either
numerical or iterative techniques yields the following solution: 1, = 0.224 mA, and Vj =
0.757 V. The simplified model with Vp,, = 0.7 V produces similar results (Vp = 0.7V, Ip =
0.23 A) with far less effort. It hence makes considerable sense to use this model when deter-
mining afirst-order solution of a diode network.

Rs

Ip
A 4
Vs Vo

— Figure3.7 A simple diode circuit.

3.23 Dynamic, or Transient, Behavior

So far, we have mostly been concerned with the static, or steady-state, characteristics of
the diode. Just asimportant in the design of digital circuitsis the response of the deviceto
changes in its bias conditions. The transient, or dynamic, response determines the maxi-
mum speed at which the device can be operated. Because the operation mode of the diode
is a function of the amount of charge present in both the neutral and the space-charge
regions, its dynamic behavior is strongly determined by how fast charge can be moved
around.

While we could embark at this point onto an in-depth analysis of the switching
behavior of the diode in the forward-biasing mode, it is our conviction that this would be
besides the point and unnecessarily complicate the discussion. In fact, all diodes in an
operational MOS digital integrated circuit are reverse-biased and are supposed to remain
so under all circumstances. Only under exceptional conditions may forward-biasing occur.
A signal over(under) shooting the supply rail is an example of such. Dueto its detrimental
impact on the overall circuit operation, this should be avoided under all circumstances.

Hence, we will devote our attention solely to what governs the dynamic response of
the diode under reverse-biasing conditions, the depletion-region charge.
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Depletion-Region Capacitance

In the ideal model, the depletion region is void of mobile carriers, and its charge is deter-
mined by the immobile donor and acceptor ions. The corresponding charge distribution
under zero-bias conditions was plotted in Figure 3.2. This picture can be easily extended
to incorporate the effects of biasing. At an intuitive level the following observations can
be easily verified—under forward-bias conditions, the potential barrier is reduced, which
means that less space charge is needed to produce the potential difference. This corre-
sponds to a reduced depletion-region width. On the other hand, under reverse conditions,
the potential barrier is increased corresponding to an increased space charge and a wider
depletion region. These observations are confirmed by the well- known depletion-region
expressions given below (a derivation of these expressions, which are valid for abrupt
junctions, is either simple or can be found in any textbook on devices such as [Howe97]).
One observation is crucial — due to the global charge neutrality requirement of the diode,
the total acceptor and donor charges must be numerically equal.

1. Depletion-region charge (V is positive for forward bias).

Q = Ap Jg%esiq aNo 0(f -Vp) (3.4)
2. Depletion-region width.
o885 Na + NDO
W, = W,-W, = -V, 35
2— V1 J q NAND (0 D) ( )

3. Maximum €electric field.

= (229 NaNo ¢

= R e o Vo) (36)
In the preceding equations ey stands for the electrical permittivity of silicon and equals 11.7
times the permittivity of avacuum, or 1.053 = 10" 1° F/m. The ratio of the n- versus p-side
of the depletion-region width is determined by the doping-level ratios: W,/(- W;) = Na/Np.

From an abstract point of view, it is possible to visualize the depletion region as a

capacitance, albeit one with very special characteristics. Because the space-charge region
contains few mobile carriers, it acts as an insulator with a dielectric constant ey of the
semiconductor material. The n- and p-regions act as the capacitor plates. A small change
in the voltage applied to the junction dV, causes a change in the space charge dQ;. Hence,
a depletion-layer capacitance can bedefined

dQ, 8sid_NaNp
C =_~ = Ap si 0 f.o—V.)1
VA €2 Ny+Np N+ Ngot o~ Vo)

1=V, o,

where Cj, is the capacitance under zero-bias conditions and is only a function of the phys-
ical parameters of the device.

3.7)
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20 T T T

Abrupt junction

1571 m=0.5 Y T

C, (fF)
-
o

Linear junction

L m=0.33
05 /\/ Cpo

00 -4.0 -2.0 0.0

Vo (V)

Figure3.8 Junction capacitance (in fF/mm?) as a function of the applied bias voltage.

_ sid NaNp g
Cio = Ao Jg% mgf -1 (3.8)
Notice that the same capacitance value is obtained when using the standard parallel-plate
capacitor equation C; = ey Ap/W, (with W, given in Eg. (3.5)). Typicaly, the A factor is
omitted, and C; and C;, are expressed as a capacitance/unit area

The resulting junction capacitance is plotted in the function of the bias voltage in
Figure 3.8 for atypical silicon diode found in MOS circuits. A strong nonlinear depen-
dence can be observed. Note al so that the capacitance decreases with an increasing reverse
bias: areverse bias of 5V reduces the capacitance by more than afactor of two.

Example 3.3 Junction Capacitance

Consider the following silicon junction diode: Cjo =2~ 10°® F/m?, Ay = 0.5 nm? and f, =
0.64 V. A reverse bias of - 2.5 V results in a junction capacitance of 0.9~ 10 F/m? (0.9
fF/mm?, or, for the total diode, a capacitance of 0.45 fF.

Equation (3.7) is only valid under the condition that the pn-junction is an abrupt
junction, where the transition from n to p material is instantaneous. This is often not the
case in actual integrated-circuit pn-junctions, where the transition from n to p material can
be gradual. In those cases, a linear distribution of the impurities across the junction is a
better approximation than the step function of the abrupt junction. An analysis of the
linearly-graded junction shows that the junction capacitance equation of Eq. (3.7) still
holds, but with a variation in order of the denominator. A more generic expression for the
junction capacitance can be provided,

.
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=G0 (39)

C.
. (1 - VD of O)m
where mis called the grading coefficient and equals 1/2 for the abrupt junction and 1/3 for
the linear or graded junction. Both cases are illustrated in Figure 3.8.

Large-Signal Depletion-Region Capacitance

Figure 3.8 raises awareness to the fact that the junction capacitance is a voltage-dependent
parameter whose value varies widely between bias points. In digital circuits, operating
voltages tend to move rapidly over a wide range. Under those circumstances, it is more
attractive to replace the voltage-dependent, nonlinear capacitance C; by an equivalent, lin-
ear capacitance Cy,. Cy is defined such that, for agiven voltage swing from voltages Vg,
to V|, the same amount of charge is transferred as would be predicted by the nonlinear
model

= BQ _ Qi(Vhigh) —QMiow) _
a DVD Vhigh_vlow

Combining Eq. (3.4) (extended to accommodate the grading coefficient m) and Eq.
(3.10) yields the value of K.

C

KeqCio (3.10)

£

K. =
& (Vhigh =Viow) (1 —m)

[(f o= Vhign)t ™™= (Fo=Viow) '™ (3.11)

Example 3.4 Average Junction Capacitance

The diode of Example 3.3 is switched between 0 and - 2.5 V. Compute the average junction
capacitance (m=0.5).

For the defined voltage range and for f ;= 0.64 V, K, evaluates to 0.622. The average
capacitance hence equals 1.24 fF/mm?.

3.24 TheActual Diode—Secondary Effects

In practice, the diode current islessthan what is predicted by theideal diode equation. Not
all applied bias voltage appears directly across the junction, as there is always some volt-
age drop over the neutral regions. Fortunately, the resistivity of the neutral zones is gener-
aly small (between 1 and 100 W, depending upon the doping levels) and the voltage drop
only becomes significant for large currents (>1 mA). This effect can be modeled by add-
ing aresistor in series with the n- and p-region diode contacts.

In the discussion above, it was further assumed that under sufficient reverse bias, the
reverse current reaches a constant value, which is essentially zero. When the reverse bias
exceeds a certain level, called the breakdown voltage, the reverse current shows a dra-
matic increase as shown in Figure 3.9. In the diodes found in typical CMOS processes,
thisincrease is caused by the avalanche breakdown. The increasing reverse bias heightens
the magnitude of the electrical field across the junction. Consequently, carriers crossing
the depletion region are accelerated to high velocity. At a critical field Eg;;, the carriers

.
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0.1
<
o 0
Figure3.9 |-V characteristic of junction
-0.1 ’ ’ diode, showing breakdown under reverse-
-25.0 -15.0 50 0 50 bias conditions (Breakdown voltage = 20 V).

Vo (V)

reach a high -enough energy level that electron-hole pairs are created on collision with
immobile silicon atoms. These carriers create, in turn, more carriers before leaving the
depletion region. The value of E;,is approximately 2~ 10° V/cm for impurity concentra-
tions of the order of 10'® cm 3. While avalanche breakdown in itself is not destructive and
its effects disappear after the reverse bias is removed, maintaining a diode for along time
in avalanche conditions is not recommended as the high current levels and the associated
heat dissipation might cause permanent damage to the structure. Observe that avalanche
breakdown is not the only breakdown mechanism encountered in diodes. For highly doped
diodes, another mechanism, called Zener breakdown, can occur. Discussion of this phe-
nomenon is beyond the scope of thistext.

Finally, it is worth mentioning that the diode current is affected by the operating
temperature in adual way:

1. The thermal voltage f 1, which appears in the exponent of the current eguation, is
linearly dependent upon the temperature. An increase in f ; causes the current to
drop.

2. The saturation current | is also temperature-dependent, as the thermal equilibrium
carrier concentrations increase with increasing temperature. Theoretically, the satu-
ration current approximately doubles every 5 °C. Experimentally, the reverse cur-
rent has been measured to double every 8 °C.

This dual dependence has a significant impact on the operation of adigital circuit. First of
all, current levels (and hence power consumption) can increase substantially. For instance,
for aforward bias of 0.7 V at 300 K, the current increases approximately 6%/°C, and dou-
bles every 12 °C. Secondly, integrated circuits rely heavily on reverse-biased diodes as
isolators. Increasing the temperature causes the leakage current to increase and decreases
the isolation quality.

3.25 The SPICE Diode Model

In the preceding sections, we have presented a model for manual analysis of a diode cir-
cuit. For more complex circuits, or when a more accurate modeling of the diode that takes

%

—

ﬁ&

1

.



‘ é chapter3.fm Page 89 Friday, January 18, 2002 9:00 AM

Al

Section 3.2 The Diode 89

i B

into account second-order effects is required, manual circuit evaluation becomes intracta-
ble, and computer-aided simulation is necessary. While different circuit simulators have
been developed over the last decades, the SPICE program, developed at the University of
Cdlifornia at Berkeley, is definitely the most successful [Nagel 75]. Simulating an inte-
grated circuit containing active devices requires a mathematical model for those devices
(which is called the SPICE model in the rest of the text). The accuracy of the smulation
depends directly upon the quality of this model. For instance, one cannot expect to see the
result of a second-order effect in the simulation if this effect is not present in the device
model. Creating accurate and computation-efficient SPICE models has been a long pro-
cess and is by no means finished. Every major semiconductor company has devel oped
their own proprietary models, which it claims have either better accuracy or computational
efficiency and robustness.

The standard SPICE model for a diode is simple, as shown in Figure 3.10. The
steady-state characteristic of the diode is modeled by the nonlinear current source Ip,
which isamodified version of theideal diode equation

N

Co

Figure3.10 SPICE diode model.

Ip = Ig(e¥o™r—1) (3.12)

The extra parameter n is called the emission coefficient. It equals 1 for most com-
mon diodes but can be somewhat higher than 1 for others. The resistor R; models the
series resistance contributed by the neutral regions on both sides of the junction. For
higher current levels, this resistance causes the internal diode Vj to differ from the exter-
nally applied voltage, hence causing the current to be lower than what would be expected
from the ideal diode equation.

The dynamic behavior of the diode is modeled by the nonlinear capacitance Cp,
which combines the two different charge-storage effects in the diode: the space (or deple-
tion-region) charge, and the excess minority carrier charge. Only the former was discussed
in this chapter, asthe latter is only an issue under forward-biasing conditions.

___Co s

eVo ™l r (3.13)
(1-Vpoafgm fr

D

A listing of the parameters used in the diode model is given in Table 3.1. Besides the
parameter name, symbol, and SPICE name, the table contains also the default value used
by SPICE in case the parameter is left undefined. Observe that this table is by no means
complete. Other parameters are available to govern second-order effects such as break-

.
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down, high-level injection, and noise. To be concise, we chose to limit the listing to the
parameters of direct interest to this text. For a complete description of the device models
(as well as the usage of SPICE), we refer to the numerous textbooks devoted to SPICE
(e.g., [Banhzaf92], [ Thorpe92]).

Table3.1 First-order SPICE diode model parameters.

Parameter Name Symbol SPICE Name Units Default Value
Saturation current Ig IS A 10E-14
Emission coefficient n N - 1

Seriesresistance Rs RS w 0

Transit time t TT S 0
Zero-biasjunction Cio (ON 0] F 0
capacitance
Grading coefficient m M - 0.5
Junction potential fo VJ \ 1

3.3 TheMOS(FET) Transistor

The metal-oxide-semiconductor field-effect transistor (MOSFET or MOS, for short) is
certainly the workhorse of contemporary digital design. Its major asset from a digital per-
spective is that the device performs very well as a switch, and introduces little parasitic
effects. Other important advantages are its integration density combined with a relatively
“simple’ manufacturing process, which make it possible to produce large and complex
circuitsin an economical way.

Following the approach we took for the diode, we restrict ourselvesin this section to
a general overview of the transistor and its parameters. After a generic overview of the
device, we present an analytical description of the transistor from a static (steady-state)
and dynamic (transient) viewpoint. The discussion concludes with an enumeration of
some second-order effects and the introduction of the SPICE MOS transistor models.

3.3.1 A First Glanceat the Device

The MOSFET is a four terminal device. The voltage applied to the gate terminal deter-
mines if and how much current flows between the source and the drain ports. The body
represents the fourth terminal of the transistor. Itsfunction is secondary asit only servesto
modul ate the device characteristics and parameters.

At the most superficial level, the transistor can be considered to be a switch. When a
voltage is applied to the gate that is larger than a given value called the threshold voltage
V1, aconducting channel is formed between drain and source. In the presence of avoltage
difference between the latter two, current flows between them. The conductivity of the
channel is modulated by the gate voltage—the larger the voltage difference between gate
and source, the smaller the resistance of the conducting channel and the larger the current.
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When the gate voltage is lower than the threshold, no such channel exists, and the switch
is considered open.

Two types of MOSFET devices can be identified. The NMOS transistor consists of
n* drain and source regions, embedded in a p-type substrate. The current is carried by
electrons moving through an n-type channel between source and drain. Thisisin contrast
with the pn-junction diode, where current is carried by both holes and electrons. MOS
devices can also be made by using an n-type substrate and p* drain and source regions. In
such atransistor, current is carried by holes moving through a p-type channel. The device
is caled a p-channel MOS, or PMOS transistor. In a complementary MOS technology
(CMOS), both devices are present. The cross-section of a contemporary dual-well CMOS
process was presented in Chapter 2, and is repeated here for convenience (Figure 3.11).

gate-oxide

Tungsten Tisi,

AlICu

Figure3.11 Cross-section of contemporary dual-well CMOS process.

Circuit symbols for the various MOS transistors are shown in Figure 3.12. As men-
tioned earlier, the transistor is afour-port device with gate, source, drain, and body termi-
nals (Figures aand c). Since the body is generally connected to adc supply that isidentical
for all devices of the same type (GND for NMOS, V4 for PMOS), it is most often not
shown on the schematics (Figures b and d). If the fourth terminal is not shown, it is
assumed that the body is connected to the appropriate supply.

G G
s _'I_BFI'_ b s J Lo
(&) NMOS transistor (b) NMOS transistor
as 4-terminal device as 3-terminal device

S G
S ——lTI_—D IS —-I_l_—D Figure3.12 Circuit symbolsfor
B

MOS transistors.

(a) PMOS transistor (d) PMOS transistor
as 4-terminal device as 3-terminal device
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3.3.2 TheMOSTransistor under Static Conditions

In the derivation of the static model of the MOS transistor, we concentrate on the NMOS
device. All the arguments made are valid for PMOS devices as well aswill be discussed at
the end of the section.

The Threshold Voltage

Consider first the case where Vzg= 0 and drain, source, and bulk are connected to ground.
The drain and source are connected by back-to-back pn-junctions (substrate-source and
substrate-drain). Under the mentioned conditions, both junctions have a0 V bias and can
be considered off, which resultsin an extremely high resistance between drain and source.

Assume now that a positive voltage is applied to the gate (with respect to the
source), as shown in Figure 3.13. The gate and substrate form the plates of a capacitor
with the gate oxide as the dielectric. The positive gate voltage causes positive charge to
accumulate on the gate electrode and negative charge on the substrate side. The latter
manifests itself initialy by repelling mobile holes. Hence, a depletion region is formed
below the gate. This depletion region is similar to the one occurring in a pn-junction
diode. Consequently, similar expressions hold for the width and the space charge per unit
area. Compare these expressions to Eqg. (3.4) and Eq. (3.5).

/2e f
w, = |—L (3.14)
d \N

Qy = J2aNpegf (3.15)

with N, the substrate doping and f the voltage across the depletion layer (i.e., the potential
at the oxide-silicon boundary).

As the gate voltage increases, the potential at the silicon surface at some point
reaches a critical value, where the semiconductor surface inverts to n-type material. This

and

n-channel Depletion
region

p-substrate

Figure3.13 NMOS transistor for positive Vg showing depletion region and induced channel.
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point marks the onset of a phenomenon known as strong inversion and occurs at a voltage
equal to twice the Fermi Potential (Eq. (3.16)) (f g » - 0.3 V for typical p-type silicon sub-
strates):

fo=—f T|n(%*) (3.16)

Further increases in the gate voltage produce no further changes in the depletion-
layer width, but result in additional electronsin the thin inversion layer directly under the
oxide. These are drawn into the inversion layer from the heavily doped n+ source region.
Hence, a continuous n-type channel is formed between the source and drain regions, the
conductivity of which is modulated by the gate-source voltage.

In the presence of an inversion layer, the charge stored in the depletion region is
fixed and equals

Qo = J2qNeg|-2f ¢ (3.17)

This picture changes somewhat in case a substrate bias voltage Vg is applied (Vg is nor-
mally positive for n-channel devices). This causes the surface potential required for strong
inversion to increase and to become |-2f - + V| The charge stored in the depletion
region now is expressed by Eq. (3.18)

Qg = J20Npeg(|-2f £ + V) (3.18)

The value of Vg where strong inversion occurs is called the threshold voltage V.
Vr isafunction of several components, most of which are material constants such as the
difference in work-function between gate and substrate material, the oxide thickness, the
Fermi voltage, the charge of impurities trapped at the surface between channel and gate
oxide, and the dosage of ions implanted for threshold adjustment. From the above argu-
ments, it has become clear that the source-bulk voltage Vg has an impact on the threshold.
as well. Rather than relying on a complex (and hardly accurate) analytical expression for
the threshold, we rely on an empirical parameter called V4, which is the threshold voltage
for Vg = 0, and ismostly a function of the manufacturing process. The threshold voltage
under different body-biasing conditions can then be determined in the following manner,

Vi = Vyo+ o] 2f g + Veg| = /-2 ]) (3.19)

The parameter g (gamma) is called the body-effect coefficient, and expresses the impact of
changes in Vg. Observe that the threshold voltage has a positive value for a typical
NM OS device, whileit is negative for anorma PM OS transistor.

.
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Figure3.14 Effect of body-bias on threshold.
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The effect of the well bias on the
threshold voltage of an NMOS
transistor is plotted in for typical
values of |-2f ;| = 0.6 V and g =
0.4 V%5, A negative bias on the
well or substrate causes the
threshold to increase from 0.45 V
to 0.85 V. Note also that Vg
always hasto be larger than -0.6 V
in an NMOS. If not, the source-
body diode becomes forward
biased, which deteriorates the
transistor operation.

Example3.5 Threshold Voltage of a PMOS Transistor

An PMOS transistor has a threshold voltage of -0.4 V, while the body-effect coefficient
equals -0.4. Compute the threshold voltage for Vg =-25V. 2f . = 0.6 V.

Using Eq. (3.19), we obtain V4(-25V) =-0.4- 0.4~ ((2.5+0.6)°°- 0.6°%) V =-0.79V,
which is twice the threshold under zero-bias conditions!

Resistive Operation

Assume now that Vg > V4 and that a small voltage, Vg, is applied between drain and
source. The voltage difference causes a current I to flow from drain to source (Figure
3.15). Using asimple analysis, afirst-order expression of the current as a function of Vg

and Vpg can be obtained.

Figure 3.15 NMOS transistor with bias
voltages.

At apoint x along the channel, the voltage is V(x), and the gate-to-channel voltage at
that point equals Vg5 — V(X). Under the assumption that this voltage exceeds the threshold
voltage all along the channel, the induced channel charge per unit area at point x can be

computed.
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Qi(x) = —Cox[Ves—V(X) = V4] (3:20)

Cx Stands for the capacitance per unit area presented by the gate oxide, and equals

m

Coy = =2 (3.21)
tOX
with e, =3.97 " e,=3.5" 10! F/m the oxide permittivity, and t, is the thickness of the
oxide. The latter which is 10 nm (= 100 A) or smaller for contemporary processes. For an
oxide thickness of 5 nm, this translates into an oxide capacitance of 7 fF/mm?.
The current is given as the product of the drift velocity of the carriers u, and the
available charge. Due to charge conservation, it is a constant over the length of the chan-
nel. Wis the width of the channel in adirection perpendicular to the current flow.

lp = —up(X)Qi(x)W (3.22)
The electron velocity isrelated to the electric field through a parameter called the mobility
m, (expressed in m%/V/>s). The mobility is acomplex function of crystal structure, and local
electrical field. In general, an empirical valueis used.
av
= - =m2Y 3.23
Uy = —MX(x) = me (323
Combining Eqg. (3.20) - Eg. (3.23) yields
lpdx = m C,,W(Vgs—V-VpdV (3.24)

Integrating the equation over the length of the channel L yields the voltage-current relation
of the transistor.

Vpe? Va2
Ip = Ky %/I:(VGS_VT)VDS_TDS:| = kn[(VGS_VT)VDS_TDSj| (3.25)

k,, iscalled the process transconductance parameter and equals

n.e
Ky = MCoy =~ (3.26)

tO)(

The product of the process transconductance ki, and the (W/L) ratio of an (NMOS) tran-
sistor is called the gain factor k, of the device. For smaller values of V¢, the quadratic
factor in Eq. (3.25) can be ignored, and we observe a linear dependence between V5 and
I5. The operation region where Eq. (3.25) holds is hence called the resistive or linear
region. One of its main properties is that it displays a continuous conductive channel
between source and drain regions.

NOTICE: The W and L parameters in Eq. (3.25) represent the effective channel width
and length of the transistor. These values differ from the dimensions drawn on the layout
due to effects such as lateral diffusion of the source and drain regions (L), and the
encroachment of the isolating field oxide (W). In the remainder of the text, W and L will

.
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always stand for the effective dimensions, while a d subscript will be used to indicate the
drawn size. The following expressions related the two parameters, with DW and DL
parameters of the manufacturing process:

W = W, - DW

3.2
L = Ly—DL (327

The Saturation Region

Asthe value of the drain-source voltage is further increased, the assumption that the chan-
nel voltage is larger than the threshold all along the channel ceases to hold. This happens
when Vgg- V(X) < V4. At that point, the induced charge is zero, and the conducting chan-
nel disappears or is pinched off. This is illustrated in Figure 3.16, which shows (in an

VGS

Vbs> Ves—Vr

n+ «—Vos- Vr —> ( n+
______ N\

Figure3.16 NMOS transistor under pinch-off conditions.

exaggerated fashion) how the channel thickness gradually is reduced from source to drain
until pinch-off occurs. No channel existsin the vicinity of the drain region. Obviously, for
this phenomenon to occur, it is essentia that the pinch-off condition be met at the drain
region, or

VGS - VDS £ VT' (3.28)

Under those circumstances, the transistor isin the saturation region, and Eq. (3.25)
no longer holds. The voltage difference over the induced channel (from the pinch-off point
to the source) remains fixed at Vg5 - Vi, and conseguently, the current remains constant
(or saturates). Replacing Vpgby Vgs- Vrin Eq. (3.25) yields the drain current for the sat-
uration mode. It is worth observing that, to afirst agree, the current is no longer afunction
of Vs Notice also the squared dependency of the drain current with respect to the control
voltage Vg

kl
Ip = EnVEV(VGs_VT)Z (3:29)
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Channel-Length M odulation

The latter equation seems to suggest that the transistor in the saturation mode acts as a per-
fect current source — or that the current between drain and source terminal is a constant,
independent of the applied voltage over the terminals. This not entirely correct. The effec-
tive length of the conductive channel is actually modulated by the applied Vg incressing
Vps causes the depletion region at the drain junction to grow, reducing the length of the
effective channel. As can be observed from Eq. (3.29), the current increases when the length
factor L is decreased. A more accurate description of the current of the MOS transistor is
therefore given in Eq. (3.30).

Ip = Ip((1+1Vpg) (3.30)

with 15’ the current expressions derived earlier, and | an empirical parameter, called the
channel-length modulation. Analytical expressions for | have proven to be complex and
inaccurate. | varies roughly with the inverse of the channel length. In shorter transistors,
the drain-junction depletion region presents a larger fraction of the channel, and the chan-
nel-modulation effect is more pronounced. It is therefore advisable to resort to long-chan-
nel transistorsif a high-impedance current source is needed.

Velocity Saturation

The behavior of transistors with very short channel lengths (called short-channel devices)
deviates considerably from the resistive and saturated models, presented in the previous
paragraphs. The main culprit for this deficiency isthe vel ocity saturation effect. Eq. (3.23)
states that the velocity of the carriersis proportional to the electrical field, independent of
the value of that field. In other words, the carrier mobility is a constant. However, at high
field strengths, the carriersfail to follow thislinear model. In fact, when the electrical field
along the channel reaches a critical value x,, the velocity of the carriers tends to saturate
due to scattering effects (collisions suffered by the carriers). Thisisillustrated in Figure

3.17.
A
Ug = 10°
:g Constant velocity
s Constant mobility (slope =)
| Figure3.17 Velocity-saturation effect.

X.=15 X (V/pm)

For p-type silicon, the critical field at which electron saturation occursis around 1.5
" 10°V/m (or 1.5 V/mm), and the saturation velocity ug, approximately equals 10° mis.
This means that in an NMOS device with a channel length of 1 nm, only a couple of volts
between drain and source are needed to reach the saturation point. This condition is easily
met in current short-channel devices. Holes in a n-type silicon saturate at the same veloc-
ity, although a higher electrical field is needed to achieve saturation. Velocity-saturation
effects are hence less pronounced in PMOS transistors.
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This effect has a profound impact on the operation of the transistor. We will illus-
trate this with a first-order derivation of the device characteristics under velocity-saturat-
ing conditions [K089]. The velocity as a function of the electrical field, plotted in Figure
3.17, can be roughly approximated by the following expression:

"X for x£ X¢
1+x 0%, (3.31)

= 3
= Ugy for x3 x,

The continuity requirement between the two regions dictates that x. = 2ug,/m,. Re-evalua-
tion of Eq. (3.20) and Eq. (3.22) in light of revised velocity formula leads to a modified
expression of the drain current in the resistive region:

Ip = k(VDs)”LCOX%V[(VGS—VT)VD S_VTDSZ:| (3.32)
with
K(V) = — =+ (3.33)
1+ (Vox.L)

k is a measure of the degree of velocity saturation, since V4L can be interpreted as the
average field in the channel. In case of long-channel devices (large values of L) or small
values of Vg, k approaches 1 and Eq. (3.32) simplifies to the traditional current equation
for the resistive operation mode. For short-channel devices, k is smaller than 1, which
means that the delivered current is smaller than what would be normally expected.

When increasing the drain-source voltage, the electrical field in the channel will
ultimately reach the critical value, and the carriers at the drain become vel ocity saturated.
The saturation drain voltage Vpear Can be calculated by eguating the current at the drain to
the current given by Eq. (3.32) for Vpg = Vpsar- The former is derived from Eqg. (3.22),
assuming that the drift velocity is saturated and equals u.

Ipsat = UsatCoxW(Var — Vpsat)

w Vpsar?
= k(VDSAT)n}.CoxE|:VGTVDSAT_ DZSA 1

} (3.34)

Vgt isashorthand notation for V- Vr. After some algebra, we obtain
Vpsar = k(Ver)Ver (3:35)

Further increasing the drain-source voltage does not yield more current (to a first degree)
and the transistor current saturates at | pgar- This leads to some interesting observations:

» For a short-channel device and for large enough values of Vgr, k(Vgy) is substan-
tially smaller than 1, hence Vpgar < Vgr. The device enters saturation before Vg
reaches Vs - V4. Short-channel devices therefore experience an extended saturation
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|
D 4

Long-channel device

Ves= Vop ,
| Short-channel device
' Figure 3.18 Short-channel devices display an
' ' > extended saturation region due to velocity-saturation.
VDSAT VGS - VT VDS

region, and tend to operate more often in saturation conditions than their long-chan-
nel counterparts, asisillustrated in Figure 3.18.

» The saturation current Iyg,r displays a linear dependence with respect to the gate-
source voltage Vg Which is in contrast with the squared dependence in the long-
channel device. This reduces the amount of current a transistor can deliver for a
given control voltage. On the other hand, reducing the operating voltage does not
have such a significant effect in submicron devices as it would have in along-chan-
nel transistor.

The equations above ignore that a larger portion of the channel becomes velocity-satu-
rated with a further increase of V5 From amodeling perspective, it appears as though the
effective channel is shortening with increasing Vg, similar in effect to the channel-length
modulation. The resulting increase in current is easily accommodated by introducing an
extra(l+1 = Vpg multiplier.

Thus far we have only considered the effects of the tangential field along the chan-
nel due to the Vpg when considering velocity-saturation effects. However, there also
existsanormal (vertical) field originating from the gate voltage that further inhibits chan-
nel carrier mobility. This effect, which is called mobility degradation, reduces the surface
mobility with respect to the bulk mobility. Eq. (3.36) provides a simple estimation of the
mobility reduction,

_ Mho
= —n 3.36
mw, eff 1 + h (VGS_ VT) ( )
with m,, the bulk mobility and h an empirical parameter. A typical approach is to use
derive the actual value of mfor a given field strength from tables or empirical charts.
Readers interested in a more in-depth perspective on the short-channel effects in
MOS transistors are referred to the excellent reference works on this topic, such as
[Ko89].

Velocity Saturation — Revisited

Unfortunately, the drain-current equations Eq. (3.32) and Eq. (3.33) are complex expres-
sions of Vg and Vs, which makes them rather unwieldy for afirst-order manual analysis.
A substantialy simpler model can be obtained by making two assumptions:
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1. The velocity saturates abruptly at x., and is approximated by the following expres-
sion:

u = mx for xE£x,

(3.37)
= Ugy = MX. for x3 x.

2. The drain-source voltage Vpsar @ Which the critical electrical field is reached and
velocity saturation comes into play is constant and is approximated by Eq. (3.38).
From Eq. (3.35), it can be observed that this assumption is reasonable for larger val-
ues of Vgt (>> x.L).

LUy

Vpeat = LX. = (3.38)

Under these circumstances, the current equations for the resistive region remain
unchanged from the long-channel model. Once Vpg,r is reached, the current abruptly satu-
rates. The value for Ipgar @t that point can be derived by plugging the saturation voltage
into the current equation for the resistive region (Eq. (3.25)).

Ipsat = 1p(Vbs = Vpsat)
W, Vpsats
= nhcox_g%VGS_VT)VDSAT_DTSATg (3.39)

\V/ "
=u satcoxWéQ/GS - VT - %I’g

This model is truly first-order and empirical. The simplified velocity model causes
substantial deviationsin the transition zone between linear and vel ocity-saturated regions.
Yet, by carefully choosing the model parameters, decent matching can be obtained with
empirical datain the other operation regions, aswill be shown in one of the following sec-
tions. Most importantly, the equations are coherent with the familiar long-channel equa-
tions, and provide the digital designer with a much needed tool for intuitive understanding
and interpretation.

Drain Current versus Voltage Charts

The behavior for the MOS transistor in the different operation regions is best understood
by analyzing its |5-Vpg curves, which plot |5 versus Vg with Vg as a parameter. Figure
3.19 shows these charts for two NMOS transistors, implemented in the same technology
and with the same W/L ratio. One would hence expect both devices to display identical I-
V characteristics, The main difference however is that the first device has along channel
length (L4 = 10 nm), while the second transistor is a short channel device (L, = 0.25 nm),
and experiences velocity saturation.

Consider first the long-channel device. In the resistive region, the transistor behaves
like a voltage-controlled resistor, while in the saturation region, it acts as a voltage-con-
trolled current source (when the channel-length modulation effect is ignored). The transi-

.
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. B [0}
Resistive < :aturanon | % Vee= 20V %
Ves=20V || & 15f L
2 |22 > 2
- g = Vgs=15V | g
2 Ves=15V 1| & <
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al ] 05| Ves= 1.0V ]
Ves= 10V
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0 0.5 1 1.5 2 25 0 0.5 1 1.5 2 25
Vos V) Vos (V)
(a) Long-channel transistor (Ly = 10 mm) (b) Short-channel transistor (L4 = 0.25 mm)

Figure3.19 |-V characteristics of long- and a short-channel NMOS transistorsin a0.25 nm CMOS technology. The (W/L)
ration of both transistorsisidentical and equals 1.5

tion between both regions is delineated by the Vpg = Vgg - V; curve. The squared
dependence of |5 asafunction of Vsgin the saturation region — typical for along channel
device — is clearly observable from the spacing between the different curves. The linear
dependence of the saturation current with respect to VGS is apparent in the short-channel
device of b. Notice also how velocity-saturation causes the device to saturate for substan-
tially smaller values of Vg Thisresultsin asubstantial drop in current drive for high volt-
age levels. For instance, at (Vgg= 2.5V, Vpg= 2.5 V), the drain current of the short
transistor is only 40% of the corresponding value of the longer device (220 mA versus 540

mA).
10° 4
&> ‘ ‘ ‘ ‘ 2’:x10
51
2L
41
150
<3 &3
<
Z quadratic
1t 05}
0 : ’ ; 0
0 05 1 15 2 25 0
Vs )
(8 Long-channel device (Ly = 10 mm) (b) Short-channel device (Ly = 0.25 mm)

Figure 3.20 NMOS transistor 15-Vgg characteristic for long and short-channel devices (0.25 mm CMOS
technology). W/L = 1.5 for both transistors and Vps= 2.5 V.
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The difference in dependence upon Vg between long- and short-channel devices is
even more pronounced in another set of simulated charts that plot 1, as afunction of Vg
for afixed value of Vpg (3 Vgg— hence ensuring saturation) (Figure 3.20). A quadratic
versus linear dependence is apparent for larger values of Vg

All the derived equations hold for the PMOS transistor as well. The only difference
isthat for PM OS devices, the polarities of all voltagesand currentsarereversed. This
is illustrated in Figure 3.21, which plots the 15-Vpg characteristics of a minimum-size
PMOS transistor in our generic 0.25 nm CMOS process. The curves are in the third quad-
rant as |, Vpg and Vg are al negative. Interesting to observe is also that the effects of
velocity saturation are less pronounced than in the CMOS devices. This can be attributed
to the higher value of the critical electrical field, resulting from the smaller mobility of
holes versus electrons.

x10"
0

V= -1.0V

-0.2+
Vgs=-15V

S| Ves=-20V

Figure 3.21 |-V characteristics of (Wy=0.375 mm,
08f =25V L~0.25 mm) PMOS transistor in 0.25 mm CMOS
GS g L. .
process. Due to the smaller mobility, the maximum

4 ‘ ‘ ‘ . current is only 42% of what is achieved by a similar
2.5 2 15 - -0.5 0 NMOS transistor.

Subthreshold Conduction

A closer inspection of the I5-Vgg curves of Figure 3.20 reveals that the current does not
drop abruptly to 0 at Vgg= V. It becomes apparent that the MOS transistor is aready par-
tially conducting for voltages below the threshold voltage. This effect is called subthresh-
old or weak-inversion conduction. The onset of strong inversion means that ample carriers
are available for conduction, but by no means implies that no current at all can flow for
gate-source voltages below V4, athough the current levels are small under those condi-
tions. The transition from the on- to the off-condition is thus not abrupt, but gradual .

To study this effect in somewhat more detail, we redraw the |5 versus Vg curve of
Figure 3.20b on alogarithmic scale as shown in Figure 3.22. This confirms that the current
does not drop to zero immediately for Vg < V4, but actually decays in an exponential
fashion, similar to the operation of a bipolar transistor.? In the absence of a conducting
channel, the n* (source) - p (bulk) - n* (drain) terminals actually form a parasitic bipolar
transistor. The current in this region can be approximated by the expression

2 Discussion of the operation of bipolar transistors is out of the scope of this textbook. We refer to vari-
ous textbooks on semiconductor devices, or to the additional information that is available on the web-site of this
book.
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Linear region

Quadratic region

Subthr&ehold exponential region .
| Figure3.22 |y current versus Vg

| (on logarithmic scale), showing the

» 'V exponential characteristic of the
10 L . . : ;
0 05 1 15 > 25 subthreshold region.
Vas V)
Ves 2 _ Vbs ..
kT kT
lp = lge™ Mcl-e ™ (3.40)

e 7]

where Igand n are empirical parameters, withn3 1 and typically ranging around 1.5.

In most digital applications, the presence of subthreshold current is undesirable asiit
detracts from the ideal switch-like behavior that we like to assume for the MOS transistor.
We would rather have the current drop as fast as possible once the gate-source voltage
falls below V;. The (inverse) rate of decline of the current with respect to Vg below V;
hence is a quality measure of a device. It is often quantified by the slope factor S, which
measures by how much Vg has to be reduced for the drain current to drop by a factor of
10. From Eq. (3.40), we find

S= ng%gm(m) (3.41)

with Sis expressed in mV/decade. For an ideal transistor with the sharpest possible roll-
off, n =1 and (kT/g)In(10) evaluates to 60 mV/decade at room temperature, which means
that the subthreshold current drops by a factor of 10 for a reduction in Vgg of 60 mV.
Unfortunately, n is larger than 1 for actual devices and the current falls at a reduced rate
(90 mV/decade for n = 1.5). The current roll-off is further affected in a negative sense by
an increase in the operating temperature (most integrated circuits operate at temperatures
considerably beyond room temperature). The value of n is determined by the intrinsic
device topology and structure. Reducing its value hence requires a different process tech-
nology, such as silicon-on-insulator.

Subthreshold current has some important repercussions. |n general, we want the cur-
rent through the transistor to be as close as possible to zero at Vgg= 0. Thisis especially
important in the so-called dynamic circuits, which rely on the storage of charge on a
capacitor and whose operation can be severely degraded by subthreshold leakage. Achiev-
ing thisin the presence of subthreshold current requires afirm lower bound on the value of
the threshold voltage of the devices.
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Example 3.6 Subthreshold Slope

For the example of Figure 3.22, a slope of 89.5 mV/decade is observed (between 0.2 and 0.4
V). Thisis equivalent to an n-factor of 1.49.

In Summary —Modelsfor Manual Analysis

The preceding discussions made it clear that the deep-submicron transistor is a complex
device. Its behavior is heavily non-linear and is influenced by a large number of second-
order effects. Fortunately, accurate circuit-simulation models have been developed that
make it possible to predict the behavior of a device with amazing precision over a large
range of device sizes, shapes, and operation modes, aswe will discuss later in this chapter.
While excellent from an accuracy perspective, these models fail in providing a designer
with an intuitive insight in the behavior of a circuit and its dominant design parameters.
Such an understanding is necessary in the design analysis and optimization process. A
designer who misses a clear vision on what drives and governs the circuit operation by
necessity resorts on a lengthy trial by error optimization process, that most often leads to
aninferior solution.

The obvious question is now how to abstract the behavior of our MOS transistor into
asimple and tangible analytical model that does not lead to hopelessly complex equations,
yet captures the essentials of the device. It turns out that the first-order expressions,
derived earlier in the chapter, can be combined into a single expression that meets these
goals. The model presents the transistor as a single current source (Figure 3.23), the value
of which is given defined in the Figure. The reader can verify that, depending upon the
operating condition, the model simplifies into either Eq. (3.25), Eq. (3.29), or Eq. (3.39)
(corrected for channel-length modulation), depending upon operating conditions.

Ip = 0 for Vg7£0
2

V2
oC Ip = k%@GTVmin_%\g(l +1 Vpg) for Vr® 0
ID
so_@_o D with Vi = min(Ver Vos Vosat),
B Ver = Ves—Vr,

and Vi = Vo +0(.J|-2f ¢ + V| — J|-2f )

Figure3.23 A unified MOS model for manual analysis.

Besides being a function of the voltages at the four terminals of the transistor, the
model employs a set of five parameters: V4o, 0, Vpear K, and | . In principle, it would be
possible to determine these parameters from the process technology and from the device
physics equations. The complexity of the device makes this a precarious task. A more
rewarding approach is to choose the values such that a good matching with the actual
device characteristics is obtained. More significantly, the model should match the best in
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the regions that matter the most. In digital circuits, this in the region of high Vggand Vg
The performance of an MOS digital circuit is primarily determined by the maximum
available current (i.e., the current obtained for Vgg = Vpg = supply voltage). A good
matching in thisregion is therefore essential.

Example3.7 Manual AnalysisModel for 0.25 mm CMOS Process®

Based on the simulated | -Vpgand | 5-Vgg plots of a (W, = 0.375 mm, L = 0.25 mm) transistor,
implemented in our generic 0.25 micron CMOS process (Figure 3.19, Figure 3.20), we have
derived a set of device parameters to match well in the (Vpg=2.5V, Vgg= 2.5 V) region —
2.5V being the typical supply voltage for this process. The resulting characteristics are plot-
ted in Figure 3.24 for the NMOS transistor, and compared to the simulated values. Overall, a

25

— Figure3.24 Correspondence between simple model
’ (solid line) and SPICE simulation (dotted) for minimum-
size NMOS transistor (W;=0.375 nm, L4=0.25 nm).
/ Observe the discrepancy in the transition zone between
o resistive and velocity saturation.

0.5

good correspondence can be observed with the exception of the transition region between
resistive and velocity-saturation. This discrepancy, which is due the simple velocity model of
Eq. (3.37) as explained earlier, is acceptable as it occurs in the lower value-range of Vpg. It
demonstrates that our model, while simple, manages to give a fair indication of the overall
behavior of the device.

Design Data— Transistor Model for Manual Analysis

Table 3.2 tabulates the obtained parameter values for the minimum-sized NMOS and a simi-
larly sized PMOS device in our generic 0.25 nm CMOS process. These values will be used as
generic model-parametersin later chapters.

Table3.2 Parametersfor manual model of generic 0.25 nm CMOS process (minimum length device).

V1o (V) 9(v®9 Vpsar (V) k' (AIV?) L (v
NMOS 043 0.4 063 115" 10° 0.06
PMOS -04 -04 -1 -30° 10°© -0.1

3 A MATLAB implementation of the model is available on the web-site of the textbook.
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A word of caution — The model presented here is derived from the characteristics
of a single device with a minimum channel-length and width. Trying to extrapolate this
behavior to devices with substantially different values of W and L will probably lead to
sizable errors. Fortunately, digital circuits typically use only minimum-length devices as
these lead to the smallest implementation area. Matching for these transistors will typi-
cally be acceptable. It is however advisable to use a different set of model parameters for
devices with dramatically different size- and shape-factors.

I=

The presented current-source model will prove to be very useful in the analysis of
the basic properties and metrics of a simple digital gate, yet its non-linearity makes it
intractable for anything that is somewhat more complex. We therefore introduce an even
more simplified model that has the advantage of being linear and straightforward. It is
based on the underlying assumption in most digital designs that the transistor is nothing
more than a switch with an infinite off-resistance, and afinite on-resistance R,

S

3
VGS T

V.
R
—AA\e 0

Figure3.25 NMOS transistor modeled as a switch.

The main problem with this model is that R, is still time-variant, non-linear and
depending upon the operation point of the transistor. When studying digital circuitsin the
transient mode — which means while switching between different logic states — it is
atractive to assume R, as a constant and linear resistance Ry, chosen so that the final
result is similar to what would be obtained with the original transistor. A reasonable
approach in that respect is to use the average value of the resistance over the operation
region of interest, or even simpler, the average value of the resistances at the end-points of
the transition. The latter assumption works well if the resistance does not experience any
strong non-linearities over the range of the averaging interval.

t

t 2
1 1 Vps(t)

Req = averaget:tllmz(Ron(t)) = tg—tlo R, (Ddt = dt

t2_tlt1 ID(t) (342)

> Z(Ronfts) * Ron(t))

Example 3.8 Equivalent resistance when (dis)charging a capacitor

One of the most common scenario’s in contemporary digital circuits is the discharging of a
capacitor from Vpp to GND through an NMOS transistor with its gate voltage set to Vpp, or
vice-versathe charging of the capacitor to Vp through aPMOS with its gate at GND. Of spe-
cial interest is the point where the voltage on the capacitor reaches the mid-point (Vpp/2) —
thisis by virtue of the definition of the propagation delay as introduced in Chapter 2. Assum-
ing that the supply voltage is substantially larger than the vel ocity-saturation voltage Vg Of
the transistor, it is fair to state that the transistor stays in velocity saturation for the entire
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duration of the transition. This scenario is plotted in for the case of an NMOS discharging a
capacitor from Vpp to Vpp/2.

lD A

Vs (Voo® Vpp/2) Ves= Voo _

VDS

»

(a) schematic Voo/2 Vob
(b) trajectory traversed on ID-VDS curve.

Figure 3.26 Discharging a capacitor through an NMOS transistor: Schematic () and |-V trgectory (b). The
instantaneous resistance of the transistor equals (Vpd1p) and is visualized by the angle with respect to the y-axis.

With the aid of Eq. (3.42) and Eq. , we can derive the value of the equivalent resis-
tance, which averages the resistance of the device over theinterval.

Vpp 2
1 < Vv 3 Vop 7 &
R, = dv»2 H_Ilv,0
= Voo O ipen(1+1V) 7 Aipens® 9 PP
DD

(3.43)

2
i _ W \V; .
with lpgat = kféa?VDD_VT)VD - DZS/-\Tg

A similar result can be obtained by just averaging the values of the resistance at the end points
(and simplifying the result using a Taylor expansion):

- le Voo Voo £2 6,3 Voo 5 o
Reg = =2 + = d-=1V, 3.44
0 28pgar(1+1 Vpp)  pear(1+1 Vpp 2)2 ? 4lpsar® 6 °0O (344

A number of conclusions are worth drawing from the above expressions:

¢ Theresistanceisinversely proportiona to the (W/L) ratio of the device. Doubling the tran-
sistor width halves the resistance.

e For Vpp >> V; + Vpea/2, the resistance becomes virtually independent of the supply volt-
age. Thisis confirmed in halves, which plots the simulated equivalent resistance as afunc-
tion of the supply voltage V5. Only aminor improvement in resistance, attributable to the
channel-length modulation, can be observed when raising the supply voltage.

* Once the supply voltage approaches V;, adramatic increase in resistance can be observed.
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x 10

Figure3.27 Simulated equivalent
resistance of aminimum size NMOS
transistor in 0.25 mm CMOS process as a
function of Vpp

(Ves = Vop: Vos = Vop ® Vpp/2).

1.5 2 25
VDD V)

Design Data — Equivalent Resistance M odel

Table 3.3 enumerates the equivalent resistances obtained by simulation of our generic 0.25 mm
CMOS process. These values will come in handy when analyzing the performance of CMOS
gatesin later chapters.

Table 3.3 Equivalent resistance Ry, (W/L= 1) of NMOS and PMOS transistorsin 0.25 mm CMOS process (with
L = Lyyn)- For larger devices, divide Ry, by WIL.

Voo (V) 1 15 2 25
NMOS (kW) 35 19 15 13
PMOS (kW) 115 55 38 31

3.3.3 Dynamic Behavior

The dynamic response of a MOSFET transistor is a sole function of the time it takes to
(dis)charge the parasitic capacitances that are intrinsic to the device, and the extra capaci-
tance introduced by the interconnecting lines (and are the subject of Chapter 4). A pro-
found understanding of the nature and the behavior of these intrinsic capacitances is
essential for the designer of high-quality digital integrated circuits. They originate from
three sources. the basic MOS structure, the channel charge, and the depletion regions of
the reverse-biased pn-junctions of drain and source. Aside from the MOS structure capac-
itances, all capacitors are nonlinear and vary with the applied voltage, which makes their
analysis hard. We discuss each of the componentsin turn.
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MOS Structure Capacitances

The gate of the MOS transistor is isolated from the conducting channel by the gate oxide
that has a capacitance per unit areaegual to C,, = e,, / t,,. Welearned earlier that from al-
V perspective it is useful to have C,, as large as possible, or to keep the oxide thickness
very thin. The total value of this capacitance is called the gate capacitance C, and can be
decomposed into two elements, each with a different behavior. Obviously, one part of C,
contributes to the channel charge, and is discussed in a subsequent section. Another part is
solely due to the topological structure of the transistor. This component is the subject of
the remainder of this section.

Consider the transistor structure of Figure 3.28. Ideally, the source and drain diffu-
sion should end right at the edge of the gate oxide. In reality, both source and drain tend to
extend somewhat below the oxide by an amount x4, called the lateral diffusion. Hence, the
effective channel of the transistor L becomes shorter than the drawn length Ly (or the
length the transistor was originally designed for) by afactor of DL = 2x. It also givesrise
to a parasitic capacitance between gate and source (drain) that is called the overlap capac-

itance. This capacitance is strictly linear and has afixed value
Polysilicon gate

Source Drain

A

4 Gaebuk
y overlap

(a) Top view

Gate oxide

(b) Cross section Figure3.28 MOSFET overlap capacitance.

Csso = Cepo = CoxXgW = C,W (3.45)

Since x4 is a technology-determined parameter, it is customary to combine it with the
oxide capacitance to yield the overlap capacitance per unit transistor width C, (more spe-
cificaly, Cyg, and Cyyp)-

Channel Capacitance

Perhaps the most significant MOS parasitic circuit element, the gate-to-channel capaci-
tance Cg varies in both magnitude and in its division into three components Cgs, Coep.
and Cg (being the gate-to-source, gate-to-drain, and gate-to-body capacitances, respec-
tively), depending upon the operation region and terminal voltages. This varying distribu-
tion is best explained with the simple diagrams of Figure 3.29. When the transistor is in

.
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cut-off (&), no channel exists, and the total capacitance C- appears between gate and
body. In the resistive region (b), an inversion layer is formed, which acts as a conductor
between source and drain. Consequently, C-g = 0 as the body electrode is shielded from
the gate by the channel. Symmetry dictates that the capacitance distributes evenly between
source and drain. Finaly, in the saturation mode (c), the channel is pinched off. The
capacitance between gate and drain is approximately zero, and so is the gate-body capaci-
tance. All the capacitance hence is between gate and source.

G G G

ET L - -
s b g wmm p s =t o
(a) cut-off (b) resistive (c) saturation

Figure 3.29 The gate-to-channel capacitance and how the operation region influences is distribution over the three other
device terminals.

To actua value of the total gate-channel capacitance and its distribution over the
three componentsis best understood with the aid of anumber of charts. Thefirst plot (Fig-
ure 3.30a) captures the evolution of the capacitance as a function of Vggfor Vpg = 0. For
Vas = 0, the transistor is off, no channel is present and the total capacitance, equa to
WLC,,, appears between gate and body. When increasing Vg, a depletion region forms
under the gate. This seemingly causes the thickness of the gate dielectric to increase,
which means a reduction in capacitance. Once the transistor turns on (Vgg = V+), a channel
isformed and C dropsto 0. With Vg = 0, the device operatesin the resistive mode and
the capacitance divides equally between source and drain, or Ceg= Cgep = WLC, /2. The
large fluctuation of the channel capacitance around Vgs=V; is worth remembering. A
designer looking for a well-behaved linear capacitance should avoid operation in this

region.
C
WLC,, | cc WLC,, | Cec
2WLC,,
_ Cocs — 3
WLC,, Cocs Cocs= Cocp WLC,,
2 2 Cecp
I
v Ves 0 Vod (Ves V) 1
(a) Cqc asafunction of Vg (with Vpg=0) (b) Cgc asafunction of the degree of saturation

Figure3.30 Distribution of the gate-channel capacitance as afunction of Vg and Vpg (from [Dally98]).

Once the transistor is on, the distribution of its gate capacitance depends upon the
degree of saturation, measured by the Vpd(VogVy) ratio. Asillustrated in Figure 3.30b,

.
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Cscep Oradually dropsto O for increasing levels of saturation, while Cg increases to 2/3
CxWL. This also meansthat the total gate capacitance is getting smaller with an increased
level of saturation.

From the above, it becomes clear that the gate-capacitance components are nonlin-
ear and varying with the operating voltages. To make a first-order analysis possible, we
will use a simplified model with a constant capacitance value in each region of operation
in the remainder of the text. The assumed values are summarized in Table 3.4.

Table3.4 Average distribution of channel capacitance of MOS transistor for different operation regions.

Operation Region Cacs Cacs Csep Cac Cs
Cutoff Co, WL 0 0 CoWL CoWL+2C W
Resistive 0 CoWL /2 Co WL/ 2 CoWL CoxWL+2C W
Saturation 0 (2/3)C WL 0 (213)C, WL | (2/3)C WL+2C W

Example 3.9 Usingacircuit simulator to extract capacitance

Determining the val ue of the parasitic capacitances of an MOS transistor for a given operation
mode is alabor-intensive task, and requires the knowledge of a number of technology param-
eters that are often not explicitly available. Fortunately, once a SPICE model of the transistor
is attained, a simple simulation can give you the data you are interested in. Assume we would
like to know the value of the total gate capacitance of atransistor in a given technology as a
function of Vg (for Vpg= 0). A simulation of the circuit of Figure 3.31awill give us exactly
thisinformation. In fact, the following relation is valid:

I = CG(VGS)a

which can be rewritten to yield an expression for Cg.

_ Ve

Ce(Ves) = | ”ggt g

A transient simulation gives us Vg as afunction of time, which can be translated into

the capacitance with the aid of some simple mathematical manipulations. This is demon-

strated in Figure 3.31b, which plots the simulated gate capacitance of a minimum size 0.25

mm NMOS transistor as a function of Vg The graphs clearly shows the drop of the capaci-
tance when Vg approaches V; and the discontinuity at Vy, predicted in Figure 3.30.

Junction Capacitances

A final capacitive component is contributed by the reverse-biased source-body and drain-
body pn-junctions. The depletion-region capacitance is nonlinear and decreases when the
reverse bias is raised as discussed earlier. To understand the components of the junction
capacitance (often called the diffusion capacitance), we must look at the source (drain)
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Figure 3.31 Simulating the gate capacitance of an MOS
transistor; (a) circuit configuration used for the anaysis, (b)
resulting capacitance plot for minimum-size NMOS transistor 2
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region and its surroundings. The detailed picture, shown in Figure 3.32, shows that the
junction consists of two components:

x &

Channel -stop implant
Nat+

q

Side wall

< Sidewall

Channel
Substrate Ny

A
4

L
s Figure3.32 Detailed view of source junction.

The bottom-plate junction, which is formed by the source region (with doping Np)
and the substrate with doping N,. The total depletion region capacitance for this
component equals C1om= CGWLg, With C; the junction capacitance per unit area as
given by Eq. (3.9). As the bottom-plate junction is typically of the abrupt type, the
grading coefficient m approaches 0.5.

The side-wall junction, formed by the source region with doping Ny and the p* chan-
nel-stop implant with doping level N,*. The doping level of the stopper is usually
larger than that of the substrate, resulting in a larger capacitance per unit area. The
side-wall junction istypically graded, and its grading coefficient varies from 0.33 to
0.5. Its capacitance value equals Cg,, = Cig, (W+2" L. Notice that no side-wall
capacitance is counted for the fourth side of the source region, as this represents the
conductive channel .4

Since X;, the junction depth, is atechnology parameter, it is normally combined with
Cjsw INto a capacitance per unit perimeter Cig,, = Cjg,X;. An expression for the total
junction capacitance can then be derived,

%
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Caitt = Chottom™ Csw = G " AREA + stw, PERIMETER (3.46)
= GLW+ Cigy(2Ls+ W) '

Since all these capacitances are small-signal capacitances, we normally linearize them and
use average capacitances along the lines of Eq. (3.10).

Problem 3.1 Using acircuit simulator to determinethedrain capacitance

Derive a simple circuit that would help you to derive the drain capacitance of an NMOS
transistor in the different operation modes using circuit simulation (in the style of Figure
3.31).

Capacitive Device M odel

All the above contributions can be combined in a single capacitive model for the MOS
transistor, which is shown Figure 3.33. Its components are readily identified on the basis
of the preceding discussions.

G

Ces
S

o

T e %
Figure3.33 MOSFET capacitance model.

Ces= Cocst Cosor Cop = Coep + Copor Cop = Cocs
Cs = Cgyitiy Cpg = Coyitr (3.47)
It is essentia for the designers of high-performance and low-energy circuits to be very

familiar with this model as well as to have an intuitive feeling of the relative values of its
components.
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Example3.10 MOS Transistor Capacitances

Consider an NMOS transistor with the following parameters: t,, = 6 nm, L = 0.24 rm, W =
0.36 M, Lp = Lg=0.625mm, C, =3 107° F/m, Cjp= 2" 107 F/m?, Cig,p=2.75" 107
F/m. Determine the zero-bias value of al relevant capacitances.

The gate capacitance per unit areais easily derived as (e, / t,,) and equals 5.7 fF/mm?,
The gate-to-channel Cg then equals WLC,, = 0.49 fF. To find the total gate capacitance, we
have to add the source and drain overlap capacitors, each of which equals WC, = 0.105 fF.
Thisleadsto atotal gate capacitance of 0.7 fF.

4 To be entirely correct, we should take the diffusion capacitance of the source(drain)-to-channel junction
into account. Due to the doping conditions and the small area, this component can virtually always beignored in
afirst-order analysis. Detailed SPICE models most often include a factor C,g,,q to account for thisjunction.

4~ ~¢/



é chapter3.fm Page 114 Friday, January 18, 2002 9:00 AM

*

114

THE DEVICES Chapter 3

The diffusion capacitance consists of the bottom and the side-wall capacitances. The
former is equal to Cjq LW = 0.45 fF, while the side-wall capacitance under zero-bias condi-
tions evaluates to Cjg,0 (2Lp + W) = 0.44 fF. This results in a total drain(source)-to-bulk
capacitance of 0.89 fF.

The diffusion capacitance seems to dominate the gate capacitance. Thisis aworst-case
condition, however. When increasing the value of the reverse bias over the junction — asis
the normal operation mode in MOS circuits —, the diffusion capacitance is substantially
reduced. Also, clever design can help to reduce the value of Ly (Lg). In generad, it can be
stated that the contribution of diffusion capacitancesis at most equal, and very often substan-
tially smaller than the gate capacitance.

Design Data— MOS Transistor Capacitances

Table 3.5 summarizes the parameters needed to estimate the parasitic capacitances of the MOS
transistorsin our generic 0.25 nm CMOS process.

Table 3.5 Capacitance parameters of NMOS and PMOS transistors in 0.25 nm CMOS process.

Cox cO cj mj f b CjSN n]szv f bsw

(fFimm?) | (fFm) | (fFimm?) ™) (FF/mm) V)

NMOS 6 0.31 2 0.5 0.9 0.28 0.44 0.9
PMOS 6 0.27 19 0.48 0.9 0.22 0.32 0.9

I=

Sour ce-Drain Resistance

The performance of a CMOS circuit may further be affected by another set of parasitic
elements, being the resistances in series with the drain and source regions, as shown in
Figure 3.34a. This effect become more pronounced when transistors are scaled down, as
this leads to shallower junctions and smaller contact openings become smaller. The resis-
tance of the drain (source) region can be expressed as

L
Ryp = %’RD +Re (3.48)

with R the contact resistance, W the width of the transistor, and Lgp, the length of the
source or drain region (Figure 3.34b). R is the sheet resistance per square of the drain-
source diffusion, and ranges from 20 to 100 W/1. Observe that the resistance of a square
of material is constant, independent of its size (see also Chapter 4).

The series resistance causes a deterioration in the device performance, as it reduces
the drain current for a given control voltage. Keeping its value as small as possible is thus
an important design goal for both the device and the circuit engineer. One option, popular
in most contemporary processes, isto cover the drain and source regions with alow-resis-
tivity material such as titanium or tungsten. This process is called silicidation and effec-
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tively reduces the sheet resistance to values in the range from 1 to 4 W.% Making the
transistor wider than needed is another possibility as should be obvious from Eq. (3.48).
With a process that includes silicidation and proper attention to layout, parasitic resistance
is not important. However, the reader should be aware that careless layout may lead to
resistances that severely degrade the device performance.

334 TheActual MOS Transistor—Some Secondary Effects

The operation of a contemporary transistor may show some important deviations from the
model we have presented so far. These divergences become especially pronounced once
the dimensions of the transistor reach the deep sub-micron realm. At that point, the
assumption that the operation of atransistor is adequately described by a one-dimensional
model, where it is assumed that all current flows on the surface of the silicon and the elec-
trical fields are oriented along that plane, is not longer valid. Two- or even three-dimen-
sional models are more appropriate. An example of such was aready given in Section
3.2.2 when we discussed the mobility degradation.

The understanding of some of these second-order effects and their impact on the
device behavior is essentia in the design of today’s digital circuits and therefore merits
some discussion. One word of warning, though. Trying to take al those effects into
account in amanual, first-order analysis results in intractable and opague circuit models. It
is therefore advisable to analyze and design MOS circuits first using the ideal model. The
impact of the non-idealities can be studied in a second round using computer-aided simu-
lation tools with more precise transistor models.

Polysilicon gate
Drain
G L contact
>/
Veseﬁ[V | 1
s AMAY_]  [_AAALD s

Re Ro g
Drain

(a) Modeling the series resistance (b) Parameters of the series resistance

Figure3.34 Seriesdrain and source resistance.

5 Silicidation is also used to reduce the resistance of the polysilicon gate, as will be discussed in Chapter

.
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Figure3.35 Threshold variations.

Threshold Variations

Eq. (3.19) states that the threshold voltage is only afunction of the manufacturing technol-
ogy and the applied body bias Vg. The threshold can therefore be considered as a constant
over al NMOS (PMOS) transistors in adesign. As the device dimensions are reduced, this
model becomes inaccurate, and the threshold potential becomes a function of L, W, and
Vps Two-dimensional second-order effects that were ignorable for long-channel devices
suddenly become significant.

In the traditional derivation of the Vg, for instance, it is assumed that the channel
depletion region is solely due to the applied gate voltage and that all depletion charge
beneath the gate originates from the MOS field effects. Thisignores the depletion regions
of the source and reverse-biased drain junction, which become relatively more important
with shrinking channel lengths. Since a part of the region below the gate is already
depleted (by the source and drain fields), a smaller threshold voltage suffices to cause
strong inversion. In other words, V4, decreases with L for short-channel devices (Figure
3.354). A similar effect can be obtained by raising the drain-source (bulk) voltage, as this
increases the width of the drain-junction depletion region. Conseguently, the threshold
decreases with increasing Vpg This effect, called the drain-induced barrier lowering, or
DIBL, causes the threshold potential to be a function of the operating voltages (Figure
3.35b). For high enough values of the drain voltage, the source and drain regions can even
be shorted together, and normal transistor operation ceases to exist. The sharp increase in
current that results from this effect, which is called punch-through, may cause permanent
damage to the device and should be avoided. Punch-through hence sets an upper bound on
the drain-source voltage of the transistor.

Since the majority of the transistorsin a digital circuit are designed at the minimum
channel length, the variation of the threshold voltage as a function of the length is almost
uniform over the complete design, and is therefore not much of an issue except for the
increased sub-threshold leakage currents. More troublesome is the DIBL, as this effect
varies with the operating voltage. This is, for instance, a problem in dynamic memories,
where the leakage current of acell (being the subthreshold current of the access transistor)
becomes a function of the voltage on the data-line, which depends upon the applied data
patterns. From the cell perspective, DIBL manifests itself as a data-dependent noise
source.
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Worth mentioning is that the threshold of the MOS transistor is also subject to nar-
row-channel effects. The depletion region of the channel does not stop abruptly at the
edges of the transistor, but extends somewhat under the isolating field-oxide. The gate
voltage must support this extra depletion charge to establish a conducting channel. This
effect is ignorable for wide transistors, but becomes significant for small values of W,
where it results in an increase of the threshold voltage. For small geometry transistors,
with small values of L and W, the effects of short- and narrow channels may tend to cancel
each other out.

Hot-Carrier Effects

Besides varying over a design, threshold voltages in short-channel devices also have the
tendency to drift over time. Thisisthe result of the hot-carrier effect [Hu92]. Over the last
decades, device dimensions have been scaled down continuously, while the power supply
and the operating voltages were kept constant. The resulting increase in the electrical field
strength causes an increasing velocity of the eectrons, which can leave the silicon and
tunnel into the gate oxide upon reaching a high-enough energy level. Electrons trapped in
the oxide change the threshold voltage, typicaly increasing the thresholds of NMOS
devices, while decreasing the V; of PMOS transistors. For an electron to become hot, an
electrical field of at least 10* V/cm is necessary. This condition is easily met in devices
with channel lengths around or below 1 nm. The hot-electron phenomenon can lead to a
long-term reliability problem, where a circuit might degrade or fail after being in use for a
while. Thisisillustrated in Figure 3.36, which shows the degradation in the |-V character-
istics of an NMOS transistor after it has been subjected to extensive operation. State-of-
the-art MOSFET technol ogies therefore use specially-engineered drain and source regions
to ensure that the peaks in the electrical fields are bounded, hence preventing carriers to
reach the critical values necessary to become hot. The reduced supply voltage that is typi-
cal for deep sub-micron technologies can in part be attributed to the necessity to keep hot-
carrier effects under control.

16.0m Solid: Fresh
id: Fresh =~ ——71" Stress time=100 minut
| Dot: Degraded\ >~ nuies
L=0.3um, T,=42A
12.0m |- Stress V=4.3V, Measurement V  =2.5V
: (Aly/ 105 =14%, (Aly/ | =2.4%
. TA\
TR v
< som| [/ -
- L=0.6um, T, =140A,
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aoml f A7 (Bly/ P=142%, (8ly/ 1Yea=12%
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Figure 3.36 Hot-carrier effects cause the |-V characteristics of an NMOS transistor to degrade from
extensive usage (from [McGaughy98]).
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CMOSLatchup

The MOS technology contains a number of intrinsic bipolar transistors. These are espe-
cialy troublesome in CMOS processes, where the combination of wells and substrates
results in the formation of parasitic n-p-n-p structures. Triggering these thyristor-like
devices leads to a shorting of the Vp and Vg lines, usually resulting in a destruction of
the chip, or at best a system failure that can only be resolved by power-down.

Consider the n-well structure of Figure 3.37a. The n-p-n-p structureis formed by the
source of the NMOS, the p-substrate, the n-well and the source of the PMOS. A circuit
equivalent is shown in Figure 3.37b. When one of the two bipolar transistors gets forward
biased (e.g., due to current flowing through the well, or substrate), it feeds the base of the
other transistor. This positive feedback increases the current until the circuit fails or
burns out.

VDD

RHWE”

p-source

n-source R
p-substrate bs

(@) Origin of latchup (b) Equivalent circuit

Figure3.37 CMOS latchup.

From the above analysis the message to the designer is clear—to avoid latchup, the
resistances Ry, and Ry, should be minimized. This can be achieved by providing
numerous well and substrate contacts, placed close to the source connections of the
NMOS/PMOS devices. Devices carrying a lot of current (such as transistors in the 1/0
drivers) should be surrounded by guard rings. These circular well/substrate contacts, posi-
tioned around the transistor, reduce the resistance even further and reduce the gain of the
parasitic bipolars. For an extensive discussion on how to avoid latchup, please refer to
[Weste93]. The latchup effect was especialy critical in early CMOS processes. In recent
years, process innovations and improved design techniques have all but eliminated the
risks for latchup.

3.3.5 SPICE Modelsfor the MOS Transistor

The complexity of the behavior of the short-channel MOS transistor and its many parasitic
effects has led to the development of a wealth of models for varying degrees of accuracy
and computing efficiency. In general, more accuracy also means more complexity and,
hence, an increased run time. In this section, we briefly discuss the characteristics of the
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more popular MOSFET models, and describe how to instantiate a MOS transistor in a cir-
cuit description.

SPICE Models

SPICE has three built-in MOSFET models, selected by the LEVEL parameter in the
model card. Unfortunately, all these models have been rendered obsolete by the progres-
sion to short-channel devices. They should only be used for first-order analysis, and we
therefore limit ourselves to a short discussion of their main properties.

* The LEVEL 1 SPICE model implements the Shichman-Hodges model, which is
based on the square law long-channel expressions, derived earlier in this chapter. It
does not handle short-channel effects.

e TheLEVEL 2 model is ageometry-based model, which uses detailed device physics
to defineits equations. It handles effects such as velocity saturation, mobility degra-
dation, and drain-induced barrier lowering. Unfortunately, including all 3D-effects
of an advanced submicron process in a pure physics-based model becomes complex
and inaccurate.

* LEVEL 3isasemi-empirical model. It relies on a mixture of analytical and empiri-
cal expressions, and uses measured device data to determine its main parameters. It
works quite well for channel lengths down to 1 mm.

In response to the inadequacy of the built-in models, SPICE vendors and semi-con-
ductor manufacturers have introduced a wide range of accurate, but proprietary models. A
complete description of all those would take the remainder of this book, which is, obvi-
ously, not the goal. We refer the interested reader to the extensive literature on this topic
[e.g. Vladimirescu93].

TheBSIM3V3 SPICE Model

The confusing situation of having to use a different model for each manufacturer has for-
tunately been partialy resolved by the adoption of the BSIM3v3 model as an industry-
wide standard for the modeling of deep-submicron MOSFET transistors. The Berkeley
Short-Channel IGFET Model (or BSIM in short) provides a model that is analytically
simple and isbased on a‘small’ number of parameters, which are normally extracted from
experimental data. Its popularity and accuracy make it the natural choice for al the ssmu-
lations presented in this book.

A full-fledged BSIM3v3 model (denoted as LEVEL 49) contains over 200 parame-
ters, the magjority of which are related to the modeling of second-order effects. Fortu-
nately, understanding the intricacies of all these parameters is not a requirement for the
digital designer. We therefore only present an overview of the parameter categories (Table
3.6). The Bin category deserves some extra attention. Providing asingle set of parameters
that is acceptable over al possible device dimensions is deemed to be next to impossible.
So, a set of models is provided, each of which is valid for a limited region delineated by

.
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LMIN, LMAX, WMIN, and WMAX (caled abin). It istypically left to the user to select
the correct bin for a particular transistor.

Table3.6 BSIM3-V3 model parameter categories, and some important parameters.

Parameter Category Description

Control Selection of level and models for mobility, capacitance, and noise
LEVEL, MOBMOD, CAPMOD

DC Parameters for threshold and current calculations
VTHO, K1, U0, VSAT, RSH,

AC & Capacitance Parameters for capacitance computations
CGS(D)O, CJ, MJ, CISW, MJISW

dWand dL Derivation of effective channel length and width

Process Process parameters such as oxide thickness and doping concentrations
TOX, XJ, GAMMA1, NCH, NSUB

Temperature Nominal temperature and temperature coefficients for various device parameters
TNOM
Bin Bounds on device dimensions for which model is valid

LMIN, LMAX, WMIN, WMAX

Flicker Noise Noise model parameters

We refer the interested reader to the BSIM3v3 documentation provided on the web-
site of the textbook (REFERENCE) for a complete description of the model parameters
and equations. The LEVEL-49 models for our generic 0.25 nm CMOS process can be
found at the same location.

Transistor Instantiation

The parameters that can be specified for an individual transistor are enumerated in
Table 3.7. Not al these parameters have to be defined for each transistor. SPICE assumes
default values (which are often zero!) for the missing factors.

WARNING: It is hard to expect accuracy from a simulator, when the circuit description
provided by the designer does not contain the necessary details. For instance, you must
accurately specify the area and the perimeter of the source and drain regions of the devices
when performing a performance analysis. Lacking this information, which is used for the
computation of the parasitic capacitances, your transient simulation will be next to use-
less. Similarly, it is often necessary to painstakingly define the value of the drain and
source resistance. The NRS and NRD values multiply the sheet resistance specified in the
transistor model for an accurate representation of the parasitic series source and drain

resistance of each transistor.
I
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Table3.7 SPICE transistor parameters.

Parameter Name Symbol SPICE Name Units Default Value
Drawn Length L L m -
Effective Width w w m -
Source Area AREA AS m? 0
Drain Area AREA AD m? 0
Source Perimeter PERIM PS m 0
Drain Perimeter PERIM PD m 0
Squares of Source Diffusion NRS - 1
Squares of Drain Diffusion NRD - 1

Example3.11 SPICE description of aCMOSinverter

An example of a SPICE description of a CMOS inverter, consisting of an NMOS and a
PMOS transistor, is given below. Transistor M1 is an NMOS device of model-type (and bin)
nmos.1 with its drain, gate, source, and body terminals connected to nodes nvout, nvin, 0, and
0, respectively. Its gate length is the minimum allowed in this technology (0.25 nm). The ‘+
character at the start of line 2 indicates that thislineis a continuation of the previous one.

The PMOS device of type pmos.1, connected between nodes nvout, nvin, nvdd, and
nvdd (D, G, S, and B, respectively), is three times wider, which reduces the series resistance,
but increases the parasitic diffusion capacitances as the area and perimeter of the drain and
source regions go up.

Finaly, the .lib line refers to the file that contains the transistor models.

M1 nvout nvin 0 0 nmos.1 W=0.375U L=0.25U

+AD=0.24P PD=1.625U AS=0.24P PS=1.625U NRS=1 NRD=1
M2 nvout nvin nvdd nvdd pmos.1 W=1.125U L=0.25U

+AD=0.7P PD=2.375U AS=0.7P PS=2.375U NRS=0.33 NRD=0.33
lib 'c:\Design\M odel s\cmos025.I'

3.4 A Word on ProcessVariations

The preceding discussions have assumed that a device is adegquately modeled by a single
set of parameters. In readlity, the parameters of a transistor vary from wafer to wafer, or
even between transistors on the same die, depending upon the position. This observed ran-
dom distribution between supposedly identical devices is primarily the result of two fac-
tors:

1. Variationsin the process parameters, such asimpurity concentration densities, oxide
thicknesses, and diffusion depths, caused by nonuniform conditions during the dep-
osition and/or the diffusion of the impurities. These result in diverging values for
sheet resistances, and transistor parameters such as the threshold voltage.
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2. Variations in the dimensions of the devices, mainly resulting from the limited reso-
[ution of the photolithographic process. This causes deviations in the (W/L) ratios of
MOS transistors and the widths of interconnect wires.

Observe that quite a number of these deviations are totally uncorrelated. For instance,
variations in the length of an MOS transistor are unrelated to variations in the threshold
voltage as both are set by different process steps. Below we examine the impact on some
of the parameters that determine the transistor current.

» The threshold voltage V; can vary for numerous reasons: changes in oxide thick-
ness, substrate, poly and implant impurity levels, and the surface charge. Accurate
control of the threshold voltage is an important goal for many reasons. Wherein the
past thresholds could vary by as much as 50%, state-of-the-art digital processes
manage to control the thresholds to within 25-50 mV.

* ki The main cause for variations in the process transconductance is changes in
oxide thickness. Variations can also occur in the mobility but to alesser degree.

e Variations in W and L. These are mainly caused by the lithographic process.
Observe that variations in W and L are totally uncorrelated since the first is deter-
mined in the field-oxide step, while the second is defined by the polysilicon defini-
tion and the source and drain diffusion processes.

The measurable impact of the process variations may be a substantial deviation of
the circuit behavior from the nominal or expected response, and this could be in either
positive or negative directions. This poses the designer for an important economic
dilemma. Assume, for instance, that you are supposed to design a microprocessor running
at a clock frequency of 500 MHz. It is economically important that the majority of the
manufactured dies meet that performance requirement. One way to achieve that goal isto
design the circuit assuming worst-case values for all possible device parameters. While
safe, this approach is prohibitively conservative and results in severely overdesigned and
hence uneconomical circuits.

To help the designer make a decision on how much margin to provide, the device
manufacturer commonly provides fast and slow device models in addition to the nominal
ones. Theseresult in larger or smaller currents than expected, respectively.

Example3.12 MOS Transistor Process Variations

To illustrate the possible impact of process variations on the performance of an MOS device,
consider aminimum-size NMOS devicein our generic 0.25 mm CMOS process. A later chap-
ter will establish that the speed of the device is proportional to the drain current that can be
delivered.

Assume initialy that Vgg = Vpg = 2.5 V. From earlier smulations, we know that this
produces a drain current of 220 mA. The nominal model is now replaced by the fast and slow
models, that modify the length and width (+10%), threshold (60 mV), and oxide thickness
(+5%) parameters of the device. Simulations produce the following data:

Fast: 14=265nmA: +20%

Slow: 14=182mA: -17%

Let us now proceed one step further. The supply voltage delivered to a circuit is by no means
a constant either. For instance, the voltage delivered by a battery can drop off substantially
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towards the end of its lifetime. In practice, avariation in 10% of the supply voltage may well
be expected.

Fast + Vyy = 2.75V: 14=302 mA: +37%

Slow + Vg =2.25V: |4 =155 mA: -30%
The current levels and the associated circuit performance can thus vary by amost 100%
between the extreme cases. To guarantee that the fabricated circuits meet the performance
requirements under all circumstances, it is necessary to make the transistor 42%
(=220mA/155mA) wider then would be required in the nomina case. This translates into a
severe area penalty.

Fortunately, these worst- (or best-) case conditions occur only very rarely in reality.
The probability that all parameters assume their worst-case values simultaneously is very
low, and most designs will display a performance centered around the nominal design.
The art of the design for manufacturability is to center the nominal design so that the
majority of the fabricated circuits (e.g., 98%) will meet the performance specifications,
while keeping the area overhead minimal.

Specialized design tools to help meet this goal are available. For instance, the Monte
Carlo analysis approach [Jensen91] simulates a circuit over awide range of randomly cho-
sen values for the device parameters. The result is a distribution plot of design parameters
(such as the speed or the sensitivity to noise) that can help to determine if the nominal
design is economically viable. Examples of such distribution plots, showing the impact of
variations in the effective transistor channel length and the PMOS transistor thresholds on
the speed of an adder cell, are shown in Figure 3.38. As can be observed, technology vari-
ations can have a substantial impact on the performance parameters of a design.
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Figure 3.38 Distribution plots of speed of adder circuit as a function of varying device parameters, as obtainec
by aMonte Carlo analysis. The circuit isimplemented in a2 mm (nominal) CM OS technology (courtesy of Eric
Boskin, UCB, and ATMEL corp.).

One important conclusion from the above discussion is that SPICE simulations
should be treated with care. The device parameters presented in amodel represent average
values, measured over a batch of manufactured wafers. Actual implementations are bound
to differ from the simulation results, and for reasons other than imperfections in the mod-
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eling approach. Be furthermore aware that temperature variations on the die can present
another source for parameter deviations. Optimizing an MOS circuit with SPICE to ares-
olution level of apicosecond or amicrovolt is clearly awaste of effort.

3.5 Pergpective: Technology Scaling

Minimum Feature Size (micron)

=)

10
1960

Over the last decades, we have observed a spectacular increase in integration density and
computational complexity of digital integrated circuits. As already argued in the introduc-
tion, applications that were considered implausible yesterday are aready forgotten today.
Underlying this revolution are the advances in device manufacturing technology that
allow for a steady reduction of the minimum feature size such as the minimum transistor
channel length realizable on a chip. To illustrate this point, we have plotted in Figure 3.39
the evolution of the (average) minimum device dimensions starting from the 1960s and
projecting into the 21st century. We observe a reduction rate of approximately 13% per
year, halving every 5 years. Another interesting observation is that no real sign of a slow-
downisin sight, and that the breathtaking pace will continue in the foreseeable future.

o
T

Figure 3.39 Evolution of (average) minimum channel
length of MOS transistors over time. Dots represent
observed or projected (2000 and beyond) values. The
continuous line represents a scaling scenario that
reduces the minimum feature with a factor 2 every 5
years.

1970 1980 1990 2000 2010
Year

A pertinent question is how this continued reduction in feature size influences the
operating characteristics and properties of the MOS transistor, and indirectly the critical
digital design metrics such as switching frequency and power dissipation. A first-order
projection of this behavior is called a scaling analysis, and is the topic of this section. In
addition to the minimum device dimension, we have to consider the supply voltage as a
second independent variable in such a study. Different scaling scenarios result based on
how these two independent variables are varied with respect to each other [Dennard74,
Baccarani84].

Three different models are studied in Table 3.8. To make the results tractable, it is
assumed that all device dimensions scale by the same factor S (with S> 1 for areduction
in size). This includes the width and length of the transistor, the oxide thickness, and the
junction depths. Similarly, we assume that all voltages, including the supply voltage and
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the threshold voltages, scale by asameratio U. The relations governing the scaling behav-
ior of the dependent variables are tabulated in column 2. Observe that this analysis only
considers short-channel devices with alinear dependence between control voltage and sat-
uration current (as expressed by Eq. (3.39)). We discuss each scenario in turn.

Table3.8 Scaling scenarios for short-channel devices.

Parameter Relation Full Scaling General Scaling | Fixed-Voltage Scaling
W, L, toy Us s s
Voo, Vr s Yy 1

Ngs VW2 S iU
Area/Device WL ug g ug
Cox 1t S S S
Cyate Co WL s s s
K Kp Co,WIL S S S
et Co, W s Ju 1
Current Density I /Area S iU g
Ron Vg 1 1 1
Intrinsic Delay RonCoate s s s
P IV vg yu? 1
Power Density P/Area 1 FIu?

Full Scaling (Constant Electrical Field Scaling)

Inthisideal model, voltages and dimensions are scaled by the same factor S. The goal isto
keep the electrical field patterns in the scaled device identical to those in the original
device. Keeping the electrical fields constant ensures the physical integrity of the device
and avoids breakdown or other secondary effects. This scaling leads to greater device den-
sity (Area), higher performance (Intrinsic Delay), and reduced power consumption (P).
The effects of full scaling on the device and circuit parameters are summarized in the third
column of Table 3.8. We use the intrinsic time constant, which is the product of the gate
capacitance and the on-resistance, as a measure for the performance. The analysis shows
that the on-resistance remains constant due to the simultaneous scaling of voltage swing
and current level. The performance improved is solely due to the reduced capacitance. The
results clearly demonstrate the beneficial effects of scaling—the speed of the circuit
increases in alinear fashion, while the power/gate scales down quadratically!®

6 Some assumptions were made when deriving this table:

1. Itisassumed that the carrier mobilities are not affected by the scaling.

2. The substrate doping Ngy,, is scaled so that the maximum depletion-layer width is reduced by a
factor S

3. It is furthermore assumed that the delay of the device is mainly determined by the intrinsic
capacitance (the gate capacitance) and that other device capacitances, such as the diffusion
capacitances, scale appropriately. This assumption is approximately true for the full-scaling
case, but not for fixed-voltage scaling, where C; scales as 1 0,/S.
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H I | Figure 3.40 Evolution of min and max supply-

I voltage in digital integrated circuits as a function

. - of feature size. All values for 0.15 micron and
10 10 below are projected.

Minimum Feature Size (mm)

Fixed-Voltage Scaling

In reality, full scaling is not afeasible option. First of all, to keep new devices compatible
with existing components, voltages cannot be scaled arbitrarily. Having to provide for
multiple supply voltages adds considerably to the cost of a system. As a result, voltages
have not been scaled down along with feature sizes, and designers adhere to well-defined
standards for supply voltages and signal levels. Asisiillustrated in Figure 3.40, 5V was
the de facto standard for al digital components up to the early 1990s, and a fixed-voltage
scaling model was followed.

Only with the introduction of the 0.5 rm CMOS technology did new standards such
as 3.3V and 2.5 V make an inroad. Today, a closer tracking between voltage and device
dimension can be observed.The reason for this change in operation model can partially be
explained with the aid of the fixed-voltage scaling model, summarized in the fifth column
of Table 3.8. In avelocity-saturated device, keeping the voltage constant while scaling the
device dimensions does not give a performance advantage over the full-scaling model, but
instead comes with a major power penalty. The gain of an increased current is simply off-
set by the higher voltage level, and only hurts the power dissipation. This scenario is very
different from the situation that existed when transistors were operating in the long-chan-
nel mode, and the current was a quadratic function of the voltage (as per Eq. (3.29)).
Keeping the voltage constant under these circumstances gives a distinct performance
advantage, asit causes a net reduction in on-resistance.

While the above argumentation offers ample reason to scale the supply voltages
with the technology, other physical phenomena such as the hot-carrier effect and oxide
breakdown also contributed to making the fixed-voltage scaling model unsustainable.

Problem 3.2 Scaling of L ong-channel Devices

Demonstrate that for a long-channel transistor, full-voltage scaling results in a reduction
of the intrinsic delay with afactor &, while increasing the power dissipation/device by S.
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Reconstruct Table 3.8 assuming that the current is a quadratic function of the voltage (Eq.
(3.29)).

|
WARNING: The picture painted in the previous section represents a first-order model.
Increasing the supply voltage till offers somewhat of a performance benefit for short-
channel transistors. Thisis apparent in Figure 3.27 and Table 3.3, which show areduction
of the equivalent on-resistance with increasing supply voltage — even for the high voltage
range. Y et, this effect, which is mostly due to the channel-length modulation, is secondary
and is far smaller than what would be obtained in case of long-channel devices.

The reader should keep this warning in the back of his mind throughout this scaling
study. The goal isto discover first-order trends. Thisimpliesignoring second-order effects

such as mobility-degradation, series resistance, etc.
I

General Scaling

We observe in Figure 3.40 that the supply voltages, while moving downwards, are not
scaling as fast as the technology. For instance, for the technology scaling from 0.5 nm to
0.1 mm, the maximum supply-voltage only reduces from 5V to 1.5 V. The obvious ques-
tion iswhy not to stick to the full-scaling model, when keeping the voltage higher does not
yield any convincing benefits? This departure is motivated by the following argumenta-
tion:

» Some of the intrinsic device voltages such as the silicon bandgap and the built-in
junction potential, are material parameters and cannot be scaled.

» The scaling potential of the transistor threshold voltage is limited. Making the
threshold too low makes it difficult to turn off the device completely. Thisis aggra-
vated by the large process variation of the value of the threshold, even on the same
wafer.

Therefore, a more general scaling model is needed, where dimensions and voltages
are scaled independently. This general scaling model is shown in the fourth column of
Table 3.8. Here, device dimensions are scaled by afactor S while voltages are reduced by
afactor U. When the voltage is held constant, U = 1, and the scaling model reduces to the
fixed-voltage model. Note that the general-scaling model offers a performance scenario
identical to the full- and the fixed scaling, while its power dissipation lies between the two
models (for S> U > 1).

Verifying the M odel

To summarize this discussion on scaling, we have combined in Table 3.9 the characteris-
tics of some of the most recent CMOS processes and projections on some future ones.
Observe how the operating voltages are being continuously reduced with diminishing
device dimensions. As predicted by the scaling model, the maximum drive current
remains approximately constant. Maintaining this level of drive in the presence of a

.
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reduced supply voltage requires an aggressive lowering of the threshold voltage, which
trandatesin arapid increase of the sub-threshold |eakage current.

Table3.9 MOSFET technology projection for high performance logic (from [SIA01]).

Year of Introduction 2001 2003 2005 2007 2010 2013 2016

Drawn channel length (nm) 90 65 45 35 25 18 13
Physical channel length (nm) 65 45 32 25 18 13 9
Gate oxide (nm) 23 20 19 14 12 1.0 0.9
Vpp (V) 12 10 0.9 0.7 0.6 0.5 0.4
NMOS I gy (MA/mm) 900 900 900 900 1200 1500 1500
NMOS | g (MA/MmM) 0.01 0.07 0.3 1 3 7 10

From the above, it is reasonable to conclude that both integration density and perfor-
mance will continue to increase. The obvious question is for how long? Experimenta 25
nm CMOS devices have proven to be operational in the laboratories and to display current
characteristics that are surprisingly close to present-day transistors. These transistors,
while working along similar concepts as the current MOS devices, look very different
from the structures we are familiar with, and require some substantial device engineering.
For instance, Figure 3.41 shows a potential transistor structure, the Berkeley FinFET dual-
gated transistor, which has proven to be operational up to very small channel lengths.

Source Drain

Figure3.41 FinFET dual-gated transistor

Buried Oxide with 25 nm channel length [Hu99)].

Another option isthe vertical transistor. Even while the addition of many metal layers has
turned the integrated circuit into a truly three-dimensional artifact, the transistor itself is
still mostly laid out in a horizontal plane. This forces the device designer to jointly opti-
mize packing density and performance parameters. By rotating the device so that the drain
ends up on top, and the source at the bottom, these concerns are separated: packing density
still is dominated by horizontal dimensions, while performance issues are mostly deter-
mined by vertical spacings (Figure 3.42). Operational devices of this type have been fabri-
cated with channel lengths substantially below 0.1 nm. [ EagleshamO0].

Integrated circuits integrating more then one billion transistors clocked at speeds of
tens of GHZ's hence seem to be well under way. Whether this will actually happen is an
open question. Even though it might be technologically feasible, other parameters have an
equal impact on the feasibility of such an undertaking. A first doubt isif such apart can be
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Source

Figure 3.42 Vertica transistor with dual gates. The photo on the right shows an enlarged view of the channel area.

manufactured in an economical way. Current semiconductor plants cost over $5 billion,
and this price is expected to rise substantially with smaller feature sizes. Design consider-
ations also play arole. Power consumption of such acomponent might be prohibitive. The
growing role of interconnect parasitics might put an upper bound on performance. Finally,
system considerations might determine what level of integration isreally desirable. All in
all, it is obvious that the design of semiconductor circuits still faces an exciting future.

3.6 Summary

In this chapter, we have presented a a comprehensive overview of the operation of the
MOSFET transistor, the semiconductor device at the core of virtually all contemporary
digital integrated circuits. Besides an intuitive understanding of its behavior, we have pre-
sented a variety of modeling approaches ranging from simple models, useful for a first-
order manual analysis of the circuit operation, to complex SPICE models. These models
will be used extensively in later chapters, where we look at the fundamental building
blocks of digital circuits. We started off with a short discussion of the semiconductor
diode, one of the most dominant parasitic circuit elementsin CMOS designs.

» The static behavior of the junction diode is well described by the ideal diode equa-
tion that states that the current is an exponential function of the applied voltage bias.

* Inreverse-biased mode, the depletion-region space charge of the diode can be mod-
eled as a non-linear voltage-dependent capacitance. Thisis particularly important as
the omnipresent source-body and drain-body junctions of the MOS transistors all
operate in this mode. A linearized large-scale model for the depletion capacitance
was introduced for manual analysis.

» The MOS(FET) transistor is a voltage-controlled device, where the controlling gate
terminal isinsulated from the conducting channel by a SiO, capacitor. Based on the
value of the gate-source voltage with respect to a threshold voltage V-, three opera-
tion regions have been identified: cut-off, linear, and saturation. One of the most
enticing properties of the MOS transistor, which makes it particularly amenable to
digital design, is that it approximates a voltage-controlled switch: when the control
voltageislow, the switch is nonconducting (open); for a high control voltage, acon-

%

.



é chapter3.fm Page 130 Friday, January 18, 2002 9:00 AM

*

130

THE DEVICES Chapter 3

ducting channel is formed, and the switch can be considered closed. This two-state
operation matches the concepts of binary digital logic.

» The continuing reduction of the device dimensions to the submicron range hasintro-
duced some substantial deviations from the traditional long-channel MOS transistor
model. The most important one is the velocity saturation effect, which changes the
dependence of the transistor current with respect to the controlling voltage from
guadratic to linear. Models for this effect as well as other second-order parasitics
have been introduced. One particular effect that is gaining in importance is the sub-
threshold conduction, which causes devices to conduct current even when the con-
trol voltage drops below the threshold.

e Thedynamic operation of the MOS transistor is dominated by the device capacitors.
The main contributors are the gate capacitance and the capacitance formed by the
depletion regions of the source and drain junctions. The minimization of these
capacitancesis the prime requirement in high-performance MOS design.

e SPICE models and their parameters have been introduced for al devices. It was
observed that these models represent an average behavior and can vary over asingle
wafer or die.

e The MOS transistor is expected to dominate the digital integrated circuit scene for
the next decade. Continued scaling will lead to device sizes of approximately 0.07
micron by the year 2010, and logic circuits integrating more than 1 billion transis-
torson adie.

3.7 ToProbeFurther

Semiconductor devices have been discussed in numerous books, reprint volumes, tutori-
als, and journal articles. The IEEE Journal on Electron Devices is the premier journal,
where most of the state-of-the-art devices and their modeling are discussed. Another valu-
able resource are the proceedings of the International Electron Devices Meeting (IEDM).
The books (such as [Streetman95] and [Pierret96]) and journal articles referenced below
contain excellent discussions of the semiconductor devices of interest or refer to specific
topics brought up in the course of this chapter.
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Chapter 3 Problem Set

Chapter 3
PROBLEMS

For all problems, use the device parameters provided in Chapter 3 (Tables 3.2 and 3.5) and the inside
back book cover, unless otherwise mentioned. Also assume T = 300 K by default.

1.

4.

[E,SPICE,3.2.2]

Consider the circuit of Figure 0.1. Using the simple model, with V,,,= 0.7V, solve for j,.
. Find I, and ¥, using the ideal diode equation. Use I,= 10* A and 7= 300 K.

Solve for Vj,, Vpy, and I, using SPICE.

. Repeat parts b and ¢ using Ig= 107" A T=300K, and I5 = 107"A, T=350 K.

g o T8

R, =2kQ

Figure 0.1 Resistor diode circuit.

[M, None, 3.2.3] For the circuit in Figure 0.2, ;= 3.3 V. Assume A, = 12 umz, 0y=0.65V,
andm=0.5. N,=2.5E16 and N, =5 E15.

a. Find [, and V),

b. Is the diode forward- or reverse-biased?

c. Find the depletion region width, /¥, of the diode.

d. Use the parallel-plate model to find the junction capacitance, C;.
e

. Set ¥V, = 1.5 V. Again using the parallel-plate model, explain qualitatively why C;
increases.

Figure 0.2 Series diode circuit

[E, None, 3.3.2] Figure 0.3 shows NMOS and PMOS devices with drains, source, and gate
ports annotated. Determine the mode of operation (saturation, linear, or cutoff) and drain cur-
rent I, for each of the biasing configurations given below. Verify with SPICE. Use the follow-
ing transistor data: NMOS: &, = 115pA/V?, Vi = 043 V, L = 0.06 V™!, PMOS: k; = 30
HA/VZ, Vi ==0.4 V, L =-0.1 V', Assume (W/L) = 1.

a. NMOS: V3=2.5V, Vpg=2.5 V.PMOS: V5=-0.5V, Vs =—-125V.

b. NMOS: V=33V, Vpg=22V.PMOS: V33=-2.5V, Vpg=-1.8 V.

¢. NMOS: V3=0.6'V, Vpg=0.1 V.PMOS: Vgg=-2.5V, V;g=-0.7 V.

[E, SPICE, 3.3.2] Using SPICE plot the I-V characteristics for the following devices.
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At st
S D Figure 0.3 NMOS and PMOS devices.
a. NMOS W=12um, L=0.25um
b. NMOS W=4.8um, L =0.5um
c¢. PMOS W=1.2 pum, L=0.25 pm
d. PMOS W=4.8 um, L=0.5 um

5. [E, SPICE, 3.3.2] Indicate on the plots from problem 4.
a. the regions of operation.
b. the effects of channel length modulation.

¢. Which of the devices are in velocity saturation? Explain how this can be observed on the /-
V plots.

6. [M, None, 3.3.2] Given the data in Table 0.1 for a short channel NMOS transistor with
Vpsar = 0.6 V and k' =100 pA/V?, calculate Vi, v, A, 2|9/, and W/ L:

Table 0.1 Measured NMOS transistor data

Ves Vps Vs I, nA)
1 2.5 1.8 0 1812
2 2 1.8 0 1297
3 2 2.5 0 1361
4 2 1.8 -1 1146
5 2 1.8 -2 1039

7. [E, None, 3.3.2] Given Table 0.2 ,the goal is to derive the important device parameters from
these data points. As the measured transistor is processed in a deep-submciron technology, the
‘unified model’ holds. From the material constants, we also could determine that the satura-
tion voltage Vg, equals -1V. You may also assume that -2dp =-0.6V.

NOTE: The parameter values on Table 3.3 do NOT hold for this problem.

a. Is the measured transistor a PMOS or an NMOS device? Explain your answer.
b. Determine the value of V.

¢. Determine y.

d. Determine A.
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e. Given the obtained answers, determine for each of the measurements the operation region
of'the transistor (choose from cutoff, resistive, saturated, and velocity saturated). Annotate
your finding in the right-most column of the above.

Table 0.2 Measurements taken from the MOS device, at different terminal voltages.

Measurement | VGS VDS VSB ID (uA) Ope.ration
number (2 V) 2 Region?

1 -2.5 -2.5 0 -84.375

2 1 1 0 0.0

3 -0.7 -0.8 0 -1.04

4 -2.0 -2.5 0 -56.25

5 -2.5 -2.5 -1 -72.0

6 -2.5 -1.5 0 -80.625

7 -2.5 -0.8 0 -66.56

8. [M, None, 3.3.2] An NMOS device is plugged into the test configuration shown below in Fig-
ure 0.4. The input V;, =2V. The current source draws a constant current of 50 pA. R is a vari-
able resistor that can assume values between 10kQ and 30 k€2 Transistor M1 experiences
short channel effects and has following transistor parameters: & = 110¥10¢ V/A%, V; = 0.4 ,
and Vpgur = 0.6V. The transistor has a W/L = 2.51/0.25p. For simplicity body effect and
channel length modulation can be neglected. i.e A=0, y=0. .

Vpp =2.5V
R
Vb
W/L =2.51/0.25
v,=2v | [ M1 e
Vs
I=50pA Figure 0.4 Test configuration for the NMOS device.

a. When R =10k< find the operation region, Vp and V.

b. When R= 30k again determine the operation region Vp, Vg

¢. For the case of R = 10kQ, would Vy increase or decrease if A # (. Explain qualitatively
9. [M, None, 3.3.2] Consider the circuit configuration of Figure 0.5.



10.

11.

Chapter 3 Problem Set

a. Write down the equations (and only those) which are needed to determine the voltage at
node X. Do NOT plug in any values yet. Neglect short channel effects and assume that A,
=0.

b. Draw the (approximative) load lines for both MOS transistor and resistor. Mark some of
the significant points.

¢. Determine the required width of the transistor (for L = 0.25um) such that X equals 1.5 V.

d. We have, so far, assumed that M, is a long-channel device. Redraw the load lines assum-
ing that M, is velocity-saturated. Will the voltage at X rise or fall?

25V

Il R, =20kQ
X
Il

[M, None, 3.3.2] The circuit of Figure 0.6 is known as a source-follower configuration. It
achieves a DC level shift between the input and output. The value of this shift is determined
by the current 7. Assume y = 0.4, 2|¢p4 = 0.6 V, V;;;=0.43 V, k' = 115 pA/V2 and A = 0. The
NMOS device has W/L = 5.4p/1.2p such that the short channel effects are not observed.

a. Derive an expression giving V; as a function of V, and V{(V,). If we neglect body effect,
what is the nominal value of the level shift performed by this circuit.

b. The NMOS transistor experiences a shift in /- due to the body effect. Find Vas a function
of V, for V, ranging from 0 to 1.5V with 0.25 V intervals. Plot V', vs. V.

c. Plot V, vs. V; as V, varies from 0 to 1.5V with 0.25 V intervals. Plot two curves: one
neglecting the body effect and one accounting for it. How does the body effect influence
the operation of the level converter? At ¥, (body effect) = 1.5V, find ¥, (ideal) and, thus,
determine the maximum error introduced by body effect.

Figure 0.5 MOS circuit.

Vop=2.5V

v _I 5.4wW/1.20
V

o

1,=35uA

e Figure 0.6 Source-follower level converter.

M, SPICE, 3.3.2] Problem 11 uses the MOS circuit of Figure 0.7.

Plot V,,, vs. V,, with V;, varying from 0 to 2.5 volts (use steps of 0.5V). V5, =2.5 V.

. Repeat a using SPICE.

Repeat a and b using a MOS transistor with (W/L) = 4/ 1. Is the discrepancy between
manual and computer analysis larger or smaller. Explain why.

—

I
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Vipp=2.5V

8 kQ

out

Vin Ml
_| 1w0.25n

— Figure 0.7 MOS circuit.

[E, None, 3.3.2]Below in Figure 0.8 is an I-V transfer curve for an NMOS transistor. In this
problem, the objective is to use this [-V curve to obtain information about the transistor. The
transistor has (W/L)=(1p/1p). It may also be assumed that velocity saturation does not play a
role in this example. Also assume -2d; = 0.6V. Using Figure 0.8 determine the following
parameters: device Vg, v, A.

3200 o

300u
280u
260u
s~
220u
2000
180u

160u

LX {lin}

140u

120u

100u

Vgs=1.5V, Vbs=0.0¥

Vgs=1.5V, Vbs=-1.0V

Vgs=1.0V, Vbs=0.0V

Vgs=1.0V, Vbs=-1.0V

a 200m 400m 600m 800m

1 1.2 1.4 16 1.8 2 22 24 26
Voltage X {lin}) (VOLTS) ’

Figure 0.8 I-V curves
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13. [E, None, 3.3.2]The curves below in Figure 0.9 represent the gate voltage(Vg) vs. drain cur-
rent (Ipg) of two NMOS devices which are on the same die and operate in subthreshold

region. Due to process variations on the same die the curves do not overlap.
| s Vs VGS in weak inversion

D

Figure 0.9 Subthreshold
current curves. Difference is
due to process variations

N
°,
| ULIALLLLURRLR SULALLLL

=3 L AL L 1 R T o 1 T e B A [ e 1

I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0

VGS

Also assume that the transistors are within the same circuit configurations as Figure 0.10
in If the in put voltages are both V;, = 0.2V. What would be the respective durations to dis-
charge the load of C; = 1pF attached to the drains of these devices.

Vi

]— C.= IpF
Figure 0.10 The circuit for testing the time to
V.._| M1 I_
m _—

discharge the load capacitance through a device
operating in subthreshold region.

14. [M, None, 3.3.2] Short-channel effects:

a. Use the fact that current can be expressed as the product of the carrier charge per unit
length and the velocity of carriers (/5= Qv) to derive /g as a function of W, C,, Vo— Vi,
and carrier velocity v.

b. For a long-channel device, the carrier velocity is the mobility times the applied electric
field. The electrical field, which has dimensions of V/m, is simply (V53— V) / 2L. Derive
I for a long-channel device.

¢. From the equation derived in a, find /)¢ for a short-channel device in terms of the maxi-

mum carrier velocity, v,,,..

Based on the results of » and ¢ describe the most important differences between short-
channel and long-channel devices.
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15. [C, None, 3.3.2] Another equation, which models the velocity-saturated drain current of an
MOS transistor is given by

_ 1 HoCox _W_/ _ 2
Idsat 1+(V657 Vt)/(waL)[ 2 ]L(VGS VT)

Using this equation it is possible to see that velocity saturation can be modeled by a MOS

device with a source-degeneration resistor (see Figure 0.11).

a. Find the value of Ry such that I,g,{Vss, Vps) for the composite transistor in the figure
matches the above velocity-saturated drain current equation. Hint: the voltage drop across
Ry is typically small.

b. Given E,,,= 1.5 V/um and &' = p,C, = 20 pA/V?, what value of Ry is required to model
velocity saturation. How does this value depend on W and L?

Vb
Vc—| wiL
Vs
Ry
Figure 0.11 Source-degeneration model of
Vs velocity saturation.

16. [E, None, 3.3.2] The equivalent resistances of two different devices need to be computed.
a. First, consider the fictive device whose I-V characteristic is given in Figure 0.12. Constant
k has the dimension of S (or1/€). V,, is a voltage characteristic to the device. Calculate the
equivalent resistance for an output voltage transition from 0 to 2V, by integrating the
resistance as a function of the voltage.

4 I +
(A [=k*vxMY)
\'%
Figure 0.12  Fictive device
whose equivalent resistance is to
> Viv) be calculated.

b. Next, obtain the resistance equation 3.43 using the Figure 0.13. Assuming the Vg is kept
at Vpp, Calculate the Req as output (Vpg) transitions from Vpp to Vpp/2.(Figure 0.13).



17.

18.

Chapter 3 Problem Set

Hint: Make sure you use the Short channel Unified MOS Model equations. Hint: You
will need to use the expansion. In(I+x) ~x - x’/2 + x°/3

VDD‘{ _ Figure 0.13 The equivalent resistance is to
be computed for the H—L transition.

[M, None, 3.3.3] Compute the gate and diffusion capacitances for transistor M1 of Figure 0.7.
Assume that drain and source areas are rectangular, and are 1 pm wide and 0.5 um long. Use
the parameters of Example 3.5 to determine the capacitance values. Assume m; = 0.5 and
=(.44. Also compute the total charge stored at node /n, for the following initial condi-

mjsw

tions:

a. V,=25V,V,,=25V,0.5V,and 0 V.
b. V,=0V,V,,,=25V,05V,and 0 V.

[E, None, 3.3.3]Consider a CMOS process with the following capacitive parameters for the
NMOS transistor: Cgso, Capo» Cox» Cp» My, Cigyr Mgy and PB, with the lateral diffusion equal

jswe jswe

to Lp. The MOS transistor M1 is characterized by the following parameters: W, L, AD, PD,
AS, PS.

Vop=Vr
-

g
r——| Ml Figure 0.14  Circuit to measure total input
capacitance

a. Consider the configuration of Figure 0.14. Vy, is equal to Vi (the threshold voltage of the
transistor) Assume that the initial value of V, equals 0. A current source with value I is
applied at time 0. Assuming that all the capacitance at the gate node can be lumped into a
single, grounded, linear capacitance Cr, derive an expression for the time it will take for
V, toreach 2 Vp

b. The obvious question is now how to compute Cr. Among, Cyy, Cyp,, Cyg, Cyg, Cyp, Which of
these parasatic capacitances of the MOS transistor contribute to Cp. For those that contrib-
ute to C write down the expression that determines the value of the contribution. Use only
the parameters given above. If the transistor goes through different operation regions and
this impacts the value of the capacitor, determine the expression of the contribution for

each region (and indicate the region).
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19.

20.

21.

c. Consider now the case depicted in Figure 0.15. Asssume that V is initially at 0 and we
want to charge it up to 2 V5. Again among, Cyp, Cy,, Cy, Cyg, Cy, Which device capaci-
tances contribute to the total drain capacitance? Once again, make sure you differentiate

between different operation regions..

\Z

Il
I
0
—
o)

= L

Figure 0.15 Circuit to measure the total drain
capacitance

[M, None, 3.3.3]For the NMOS transistor in Figure 0.16, sketch the voltages at the source
and at the drain as a function of time. Initially, both source and drain are at +2.5 volts. Note
that the drain is open circuited. The 10 pA current source is turned on at t=0. Device parame-
ters:W/L = 125p/0.25 ; uC,, = 100 nA/V?; Cox= 6fF/u? ;Cor(per width) = 0.3 fF/p ; Cy =
100 fF; Cdb = 100fF;Vpgar =1V

HINT:Do not try to solve this analytically. Just use a qualitative analysis to derive the dif-
ferent operation modes of the circuit and the devices.

Cgd ‘d

Figure 0.16 Device going through different
operation regions over time

[C, SPICE, 3.4] Though impossible to quantify exactly by hand, it is a good idea to understand

process variations and be able to at least get a rough estimate for the limits of their effects.

a. For the circuit of Figure 0.7, calculate nominal, minimum, and maximum currents in the
NMOS device with V;,=0V, 2.5V and 5 V. Assume 3¢ variations in V;,of 25 mV, in k' of
15%, and in lithographic etching of 0.15 um.

b. Analyze the impact of these current variations on the output voltage. Assume that the load
resistor also can vary by 10%. Verify the result with SPICE.

[E, None, 3.5] A state-of-the-art, synthesizable, embedded microprocessor consumes

0.4mW/MHz when fabricated using a 0.18 pm process. With typical standard cells (gates),

the area of the processor is 0.7 mm2. Assuming a 100 Mhz clock frequency, and 1.8 V power
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supply. Assume short channel devices, but ignore second order effects like mobility degrada-
tion, series resistance, etc.

a.

d.

Using fixed voltage scaling and constant frequency, what will the area, power consump-
tion, and power density of the same processor be, if scaled to 0.12 um technology, assum-
ing the same clock frequency?

. If the supply voltage in the scaled 0.12 pm part is reduced to 1.5 V what will the power

consumption and power density be?

How fast could the scaled processor in Part (b) be clocked? What would the power and
power density be at this new clock frequency?

Power density is important for cooling the chip and packaging. What would the supply
voltage have to be to maintain the same power density as the original processor?

The superscalar, superpipelined, out-of-order executing, highly parallel, fully x86 compatible
JMRII microprocessor was fabricated in a 0.25 m technology and was able to operate at 100
MHZ, consuming 10 watts using a 2.5 V power supply.

a.

Using fixed voltage scaling, what will the speed and power consumption of the same pro-
cessor be if scaled to 0.1 pm technology?

. If the supply voltage on the 0.1 um part were scaled to 1.0 V, what will the power con-

sumption and speed be?

What supply should be used to fix the power consumption at 10 watts? At what speed
would the processor operate?
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4.1 Introduction

Throughout most of the past history of integrated circuits, on-chip interconnect wires were
considered to be second class citizens that had only to be considered in special cases or
when performing high-precision analysis. With the introduction of deep-submicron semi-
conductor technologies, this picture is undergoing rapid changes. The parasitics effects
introduced by the wires display a scaling behavior that differs from the active devices such
astransistors, and tend to gain in importance as device dimensions are reduced and circuit
speed is increased. In fact, they start to dominate some of the relevant metrics of digital
integrated circuits such as speed, energy-consumption, and reliability. This situation is
aggravated by the fact that improvements in technology make the production of ever-
larger die sizes economically feasible, which resultsin an increase in the average length of
an interconnect wire and in the associated parasitic effects. A careful and in-depth analysis
of the role and the behavior of the interconnect wire in a semiconductor technology is
therefore not only desirable, but even essential.

4.2 A First Glance

The designer of an electronic circuit has multiple choices in realizing the interconnections
between the various devices that make up the circuit. State-of-the-art processes offer mul-
tiple layers of Aluminum, and at least one layer of polysilicon. Even the heavily doped n*
or p* layers, typically used for the realization of source and drain regions, can be
employed for wiring purposes. These wires appear in the schematic diagrams of electronic
circuits as ssimple lines with no apparent impact on the circuit performance. In our discus-
sion on the integrated-circuit manufacturing process, it became clear that this picture is
overly simplistic, and that the wiring of today’ sintegrated circuits forms a complex geom-
etry that introduces capacitive, resistive, and inductive parasitics. All three have multiple
effects on the circuit behavior.

1. Anincrease in propagation delay, or, equivalently, adrop in performance.
2. Animpact on the energy dissipation and the power distribution.
3. Anintroduction of extra noise sources, which affects the reliability of the circuit.

A designer can decide to play it safe and include all these parasitic effectsin her analysis
and design optimization process. This conservative approach is non-constructive and even
unfeasible. First of all, a“complete” model is dauntingly complex and is only applicable
to very small topologies. It is hence totally useless for today’ s integrated circuits with their
millions of circuit nodes. Furthermore, this approach has the disadvantage that the “forest
getslost between the trees”. The circuit behavior at agiven circuit nodeisonly determined
by afew dominant parameters. Bringing all possible effects to bear, only obscures the pic-
ture and turns the optimization and design process a “trial-and-error” operation rather than
an enlightened and focused search.

To achieve the latter, it isimportant that the designer has a clear insight in the para-
sitic wiring effects, their relative importance, and their models. Thisis best illustrated with
the simple example, shown in Figure 4.1. Each wire in a bus network connects a transmit-

.
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transmitters receivers
A
Schematlcs View physical view

Figure 4.1 Schematic and physical views of wiring of bus-network. The latter shows only a limited area (as
indicated by the shadings in the schematics).

ter (or transmitters) to a set of receivers and is implemented as alink of wire segments of
various lengths and geometries. Assume that all segments are implemented on a single
interconnect layer, isolated from the silicon substrate and from each other by a layer of
dielectric material. Be aware that the reality may be far more complex.

A full-fledged circuit model, taking into account the parasitic capacitance, resis-
tance, and the inductance of the interconnections, is shown in Figure 4.2a. Observe that
these extra circuit elements are not located in a single physical point, but are distributed
over the length of the wire. Thisis a necessity when the length of the wire becomes signif-
icantly larger than its width. Notice also that some parasitics are inter-wire, hence creating
coupling effects between the different bus-signals that were not present in the original
schematics.

Analyzing the behavior of this schematic, which only models a small part of the cir-
cuit, is slow and cumbersome. Fortunately, substantial simplifications can often be made,
some of which are enumerated below.

» Inductive effects can be ignored if the resistance of the wire is substantial — thisis
for instance the case for long Aluminum wires with asmall cross-section — or if the
rise and fall times of the applied signals are slow.

»  When the wires are short, the cross-section of the wire is large, or the interconnect
material used has a low resistivity, a capacitance-only model can be used (Figure
4.2b).

» Finally, when the separation between neighboring wires is large, or when the wires
only run together for a short distance, inter-wire capacitance can be ignored, and all
the parasitic capacitance can be modeled as capacitance to ground.

Obvioudly, the latter problems are the easiest to model, analyze, and optimize. The
experienced designer knows to differentiate between dominant and secondary effects. The
goal of this chapter is to present the reader the basic techniques to estimate the values of

.
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oO——e _T_O
1
(e, _T_O
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us ui
(a

) (b)

Figure 4.2 Wire models for the circuit of Figure 4.1. Model (a) considers most of the wire parasitics (with
the exception of inter-wire resistance and mutual inductance), while model (b) only considers capacitance.

4.3

the various interconnect parameters, simple models to evaluate their impact, and a set of
rules-of-thumb to decide when and where a particular model or effect should be consid-
ered.

I nterconnect Parameters— Capacitance, Resistance, and | nductance

4.3.1 Capacitance

An accurate modeling of the wire capacitance(s) in a state-of-the-art integrated circuit isa
non-trivial task and is even today the subject of advanced research. The task is compli-
cated by the fact that the interconnect structure of contemporary integrated circuits is
three-dimensional, as was clearly demonstrated in the process cross-section of Figure 2.8.
The capacitance of such awire is a function of its shape, its environment, its distance to
the substrate, and the distance to surrounding wires. Rather than getting lost in complex
equations and models, a designer typically will use an advanced extraction tool to get pre-
cise values of the interconnect capacitances of a completed layout. Most semiconductor
manufacturers also provide empirical data for the various capacitance contributions, as
measured from a number of test dies. Y et, some simple first-order models come in handy
to provide a basic understanding of the nature of interconnect capacitance and its parame-
ters, and of how wire capacitance will evolve with future technologies.

Consider first a simple rectangular wire placed above the semiconductor substrate,
as shown in Figure 4.3. If the width of the wire is substantially larger than the thickness of
the insulating material, it may be assumed that the electrical-field lines are orthogonal to
the capacitor plates, and that its capacitance can be modeled by the parallel-plate capaci-
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tor model (also called area capacitance). Under those circumstances, the total capacitance
of the wire can be approximated as!

G = SHWL 4.1)
Lai

where W and L are respectively the width and length of the wire, and ty and ey represent
the thickness of the dielectric layer and its permittivity. SiO, is the dielectric material of
choice in integrated circuits, although some materials with lower permittivity, and hence
lower capacitance, are coming in use. Examples of the latter are organic polyimides and
aerogels. eistypicaly expressed as the product of two terms, or e = eg,. ,=8.854" 10°
2 F/m is the permittivity of free space, and €, the relative permittivity of the insulating
material. Table 4.1 presents the relative permittivity of several dielectrics used in inte-
grated circuits. In summary, the important message from Eq. (4.1) is that the capacitance
is proportional to the overlap between the conductors and inversely proportional to their
separation.

Table 4.1 Relative permittivity of some typical dielectric materials.

Material €

Free space 1
Aerogels ~15
Polyimides (organic) 34
Silicon dioxide 39

Glass-epoxy (PC board) 5
Silicon Nitride (SizN,) 75
Alumina (package) 9.5
Silicon 11.7

Current flow
L J
w

| .

Electrical-field lines

> e

s
-
-
-

T e

Substrate

Figure 4.3 Parallel-plate capacitance
model of interconnect wire.

1 To differentiate between distributed (per unit length) wire parameters versus total lumped values, we
will use lowercase to denote the former and uppercase for the latter.

.
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In actuality, this model is too simplistic. To minimize the resistance of the wires
while scaling technology, it is desirable to keep the cross-section of the wire (W H) as
large as possible — as will become apparent in a later section. On the other hand, small
values of W lead to denser wiring and less area overhead. As a result, we have over the
years withessed a steady reduction in the W/H-ratio, such that it has even dropped below
unity in advanced processes. This is clearly visible on the process cross-section of FIG-
URE. Under those circumstances, the parallel-plate model assumed above becomes inac-
curate. The capacitance between the side-walls of the wires and the substrate, called the
fringing capacitance, can no longer be ignored and contributes to the overall capacitance.
This effect isillustrated in Figure 4.4a. Presenting an exact model for this difficult geome-

cfringe

/—\ (a) Fringing fields

Figure 4.4 The fringing-field
capacitance. The model decomposes
the capacitance into two contributions:
a parallel-plate capacitance, and a
fringing capacitance, modeled by a
cylindrical wire with a diameter equal to
the thickness of the wire.

(b) Model of fringing-field capacitance.

try is hard. So, as good engineering practice dictates, we will use a simplified model that
approximates the capacitance as the sum of two components (Figure 4.4b): a parallel-plate
capacitance determined by the orthogonal field between a wire of width w and the ground
plane, in paralel with the fringing capacitance modeled by a cylindrical wire with a
dimension equal to the interconnect thickness H. The resulting approximation is smple
and works fairly well in practice.

Wey; 2peyi
Cuire = Cyp T Csyi = —t—
wire pp fringe tdi |Og(tdi DH)

with w = W - H/2 a good approximation for the width of the parallel-plate capacitor.
Numerous more accurate models (e.g. [Vdmeijs84]) have been developed over time, but
these tend to be substantially more complex, and defeat our goal of developing a concep-
tual understanding.

To illustrate the importance of the fringing-field component, Figure 4.5 plots the
value of the wiring capacitance as afunction of (W/H). For larger values of (W/H) the total
capacitance approaches the parallel-plate model. For (W/H) smaller than 1.5, the fringing

(4.2
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component actually becomes the dominant component. The fringing capacitance can
increase the overall capacitance by a factor of more than 10 for small line widths. It is
interesting to observe that the total capacitance levels off to a constant value of approxi-
mately 1 pF/cm for line widths smaller than the insulator thickness. In other words, the
capacitanceis no longer a function of the width.

6

4

0.6
0.4

T
N,

Capacitance (pF/cm)
I
~\

0.2 yd

0.1 1 1/‘/||||||| 1 [
0.1 0.2 0.4 06 1 2 4 6 10

WiTy

Figure 4.5 Capacitance of interconnect wire as a function of (W/t,), including fringing-field effects
(from [Schaper83]). Two values of H/t; are considered. Silicon-dioxide with e, = 3.9 is used as
dielectric.

So far, we have restricted our analysis to the case of a single rectangular conductor
placed over a ground plane. This structure, called a microstripline, used to be a good
model for semiconductor interconnections when the number of interconnect layers was
restricted to 1 or 2. Today’ s processes offer many more layers of interconnect, which are
packed quite densely in addition. In this scenario, the assumption that awire is completely
isolated from its surrounding structures and is only capacitively coupled to ground,
becomes untenable. Thisisillustrated in Figure 4.6, where the capacitance components of
awire embedded in an interconnect hierarchy areidentified. Each wireis not only coupled
to the grounded substrate, but also to the neighboring wires on the same layer and on adja-
cent layers. To afirst order, this does not change the total capacitance connected to agiven
wire. The main difference is that not all its capacitive components do terminate at the
grounded substrate, but that a large number of them connect to other wires, which have
dynamically varying voltage levels. We will later see that these floating capacitors form
not only a source of noise (crosstalk), but also can have a negative impact on the perfor-
mance of the circuit.

In summary, inter-wire capacitances become a dominant factor in multi-layer inter-
connect structures. This effect is more outspoken for wires in the higher interconnect lay-
ers, as these wires are farther away from the substrate. The increasing contribution of the
inter-wire capacitance to the total capacitance with decreasing feature sizes is best illus-
trated by Figure 4.7. In this graph, which plots the capacitive components of a set of paral-
lel wires routed above a ground plane, it is assumed that dielectric and wire thickness are

.
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fringing J_
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I J_ 1 1 Figure 4.6 Capacitive coupling
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—|— —|— —|— —|— —|_ —|_ —|_ between wires in interconnect

hierarchy.

held constant while scaling all other dimensions. When W becomes smaller than 1.75 H,
the inter-wire capacitance starts to dominate.
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Figure 4.7 Interconnect capacitance as
Gﬂ a function of design rules. It consists of a

i capacitance to ground and an inter-wire
Design rule (pm) . capacitance (from [Schaper83]).

I nterconnect Capacitance Design Data

A set of typical interconnect capacitances for a standard 0.25 nm CMOS process are given in
Table 4.2. The process supports 1 layer of polysilicon and 5 layers of Aluminum. Metal layers
1 to 4 have the same thickness and use a similar dielectric, while the wires at metal layer 5 are
almost twice as thick and are embedded in a dielectric with a higher permittivity. When placing
the wires over the thick field oxide that is used to isolate different transistors, use the “Field”
column in the table, while wires routed over the active area see a higher capacitance as seenin
the “Active’ column. Be aware that the presented values are only indicative. To obtain more

- 4~ ~¢/
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accurate results for actual structures, complex 3-dimensional models should be used that take
the environment of the wire into account.

Table 4.2 Wire area and fringe capacitance values for typical 0.25 mm CMOS process. The
table rows represent the top plate of the capacitor, the columns the bottom plate. The
area capacitances are expressed in aF/mm?, while the fringe capacitances (given in the
shaded rows) arein aF/mm.

| Field |Active| Poly ‘ All | Al2 | Al3 ‘ Al4 ‘

Poly 88

All

Al2

Al3

Al4

Al5

Table 4.3 tabulates indicative values for the capacitances between parallel wires placed
on the same layer with a minimum spacing (as dictated by the design rules). Observe that these
numbers include both the parallel plate and fringing components. Once again, the capacitances
are a strong function of the topology. For instance, a ground plane placed on a neighboring
layer terminates a large fraction of the fringing field, and effectively reduces the inter-wire
capacitance. The polysilicon wires experience a reduced inter-wire capacitance due to the
smaller thickness of the wires. On the other hand, the thick AI5 wires display the highest inter-
wire capacitance. It is therefore advisable to either separate wires at this level by an amount
that islarger than the minimum allowed, or to useit for global signals that are not that sensitive
tointerference. The supply rails are an example of the latter.

Table 4.3 inter-wire capacitance per unit wire length for different interconnect layers of typical 0.25
nm CMOS process. The capacitances are expressed in aF/mm, and are for minimally-spaced wires.

Layer Poly All Al2 Al3 Al4 Al5

Capacitance 40 95 85 85 85 115

W
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Example4.1 Capacitance of Metal Wire

Some global signals, such as clocks, are distributed all over the chip. The length of those
wires can be substantial. For die sizes between 1 and 2 cm, wires can reach alength of 10 cm
and have associated wire capacitances of substantial value. Consider an aluminum wire of 10
cmlong and 1 nm wide, routed on the first Aluminum layer. We can compute the value of the
total capacitance using the data presented in Table 4.2.

Area (parallel-plate) capacitance: (0.1 10° mm?) "~ 30 aF/mm?= 3 pF
Fringing capacitance: 2~ (0.1~ 10° nm) ~ 40 aF/mm = 8 pF
Total capacitance: 11 pF
Notice the factor 2 in the computation of the fringing capacitance, which takes the two sides
of the wire into account.
Suppose now that a second wire is routed alongside the first one, separated by only the

minimum allowed distance. From Table 4.3, we can determine that this wire will couple to
the first with a capacitance equal to

Cinter =(0.17 10°nm) ~ 95 aF/mm = 9.5 pF

which isamost as large as the total capacitance to ground!

A similar exercise shows that moving the wire to Al4 would reduce the capacitance to
ground to 3.45 pF (0.65 pF area and 2.8 pF fringe), while the inter-wire capacitance would
remain approximately the same at 8.5 pF.

4.3.2 Resistance

The resistance of a wire is proportional to its length L and inversely proportiona to its
cross-section A. The resistance of arectangular conductor in the style of Figure 4.3 can be
expressed as
A HW

where the constant r is the resistivity of the materia (in W-m). The resistivities of some
commonly-used conductive materials are tabulated in Table 4.4. Aluminum is the inter-
connect material most often used in integrated circuits because of itslow cost and its com-
patibility with the standard integrated-circuit fabrication process. Unfortunately, it has a
large resistivity compared to materials such as Copper. With ever-increasing performance
targets, thisis rapidly becoming a liability and top-of-the-line processes are now increas-
ingly using Copper as the conductor of choice.

Table 4.4 Resistivity of commonly-used conductors (at 20 C).

Material r (Wm)

Silver (Ag) 16" 108

.
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Table 4.4 Resistivity of commonly-used conductors (at 20 C).

Material r (Wem)
Copper (Cu) 17 108
Gold (Au) 227 10°8
Aluminum (Al) 27 108
Tungsten (W) 55" 108

Since H is a constant for a given technology, Eq. (4.3) can be rewritten as follows,
R=R,L (4.4)
w
with
== (4.5)
the sheet resistance of the material, having units of Wa (pronounced as Ohm-per-square).
This expresses that the resistance of a square conductor is independent of its absolute size,

asis apparent from Eq. (4.4). To obtain the resistance of awire, simply multiply the sheet
resistance by itsratio (L/W).

I nterconnect Resistance Design Data

Typical values of the sheet resistance of various interconnect materials are given in Table 4.5.

Table 4.5 Sheet resistance values for a typical 0.25 mm CMOS process.

Material Sheet Resistance (WQ)
n- or p-well diffusion 1000 — 1500
n*, p* diffusion 50 - 150
n*, p* diffusion with silicide 3-5
n*, p* polysilicon 150 - 200
n*, p* polysilicon with silicide 4-5
Aluminum 0.05-0.1

From this table, we conclude that Aluminum is the preferred materia for the wiring of
long interconnections. Polysilicon should only be used for local interconnect. Although the
sheet resistance of the diffusion layer (n*, p) is comparable to that of polysilicon, the use of dif-
fusion wires should be avoided due to its large capacitance and the associated RC delay.

In
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Advanced processes a so offer silicided polysilicon and diffusion layers. A silicideis
a compound material formed using silicon and a refractory metal. This creates a highly
conductive material that can withstand high-temperature process steps without melting.
Examples of silicides are WSi, TiSi,, PtSi,, and TaSi. WSi,, for instance, has aresistivity
r of 130 mAtcm, which is approximately eight times lower than polysilicon. The silicides
are most often used in a configuration called a polycide, which is a simple layered combi-
nation of polysilicon and asilicide. A typical polycide consists of alower level of polysil-
icon with an upper coating of slicide and combines the best properties of both
materials—good adherence and coverage (from the poly) and high conductance (from the
silicide). A MOSFET fabricated with a polycide gate is shown in Figure 4.8. The advan-
tage of the silicided gate is a reduced gate resistance. Similarly, silicided source and drain
regions reduce the source and drain resistance of the device.

Silicide

Polysilicon
Sio,

n n Figure 4.8 A polycide-gate
e p N MOSFET.

Transitions between routing layers add extra resistance to awire, called the contact
resistance. The preferred routing strategy is thus to keep signal wires on a single layer
whenever possible and to avoid excess contacts or via's. It is possible to reduce the contact
resistance by making the contact holes larger. Unfortunately, current tends to concentrate
around the perimeter in alarger contact hole. This effect, called current crowding, puts a
practical upper limit on the size of the contact. The following contact resistances (for min-
imum-size contacts) are typical for a0.25 nm process. 5-20 Wfor metal or polysilicon to
n*, p*, and metal to polysilicon; 1-5 Wfor via's (metal-to-metal contacts).

Example4.2 Resistanceof a Metal Wire

Consider again the aluminum wire of Example 4.2, which is 10 cm long and 1 nm wide, and
is routed on the first Aluminum layer. Assuming a sheet resistance for Al1 of 0.075 WQ, we
can compute the total resistance of the wire

Ryire=0.075WQ ~ (0.1 10° nm) / (1 mm)= 7.5 kW

Implementing the wire in polysilicon with a sheet resistance of 175 WQ raises the overall
resistance to 17.5 MW, which is clearly unacceptable. Silicided polysilicon with a sheet resis-
tance of 4 WO offers a better alternative, but till translates into a wire with a 400 kW resis-
tance.

So far, we have considered the resistance of a semiconductor wire to be linear and
constant. Thisis definitely the case for most semiconductor circuits. At very high frequen-
cies however, an additional phenomenon — called the skin effect — comes into play such
that the resistance becomes frequency-dependent. High-frequency currents tend to flow
primarily on the surface of a conductor with the current density falling off exponentialy

%
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with depth into the conductor. The skin depth d is defined as the depth where the current
falls off to avalue of € of its nominal value, and is given by

_ I
d = Jp%q (4.6)

with f the frequency of the signal and mthe permeability of the surrounding dielectric (typ-
ically equal to the permeability of free space, or m= 4p ~ 107 H/m). For Aluminum at 1
GHz, the skin depth is equal to 2.6 mm. The obvious question is now if thisis something
we should be concerned about when designing state-of-the-art digital circuits?

The effect can be approximated by assuming that the current flows uniformly in an
outer shell of the conductor with thickness d, asisillustrated in Figure 4.9 for a rectangu-
lar wire. Assuming that the overall cross-section of the wire is now limited to approxi-

4d

Figure 4.9 The skin-effect reduces the flow of the current
» to the surface of the wire.

A
4

w

mately 2(W+H)d, we obtain the following expression for the resistance (per unit length) at
high frequencies (f > f.):

r(f) = _pfnr_ (4.7)
2(H+W)

The increased resistance at higher frequencies may cause an extra attenuation — and
hence distortion — of the signal being transmitted over the wire. To determine the on-set
of the skin-effect, we can find the frequency f, where the skin depth is equal to half the
largest dimension (W or H) of the conductor. Below f, the whole wire is conducting cur-
rent, and the resistance is equal to (constant) low-frequency resistance of the wire. From

Eq. (4.6), wefind the value of fg
fy = (4.8)
pr(max(W, H))

Example4.3 Skin-effect and Aluminum wires

We determine the impact of the skin-effect on contemporary integrated circuits by analyz-
ing an Aluminum wire with a resistivity of 2.7 10® W-m, embedded in a SiO, dielectric
with apermeability of 4p ~ 107" H/m. From Eq. (4.8), we find that the largest dimension of
wire should be at least 5.2 nm for the effect to be noticeable at 1 GHz. Thisis confirmed
by the more accurate simulation results of Figure 4.10, which plots the increase in resis-
tance due to skin effects for different width Aluminum conductors. A 30% increase in

.
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resistance can be observed at 1 GHz for a 20 nm wire, while the increase for a1l nm wire
isless than 1%.

Skin effect for different width conductors

‘_.-
= W=1pum A o
s W=10 wm i 1
3 & W=20pm &
F
‘ > -
L. -
g -
- -.- >
L -
ey l‘
14 " d
o A W Figure 4.10 Skin-effect
A i induced increase in resistance
Fard L as a function of frequency and
% n wire width. All simulations were
ol J i i R performed for a wire thickness
1E2 1EQ 1E 10
of 0.7 mm [Sylvester97].
FFEE]UEHCH’ (HI}

In summary, the skin-effect is only an issue for wider wires. Since clocks tend to
carry the highest-frequency signals on a chip and also are fairly wide to limit resistance,
the skin effect is likely to have its first impact on these lines. This is a real concern for
GHz-range design, as clocks determine the overall performance of the chip (cycle time,
instructions per second, etc.). Another major design concern is that the adoption of better
conductors such as Copper may move the on-set of skin-effects to lower frequencies.

4.3.3 Inductance

Integrated-circuit designers tend to dismiss inductance as something they heard about in
their physics classes, but that has no impact on their field. This was definitely the case in
the first decades of integrated digital circuit design. Y et with the adoption of low-resistive
interconnect materials and the increase of switching frequencies to the super GHz range,
inductance starts to play a role even on a chip. Consequences of on-chip inductance
include ringing and overshoot effects, reflections of signals due to impedance mismatch,
inductive coupling between lines, and switching noise due to Ldi/dt voltage drops.

The inductance of a section of a circuit can always be evaluated with the aid of its
definition, which states that a changing current passing through an inductor generates a
voltage drop DV

di
DV = L 4.9
Tt (4.9)

—
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It is possible to compute the inductance a wire directly from its geometry and its
environment. A simpler approach relies on the fact that the capacitance ¢ and the induc-
tance | (per unit length) of awire are related by the following expression

cl = en (4.10)

with e and mrespectively the permittivity and permeability of the surrounding dielectric.
The caveat is that for this expression to be valid the conductor must be completely sur-
rounded by a uniform dielectric medium. This is most often not the case. Y et even when
the wire is embedded in different dielectric materials, its is possible to adopt “average”
dielectric constants such that Eq. (4.10) still can be used to get an approximative value of
the inductance.

Some other interesting relations, obtained from Maxwell’ s laws, can be pointed out.
The constant product of permeability and permittivity also defines the speed n at which an
electromagnetic wave can propagate through the medium

(4.11)

Cp equals the speed of light (30 cm/nsec) in a vacuum. The propagation speeds for a num-
ber of materials used in the fabrication of electronic circuits are tabulated in Table 4.6.
The propagation speed for SiO, is two times slower than in a vacuum.

Table 4.6 Dielectric constants and wave-propagation speeds for various materials used in electronic
circuits. The relative permeability m of most dielectrics is approximately equal to 1.

Propagation speed
Dielectric =% (cm/nsec)
Vacuum 1 30
Sio, 3.9 15
PC board (epoxy glass) 5.0 13
Alumina (ceramic package) 9.5 10

Example4.4 Inductance of a Semiconductor Wire

Consider an Al1 wire implemented in the 0.25 micron CMOS technology and routed on top
of the field oxide. From Table 4.2, we can derive the capacitance of the wire per unit length:

c=(W 30+ 2 40) aF/mm

From Eq. (4.10), we can derive the inductance per unit length of the wire, assuming
SO, asthe dielectric and assuming a uniform dielectric (make sure to use the correct units!)

I=(39° 8854 10 (4p107)/C

For wire widths of 0.4 mm, 1nm and 10mm, this leads to the following numbers:

.
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W= 0.4 mm: ¢ =92 aF/mm; | = 0.47 pH/mm
W=1nmm: ¢ =110 aF/mm; | = 0.39 pH/mm
W =10 mm: ¢ = 380 aF/mm; | = 0.11 pH/nm

Assuming a sheet resistance of 0.075 WQ, we can also determine the resistance of the
wire,

r = 0.075/WWnm

It isinteresting to observe that the inductive part of the wire impedance becomes equal
in value to the resistive component at a frequency of 27.5 GHz (for a1 nm wide wire), as can
be obtained from solving the following expression:

wl =2pfl =r

For extra wide wires, this frequency reduces to approximately 11 GHz. For wires with
asmaller capacitance and resistance (such as the thicker wires located at the upper intercon-
nect layers), this frequency can become as low as 500 MHz, especially when better intercon-
nect materials such as Copper are being used. Yet, these numbers indicate that inductance
only becomes an issue in integrated circuits for frequencies that are well above 1 GHz.

4.4 Electrical Wire Models

In previous sections, we have introduced the electrical properties of the interconnect wire
— capacitance, resistance, and inductance — and presented some simple relations and
techniques to derive their values from the interconnect geometries and topologies. These
parasitic elements have an impact on the electrical behavior of the circuit and influenceits
delay, power dissipation, and reliability. To study these effects requires the introduction of
electrical models that estimate and approximate the real behavior of the wire as afunction
of its parameters. These models vary from very simple to very complex depending upon
the effects that are being studied and the required accuracy. In this section, we first derive
models for manual analysis, while how to cope with interconnect wires in the SPICE cir-
cuit simulator is the topic follows next.

4.41 The Ideal Wire

In schematics, wires occur as simple lines with no attached parameters or parasitics. These
wires have no impact on the electrical behavior of the circuit. A voltage change at one end
of the wire propagatesimmediately to its other ends, even if those are some distance away.
Hence, it may be assumed that the same voltage is present at every segment of the wire at
the every point in time, and that the whole wire is an equipotential region. While this
ideal-wire model is simplistic, it has its value, especially in the early phases of the design
process when the designer wants to concentrate on the properties and the behavior of the
transistors that are being connected. Also, when studying small circuit components such
as gates, the wires tend to be very short and their parasitics ignorable. Taking these into
account would just make the analysis unnecessarily complex. More often though, wire
parasitics play arole and more complex models should be considered.
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44.2 The Lumped Model

The circuit parasitics of awire are distributed along its length and are not lumped into a
single position. Y et, when only a single parasitic component is dominant, when the inter-
action between the components is small, or when looking at only one aspect of the circuit
behavior, it is often useful to lump the different fractions into asingle circuit element. The
advantage of this approach is that the effects of the parasitic then can be described by an
ordinary differential equation. Aswe will seelater, the description of a distributed element
requires partial differential equations.

As long as the resistive component of the wire is small and the switching frequen-
cies are in the low to medium range, it is meaningful to consider only the capacitive com-
ponent of the wire, and to lump the distributed capacitance into a single capacitor as
shown in Figure 4.11. Observe that in this model the wire still represents an equipotential
region, and that the wire itself does not introduce any delay. The only impact on perfor-
mance is introduced by the loading effect of the capacitor on the driving gate. This capac-
itive lumped model is simple, yet effective, and is the model of choice for the analysis of
most interconnect wires in digital integrated circuits.

Rdr/'ver
out

—DO Vout
1 1 :
Cuire | I I I » Vin Ic/umpEd

L T T T T T

Driver = e = = = =

Figure 4.11 Distributed versus lumped capacitance model of wire. Cyyppeq = L™ Cyjres With L the length of the
wire and ¢, the capacitance per unit length. The driver is modeled as a voltage source and a source
resistance Ry e

Example4.5 Lumped capacitance modd of wire

For the circuit of Figure 4.11, assume that a driver with a source resistance of 10 kWis used to
drivea10 cmlong, 1 mm wide All wire. In Example 4.1, we have found that the total lumped capac-
itance for thiswire equals 11 pF.

The operation of this smple RC network is described by the following ordinary differential
equation (similar to the expression derived in Example 1.6):

av

\Y Vi
CI umpeda

out+ out in _ 0

Rdriver
When applying a step input (with V;, going from 0 to V), the transient response of this circuit is

known to be an exponentia function, and is given by the following expression (where t =
Reriver Ciumpeas the time constant of the network):

Voul) = (1- ™)V

The time to reach the 50% point is easily computed ast = In(2)t = 0.69t. Similarly, it takest
=In(9)t = 2.2t to get to the 90% point. Plugging in the numbers for this specific example yields
t500, = 0.69 " 10 KW’ 11 pF = 76 nsec
toge =2.2° 10 KW’ 11 pF = 242 nsec
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These numbers are not even acceptable for the lowest performance digital circuits. Techniques to
deal with this bottleneck, such as reducing the source resistance of the driver, will be introduced in
Chapter Z7Z.

While the lumped capacitor model is the most popular, sometimesit is also useful to
present lumped models of a wire with respect to either resistance and inductance. Thisis
often the case when studying the supply distribution network. Both the resistance and
inductance of the supply wires can be interpreted as parasitic noise sources that introduce
voltage drops and bounces on the supply rails.

443 The Lumped RC model

On-chip metal wires of over afew mm length have a significant resistance. The eguipoten-
tial assumption, presented in the lumped-capacitor model, is no longer adequate, and a
resistive-capacitive model has to be adopted.

A first approach lumps the total wire resistance of each wire segment into one single
R and similarly combines the global capacitance into a single capacitor C. This simple
model, called the lumped RC model is pessimistic and inaccurate for long interconnect
wires, which are more adequately represented by a distributed rc-model. Y et, before ana-
lyzing the distributed model, its is worthwhile to spend some time on the analysis and the
modeling of lumped RC networks for the following reasons:

» Thedistributed rc-model is complex and no closed form solutions exist. The behav-
ior of the distributed rc-line can be adequately modeled by a simple RC network.

» A common practice in the study of the transient behavior of complex transistor-wire
networks is to reduce the circuit to an RC network. Having a means to analyze such
a network effectively and to predict its first-order response would add a great asset
to the designerstool box.

In Example 4.5, we analyzed a single resistor-single capacitor network. The behavior of
such anetwork is fully described by a single differential equation, and its transient wave-
formisamodeled by an exponential with a single time-constant (or network pole). Unfor-
tunately, deriving the correct waveforms for a network with a larger number of capacitors
and resistors rapidly becomes hopelessly complex: describing its behavior requires a set of
ordinary differential equations, and the network now contains many time-constants (or
poles and zeros). Short of running a full-fledged SPICE simulation, delay calculation
methods such as the Elmore delay formula come to the rescue [EImore48].

Consider the resistor-capacitor network of Figure 4.12. This circuit is called an RC-
tree and has the following properties:

 the network hasasingle input node (called sin Figure 4.12)
« all the capacitors are between a hode and the ground
* the network does not contain any resistive loops (which makesit atree)

An interesting result of this particular circuit topology isthat there exists aunique resistive
path between the source node s and any node i of the network. The total resistance along
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Figure 4.12 Tree-structured RC network.

this path is called the path resistance R;. For example, the path resistance between the
source node s and node 4 in the example of Figure 4.12 equals

Ru=Ri+Rs+ Ry
The definition of the path resistance can be extended to address the shared path

resistance R;,, which represents the resistance shared among the paths from the root node s
to nodes k and i:

Ry = é R P (RjT [path(s® i) C path(s® Kk)]) (4.12)

For thecircuit of Figure4.12, R, = R; + RywhileR;, = R;.

Assume now that each of the N nodes of the network isinitially discharged to GND,
and that a step input is applied at node s at time t = 0. The Elmore delay at node i is then
given by the following expression:

N
tpi = é CiRi (4.13)
k=1
The Elmore delay is equivalent to the first-order time constant of the network (or the first
moment of the impulse response). The designer should be aware that this time-constant
represents a simple approximation of the actual delay between source node and nodei. Y et
in most cases this approximation has proven to be quite reasonable and acceptable. It
offers the designer a powerful mechanism for providing a quick estimate of the delay of a
complex network.

Example4.6 RC delay of atree-structured network
Using Eg. (4.13), we can compute the EImore delay for node i in the network of Figure 4.12.

tpi = RC+ RC+ (R + R)Cy + (R + R)C, + (R + Ry + R)G

As a special case of the RC tree network, let us consider the simple, non-branched
RC chain (or ladder) shown in Figure 4.13. This network isworth analyzing becauseitisa
structure that is often encountered in digital circuits, and also because it represents an

.
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approximative model of a resistive-capacitive wire. The Elmore delay of this chain net-
work can be derived with the aid of Eq. (4.13):

N i N
ton = GaR = a CR (4.14)
i=1 j=1 i=1

or the shared-path resistance is replaced by simply the path resistance. As an example,
consider node 2 in the RC chain of Figure 4.13. Its time-constant consists of two compo-
nents contributed by nodes 1 and 2. The component of node 1 consists of C;R; with R; the
total resistance between the node and the source, while the contribution of node 2 equals
C,(R; + Ry). The equivalent time constant at node 2 equals C;R; + C,(R; + R,). t; of node
i can be derived in asimilar way.

tpi= CIR +Cy(R +Ry) + % + G(R + Ry + ¥4 +R)

Example4.7 Time-Constant of Resistive-Capacitive Wire

The model presented in Figure 4.13 can be used as an approximation of a resistive-capacitive wire.
The wire with atotal length of L is partitioned into N identical segments, each with alength of L/N.
The resistance and capacitance of each segment are hence given by rL/N and cL/N, respectively.
Using the Elmore formula, we can compute the dominant time-constant of the wire:

(4.15)

_ o _ AaN(N+1) _ ~N+1
ton = ?ﬁg (rc+2rc+% +Nrc) = (rcL?) (2N2 ) = RC

2N
with R (= rL) and C (= cL) the total lumped resistance and capacitance of the wire. For very large

values of N, this model asymptotically approaches the distributed rc line. Eq. (4.15) then simplifies
to the following expression:

= RC_rel (4.16)

Eq. (4.16) leads to two important conclusions;

e Thedeay of awireisaquadratic function of itslength! This means that doubling
the length of the wire quadruplesits delay.

e The delay of the distributed rc-line is one half of the delay that would have been
predicted by the lumped RC model. The latter combines the total resistance and
capacitance into single elements, and has a time-constant equal to RC (as is aso
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obtained by setting N = 1 in Eq. (4.15)). This confirms the observation made earlier
that the lumped model presents a pessimistic view on the delay of resistive wire.

WARNING: Beawarethat an RC-chain is characterized by a number of time-constants.
The EImore expression determines the value of only the dominant one, and presents thus a
first-order approximation.

The Elmore delay formula has proven to be extremely useful. Besides making it
possible to analyze wires, the formula can also be used to approximate the propagation
delay of complex transistor networks. In the switch model, transistors are replaced by their
equivalent, linearized on-resistance. The evaluation of the propagation delay is then
reduced to the analysis of the resulting RC network. More precise minimum and maxi-
mum bounds on the voltage waveforms in an RC tree have further been established
[Rubinstein83]. These bounds have formed the base for most computer-aided timing ana-
lyzers at the switch and functional level [Horowitz83]. An interesting result [Lin84] is that
the exponential voltage waveform with the Elmore delay as time constant is always situ-
ated between these min and max bounds, which demonstrates the validity of the Elmore
approximation.

4.4.4 The Distributed rcLine

In the previous paragraphs, we have shown that the lumped RC model is a pessimistic
model for a resistive-capacitive wire, and that a distributed rc model (Figure 4.14a) is
more appropriate. As before, L represents the total length of the wire, while r and c stand
for the resistance and capacitance per unit length. A schematic representation of the dis-
tributed rc lineis given in Figure 4.14b.

v, DL DL Vi DL V oL Vi DL Vour
NWNTAVVY W\/I'

cDL —|_ cDL + cDL + cDL + cDL:I:

— e L — —

‘ [
(a) Distributed model

(b) Schematic symbol for distributed RC line

Figure 4.14 Distributed RC line wire-model and its schematic symbol.
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The voltage at nodei of this network can be determined by solving the following set
of partial differential equations:

cDL‘”_Vi _ Vie =V (Vi V)
It rDL
The correct behavior of the distributed rc line is then obtained by reducing DL asymptoti-

caly to 0. For DL ® 0, Eq. (4.17) becomes the well-known diffusion equation:

(4.17)

2

rc% = % (4.18)

where V is the voltage at a particular point in the wire, and X is the distance between this
point and the signal source. No closed-form solution exists for this equation, but approxi-
mative expressions such as the formula presented in Eq. (4.19) can be derived
[Bakoglu90]. These equations are difficult to use for ordinary circuit analysis. It is known
however that the distributed rc line can be approximated by a lumped RC ladder network,
which can be easily used in computer-aided analysis. Some of these models will be pre-
sented in alater section, discussing SPICE wire models.

Vour(t) = 2erfc(JE) t«RC
A (4.19)
—2.5359-R‘—C _9'4641'Rt—c
= 1.0-1.366e + 0.366¢€ t»RC

Figure 4.15 shows the response of a wire to a step input, plotting the waveforms at
different points in the wire as a function of time. Observe how the step waveform “dif-
fuses’ from the start to the end of the wire, and the waveform rapidly degrades, resulting
in aconsiderable delay for long wires. Driving theserc lines and minimizing the delay and
signal degradation is one of the trickiest problems in modern digital integrated circuit
design. It hence will receive considerable attention in later chapters.
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4.15 Simulated step response of resistive-capacitive wire as a function of time and place.
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Some of the important reference points in the step response of the lumped and the
distributed RC model of the wire are tabulated in Table 4.7. For instance, the propagation
delay (defined at 50% of the final value) of the lumped network not surprisingly equals
0.69 RC. The distributed network, on the other hand, has a delay of only 0.38 RC, with R
and C the total resistance and capacitance of the wire. This confirms the result of Eq.
(4.16).

Table 4.7 Step response of lumped and distributed RC networks—points of Interest.

Voltagerange Lumped RC network Distributed RC network
0® 50% (t,) 0.69 RC 0.38RC
0® 63% (t) RC 05RC
10% ® 90% (t,) 22RC 09RC
0% ® 90% 23RC 10RC

Example 4.8 RC delay of Aluminum Wire

Let us consider again the 10 cm long, 1 mm wide Al1l wire of Example 4.1. In Example 4.4, we
derived the following values for r and c:

¢ =110 aF/nm; r = 0.075 Wmm;
Using the entry of Table 4.7, we derive the propagation delay of the wire:
t,=0.38RC=0.38" (0.075Wnm) " (110 aF/nm) " (10° mm)® = 31.4 nsec

We can aso deduce the propagation delays of an identical wire implemented in polysilicon
and Al5. The values of the capacitances are obtained from Table 4.2, while the resistances are
assumed to be respectively 150 Wmm and 0.0375 Wnm for Poly and Al5:

Poly: t,=0.38" (150 Wimm) * (88 + 2" 54 aF/mm) ~ (10° nm)? = 112 nsec!
Al5:t,= 038" (0.0375Wnm) " (5.2+2 " 12aF/mm) " (10° nm)? = 4.2 nsec

Obviously, the choice of the interconnect material and layer has a dramatic impact on the delay of
the wire.

An important question for a designer to answer when analyzing an interconnect network
whether the effects of RC delays should be considered, or whether she can get away with a
simpler lumped capacitive model. A simple rule of thumb proves to be very useful here.

Design Rules of Thumb

* rcdelaysshould only be considered when tgc >> t,, Of the driving gate.

Thistrandates into Eq. (4.20), which determines the critical length L of the interconnect
wire where RC delays become dominant.

.
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> | tpgate (4.20)

L...>
erit 0.38rc

The actual value of L, depends upon the sizing of the driving gate and the chosen inter-
connect material.

» rcdelaysshould only be considered when therise (fall) timeat thelineinput is
smaller than RC, therise (fall) time of theline.

t . <RC (4.21)

with R and C the total resistance and capacitance of the wire. When this condition is not
met, the change in signal is slower than the propagation delay of the wire, and alumped capac-
itive model suffices.

Example4.9 RCversusLumped C

The presented rule can be illustrated with the aid of the simple circuit shown in Figure
4.16. It is assumed here that the driving gate can be modeled as voltage source with a
finite source resistance R, The total propagation delay of the network can be approxi-
mated by the following expression, obtained by applying the Elmore formula:?

R, (fw, Cu» L)

Figure 4.16 rc-line of length L driven by source with
resistance equal to R;.

C
ty, = RC, + sz W = RC,, +05r,c,L°

and
t, = 0.69R.C, + 0.38R,C,

with R, =rL and C,, = cL. The delay introduced by the wire resistance becomes dominant
when (R,C,)/23 RC,, or L 3 2R/Jr. Assume now a driver with a source resistance of 1
kW, driving an Al1 wire of 1 nm wide (r = 0.075 Wnm). This leads to a critical length of
2.67cm.

2 Hint: replace the wire by the lumped RC network of Figure 4.13 and apply the Elmore equation on the
resulting network.
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4.4.5 The Transmission Line

When the switching speeds of the circuits become sufficiently fast, and the quality of the
interconnect material become high enough so that the resistance of the wire is kept within
bounds, the inductance of the wire starts to dominate the delay behavior, and transmission
line effects must be considered. Thisis more precisely the case when the rise and fall times
of the signal become comparable to the time of flight of the signal waveform across the
line as determined by the speed of light. With the advent of Copper interconnect and the
high switching speeds enabled by the deep-submicron technologies, transmission line
effects are soon to be considered in the fastest CMOS designs.

In this section, we first analyze the transmission line model. Next, we apply it to the
current semiconductor technology and determine when those effects should be actively
considered in the design process.

Transmission Line M odel

Similar to the resistance and capacitance of an interconnect line, the inductance is distrib-
uted over the wire. A distributed rlc model of a wire, known as the transmission line
model, becomes the most accurate approximation of the actual behavior. The transmission
line has the prime property that a signal propagates over the interconnection medium as a
wave. This is in contrast to the distributed rc model, where the signal diffuses from the
source to the destination governed by the diffusion equation, Eq. (4.18). In the wave
mode, a signal propagates by alternatively transferring energy from the electric to the
magnetic fields, or equivalently from the capacitive to the inductive modes.

Consider the point x along the transmission line of Figure 4.17 at timet. The follow-
ing set of equations holds:

Figure 4.17 Lossy transmission line.

Ve il
X it (4.22)
= _gu_cl
x it

Assuming that the leakage conductance g equals 0, which is true for most insulating mate-
rials, and eliminating the current i yields the wave propagation equation, Eq. (4.23).

2 2
Tv _ v Tv
o mﬁ +Icﬂ? (4.23)
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where r, ¢, and | are the resistance, capacitance, and inductance per unit length,
respectively.

To understand the behavior of the transmission line, we will first assume that the
resistance of the lineis small. In this case, a simplified capacitive/inductive model, called
the lossless transmission line, is appropriate. This model is applicable for wires at the
printed-circuit board level. Due to the high conductivity of the Copper interconnect mate-
rial used there, the resistance of the transmission line can be ignored. On the other hand,
resistance plays an important role in integrated circuits, and a more complex model, called
the lossy transmission line should be considered. The lossy model is only discussed briefly
at the end.

TheLossless Transmission Line

For the lossless line, Eq. (4.23) simplifies to the ideal wave equation:

2 2 2
Tv oy v LTV (4.24)

A step input applied to a lossless transmission line propagates along the line with a
speed n, given by Eqg. (4.11) and repeated below.

n= i: i = & (425)
Je o Jem  Jem

Even though the values of both | and ¢ depend on the geometric shape of the wire, their
product is a constant and is only a function of the surrounding media. The propagation
delay per unit wire length (t;) of atransmission lineisthe inverse of the speed:

t, = Jc (4.26)

Let us now analyze how a wave propagates along a lossless transmission line. Suppose
that a voltage step V has been applied at the input and has propagated to point x of the line
(Figure 4.18). All currents are equal to O at the right side of x, while the voltage over the
line equals V at the left side. An additional capacitance cdx must be charged for the wave
to propagate over an additional distance dx. This requires the following current:

_ dQ _ _dx, _ _
I gt cav cnV %v (4.27)

since the propagation speed of the signal dx/dt equals n. This means that the signal sees
the remainder of the line as areal impedance,

zoz\—’zf'-z@zl. (4.28)
c c cn

This impedance, called the characteristic impedance of the line, is a function of the
dielectric medium and the geometry of the conducting wire and isolator (Eq. (4.28)), and

is independent of the length of the wire and the frequency. That aline of arbitrary length
has a constant, real impedance is agreat feature asit simplifies the design of the driver cir-
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A
V. 4 “
‘17 Wire

1 1
/ Pyt

ly 1y, Substrate

- Figure 4.18 Propagation of
o i voltage step along a lossless
Direction of propagation transmission line.

cuitry. Typical values of the characteristic impedance of wires in semiconductor circuits
range from 10 to 200 W.

Example4.10 Propagation Speeds of Signal Waveforms

The information of Table 4.6 showsthat it takes 1.5 nsec for asignal wave to propagate from
source-to-destination on a 20 cm wire deposited on an epoxy printed-circuit board. If trans-
mission line effects were an issue on silicon integrated circuits, it would take 0.67 nsec for the
signal to reach the end of a 10 cm wire.

WARNING: The characteristic impedance of awireis afunction of the overall intercon-
nect topology. The electro-magnetic fields in complex interconnect structures tend to be
irregular, and are strongly influenced by issues such as the current return path. Providing a
general answer to the latter problem has so far proven to be illusive, and no closed-formed
analytical solutions are typically available. Hence, accurate inductance and characteristic
impedance extraction is still an active research topic. For some simplified structures,
approximative expressions have been derived. For instance, the characteristic impedances
of atriplate strip-line (awire embedded in between two ground planes) and a semiconduc-
tor micro strip-line (wire above a semiconductor substrate) are approximated by Eq. (4.29)
and Eq. (4.30), respectively.

. m, a2t +Wp
Zy(triplate) » 94W Py In eH T WO (4.29)
and
- ; m ® 4t o}

Z,(microstri 60W In€ 4.30
ol P)> BOW o ee + 067 " €0536W + 0.67HP (4.30)
I

Termination

The behavior of the transmission line is strongly influenced by the termination of the line.
The termination determines how much of the wave is reflected upon arrival at the wire
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end. This is expressed by the reflection coefficient r that determines the relationship
between the voltages and currents of the incident and reflected waveforms.

po= refl _ lrefl _ 4.31
o (431)

where R is the value of the termination resistance. The total voltages and currents at the
termination end are the sum of incident and reflected waveforms.

\4 Vinc(1+r)
I = j(1=r)

Three interesting cases can be distinguished, as illustrated in Figure 4.19. In case

(a) the terminating resistance is equal to the characteristic impedance of the line. The ter-

mination appears as an infinite extension of the line, and no waveform is reflected. This

is also demonstrated by the value of r , which equals 0. In case (b), the line termination is
Incident wave

(4.32)

Z
0 v 4 I Reflected wave
N~ Z —>

(a) Matched termination 0 >

Zo e A L X

— o—
—

(b) Open-circuit termination >

L
b4
— < o— V1

(c) Short-circuit termination

Figure 4.19 Behavior of various transmission line terminations.

an open circuit (R=¥), and r = 1. The total voltage waveform after reflection is twice
the incident one as predicted by Eq. (4.32). Finally, in case (c) where the line termination
isashort circuit, R=0, and r = -1. The total voltage waveform after reflection equals
zero.

The transient behavior of a complete transmission line can now be examined. It is
influenced by the characteristic impedance of the line, the series impedance of the source
Zg, and the loading impedance Z; at the destination end, as shown in Figure 4.20.

Consider first the case where the wire is open at the destination end, or Z, = ¥, and
r_ = 1. An incoming wave is completely reflected without phase reversal. Under the
assumption that the source impedance is resistive, three possible scenarios are sketched in
Figure 4.21: Rg=5 Z,;, Rs= Z,, and Ry= 1/5 Z,.

1. Large sourceresistance—Rs= 5 Z, (Figure 4.21a)

.
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Z
° 2 Figure 4.20 Transmission line

— — with terminating impedances.

Vdest
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ot r i source
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(a) Rg=5Z,, R, = x

[

(b) Rs= Zo, R =%

L - -

4F"T"

ol 1
(c) Rg= Zy/5, R, = x

00 5 : 10 15
. ) tintyen)
Figure 4.21 Transient response of trnsmission line.

Only a small fraction of the incoming signal V,, is injected into the transmission
line. The amount injected is determined by the resistive divider formed by the source
resistance and the characteristic impedance Z,,

Vaurce= (Zo! (Zo+ R)) Viy =1/6~ 5V =0.83V (4.33)

This signal reaches the end of the line after L/n sec, where L stands for the length of
the wire and is fully reflected, which effectively doubles the amplitude of the wave
(Vg = 1.67 V). The time it takes for the wave to propagate from one end of the wire to

.
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the other is called the time-of-flight, tsig = L/n. Approximately the same happens when
the wave reaches the source node again. Theincident waveform is reflected with an ampli-
tude determined by the source reflection coefficient, which equals 2/3 for this particular
case.

_ 52, _2

fe= =2 4.34
S 5Z,+Z, 3 (4349

The voltage amplitude at source and destination nodes gradually reaches its final value of
Vi,- The overall rise timeis, however, many times L/n.

When multiple reflections are present, as in the above case, keeping track of waves
on the line and total voltage levels rapidly becomes cumbersome. Therefore a graphical
construction called the lattice diagram is often used to keep track of the data (Figure
4.22). The diagram contains the values of the voltages at the source and destination ends,
aswell asthe values of the incident and reflected wave forms. The line voltage at a termi-
nation point equals the sum of the previous voltage, the incident, and reflected waves.

Vsource Vdest
0.8333 V +0.8333
+0.8333 1.6666 V
22222V -+ 0.5556
+ 0.5556 2.7778 V
t 3.1482V +0.3704
+0.3704 3.5186 V
3.7655 V
+0.2469 4.0124 V
Figure 4.22 Lattice diagram for
v L/n Rs=5Zyand R =¥. Vg, =5V,
- > (as in Figure 4.21a).

2. Small sour ceresistance—Rg= Zy/5 (Figure 4.21c)

A large portion of theinput isinjected in theline. Its value is doubled at the destina-
tion end, which causes a severe overshoot. At the source end, the phase of the signal is
reversed (r g = - 2/3). The signal bounces back and forth and exhibits severe ringing. It
takes multiple L/n before it settles.

3. Matched sour ce resistance—Rg= Z, (Figure 4.21b)

Half of the input signal isinjected at the source. The reflection at the destination end
doubles the signal, so that the final value is reached immediately. It is obvious that thisis
the most effective case.

Note that the above analysisis an ideal one, asit is assumed that the input signal has
azero risetime. In real conditions the signals are substantially smoother, as demonstrated
in the simulated response of Figure 4.23 (for Rg = Zy/5 and t, = tg;gy).-
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8t Vdest i
ol Vi, ‘Vsource
g A
< r
ar |/
l'
21t
/ Figure 4.23 Simulated transient
ok . . . . response of lossless transmission
0 100 200 300 400 500 line for finite input rise times (Rg=
t(psec) 2o/, tr= thgny)-

Problem 4.1 Transmission Line Response

Derive the lattice diagram of the above transmission line for Rg= Zy/5, R =¥, and Ve, = 5
V. Also try the reverse picture—assume that the series resistance of the source equals zero,
and consider different load impedances.

Example4.11 Capacitive Termination

Loads in MOS digital circuits tend to be of a capacitive nature. One might wonder how this
influences the transmission line behavior and when the load capacitance should be taken into
account.

The characteristic impedance of the transmission line determines the current that can be
supplied to charge capacitive load C, . From the load’ s point of the view, the line behaves asa
resistance with value Z,,. The transient response at the capacitor node, therefore, displays a
time constant Z,C, . This is illustrated in Figure 4.24, which shows the simulated transient
response of a series-terminated transmission line with a characteristic impedance of 50 W
loaded by a capacitance of 2 pF. The response shows how the output rises to its fina value
with a time-constant of 100 psec (= 50 W~ 2 pF) after a delay egua to the time-of-flight of
theline.

This asymptotic response causes some interesting artifacts. After 2 ty;q,, an unexpected
voltage dip occurs at the source node that can be explained as follows. Upon reaching the des-
tination node, the incident wave is reflected. This reflected wave also approaches its final
value asymptotically. Since Vg equals 0 initialy instead of the expected jump to 5V, the
reflection equals- 2.5 V rather than the expected 2.5 V. This forces the transmission line tem-
porarily to 0 V, as shown in the simulation. This effect gradually disappears as the output
node convergesto itsfinal value.

The propagation delay of the line equals the sum of the time-of-flight of the line (= 50
psec) and the time it takes to charge the capacitance (= 0.69 Z, C, = 69 psec). Thisis exactly
what the simulation yields. In general, we can say that the capacitive load should only be con-
sidered in the analysis when its value is comparable to or larger than the total capacitance of
the transmission line [Bakoglu90].

4~ ~¢/




é chapter4.fm Page 164 Friday, January 18, 2002 9:00 AM

*

164

THE WIRE Chapter 4

5.0
40T
301
> I
207 !
I
I
1.0
,I Figure 4.24 Capacitively
0.0 ' ' ' ' terminated transmission line: Rg =
0 0.1 0.2 0.3 0.4 0.5 50W, R, =¥, C, =2 pF, Z;=50 W,

time (nsec) thign = 50 psec.

Lossy Transmission Line

While board and module wires are thick and wide enough to be treated as lossless trans-
mission lines, the sameis not entirely true for on-chip interconnect where the resistance of
the wire is an important factor. The lossy transmission-line model should be applied
instead. Going into detail about the behavior of alossy linewould lead usto far astray. We
therefore only discuss the effects of resistive loss on the transmission line behavior in a
qualitative fashion.

The response of alossy RLC line to a unit step combines wave propagation with a
diffusive component. Thisis demonstrated in Figure 4.25, which plots the response of the
RLC transmission line as afunction of distance from the source. The step input still propa-
gates as a wave through the line. However, the amplitude of this traveling wave is attenu-
ated along the line:

I
Vstep(o)

Thearrival of the wave isfollowed by a diffusive relaxation to the steady-state value
at point x. The farther it is from the source, the more the response resembl es the behavior
of a distributed RC line. In fact, the resistive effect becomes dominant, and the line
behaves as a distributed RC line when R (= rL, the total resistance of the line) >> 2 Z,,.
When R=5 Z,, only 8% of the original step reaches the end of the line. At that point, the
lineis more appropriately modeled as a distributed rc line.

Be aware that the actual wires on chips, boards, or substrates behave in a far more
complex way than predicted by the above analysis. For instance, branches on wires, often
called transmission line taps, cause extra reflections and can affect both signal shape and
delay. Sincethe analysis of these effectsis very involved, the only meaningful approachis
to use computer analysis and simulation techniques. For a more extensive discussion of
these effects, we would like to refer the reader to [Bakoglu90] and [Dally98].

(4.35)
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Source Transmission line Dest
| | | | | >
x=0 X = X, X=X X=X x=L X

Figure 4.25 Step response of lossy transmission line.

Design Rules of Thumb

Once again, we have to ask ourselves the question when it is appropriate to consider
transmission line effects. From the above discussion, we can derive two important constraints:

* Transmission line effects should be considered when the rise or fall time of the
input signal (t,, t;) issmaller than the time-of-flight of the transmission line (tgigny)-

This leads to the following rule of thumb, which determines when transmission line
effects should be considered:

L
t(t) <25tg;qn = 25

(4.36)

For on-chip wires with a maximum length of 1 cm, one should only worry about trans-
mission line effects when t, < 150 psec. At the board level, where wires can reach a length of
up to 50 cm, we should account for the delay of the transmission line when t, < 8 nsec. This
condition is easily achieved with state-of-the-art processes and packaging technologies. Ignor-
ing the inductive component of the propagation delay can easily result in overly optimistic
delay predictions.

» Transmission line effects should only be considered when the total resistance of the
wireislimited:
R<5Z, (4.37)

If thisis not the case, the distributed RC model is more appropriate.
Both constraints can be summarized in the following set of bounds on the wire length:

t
_ri<|_<§fl (4.38)
25 fic rac
» Thetransmission lineisconsider ed lossiesswhen thetotal resistanceis substantially
smaller than the characteristicimpedance, or

.
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R<= (4.39)

I=

Example4.12 When to Consider Transmission Line Effects

Consider again our All wire. Using the data from Example 4.4 and Eq. (4.28), we can
approximate the value of Z, for various wire widths:

W=0.1mm: c=92arF/mm; Z,=74 W
W= 1.0 mm: ¢ = 110 aF/nm; Z, = 60 W
W =10 nm: ¢ =380 aF/mm; Z, = 17 W

For awire with awidth of 1nm, we can derive the maximum length of the wire for
which we should consider transmission line effects using Eq. (4.37):

From Eq. (4.36), we find a corresponding maximum rise (or fall) time of the input signa
equal to

trmax = 2.5 (4000 nm)/(15 cm/nsec) = 67 psec

This is hard to accomplish in current technologies. For these wires, a lumped capacitance
model is more appropriate. Transmission line effects are more plausible in wider wires. For a
10 nm wide wire, we find a maximum length of 11.3 mm, which corresponds to a maximum
risetime of 188 psec.

Assume now a Copper wire, implemented on level 5, with a characteristic impedance
of 200 Wand aresistance of 0.025 Wmm. The resulting maximum wire length equals 40 mm.
Rise times smaller than 670 psec will cause transmission line effects to occur.

Be aware however that the values for Z,, derived in this example, are only approxima-
tions. In actual designs, more complex expressions or empirical data should be used.

Example4.13 Simulation of Transmission Line Effects
Show SPICE simulation

45 SPICE WireModels

In previous sections, we have discussed the various interconnect parasitics, and introduced
simple models for each of them. Yet, the full and precise impact of these effects can only
be found through detailed simulation. In this section, we introduce the models that SPICE
provides for the capacitive, resistive, and inductive parasitics.
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4.5.1 Distributed rc Lines in SPICE

Because of the importance of the distributed rc-linein today’ s design, most circuit smula-
tors have built-in distributed rc-models of high accuracy. For instance, the Berkeley
SPICE3 simulator supports a uniform-distributed rc-line model (URC). This model
approximates the rc-line as a network of lumped RC segments with internally generated
nodes. Parameters include the length of the wire L and (optionally) the number of seg-
ments used in the model.

Example4.14 SPICE3 URC Model

A typical example of a SPICES instantiation of a distributed rc-line is shown below. N1 and
N2 represent the terminal nodes of the line, while N3 is the node the capacitances are con-
nected to. RPERL and CPERL stand for the resistance and capacitance per meter.

U1 N1=1 N2=2 N3=0 URCMOD L=50m N=6
.MODEL URCMOD URC(RPERL=75K CPERL=100pF)

If your ssimulator does not support a distributed rc-model, or if the computational
complexity of these models slows down your simulation too much, you can construct a
simple yet accurate model yourself by approximating the distributed rc by a lumped RC
network with alimited number of elements. Figure 4.26 shows some of these approxima-
tions ordered along increasing precision and complexity. The accuracy of the model is
determined by the number of stages. For instance, the error of the p3 model is less than
3%, which is generally sufficient.

4.5.2 Transmission Line Models in SPICE

SPICE supports alossless transmission line model. The line characteristics are defined by
the characteristic impedance Z,, while the length of the line can be defined in either of two
forms. A first approach is to directly define the transmission delay TD, which is equiva-
lent to the time-of-flight. Alternatively, a frequency F may be given together with NL, the
dimensionless, normalized electrical length of the transmission line, which is measured
with respect to the wavelength in the line at the frequency F. The following relation is
valid.

NL = F>TD (4.40)

No lossy transmission line model is currently provided. When necessary, loss can be
added by breaking up a long transmission line into shorter sections and adding a small
seriesresistance in each section to model the transmission line loss. Be careful when using
this approximation. First of all, the accuracy is still limited. Secondly, the simulation
speed might be severely effected, since SPICE chooses a time step that is less than or
equal to half of the value of TD. For small transmission lines, this time step might be much
smaller than what is needed for transistor analysis.

.
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Figure 4.26 Simulation models for distributed RC line.

4.6 Perspective: A Look intothe Future

Similar to the approach we followed for the MOS transistor, it is worthwhile to explore
how the wire parameters will evolve with further scaling of the technology. As transistor
dimensions are reduced, the interconnect dimensions must also be reduced to take full
advantage of the scaling process.

A straightforward approach isto scale al dimensions of the wire by the same factor
Sasthetransistors (ideal scaling). This might not be possible for at least one dimension of
the wire, being the length. It can be surmised that the length of local interconnections —
wires that connect closely grouped transistors — scales in the same way as these transis-
tors. On the other hand, global interconnections, that provide the connectivity between
large modules and the input-output circuitry, display a different scaling behavior. Exam-
ples of such wires are clock signals, and data and instruction buses. Figure 4.27 contains a
histogram showing the distribution of the wire lengthsin an actual microprocessor design,
containing approximately 90,000 gate) [Daviso8]. While most of the wires tend to be only
acouple of gate pitcheslong, a substantial number of them are much longer and can reach
lengths up to 500 gate pitches.

The average length of these long wiresis proportional to the die size (or complexity)
of the circuit. An interesting trend is that while transistor dimensions have continued to
shrink over the last decades, the chip sizes have gradually increased. In fact, the size of the
typical die (which isthe square root of the die ared) isincreasing by 6% per year, doubling
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about every decade. Chips have scaled from 2 mm = 2 mm in the early 1960s to approxi-
mately 2cm” 2 cmin 2000. They are projected to reach 4 cm on the side by 2010!

This argues that when studying the scaling behavior of the wire length, we have to
differentiate between local and global wires. In our subsequent analysis, we will therefore
consider three models: local wires (S = S> 1), constant length wires (S = 1), and global
wires (§ = & <1).

Assume now that all other wire dimensions of the interconnect structure (W, H, t)
scale with the technology factor S. This leads to the scaling behavior illustrated in Table
4.8. Be aware that this is only a first-order analysis, intended to look at overall trends.
Effects such a fringing capacitance are ignored, and breakthroughs in semiconductor tech-
nology such as new interconnect and dielectric materials are al'so not considered.

Table 4.8 Ideal Scaling of Wire Properties

Parameter Relation Local Wire Constant Length Global Wire
W, H,t s s s
L s 1 VS
C LWt s 1 VS
R L/WH S g STRN
CR L2/Ht 1 g S?

The eye-catching conclusion of this exercise is that scaling of the technology does
not reduce wire delay (as personified by the RC time-constant). A constant delay is pre-
dicted for local wires, while the delay of the global wires goes up with 50% per year (for S
= 1.15 and & = 0.94). Thisisin great contrast with the gate delay, which reduces from
year to year. This explains why wire delays are starting to play a predominant role in
today’ s digital integrated circuit design.

Theideal scaling approach clearly has problems, asit causes arapid increase in wire
resistance. This explains why other interconnect scaling techniques are attractive. One

%
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option isto scale the wire thickness at a different rate. The “constant resistance” model of
Table 4.9 explores the impact of not scaling the wire thickness at all. While this approach
seemingly has a positive impact on the performance, it causes the fringing and inter-wire
capacitance components to come to the foreground. We therefore introduce an extra
capacitance scaling factor e, (> 1), that captures the increasingly horizontal nature of the
capacitance when wire widths and pitches are shrunk while the height is kept constant.

Table 4.9 “Constant Resistance” Scaling of Wire Properties

Parameter

Relation

Local Wire

Constant Length

Global Wire

W, t

s

s

s

H

1

1

1

L

s

1

s

C

eLWit

e/S

&

el

R

L/MH

1

S

9%

CR

LHt

e/S

eS

C’

692

This scaling scenario offers a dightly more optimistic perspective, assuming of
course that e, < S Yet, delay is bound to increase substantially for intermediate and long
wires, independent of the scaling scenario. To keep these delays from becoming exces-
sive, interconnect technology has to be drastically improved. One option is to use better
interconnect (Cu) and insulation materials (polymers and air). The other option is to dif-
ferentiate between local and global wires. In the former, density and low-capacitance are
crucial, while keeping the resistance under control is crucial in the latter. To address these
conflicting demands, modern interconnect topologies combine a dense and thin wiring
grid at the lower metal layers with fat, widely spaced wires at the higher levels, asisillus-
trated in Figure 4.28. Even with these advances, it is obvious that interconnect will play a
dominant role in both high-performance and low-energy circuits for years to come.

4.7 Summary

This chapter has presented a careful and in-depth analysis of the role and the behavior of
the interconnect wire in modern semiconductor technology. The main goal is to identify
the dominant parametersthat set the values of the wire parasitics (being capacitance, resis-
tance, and inductance), and to present adequate wire models that will aid us in the further
analysis and optimization of complex digital circuits.

.
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4.8 ToProbeFurther

Interconnect and its modeling is a hotly debated topic, that receives major attention in
journals and conferences. A number of textbooks and reprint volumes have been pub-
lished. [Bakoglu90], [ Tewksbury94], and [Dally98] present an in-depth coverage of inter-
connect issues, and are a valuable resource for further browsing.
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Chapter 4

Problems

[M, None, 4.x] Figure 0.1 shows a clock-distribution network. Each segment of the clock net-

work (between the nodes) is 5 mm long, 3 um wide, and is implemented in polysilicon. At

each of the terminal nodes (such as R) resides aload capacitance of 100 fF.

a. Determine the average current of the clock driver, given avoltage swing on the clock lines
of 5V and amaximum delay of 5 nsec between clock source and destination node R. For
this part, you may ignore the resistance and inductance of the network

b. Unfortunately the resistance of the polysilicon cannot be ignored. Assume that each
straight segment of the network can be modeled as a IN-network. Draw the equivaent cir-
cuit and annotate the values of resistors and capacitors.

c. Determine the dominant time-constant of the clock response at node R.

Figure0.1 Clock-distribution network.

[C, SPICE, 4.X] You are designing a clock distribution network in which it is critical to mini-

mize skew between local clocks (CLK1, CLK2, and CLKS3). You have extracted the RC net-

work of Figure 0.2, which models the routing parasitics of your clock line. Initialy, you

notice that the path to CLK3 is shorter than to CLK1 or CLK2. In order to compensate for this

imbalance, you insert a transmission gate in the path of CLK3 to eliminate the skew.

a. Write expressions for the time-constants associated with nodes CLK1, CLK2 and CLKS3.
Assume the transmission gate can be modeled as aresistance Rs.

b. fRR=R,=R,=Rs;=RandC, =C,=C;=C, = C; = C, what value of R; isrequired to
balance the delaysto CLK1, CLK2, and CLK3?

c. For R=750Q and C = 200fF, what (W/L)'s are required in the transmission gate to elimi-
nate skew? Determine the value of the propagation delay.

d. Simulate the network using SPICE, and compare the obtained results with the manually
obtained numbers.

[M, None, 4.x]Consider a CMOS inverter followed by awire of length L. Assume that in the

reference design, inverter and wire contribute equally to the total propagation delay tpe. You

may assume that the transistors are velocity-saturated. Thewireisscaled in line with theideal

wire scaling model. Assume initially that thewireisa local wire.

a. Determinethe new (total) propagation delay asaafunction of t,., assuming that technol-
ogy and supply voltage scale with afactor 2. Consider only first-order effects.

b. Perform the same analysis, assuming now that the wire scales a global wire, and the wire
length scales inversely proportiona to the technology.
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Rl
Clock —
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Model as: Figure0.2 RC clock-distribution

network.
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c. Repeat b, but assume now that the wire is scaled along the constant resistance model. You
may ignore the effect of the fringing capacitance.

d. Repeat b, but assume that the new technology uses a better wiring material that reduces
theresistivity by half, and a dielectric with a 25% smaller permittivity.

e. Discussthe energy dissipation of part a. as afunction of the energy dissipation of the orig-
inal design E,.

f. Determine for each of the statements below if it istrue, false, or undefined, and explain in
one line your answer.

- When driving a small fan-out, increasing the driver transistor sizes raises the short-
circuit power dissipation.

- Reducing the supply voltage, while keeping the threshold voltage constant decreases
the short-circuit power dissipation.

- Moving to Copper wires on a chip will enable usto build faster adders.

- Making awire wider helpsto reduce its RC delay.

- Going to dielectrics with a lower permittivity will make RC wire delay more impor-
tant.

[M, None, 4.x] A two-stage buffer is used to drive ametal wire of 1 cm. Thefirst inverter is of
minimum size with an input capacitance Ci=10 fF and an internal propagation delay t,,=50 ps
and load dependent delay of 5ps/fF. The width of the metal wire is 3.6 um. The sheet resis-
tance of the metal is 0.08 Q/ , the capacitance value is 0.03 fF/um2 and the fringing field
capacitance is 0.04fF/um.

a. What isthe propagation delay of the metal wire?

b. Compute the optimal size of the second inverter. What is the minimum delay through the
buffer?

c. If the input to the first inverter has 25% chance of making a O-to-1 transition, and the
whole chip is running at 20MHz with a 2.5 supply voltage, then what's the power con-
sumed by the metal wire?

[M, None, 4.x] To connect a processor to an external memory an off -chip connection is neces-

sary. The copper wire on the board is 15 cm long and acts as atransmission line with a charac-

teristic impedance of 100Q.(See Figure 0.3). The memory input pins present a very high
impedance which can be considered infinite. The bus driver isa CMOS inverter consisting of
very large devices: (50/0.25) for the NMOS and (150/0.25) for the PMOS, where all sizes are
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in um. The minimum size device, (0.25/0.25) for NMOS and (0.75/0.25) for PMOS, has the

on resistance 35 kQ.

a. Determinethetimeit takes for a change in the signal to propagate from source to destina-
tion (time of flight). The wire inductance per unit length equals 75*10° H/m.

b. Determine how long it will take the output signal to stay within 10% of itsfina value. You
can model the driver as a voltage source with the driving device acting as a series resis-
tance. Assume a supply and step voltage of 2.5V. Hint: draw the lattice diagram for the
transmission line.

c. Resizethe dimensions of the driver to minimize the total delay.
L=15cm

I

—— Z7=100Q ——

Figure0.3 Thedriver, the connecting copper wire and the
memory block being accessed.

6. [M, None, 4.x] A two stage buffer is used to drive ameta wire of 1 cm. Thefirst inverter isa
minimum size with an input capacitance C;=10 fF and a propagation delay t,,;=175 ps when
loaded with an identical gate. The width of the metal wire is 3.6 um. The sheet resistance of
themetal is0.08 Q/ , the capacitance value is 0.03 fF/um2 and the fringing field capacitance
i50.04 fF/um.

a. What isthe propagation delay of the metal wire?
b. Compute the optimal size of the second inverter. What is the minimum delay through the
buffer?

7. [M, None, 4.x] For the RC tree given in Figure 0.4 calculate the EImore delay from node A to
node B using the values for the resistors and capacitors given in the below in Table 0.1.

1 1

Figure0.4 RC treefor calculating the delay
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Table 0.1 Values of the components in the RC tree of Figure 0.4

Resistor Value(Q) Capacitor Value(fF)
R1 0.25 C1 250
R2 0.25 c2 750
R3 0.50 C3 250
R4 100 C4 250
R5 0.25 C5 1000
R6 1.00 C6 250
R7 0.75 Cc7 500
R8 1000 C8 250

8. [M, SPICE, 4.x] In this problem the various wire models and their respective accuracies will
be studied.

a

Compute the 0%-50% delay of a 500um x 0.5um wire with resistance of 0.08 Q/ , with
area capacitance of 30aF/um2, and fringing capacitance of 40aF/um. Assume the driver
has a 100Q resistance and negligible output capacitance.

Using alumped model for the wire.

Using a Pl model for the wire, and the ElImore equations to find tau. (see Chapter 4, figure
4.26).

Using the distributed RC line equations from Chapter 4, section 4.4.4.

Compare your resultsin part a. using spice (be sure to include the source resistance).  For
each simulation, measure the 0%-50% time for the output

First, simulate a step input to alumped R-C circuit.
Next, simulate a step input to your wire asa Pl model.

Unfortunately, our version of SPICE does not support the distributed RC model as
described in your book (Chapter 4, section 4.5.1). Instead, simulate a step input to your
wire using a PI3 distributed RC model.

9. [M, None, 4.x] A standard CMOS inverter drives an aluminum wire on the first metal layer.
Assume Rn=4kQ, Rp=6kQ. Also, assume that the output capacitance of the inverter is negli-
gible in comparison with the wire capacitance. The wire is .5um wide, and the resistivity is
0.08Q/ ..

a
b.

What isthe "critical length" of the wire?

What isthe equivalent capacitance of awire of this length? (For your capacitance calcula
tions, use Table 4.2 of your book , assume there's field oxide underneath and nothing
above the aluminum wire)
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10.

12.

13.

[M, None, 4.x] A 10cm long lossless transmission line on a PC board (relative dielectric con-

stant = 9, relative permeability = 1) with characteristic impedance of 50Q is driven by a 2.5V

pulse coming from a source with 150Q resistance.

a. If the load resistance is infinite, determine the time it takes for a change at the source to
reach the load (time of flight).

Now a200Q load is attached at the end of the transmission line.

b. What isthe voltage at the load at t = 3ns?

c. Draw lattice diagram and sketch the voltage at the load as a function of time. Determine
how long does it take for the output to be within 1 percent of itsfinal value.

[C, SPICE, 4.x] Assume Vy5=1.5V. Also, use short-channel transistor models forhand analy-

sis.

Voo Voo
L=350nH/m
) C=150pF/m
in | [>
| \ : :I Figure0.5 Transmission line
Vs 10cm \'A 1 between two inverters

] C,=0.2pF |

a. The Figure 0.5 shows an output driver feeding a 0.2 pF effective fan-out of CMOS gates
through a transmission line. Size the two transistors of the driver to optimize the delay.
Sketch waveforms of Vg and V|, assuming a square wave input. Label critical voltages
and times.

b. Size down the transistors by m times (m is to be treated as a parameter). Derive a first
order expression for the time it takes for V| to settle down within 10% of its final voltage
level.Compare the obtained result with the case where no inductance is associated with the
wire.Please draw the waveforms of V| for both cases, and comment.

c. Usethetransistors asin part &). Suppose C, is changed to 20pF. Sketch waveforms of Vg
and V|, assuming a square wave input. Label critical voltages and instants.

d. Assume now that the transmission lineislossy. Perform Hspice simulation for three cases:
R=100 Q/cm; R=2.5 Q/cm; R=0.5 Q/cm. Get the waveforms of Vg, V| and the middle
point of the line. Discuss the results.

[M, None, 4.x] Consider an isolated 2mm long and 1um wide M1(Metal 1)wire over asilicon

substrate driven by an inverter that has zero resistance and parasitic output capccitance. How

will the wire delay change for the following cases? Explain your reasoning in each case.

a. If thewirewidth is doubled.

b. If the wire length is halved.

c. If thewirethicknessis doubled.

d. If thickness of the oxide between the M1 and the substrate is doubled.

[E, None, 4.x] In an ideal scaling model, where all dimensions and voltages scale with a fac-
tor of S>1:
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a. How doesthe delay of an inverter scale?

b. If achipisscaled from one technology to another where al wire dimensions,including the
vertical one and spacing, scale with afactor of S, how does the wire delayscale? How does
the overall operating frequency of a chip scale?

¢. Repeat b) for the case where everything scales, except the vertical dimension of wires (it
stays constant).



é chapter5.fm Page 176 Friday, January 18, 2002 9:01 AM

*

CHAPTER

S

THE CMOS INVERTER

Quantification of integrity, performance, and energy metrics of an inverter
Optimization of an inverter design

51
5.2

5.3

54

176

Introduction

The Static CMOS Inverter — An Intuitive
Perspective

Evaluating the Robustness of the CMOS
Inverter: The Static Behavior

5.3.1 Switching Threshold

5.3.2 Noise Margins

5.3.3 Robustness Revisited

Performance of CMOS Inverter: The Dynamic
Behavior

5.4.1 Computing the Capacitances

55

56

5.4.2 Propagation Delay: First-Order
Analysis

5.4.3 Propagation Delay from a Design
Perspective

Power, Energy, and Energy-Delay

5.5.1 Dynamic Power Consumption

5.5.2 Static Consumption

5.5.3 Putting It All Together

5.5.4 Analyzing Power Consumption Using
SPICE

Perspective: Technology Scaling and its
Impact on the Inverter Metrics

ﬁ&

® s



‘ é chapter5.fm Page 177 Friday, January 18, 2002 9:01 AM

*

Section 5.1 Introduction 177

Introduction

Theinverter istruly the nucleus of al digital designs. Once its operation and properties are
clearly understood, designing more intricate structures such as NAND gates, adders, mul-
tipliers, and microprocessors is greatly simplified. The electrical behavior of these com-
plex circuits can be ailmost completely derived by extrapolating the results obtained for
inverters. The analysis of inverters can be extended to explain the behavior of more com-
plex gates such as NAND, NOR, or XOR, which in turn form the building blocks for mod-
ules such as multipliers and processors.

In this chapter, we focus on one single incarnation of the inverter gate, being the
static CMOS inverter — or the CMOS inverter, in short. Thisis certainly the most popular
at present, and therefore deserves our specia attention. We analyze the gate with respect
to the different design metrics that were outlined in Chapter 1:

» cost, expressed by the complexity and area

* integrity and robustness, expressed by the static (or steady-state) behavior
» performance, determined by the dynamic (or transient) response

» energy efficiency, set by the energy and power consumption

From this analysis arises amodel of the gate that will help usto identify the parame-
ters of the gate and to choose their values so that the resulting design meets desired speci-
fications. While each of these parameters can be easily quantified for a given technology,
we also discuss how they are affected by scaling of the technology.

While this Chapter focuses uniquely on the CMOS inverter, we will see in the fol-
lowing Chapter that the same methodology also applies to other gate topologies.

5.2 The Static CMOS Inverter — An Intuitive Perspective

Figure 5.1 shows the circuit diagram of a static CMOS inverter. Its operation is readily
understood with the aid of the simple switch model of the MOS transistor, introduced in
Chapter 3 (Figure 3.25): the transistor is nothing more than a switch with an infinite off-
resistance (for [Vgg < [V4l), and afinite on-resistance (for [Vgg > |V4]). This leads to the

——] CL
Figure5.1 Static CMOS inverter. Vpp stands for the
supply voltage.

%

i

.



é chapter5.fm Page 178 Friday, January 18, 2002 9:01 AM

*

178 THE CMOS INVERTER Chapter 5

following interpretation of the inverter. When V,, is high and equal to Vpp, the NMOS
transistor is on, while the PMOS is off. Thisyields the equivalent circuit of Figure 5.2a. A
direct path exists between V,; and the ground node, resulting in a steady-state value of 0
V. On the other hand, when the input voltage is low (0 V), NMOS and PMOS transistors
are off and on, respectively. The equivalent circuit of Figure 5.2b shows that a path exists
between Vpp and V,,, yielding a high output voltage. The gate clearly functions as an

inverter.
% om i
VDD =0
Figure5.2 Switch models of CMOS
(a) Model for high input (b) Model for low input inverter.

A number of other important properties of static CMOS can be derived from this switch-
level view:

» The high and low output levels equal Vpp and GND, respectively; in other words,
the voltage swing is equal to the supply voltage. This resultsin high noise margins.

e Thelogic levels are not dependent upon the relative device sizes, so that the transis-
tors can be minimum size. Gates with this property are called ratioless. Thisisin
contrast with ratioed logic, where logic levels are determined by the relative dimen-
sions of the composing transistors.

» In steady state, there always exists a path with finite resistance between the output
and either V55 or GND. A well-designed CMOS inverter, therefore, has a low out-
put impedance, which makes it less sensitive to noise and disturbances. Typical val-
ues of the output resistance are in kW range.

e Theinput resistance of the CMOS inverter is extremely high, asthe gate of an MOS
transistor is a virtually perfect insulator and draws no dc input current. Since the
input node of the inverter only connects to transistor gates, the steady-state input
current is nearly zero. A single inverter can theoretically drive an infinite number of
gates (or have an infinite fan-out) and still be functionally operational; however,
increasing the fan-out also increases the propagation delay, as will become clear
below. So, athough fan-out does not have any effect on the steady-state behavior, it
degrades the transient response.

.
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» Nodirect path exists between the supply and ground rails under steady-state operat-
ing conditions (thisis, when the input and outputs remain constant). The absence of
current flow (ignoring leakage currents) means that the gate does not consume any
static power.

|
SIDELINE: The above observation, while seemingly obvious, is of crucial importance,
and is one of the primary reasons CMOS isthe digital technology of choice at present. The
situation was very different in the 1970s and early 1980s. All early microprocessors, such
as the Intel 4004, were implemented in a pure NMOS technology. The lack of comple-
mentary devices (such as the NMOS and PMOS transistor) in such a technology makes
the realization of inverters with zero static power non-trivial. The resulting static power
consumption puts a firm upper bound on the number of gates that can be integrated on a
single die; hence the forced move to CMOS in the 1980s, when scaling of the technology
allowed for higher integration densities.

The nature and the form of the voltage-transfer characteristic (V TC) can be graphi-
cally deduced by superimposing the current characteristics of the NMOS and the PMOS
devices. Such a graphical construction is traditionally called a load-line plot. It requires
that the I-V curves of the NMOS and PM OS devices are transformed onto a common coor-
dinate set. We have selected the input voltage V,,,, the output voltage V,; and the NMOS
drain current 15 as the variables of choice. The PMOS |-V relations can be trand ated into
this variable space by the following relations (the subscripts n and p denote the NMOS
and PMOS devices, respectively):

Ipsp = —lbsn
Vesn = Vin 3 Vaesp = Vin—Vop (5.1)
Vosn = Vour i Vbsp = Vour— Voo

The load-line curves of the PMOS device are abtained by a mirroring around the x-
axis and a horizontal shift over V. This procedure is outlined in Figure 5.3, where the
subsequent steps to adjust the original PMOS 1-V curves to the common coordinate set V;,,,
Vg and |5, areillustrated.

Iop Ion Ion

A Vi = 0 A Avin =0
V,, =15 V, =15
VDS) VDQ) Vout
- — —
Vgg,=—2.5
C® Vin = VDD + VGSP Vout = VDD + VDSp
pn = Dp

Figure5.3 Transforming PMOS |-V characteristic to acommon coordinate set
(assuming VDD = 2.5V).

.
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V,

out

Figure5.4 Load curvesfor NMOS and PMOS transistors of the static CMOS inverter (Vpp = 2.5 V). The dots
represent the dc operation points for various input voltages.

The resulting load lines are plotted in Figure 5.4. For a dc operating points to be
valid, the currents through the NMOS and PMOS devices must be equal. Graphically, this
means that the dc points must be located at the intersection of corresponding load lines. A
number of those points (for V;, = 0, 0.5, 1, 1.5, 2, and 2.5 V) are marked on the graph. As
can be observed, all operating points are located either at the high or low output levels.
The VTC of the inverter hence exhibits a very narrow transition zone. This results from
the high gain during the switching transient, when both NMOS and PMOS are simulta-
neously on, and in saturation. In that operation region, a small change in the input voltage
resultsin alarge output variation. All these observations translate into the VTC of Figure

55.
V,
ot A NMOS off
PMOS res
L
o NMOSsat  ~
PMOSres , ’
~ /
9 NMOS sat
— PMOS sat
—
) NMOS res Figure55 VTC of static CMOS inverter,
&r PMOSsat  NMOSres derived from Figure 5.4 (Vpp, = 2.5 V). For each
PMOS off ; ; ;
. operation region, the modes of the transistorsare

L L annotated — off, res(istive), or sat(urated).

Before going into the analytical details of the operation of the CMOS inverter, a
gualitative analysis of the transient behavior of the gate is appropriate as well. This
response is dominated mainly by the output capacitance of the gate, C,, which is com-

.
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VDD VDD

Figure5.6 Switch model of
dynamic behavior of static CMOS
inverter.

Vin=0 Vin = Vip

(a) Low-to-high (b) High-to-low
posed of the drain diffusion capacitances of the NMOS and PMOS transistors, the capaci-
tance of the connecting wires, and the input capacitance of the fan-out gates. Assuming
temporarily that the transistors switch instantaneously, we can get an approximate idea of
the transient response by using the simplified switch model again (Figure 5.6). Let us con-
sider the low-to-high transition first (Figure 5.6a). The gate response time is simply deter-
mined by the time it takes to charge the capacitor C,_ through the resistor R,. In Example
4.5, we learned that the propagation delay of such a network is proportional to the itstime
constant R,C, . Hence, a fast gate is built either by keeping the output capacitance
small or by decreasing the on-resistance of the transistor. The latter is achieved by
increasing the WIL ratio of the device. Similar considerations are valid for the high-to-low
transition (Figure 5.6b), which is dominated by the R,C, time-constant. The reader should
be aware that the on-resistance of the NMOS and PMOS transistor is not constant, but isa
nonlinear function of the voltage across the transistor. This complicates the exact determi-
nation of the propagation delay. An in-depth analysis of how to analyze and optimize the
performance of the static CMOS inverter is offered in Section 5.4.

5.3 Evaluating the Robustness of the CMOSInverter: The Static Behavior

In the qualitative discussion above, the overall shape of the voltage-transfer characteristic
of the static CMOS inverter was derived, as were the values of V, and Vg, (Vpp and
GND, respectively). It remains to determine the precise values of Vy, V|4, and V,_aswell
as the noise margins.

5.3.1 Switching Threshold

The switching threshold, V), is defined as the point where V;, = V. Its value can be
obtained graphically from the intersection of the VTC with the line given by V,, = V

(see Figure 5.5). In this region, both PMOS and NMOS are always saturated, since Vpg =
Vs An analytical expression for V), is obtained by equating the currents through the tran-

.
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sistors. We solve the case where the supply voltage is high so that the devices can be
assumed to be velocity-saturated (or Vpgar < Vyy - V). We furthermore ignore the channel -
length modul ation effects.

Vosarns Vosatos
anD%Tn§/M =Vin— D;AT“8+ kaD%Tp@M —Vpp—Vrp— %Eg =0 (5.2

Solving for V), yields

Vbsatng v p0
DSATPO
St =5 gt oot Vet =y Ugno W
Vy = with r = 2_DSATp - “salp_p (5 3)
1+r nVDSATn usathn

assuming identical oxide thicknesses for PMOS and NMOS transistors. For large values
of Vpp (compared to threshold and saturation voltages), Eq. (5.3) can be simplified:

(5.4)

Eq. (5.4) states that the switching threshold is set by the ratio r, which compares the rela
tive driving strengths of the PMOS and NMOS transistors. It is generally considered to be
desirable for V), to be located around the middle of the available voltage swing (or at
Vpp/2), since this results in comparable values for the low and high noise margins. This
requires r to be approximately 1, which is equivalent to sizing the PMOS device so that
(WIL), = (WIL), " (VpsatnKf)/(Vpsatnkf). To move Vy, upwards, a larger value of r is
required, which means making the PMOS wider. Increasing the strength of the NMOS, on
the other hand, moves the switching threshold closer to GND.

From Eq. (5.2), we can derive the required ratio of PMOS versus NMOS transistor
sizes such that the switching threshold is set to a desired value V. When using this
expression, please make sure that the assumption that both devices are velocity-saturated
still holds for the chosen operation point.

(WrL), kG:Vpsatn(Vm = Vrn = Vosatn £2)

- (5.5)
(W nL)n k%V (VDD _VM + VTp + VDSATp 02)

DSATp

Problem 5.1 Inverter switching threshold for long-channel devices, or low supply-volt-
ages.

The above expressions were derived under the assumption that the transistors are vel ocity-
saturated. When the PMOS and NMOS are long-channel devices, or when the supply volt-
ageislow, velocity saturation does not occur (Vy-Vy < Vpsar)- Under these circumstances,
Eq. (5.6) holdsfor V). Derive.

Vi +1(Vpp + V. -
Viy = — Moo *Vrp) ithy = %o (5.6)
I(I"I

1+r

4!,
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Design Techniqgue — Maximizing the noise margins

When designing static CMOS circuits, it is advisable to balance the driving strengths of the
transistors by making the PMOS section wider than the NMOS section, if one wants to maxi-
mize the noise margins and obtain symmetrical characteristics. The required ratio is given by

Eq. (5.5).
I=

Example 5.1 Switching threshold of CMOSinverter

We derive the sizes of PMOS and NMOS transistors such that the switching threshold of a
CMOS inverter, implemented in our generic 0.25 mm CMOS process, is located in the middle
between the supply rails. We use the process parameters presented in Example 3.7, and
assume a supply voltage of 2.5 V. The minimum size device has a width/length ratio of 1.5.
With the aid of Eq. (5.5), wefind

(Wrl), _ 1157 107°. 063 (1.25-043-0632) _ 5
(W), 39- 10 10 (1.25-04-10w) '

Figure 5.7 plots the values of switching threshold as a function of the PMOS/NMOS
ratio, as obtained by circuit simulation. The ssmulated PMOS/NMOS ratio of 3.4 for a1.25 Vv
switching threshold confirms the value predicted by Eq. (5.5).

An analysis of the curve of Figure 5.7 produces some interesting observations:

1. V,, is relatively insensitive to variations in the device ratio. This means that small
variations of the ratio (e.g., making it 3 or 2.5) do not disturb the transfer character-
istic that much. It is therefore an accepted practice in industrial designs to set the
width of the PMOS transistor to values smaller than those required for exact sym-
metry. For the above example, setting the ratio to 3, 2.5, and 2 yields switching
thresholds of 1.22'V, 1.18 V, and 1.13 V, respectively.

Figure5.7 Simulated inverter switching
threshold versus PMOS/NMOS ratio (0.25 nm
CMOS, Vpp =2.5V)

.
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A
Vin I Vig
Vma
>
t
Vout Vout
> >
(3) Response of standard t b) Response of inverter with t

inverter modified threshold
Figure5.8 Changing the inverter threshold can improve the circuit reliability.

2. The effect of changing the W/W, ratio is to shift the transient region of the VTC.

Increasing the width of the PMOS or the NMOS moves V,, towards V or GND
respectively. This property can be very useful, as asymmetrical transfer characteris-
tics are actually desirable in some designs. This is demonstrated by the example of
Figure 5.8. The incoming signal V;, has a very noisy zero value. Passing this signal
through a symmetrical inverter would lead to erroneous values (Figure 5.8a). This
can be addressed by raising the threshold of the inverter, which results in a correct
response (Figure 5.8b). Further in the text, we will see other circuit instances where
inverters with asymmetrical switching thresholds are desirable.
Changing the switching threshold by a considerable amount is however not easy,
especially when the ratio of supply voltage to transistor threshold is relatively small
(2.5/0.4 = 6 for our particular example). To move the threshold to 1.5 V requires a
transistor ratio of 11, and further increases are prohibitively expensive. Observe that
Figure 5.7 is plotted in a semi-log format.

532 NoiseMargins

Nou = _1 1
d in

the terminology of the analog circuit designer, these are the points where the gain g of the
amplifier, formed by the inverter, isequal to - 1. While it isindeed possible to derive ana-
Iytical expressions for V,,, and V,, these tend to be unwieldy and provide little insight in
what parameters are instrumental in setting the noise margins.

A simpler approach is to use a piece wise linear approximation for the VTC, as
shown in Figure 5.9. The transition region is approximated by a straight line, the gain of
which equals the gain g at the switching threshold V). The crossover with the Vo, and the
Voo lines is used to define V|, and V, points. The error introduced is small and well

By definition, V,, and V,, are the operational points of the inverter where
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VOIJt
V,
OH \
VM
Figure5.9 A piece-wiselinear
approximation of the VTC simplifies the
Vin derivation of V| and V.
Voo N L
VIL VIH

within the range of what is required for an initial design. This approach yields the follow-
ing expressions for the width of the transition region V, - V., Vi, V., and the noise mar-
gins NMy, and NM, .

(Vou=Vor) - —Vpp
g g
Vi —V 5.
Vi = VM_E Vi = VM+—DDg s &)
NMy = Vpp—Viy NM_ = V,_

Vig=ViL =

These expressions make it increasingly clear that a high gain in the transition region is
very desirable. In the extreme case of an infinite gain, the noise margins simplify to Vg, -
Vy and Vy, - Vg, for NMy, and NM |, respectively, and span the compl ete voltage swing.

Remains us to determine the midpoint gain of the static CMOS inverter. We assume
once again that both PMOS and NMOS are vel ocity-saturated. It is apparent from Figure
5.4 that the gain is a strong function of the slopes of the currents in the saturation region.
The channel-length modulation factor hence cannot be ignored in this analysis — doing so
would lead to an infinite gain. The gain can now be derived by differentiating the current
equation (5.8), valid around the switching threshold, with respect to V.

\V/ ..
anDSATn;éQ/in - VTn - %8(1 +1 nvout) +

(5.8)
V, N
kaD%Tp§/in =Vpp—Vip— %98(1 +1 ,Vou—1 pVop) = 0
Differentiation and solving for dV,/dV;, yields
%ﬂ - anDSATn(l +1 nvout) + kaDSATp(l + | pvout =1 pVDD) (59)
dvi, I ak Vosatn(Vin =V —=Vosatn ) + 1 K Vpsar,(Vin = Vop—Vrp = Vosarp ©2)

Ignoring some second-order terms, and setting V;, = V), resultsin the gain expression,

.
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1 K\Vosatn t KVpsarp

g =
ID(VM) l n_l p (510)
5 1+r

(VM_VTn_VDSATn EQ)(I n_I p)

with 15(Vy) the current flowing through the inverter for V,, = V. The gain is amost
purely determined by technology parameters, especially the channel length modulation. It
can only in aminor way be influenced by the designer through the choice of supply and
switching threshold voltages.

Example 5.2 Voltagetransfer characteristic and noise margins of CMOSInverter

Assume an inverter in the generic 0.25 mm CMOS technology designed with a PMOS/NMOS
ratio of 3.4 and with the NMOS transistor minimum size (W= 0.375 mm, L = 0.25 nm, W/L =
1.5). Wefirst compute the gain at Vy, (= 1.25 V),

I5(Vy) = 15° 115" 10°° 063" (1.25-0.43-0.632)  (1+0.06" 1.25) = 59° 10° A

, PR , , PR
- 1 15" 115" 10 0.63+15 34" 30" 10 10 _ -27.5 (Eq. 5.10)
59° 10°° 0.06 +0.1

Thisyields the following valuesfor V|, Vi, NM_, NM,;:
V, =12V,V,;=13V,NM_=NM, =12

Figure 5.10 plots the simulated VTC of the inverter, aswell asits derivative, the gain. A close
to ideal characteristic is obtained. The actual values of V, and V,, are 1.03 V and 1.45 V,
respectively, which leads to noise margins of 1.03 V and 1.05 V. These values are lower than
those predicted for two reasons:

« Eqg. (5.10) overestimates the gain. As observed in Figure 5.10b, the maximum gain (at
V) equals only 17. This reduced gain would yield valuesfor V, and V,; of 1.17 V, and 1.33
V, respectively.

« The most important deviation is due to the piecewise linear approximation of the
VTC, which is optimistic with respect to the actual noise margins.

The obtained expressions are however perfectly useful as first-order estimations as
well as means of identifying the relevant parameters and their impact.

To conclude this example, we also extracted from simulations the output resistance of
the inverter in the low- and high-output states. Low values of 2.4 kW and 3.3 kW were
observed, respectively. The output resistance is a good measure of the sensitivity of the gate
in respect to noise induced at the output, and is preferably aslow as possible.

|
SIDELINE: Surprisingly (or not so surprisingly), the static CMOS inverter can also be
used as an analog amplifier, asit hasafairly high gain in its transition region. Thisregion
is very narrow however, as is apparent in the graph of Figure 5.10b. It also receives poor
marks on other amplifier properties such as supply noise rejection. Y et, this observation
can be used to demonstrate one of the major differences between analog and digital
design. Where the analog designer would bias the amplifier in the middle of the transient
region, so that a maximum linearity is obtained, the digital designer will operate the
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Figure5.10 Simulated Voltage Transfer Characteristic (a) and voltage gain (b) of CMOS inverter (0.25 nm CMQOS, Vpp

=25V).

devicein theregions of extreme nonlinearity, resulting in well-defined and well-separated
high and low signals.

Problem 5.2 Inverter noise marginsfor long-channel devices

Derive expressions for the gain and noise margins assuming that PMOS and NMOS are
long-channel devices (or that the supply voltage is low), so that velocity saturation does
not occur.

5.3.3 Robustness Revisited

Device Variations

While we design a gate for nominal operation conditions and typical device parameters,
we should always be aware that the actual operating temperature might very over alarge
range, and that the device parameters after fabrication probably will deviate from the nom-
inal values we used in our design optimization process. Fortunately, the dc-characteristics
of the static CMOS inverter turn out to be rather insensitive to these variations, and the
gate remains functional over a wide range of operating conditions. This already became
apparent in Figure 5.7, which shows that variations in the device sizes have only a minor
impact on the switching threshold of the inverter. To further confirm the assumed robust-
ness of the gate, we have re-simulated the voltage transfer characteristic by replacing the
nominal devices by their worst- or best-case incarnations. Two corner-cases are plotted in
Figure 5.11: a better-than-expected NMOS combined with an inferior PMOS, and the
opposite scenario. Comparing the resulting curves with the nominal response shows that
the variations mostly cause a shift in the switching threshold, but that the operation of the

%

ﬁ&

.



é chapter5.fm Page 188 Friday, January 18, 2002 9:01 AM é

1

.

188 THE CMOS INVERTER Chapter 5

Good PMOS 4
Bad NMOS

= Nominal

Good NMOS
| Bad PMOS

Figure5.11 Impact of device variations on static CMOS
inverter VTC. The “good” device has asmaller oxide
thickness (- 3nm), asmaller length (-25 nm), a higher width
(+30 nm), and asmaller threshold (-60 mV). The opposite
% o5 ] s 2 25 istrue for the “bad” transistor.

0.5

gate is by no means affected. This robust behavior that ensures functionality of the gate
over awide range of conditions has contributed in a big way to the popularity of the static
CMOS gate.

Scaling the Supply Voltage

In Chapter 3, we observed that continuing technology scaling forces the supply voltagesto
reduce at rates similar to the device dimensions. At the same time, device threshold volt-
ages are virtually kept constant. The reader probably wonders about the impact of this
trend on the integrity parameters of the CMOS inverter. Do inverters keep on working
when the voltages are scaled and are there potential limits to the supply scaling?

A first hint on what might happen was offered in Eq. (5.10), which indicates that the
gain of the inverter in the transition region actually increases with a reduction of the sup-
ply voltage! Note that for a fixed transistor ratio r, V,, is approximately proportional to
Vpp. Plotting the (normalized) VTC for different supply voltages not only confirms this
conjecture, but even shows that the inverter is well and alive for supply voltages close to
the threshold voltage of the composing transistors (Figure 5.12a). At avoltage of 0.5V —
which is just 100 mV above the threshold of the transistors — the width of the transition
region measures only 10% of the supply voltage (for amaximum gain of 35), whileit wid-
ens to 17% for 2.5 V. So, given this improvement in dc characteristics, why do we not
choose to operate all our digital circuits at these low supply voltages? Three important
arguments come to mind:

 Inthefollowing sections, we will learn that reducing the supply voltage indiscrimi-
nately has a positive impact on the energy dissipation, but is absolutely detrimental
to the performance on the gate.

e The dc-characteristic becomes increasingly sensitive to variations in the device
parameters such as the transistor threshold, once supply voltages and intrinsic volt-
ages become comparable.

» Scaling the supply voltage means reducing the signal swing. While this typically
helps to reduce the internal noise in the system (such as caused by crosstalk), it
makes the design more sensitive to external noise sources that do not scale.

4~ 4
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Figure5.12 VTC of CMOSinverter as afunction of supply voltage (0.25 nm CMOS technology).

To provide an insight into the question on potential limits to the voltage scaling, we
have plotted in Figure 5.12b the voltage transfer characteristic of the same inverter for the
even-lower supply voltages of 200 mV, 100 mV, and 50 mV (while keeping the transistor
thresholds at the same level). Amazingly enough, we still obtain an inverter characteristic,
this while the supply voltage is not even large enough to turn the transistors on! The expla-
nation can be found in the sub-threshold operation of the transistors. The sub-threshold
currents are sufficient to switch the gate between low and high levels, and provide enough
gain to produce acceptable VTCs. The very low value of the switching currents ensures a
very slow operation but this might be acceptable for some applications (such as watches,
for example).

At around 100 mV, we start observing a major deterioration of the gate characteris-
tic. Vo, and Vo, are no longer at the supply rails and the transition-region gain approaches
1. The latter turns out to be a fundamental show-stopper. To achieving sufficient gain for
usein adigital circuit, it is necessary that the supply must be at least a couple times f ; =
kT/q (=25 mV at room temperature), the therma voltage introduced in Chapter 3
[Swanson72]. It turns out that below this same voltage, thermal noise becomes an issue as
well, potentially resulting in unreliable operation.

Vobmin > 2Ya 4%—

(5.11)
Eq. (5.11) presents atrue lower bound on supply scaling. It suggests that the only way to
get CMOS inverters to operate below 100 mV is to reduce the ambient temperature, or in
other words to cool the circuit.

Problem 5.3 Minimum supply voltage of CMOS inverter

Once the supply voltage drops below the threshold voltage, the transistors operate the sub-
threshold region, and display an exponential current-voltage relationship (as expressed in
Eq. (3.40)). Derive an expression for the gain of the inverter under these circumstances
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(assume symmetrical NMOS and PMOS transistors, and amaximum gain at Vy, = Vpp/2).
The resulting expression demonstrates that the minimum voltage is a function of the slope
factor n of the transistor.

g = _g%g(evf’f"‘z”_n (5.12)

According to this expression, the gain dropsto -1 at Vpp =48 mV (forn=15andf ;=25
mvV).

5.4 Performance of CMOS Inverter: The Dynamic Behavior

The qualitative analysis presented earlier concluded that the propagation delay of the
CMOS inverter is determined by the time it takes to charge and discharge the load capaci-
tor C_ through the PMOS and NMOS transistors, respectively. This observation suggests
that getting C, as small as possible is crucial to the realization of high-performance
CMOS circuits. It is hence worthwhile to first study the major components of the load
capacitance before embarking onto an in-depth analysis of the propagation delay of the
gate. In addition to this detailed analysis, the section also presents a summary of tech-
niques that a designer might use to optimize the performance of the inverter.

54.1 Computing the Capacitances

Manual analysis of MOS circuits where each capacitor is considered individually is virtu-
ally impossible and is exacerbated by the many nonlinear capacitances in the MOS tran-
sistor model. To make the analysis tractable, we assume that al capacitances are lumped
together into one single capacitor C, , located between V,; and GND. Be aware that thisis
aconsiderable simplification of the actual situation, even in the case of asimple inverter.

Voo Voo
-1
I —
4:| M4
Cde C94
C 1 L
Vi n grll 2 —| Voul VoutZ
e, 0
] I
<

| Cdbl | Cw CgS M3

[SER

Figure5.13 Parasitic capacitances, influencing the transient behavior of the cascaded inverter pair.
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Figure 5.13 shows the schematic of a cascaded inverter pair. It includes all the
capacitances influencing the transient response of node V. It isinitially assumed that the
input V,, is driven by an ideal voltage source with zero rise and fall times. Accounting
only for capacitances connected to the output node, C, breaks down into the following
components.

Gate-Drain Capacitance Cy,

M1 and M2 are either in cut-off or in the saturation mode during the first half (up to 50%
point) of the output transient. Under these circumstances, the only contributions to Cyy,
are the overlap capacitances of both M1 and M2. The channel capacitance of the MOS
transistors does not play arole here, as it is located either completely between gate and
bulk (cut-off) or gate and source (saturation) (see Chapter 3).

The lumped capacitor model now requires that this floating gate-drain capacitor be
replaced by a capacitance-to-ground. This is accomplished by taking the so-called Miller
effect into account. During a low-high or high-low transition, the terminals of the gate-
drain capacitor are moving in opposite directions (Figure 5.14). The voltage change over
the floating capacitor is hence twice the actual output voltage swing. To present an identi-
cal load to the output node, the capacitance-to-ground must have a value that is twice as
large as the floating capacitance.

We use the following equation for the gate-drain capacitors: Cgy = 2 CgpoW (With
Capo the overlap capacitance per unit width as used in the SPICE model). For an in-depth
discussion of the Miller effect, please refer to textbooks such as Sedra and Smith
([Sedra87], p. 57).

Cou v,

DV T g Vo out i DV
00—

v —| i DV

B i) -

Figure5.14 The Miller effect—A capacitor experiencing identical but opposite voltage swings at both
its terminals can be replaced by a capacitor to ground, whose value is two times the original value.

Diffusion Capacitances Cyy,; and Cyp,

The capacitance between drain and bulk is due to the reverse-biased pn-junction. Such a
capacitor is, unfortunately, quite nonlinear and depends heavily on the applied voltage.
We argued in Chapter 3 that the best approach towards simplifying the analysis is to
replace the nonlinear capacitor by alinear one with the same change in charge for the volt-
age range of interest. A multiplication factor K, is introduced to relate the linearized
capacitor to the value of the junction capacitance under zero-bias conditions.

! The Miller effect discussed in this context is asimplified version of the general analog case. In adigital
inverter, the large scale gain between input and output always equals -1.

.
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Ceq = KeqCio (5.13)
with G, the junction capacitance per unit area under zero-bias conditions. An expression
for K was derived in Eqg. (3.11) and is repeated here for convenience

—fm
Keq = S
(Vhigh =Viow) (1 —m)

with f the built-in junction potential and m the grading coefficient of the junction.
Observe that the junction voltage is defined to be negative for reverse-biased junctions.

[(f o= Vhign)t ™™= (F o= Viow) '™ (5.14)

Example5.3 K for a25V CMOSInverter

Consider the inverter of Figure 5.13 designed in the generic 0.25 nm CMOS technology. The
relevant capacitance parameters for this process were summarized in Table 3.5.

Let us first analyze the NMOS transistor (Cy,, in Figure 5.13). The propagation delay
is defined by the time between the 50% transitions of the input and the output. For the CMOS
inverter, this is the time-instance where V,,; reaches 1.25 V, as the output voltage swing goes
from rail to rail or equals 2.5V. We, therefore, linearize the junction capacitance over the
interval {2.5V, 1.25 V} for the high-to-low transition, and {0, 1.25V} for the low-to-high
transition.

During the high-to-low transition at the output, V,,, initially equals 2.5 V. Because the
bulk of the NMOS device is connected to GND, this translatesinto areverse voltage of 2.5V
over the drain junction or Vyq, = - 25 V. At the 50% point, V= 1.25V or Vi, =-125V.
Evaluating Eq. (5.14) for the bottom plate and sidewall components of the diffusion capaci-
tance yields

Bottom plate: Ko, (M= 0.5, f ;= 0.9) =0.57,
Sidewall: Kgyy (M= 0.44,f,=0.9) = 0.61
During the low-to-high transition, V,,,, and V4, equal 0V and - 1.25 V, respectively,
resulting in higher values for K,
Bottom plate: K (M= 0.5, f ;= 0.9) =0.79,
Sidewall: Kgyy (M=0.44,f=0.9) =0.81
The PMOS transistor displays areverse behavior, asits substrate is connected to 2.5 V.
Hence, for the high-to-low transition (V,q,, = 0, Vg =-1.25V),
Bottom plate: Ko, (m=0.48, f 5 =0.9) = 0.79,
Sidewall: Kgyy (M=0.32,f=0.9) = 0.86
and for the low-to-high transition (V,o,,= - 1.25V, Vjjgn = - 25 V)

Bottom plate: Ko, (M= 0.48, f ;= 0.9) = 0.59,
Sidewall: Ky, (M=0.32,f4=0.9) = 0.7

Using this approach, the junction capacitance can be replaced by alinear component
and treated as any other device capacitance. The result of the linearization is a minor dis-
tortion of the voltage waveforms. The logic delays are not significantly influenced by this
simplification.
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Wiring Capacitance C,,

The capacitance due to the wiring depends upon the length and width of the connecting
wires, and is afunction of the distance of the fanout from the driving gate and the number
of fanout gates. As argued in Chapter 4, this component is growing in importance with the
scaling of the technology.

Gate Capacitance of Fanout Cy; and Cy,

We assume that the fanout capacitance equals the total gate capacitance of the loading
gates M3 and M4. Hence,

Cranout = Cgate(NMOS) + Cgate(PMOS)

(5.15)
= (Cssont Copon * WilknCox) * (Casop + Copop + Wyl pCox)

This expression simplifies the actual situation in two ways:

* |t assumes that all components of the gate capacitance are connected between
and GND (or Vpp), and ignoresthe Miller effect on the gate-drain capacitances. This
has a relatively minor effect on the accuracy, since we can safely assume that the
connecting gate does not switch before the 50% point is reached, and V,;,, there-
fore, remains constant in the interval of interest.

» A second approximation is that the channel capacitance of the connecting gate is
constant over the interval of interest. Thisis not exactly the case as we discovered in
Chapter 3. The total channel capacitance is a function of the operation mode of the
device, and varies from approximately 2/3 WLC,, (saturation) to the full WLC,, (lin-
ear and cut-off). A drop in overall gate capacitance also occurs just before the tran-
sistor turns on (Figure 3.30). During the first half of the transient, it may be assumed
that one of the load devices is always in linear mode, while the other transistor
evolves from the off-mode to saturation. Ignoring the capacitance variation results
in a pessimistic estimation with an error of approximately 10%, which is acceptable
for afirst order anaysis.

Example5.4 Capacitancesof a 0.25 mrm CMOS Inverter

A minimum-size, symmetrical CMOS inverter has been designed in the 0.25 nm CMOS tech-
nology. The layout is shown in Figure 5.15. The supply voltage Vpp isset to 2.5 V. From the
layout, we derive the transistor sizes, diffusion areas, and perimeters. This datais summarized
in Table 5.1. As an example, we will derive the drain area and perimeter for the NMOS tran-
sistor. The drain areais formed by the metal-diffusion contact, which hasan areaof 4~ 412,
and the rectangle between contact and gate, which has an areaof 3~ 112, Thisresultsin a
total areaof 19 1 2, or 0.30 mm? (as | = 0.125 mm). The perimeter of the drain area is rather
involved and consists of the following components (going counterclockwise): 5+ 4+ 4+ 1+
1=15I1 or PD=15" 0.125=1.875 nm. Notice that the gate side of the drain perimeter is not
included, as thisis not considered a part of the side-wall. The drain area and perimeter of the
PMOS transistor are derived similarly (the rectangular shape makes the exercise considerably
smpler): AD=5" 912=4512 or0.7mm% PD=5+9+5=191, or 2.375 nm.

.
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Figure 5.15 Layout of two chained, minimum-size inverters using SCMOS Design Rules (see alsc
Color-plate 6).

Table5.1 Inverter transistor data.

WL AD (mMm?) PD (mm) AS (mm?) PS (nmm)
NMOS | 0.375/0.25 0.3(1913 1.875 (151) 03(191? | 1.875(151)
PMOS | 1.125/0.25 0.7 (4513 2.375(191) 0.7(4513) | 2.375(191)

This physical information can be combined with the approximations derived above to
come up with an estimation of C,. The capacitor parameters for our generic process were
summarized in Table 3.5, and repeated here for convenience:

Overlap capacitance: CGDO(NMOS) = 0.31 fF/mm; CGDO(PMOS) = 0.27 fF/mm

Bottom junction capacitance: CYNMOS) = 2 fF/mm?; CYPMOS) = 1.9 fFH/mm?
Side-wall junction capacitance: CISW(NMOS) = 0.28 fF/mm; CISW(PMOS) = 0.22
fF/mm

Gate capacitance: C,,(NMOS) = C,(PMOS) = 6 fF/mm?

Finally, we should also consider the capacitance contributed by the wire, connecting
the gates and implemented in metal 1 and polysilicon. A layout extraction program typically

%
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will deliver us precise values for this parasitic capacitance. Inspection of the layout helps us
toform afirst-order estimate and yields that the metal-1 and polysilicon areas of the wire, that
are not over active diffusion, equal 421 2and 72 | 2, respectively. With the aid of the intercon-
nect parameters of Table 4.2, we find the wire capacitance — observe that we ignore the
fringing capacitance in this simple exercise. Due to the short length of the wire, this contribu-
tion isignorable compared to the other parasitics.

Cuire = 42/82 nm?” 30 aF/mm? + 72/8% nm?” 88 aF/mm? = 0.12 fF

Bringing al the components together resilts in Table 5.2. We use the values of K,
derived in Example 5.3 for the computation of the diffusion capacitances. Notice that the load
capacitance is amost evenly split between its two major components: the intrinsic capaci-
tance, composed of diffusion and overlap capacitances, and the extrinsic load capacitance,
contributed by wire and connecting gate.

Table5.2 Componentsof C_ (for high-to-low and low-to-high transitions).

Capacitor Expression Value (fF) (H® L) | Value(fF) (L®H)
Coa 2CGDO0, W, 0.23 0.23
Cyaz 2CGDO, W, 061 061
o K egn ADy CI+ K gy PD, CISW 0.66 0.90
Canz Kegp ADp CI+ K geup PD, CISW) 15 115
Cg (CGDO,+CGSO,) W, + Co W, L, 0.76 0.76
o (CGDO,+CGSO,) W, + Cy, W, L, 2.28 2.28
Cy From Extraction 0.12 0.12
c, a 6.1 6.0

5.4.2  Propagation Delay: First-Order Analysis

One way to compute the propagation delay of the inverter is to integrate the capacitor
(dis)charge current. This resultsin the expression of Eq. (5.16).

V2
— \CL (V)

» = Oi(v)

Vi

(5.16)

with i the (dis)charging current, v the voltage over the capacitor, and v, and v, the initial
and final voltage. An exact computation of this equation is intractable, as both C, (v) and
i(v) are nonlinear functions of v. We rather fall back to the simplified switch-model of the
inverter introduced in Figure 5.6 to derive a reasonable approximation of the propagation
delay adequate for manual analysis. The voltage-dependencies of the on-resistance and the
load capacitor are addressed by replacing both by a constant linear element with a value
averaged over the interval of interest. The preceding section derived precisely this value

.
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for the load capacitance. An expression for the average on-resistance of the MOS transis-
tor was already derived in Example 3.8, and is repeated here for convenience.

Vop
1 R \Y 3 Voo 7 6
= dv» = G-V,
Rea Vop 2 0 Ipsar(1+1V) 7 4lpsar® 9 P02
Voo @2 (5.17)

2
; _ W Vi 6
with Ipgar = k‘l:éa%VDD_VT)VDSAT_ DZSATE

Deriving the propagation delay of the resulting circuit is now straightforward, and is
nothing more than the analysis of afirst-order linear RC-network, identical to the exercise
of Example 4.5. There, we learned that the propagation delay of such a network for avolt-
age step at the input is proportional to the time-constant of the network, formed by pull-
down resistor and load capacitance. Hence,

tone = IN(2)RegnCp = 0.69R4,Cy (5.18)
Similarly, we can obtain the propagation delay for the low-to-high transition,
ton = 0.69Rqq,CL (5.19)

with Ry, the equivalent on-resistance of the PMOS transistor over the interval of interest.
This analysis assumes that the equivalent load-capacitance is identical for both the high-
to-low and low-to-high transitions. This has been shown to be approximately the case in
the example of the previous section. The overal propagation delay of the inverter is
defined as the average of the two values, or

= btk - ggoc alean * Reqpd (5.20)
P 2 Le 2 [

Very often, it is desirable for a gate to have identical propagation delays for both rising
and falling inputs. This condition can be achieved by making the on-resistance of the
NMOS and PMOS approximately equal. Remember that this condition is identical to the
requirement for asymmetrical VTC.

Example5.5 Propagation Delay of a 0.25 nm CM OS Inverter

To derive the propagation delays of the CMOS inverter of Figure 5.15, we make use of Eq.
(5.18) and Eq. (5.19). The load capacitance C, was already computed in Example 5.4, while
the equivalent on-resistances of the transistors for the generic 0.25 mm CMOS process were
derived in Table 3.3. For a supply voltage of 2.5 V, the normalized on-resistances of NMOS
and PMOS transistors equal 13 kW and 31 kW, respectively. From the layout, we determine
the (W/L) ratios of the transistors to be 1.5 for the NMOS, and 4.5 for the PMOS. We assume
that the difference between drawn and effective dimensions is small enough to be ignorable.
Thisleadsto the following values for the delays:

.
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05 Figure 5.16 Simulated transient
response of the inverter of Figure
or 5.15.
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to = 0.69° @KW 61F = 36 psec

€159
_ . a81kW - _
toon = 0.69 & 45 8 6.0fF = 29 psec
and
_ a36+29% _
t, = & 7 o8 32.5 psec

The accuracy of this analysis is checked by performing a SPICE transient smulation
on the circuit schematic, extracted from the layout of Figure 5.15. The computed transient
response of the circuit is plotted in Figure 5.16, and determines the propagation delays to be
39.9 psec and 31.7 for the HL and LH transitions, respectively. The manual results are good
considering the many simplifications made during their derivation. Notice especialy the
overshoots on the simulated output signals. These are caused by the gate-drain capacitancesof
the inverter transistors, which couple the steep voltage step at the input node directly to the
output before the transistors can even start to react to the changes at the input. These over-
shoots clearly have a negative impact on the performance of the gate, and explain why the
simulated delays are larger than the estimations.

WARNING: This example might give the impression that manual analysis always leads
to close approximations of the actual response. This is not necessarily the case. Large
deviations can often be observed between first- and higher-order models. The purpose of
the manual analysisisto get abasic insight in the behavior of the circuit and to determine
the dominant parameters. A detailed simulation is indispensable when quantitative data is

required. Consider the example above a stroke of good luck.
I
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The obvious question a designer asks herself at this point is how she can manipulate
and/or optimize the delay of a gate. To provide an answer to this question, it is necessary
to make the parameters governing the delay explicit by expanding Ry, in the delay equa-
tion. Combining Eq. (5.18) and Eqg. (5.17), and assuming for the time being that the chan-
nel-length modulation factor | is ignorable, yields the following expression for t,, (a
similar analysis holds for t; ;)

C.V
toy = 0.69=2LB = 0. L_DbD

52 (5.21)
4 IDSATn (WnL)nkq%VDSATn(VDD _VTn_VDSATn 02)

In the majority of designs, the supply voltage is chosen high enough so that Vpp >> Vo, +
Vpeare/2. Under these conditions, the delay becomes virtually independent of the supply
voltage (Eg. (5.22)). Observe that thisis a first-order approximation, and that increasing
the supply voltage yields an observable, albeit small, improvement in performance due to
anon-zero channel-length modul ation factor.

C,
(WeL) k¢ Vpgatn

This analysis is confirmed in Figure 5.17, which plots the propagation delay of the
inverter as afunction of the supply voltage. It comes as no surprise that this curve is virtu-
ally identical in shape to the one of Figure 3.27, which charts the equivalent on-resistance
of the MOS transistor as a function of Vpp. While the delay is relative insensitive to sup-
ply variations for higher values of V5, a sharp increase can be observed starting around

tonL » 0.52 (5.22)

5.5

5
451
4l

351

Figure 5.17 Propagation delay of CMOS
inverter as a function of supply voltage
250 , (normalized with respect to the delay at 2.5
V). The dots indicate the delay values
predicted by Eq. (5.21). Observe that this
150 S ] equation is only valid when the devices are
‘ velocity-saturated. Hence, the deviation at

1 . . L L L .
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 low Sjpply VOItageS.

3k

t_(normalized)

P

»2V+. This operation region should clearly be avoided if achieving high performance is a
premier design goal.

Design Techniques

From the above, we deduce that the propagation delay of a gate can be minimized in the fol-
lowing ways:

.
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* Reduce C,. Remember that three major factors contribute to the load capacitance: the
internal diffusion capacitance of the gate itself, the interconnect capacitance, and the fan-
out. Careful layout helps to reduce the diffusion and interconnect capacitances. Good
design practice requires keeping the drain diffusion areas as small as possible.

 Increase the WIL ratio of the transistors. This is the most powerful and effective perfor-
mance optimization tool in the hands of the designer. Proceed however with caution
when applying this approach. Increasing the transistor size also raises the diffusion
capacitance and hence C, . In fact, once the intrinsic capacitance (i.e. the diffusion capac-
itance) starts to dominate the extrinsic load formed by wiring and fanout, increasing the
gate size does not longer help in reducing the delay, and only makes the gate larger in
area. This effect is called “self-loading”. In addition, wide transistors have a larger gate
capacitance, which increases the fan-out factor of the driving gate and adversely affects
its speed.

* Increase Vpp. As illustrated in Figure 5.17, the delay of a gate can be modulated by
modifying the supply voltage. Thisflexibility allowsthe designer to trade-off energy dis-
sipation for performance, as we will seein alater section. However, increasing the sup-
ply voltage above a certain level yields only very minimal improvement and hence
should be avoided. Also, reliability concerns (oxide breakdown, hot-electron effects)
enforce firm upper-bounds on the supply voltage in deep sub-micron processes.

I=

Problem 5.4 Propagation Delay as a Function of (dis)charge Current

So far, we have expressed the propagation delay as a function of the equivalent resistance of
the transistors. Another approach would be replace the transistor by a current source with
value equa to the average (dis)charge current over the interval of interest. Derive an expres-
sion of the propagation delay using this alternative approach.

5.4.3 Propagation Delay from a Design Per spective

Some interesting design considerations and trade-off’s can be derived from the delay
expressions we have derived so far. Most importantly, they lead to a general approach
towards transistor sizing that will prove to be extremely useful.

NMOS/PMOS Ratio

So far, we have consistently widened the PMOS transistor so that its resistance matches
that of the pull-down NMOS device. This typicaly requires a ratio of 3 to 3.5 between
PMOS and NMOS width. The motivation behind this approach is to create an inverter
with a symmetrical VTC, and to equate the high-to-low and low-to-high propagation
delays. However, this does not imply that this ratio also yields the minimum overall prop-
agation delay. If symmetry and reduced noise margins are not of prime concern, it is actu-
ally possible to speed up the inverter by reducing the width of the PMOS device!

%
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The reasoning behind this statement is that, while widening the PMOS improves the
ton Of theinverter by increasing the charging current, it also degradesthet,, by cause of
alarger parasitic capacitance. When two contradictory effects are present, there must exist
atransistor ratio that optimizes the propagation delay of the inverter.

This optimum ratio can be derived through the following simple analysis. Consider
two identical, cascaded CMOS inverters. The load capacitance of the first gate equals
approximately

CL = (Cyp1 + Cyn1) + (Cgpz + Cyn2) + Cyy (523

where Cy; and Cy,, are the equivalent drain diffusion capacitances of PMOS and NMOS
transistors of the first inverter, while Cy, and C,, are the gate capacitances of the second
gate. C,, represents the wiring capacitance.

When the PMOS devices are made b times larger than the NMOS ones (b = (WIL), /
(WIL),), al transistor capacitances will scale in approximately the same way, or Cyy; » b
Canpy @nd Cypp » b Cyp. EQ. (5.23) can then be rewritten:

CL = (1+b)(Cyny + Cynp) + Cy (5.24)
An expression for the propagation delay can be derived, based on Eq. (5.20).

—
|

_ 069 Reqpd
T((l +0)(Cyny + anz) + CW){(E:;i:aeqn + —‘qu

(5.25)

0.345((1 + b)(Cyng * Cynz) + C)RegnB + ég

I (= Regp/Reqn) represents the resistance ratio of identically-sized PMOS and NMOS tran-

sistors. The optimal value of b can be found by setting % to 0, whichyields

— Cw o]
bopt = [T&+ o+ G (5.26)

This means that when the wiring capacitance is negligible (Cypy+ Cyrp >> Cy), boyt
equals ./, in contrast to the factor r normally used in the noncascaded case. If the wiring
capacitance dominates, larger values of b should be used. The surprising result of this
analysisisthat smaller device sizes (and hence smaller design area) yield afaster design at
the expense of symmetry and noise margin.

Example5.6 Sizing of CMOS Inverter Loaded by an Identical Gate

Consider again our standard design example. From the values of the equivalent resistances
(Table 3.3), we find that aratio b of 2.4 (= 31 kwW/ 13 kW) would yield a symmetrical tran-
sient response. Eq. (5.26) now predicts that the device ratio for an optimal performance
should equal 1.6. These results are verified in Figure 5.18, which plots the simulated propaga
tion delay as a function of the transistor ratio b. The graph clearly illustrates how a changing
b trades off between t;, ,; and ty, . The optimum point occurs around b = 1.9, which is some-
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what higher than predicted. Ohserve also that the rising and falling delays are identical at the
predicted point of b equal to 2.4.

t (sec)

P

Figure5.18 Propagation delay of CMOS inverter asa
function of the PMOS/NMOS transistor ratio b.

Sizing Invertersfor Performance

In this analysis, we assume a symmetrical inverter, this is an inverter where PMOS and
NMOS are sized such that therise and fall delays are identical. The load capacitance of the
inverter can be divided into an intrinsic and an extrinsic component, or C, = C;; + Cy.
Ci .« represents the self-loading or intrinsic output capacitance of the inverter, and is associ-
ated with the diffusion capacitances of the NMOS and PMOS transistors as well as the
gate-drain overlap (Miller) capacitances. C,,; isthe extrinsic load capacitance, attributable
to fanout and wiring capacitance. Assuming that Ry, stands for the equivalent resistance of
the gate, we can express the propagation delay as follows

t

0'69Req(ci ntt Cext)

(5.27)
0.69Re4Ciny(1+C

q:int) = tpo(l"'C q:int)

ext ext

too = 0.69 RCi; represents the delay of the inverter only loaded by its own intrinsic
capacitance (C, = 0), and is called the intrinsic or unloaded delay.

The next question is how transistor sizing impacts the performance of the gate. To
do so, we must establish the relationship between the various parametersin Eq. (5.27) and
the sizing factor S, which relates the transistor sizes of our inverter to a reference
gate—typically a minimum-sized inverter. The intrinsic capacitance C;,; consists of the
diffusion and Miller capacitances, both of which are proportional to the width of the tran-
sistors. Hence, G = SC . The resistance of the gate relates to the reference gate as Ry, =
R /S We can now rewrite Eq. (5.27),

t

0-69(Rref :S)(Sciref)(l + Cext :(Sciref))
(5.28)

0'69RrefCirefé + SCP:tefg = tpogq + SCe.Xt 8

iref
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Thisleads to two important conclusions:

* Theintrinsic delay of the inverter t, is independent of the sizing of the gate, and is
purely determined by technology and inverter layout. When no load is present, an
increase in the drive of the gate istotally offset by the increased capacitance.

» Making Sinfinitely large yields the maximum obtainable performance gain, elimi-
nating the impact of any external load, and reducing the delay to the intrinsic one.
Yet, any sizing factor S that is sufficiently larger than (C,,/C;,,) produces similar
results at a substantial gain in silicon area.

3.8

Example 5.7 Device Sizing for Performance

Let us explore the performance improvement that can be obtained by device sizing in the
design of Example 5.5. We find from Table 5.2 that C,,/C,, » 1.05 (C,, = 3.0fF, C,; = 3.15
fF). This would predict a maximum performance gain of 2.05. A scaling factor of 10 allows
us to get within 10% of this optimal performance, while larger device sizes only yield ignor-
able performance gains.

This is confirmed by simulation results, which predict a maximum obtainable perfor-

Figure5.19 Increasing inverter performance by
sizing the NMOS and PMOS transistor with an
identical factor Sfor afixed fanout (inverter of
Figure 5.15).

mance improvement of 1.9 (t,, = 19.3 psec). From the graph of Figure 5.19, we observe that
the bulk of the improvement is already obtained for S= 5, and that sizing factors larger than
10 barely yield any extragain.

Sizing A Chain of Inverters

While sizing up an inverter reduces its delay, it also increases its input capacitance. Gate
sizing in an isolated fashion without taking into account its impact on the delay of the pre-
ceding gatesis a purely academic enterprise. Therefore, a more relevant problem is deter-
mining the optimum sizing of a gate when embedded in a real environment. A simple
chain of invertersis a good first case to study. To determine the input loading effect, the
relationship between the input gate capacitance C, and the intrinsic output capacitance of
the inverter has to be established. Both are proportional to the gate sizing. Hence, the fol-
lowing relationship holds, independent of gate sizing
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Cing = €Cq (5.29)

gis a proportionality factor, which is only a function of technology and is close to 1 for
most sub-micron processes. Rewriting Eq. (5.28),

C ..
tp = tpodd + g—éxgtg = tyo(1+frg) (5.30)
shows that the delay if the inverter is only afunction of the ratio between its external load
capacitance and input capacitance. Thisratio is called the effective fanout f.

Let us consider the circuit of Eq. Figure 5.20. The goa is to minimize the delay
through the inverter chain, with the input capacitance of the first inverter C,—typicaly a
minimally-sized device— and the load capacitance C, fixed.

In |: >-_-|: Out
T 2 N ;CL

Cgl 1

Figure 5.20 Chain of N inverters with fixed
input and output capacitance.

Given the delay expression for the j-th inverter stage,?

— C J+10 —
to; = tpog§+ Eqéji“ = tho(1+f; rg) (5.31)

we can derive the total delay of the chain.
N N c
o] o i 0 .
tb=at = ta &+ —gg('—:l“—@, with Cy y.q = Cp (5.32)
=1 =1 ¢!

This equation has N-1 unknowns, being C, 5, Cy3, ¥4, Cy . The minimum delay can be
found by taking N-1 partial derivatives, and equating them to O, or ft,C,; = 0. The
result is a set of constraints, C;,,/Cy; = Cg;/Cy;_. In other words, the optimum size of
each inverter is the geometric mean of its neighbors sizes,

Coi = ¥Cqj-1Cqj+1- (5.33)

Overdl, this means that each inverter is sized up by the same factor f with respect to the
preceding gate, has the same effective fanout (f; = f), and hence the same delay. With Cg
and C, given, we can derive the sizing factor,

= ne C,, = WF (534

and the minimum delay through the chain,

t, = Ntyo(1+Y/F ag). (5.35)

2 This expression ignores the wiring capacitance, which is a fair assumption for the time being.

.
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F represents the overal| effective fanout of the circuit, and equals C, /C, ;. Observe how the
relationship between t, and F is a very strong function of the number of stages. As
expected, the relatlonshlp is linear when only 1 stage is present. Introducing a second
stage turns it into square root, and so on. The obvious question now is how to choose the
number of stages so that the delay is minimized for a given value of F.

Choosing the Right Number of Stagesin an Inverter Chain

Evaluation of Eg. (5.35) reveals the trade-off’s in choosing the number of stages for a
given F (=fV). When the number of stagesistoo large, the first component of the equation,
representing the intrinsic delay of the stages, becomes dominant. If the number of stagesis
too small, the effective fanout of each stage becomes large, and the second component is
dominant. The optimum value can be found by differentiating the minimum delay expres-
sion by the number of stages, and setting the result to 0.

N
g+Nﬁ—% =0

5.36
or equivaently (5:36)

f = Qlirooh

This equation only has a closed-form solution for g = 0, this is when the self-loading is
ignored and the load capacitance only consists of the fanout. Under these simplified condi-
tions, it is found that the optimal number of stages equals N = In(F), and the effective
fanout of each stageisset tof =2.71828 = e. Thisoptimal buffer design scales consecutive
stages in an exponential fashion, and is hence called an exponential horn [Mead79]. When
self-loading isincluded, Eqg. (5.36) can only be solved numerically. The results are plotted
in Figure 5.21a. For the typical case of g»1, the optimum scaler factor turns out to be close
to 3.6. Figure 5.21b plots the (normalized) propagation delay of the inverter chain as a
function of the effective fanout for g = 1. Choosing values of the fanout that are higher
than the optimum does not impact the delay that much, and reduces the required number
of buffer stages and the implementation area. A common practice is to select an optimum
fanout of 4. The use of too many stages (f < f,), on the other hand, has a substantial nega-
tive impact on the delay, and should be avoided.

Example 5.8 The Impact of Introducing Buffer Stages

Table 5.3 enumerates the values of t;, ./t for the unbuffered design, the dual stage, and

optimized inverter chain for a variety of values of F (for g = 1). Observe the impressive
speed-up obtained with cascaded inverters when driving very large capacitive |oads.

The above analysis can be extended to not only cover chains of inverters, but also net-
works of inverters that contain actual fanout, an example of which is shown in Figure
5.22. We solely have to adjusting the expression for C,, to incorporate the additional
fanout factors.
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Figure 5.21 Optimizing the number of stagesin an inverter chain.

Table5.3 t,,/ty, versus x for various driver configurations.

F Unbuffered Two Stage Inverter Chain
10 11 8.3 8.3
100 101 22 16.5
1000 1001 65 24.8
10,000 10,001 202 331

Problem 5.5 Sizing an I nverter Network

Determine the sizes of the inverters in the circuit of Figure 5.22, such that the delay
between nodes Out and In is minimized. Y ou may assume that C, =64 Cy ;.

Y Y Y
YV Y Y

In Out Figure5.22 Inverter network, in which each
_DC J_ gate has afanout of 4 gates, distributing asingle
I C. input to 16 output signalsin atree-like fashion.
1 =
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Hints: Determine first the ratio’ s between the devices that minimize the delay. Y ou should
find that the following must hold,

4Cy, _4Cy5 _ C
Cq:  Cg2 Cys

Finding the actual gate sizes (Cy5 = 2.52C,, = 6.35C ,) is a relatively straightforward
task. Straightforward sizing of the inverter chain, without taking the fanout into account,
would have led to a sizing factor of 4 instead of 2.52.

Therise/fall time of theinput signal

All the above expressions were derived under the assumption that the input signal to the
inverter abruptly changed from 0 to Vy or vice-versa. Only one of the devicesis assumed
to be on during the (dis)charging process. In reality, the input signal changes gradually
and, temporarily, PMOS and NMOS transistors conduct simultaneously. This affects the
total current available for (dis)charging and impacts the propagation delay. Figure 5.23
plots the propagation delay of a minimum-size inverter as a function of the input signal
slope—as obtained from SPICE. It can be observed that t, increases (approximately) lin-
early with increasing input slope, once ts> t(t=0).

-1
x 10
5.4

5.2}

5L

4.8+

4.6

t (sec)

a 4.4
4.2+
o Figure5.23 t,asafunction of the
input signal slope (10-90% rise or
fall time) for minimum-size
0 2 4 6 8 inverter with fan-out of asingle
t(sec) x 10" gate.

3.8

3.6

While it is possible to derive an analytical expression describing the relationship
between input signal slope and propagation delay, the result tends to be complex and of
limited value. From a design perspective, it is more valuable to relate the impact of the
finite slope on the performance directly to its cause, which is the limited driving capability
of the preceding gate. If the latter would be infinitely strong, its output slope would be
zero, and the performance of the gate under examination would be unaffected. The
strength of this approach is that it realizes that a gate is never designed in isolation, and
that its performance is both affected by the fanout, and the driving strength of the gate(s)
feeding into its inputs. This leads to a revised expression for the propagation delay of an
inverter i in achain of inverters [Hedenstierna37]:
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tp = tep * Nl (5.37)

Eq. (5.37) states that the propagation delay of inverter i equals the sum of the delay of the
same gate for a step input (tistep) (i.e. zero input slope) augmented with a fraction of the
step-input delay of the preceding gate (i-1). The fraction h is an empirical constant, which
typically has values around 0.25. This expression has the advantage of being very simple,
while exposing all relationships necessary for global delay computations of complex cir-
cuits.

Example 5.9 Delay of Inverter embedded in Network

Consider for instance the circuit of Figure 5.22. With the aid of Eq. (5.31) and Eq. (5.37), we
can derive an expression for the delay of the stage-2 inverter, marked by the gray box.

o2 = tpoéq 22 ’384' htpogg— + 2oz ’22
' gcg, 2 gCg, 1

An analysis of the overall propagation delay in the style of Problem 5.5, leads to the following
revised sizing requirements for minimum delay,
4(1 + h)Cg’2 41+ h)ng3 _ &
Cg’ 1 C C
or f, = f; = 2.47 (assuming h = 0.25).

9.2 9.3

Design Challenge

It is advantageous to keep the signal rise times smaller than or equal to the gate propagation
delays. This proves to be true not only for performance, but also for power consumption con-
siderations as will be discussed later. Keeping the rise and fall times of the signals small and of
approximately equal values is one of the major challenges in high-performance design, and is
often called ‘lope engineering’.

In

Problem 5.6 Impact of input slope

Determine if reducing the supply voltage increases or decreases the influence of the input
signal slope on the propagation delay. Explain your answer.

Delay in the Presence of (Long) I nterconnect Wires

The interconnect wire has played aminimal rolein our analysis so far. When gates get far-
ther apart, the wire capacitance and resistance can no longer be ignored, and may even
dominate the transient response. Earlier delay expressions can be adjusted to accommo-
date these extra contributions by employing the wire modeling techniques introduced in

.
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the previous Chapter. The analysis detailed in Example 4.9 is directly applicable to the
problem at hand. Consider the circuit of Figure 5.24, where an inverter drives a single
fanout through a wire of length L. The driver is represented by a single resistance Ry,
which is the average between Ry, and Ry, G and Cyy, account for the intrinsic capaci-
tance of the driver, and the input capacitance of the fanout gate, respectively.

Vi (rw:Cwl) Vi
Cint I I Cran
jf: 1 jT: Figure5.24 Inverter driving single fanout through wire of

— length L.

The propagation delay of the circuit can be obtained by applying the Ellmore delay
expression.

t

o = 0.69Ry,Ci + (0.69Ry, + 0.38R,)C,, + 0.69(Ry, + R,)Cran 5%
0.69Ry; (Cipy + Can) + 0.69(Ry, G,y + 1, Cian)L + 0.381,C, L '

The 0.38 factor accounts for the fact that the wire represents adistributed delay. C,, and R,
stand for the total capacitance and resistance of the wire, respectively. The delay expres-
sions contains a component that is linear with the wire length, aswell a quadratic one. It is
the latter that causes the wire delay to rapidly become the dominant factor in the delay
budget for longer wires.

Example5.10 Inverter delay in presence of inter connect

Consider the circuit of Figure 5.24, and assume the device parameters of Example 5.5: C;; =
3fF, Cy, = 3fF, and Ry, = 0.5(13/1.5 + 31/4.5) = 7.8 kW. The wire is implemented in metal 1
and has awidth of 0.4 nm—the minimum allowed. Thisyields the following parameters: ¢, =
92 aF/mm, and r,, = 0.19 Wmm (Example 4.4). With the aid of Eq. (5.38), we can compute at
what wire length the delay of the interconnect becomes equal to the intrinsic delay caused
purely by device parasitics. Solving the following quadratic equation yields a single (mean-
ingful) solution.

—18 —12

L2+05" 10
or
L =65mm

6.6" 10 L =3229" 1072

Observe that the extra delay is solely due to the linear factor in the equation, and more specif-
icaly due to the extra capacitance introduced by the wire. The quadratic factor (this is, the
distributed wire delay) only becomes dominant at much larger wire lengths (> 7 cm). Thisis
due to the high resistance of the (minimum-size) driver transistors. A different balance
emerges when wider transistors are used. Analyze, for instance, the same problem with the
driver transistors 100 times wider, asistypical for high-speed, large fan-out drivers.

.
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5.5 Power, Energy, and Energy-Delay

So far, we have seen that the static CMOS inverter with its almost ideal V TC—symmetri-
cal shape, full logic swing, and high noise margins—offers a superior robustness, which
simplifies the design process considerably and opens the door for design automation.
Another major attractor for static CMOS is the ailmost complete absence of power con-
sumption in steady-state operation mode. It is this combination of robustness and low
static power that has made static CMOS the technology of choice of most contemporary
digital designs. The power dissipation of a CMOS circuit is instead dominated by the
dynamic dissipation resulting from charging and discharging capacitances.

5,5.1 Dynamic Power Consumption

Dynamic Dissipation dueto Charging and Dischar ging Capacitances

Each time the capacitor C, gets charged through the PMOS transistor, its voltage rises
from O to Vpp, and a certain amount of energy is drawn from the power supply. Part of this
energy is dissipated in the PMOS device, while the remainder is stored on the load capac-
itor. During the high-to-low transition, this capacitor is discharged, and the stored energy
is dissipated in the NMOS transistor.®

A precise measure for this energy consump- Voo
tion can be derived. Let usfirst consider the low-to-
high transition. We assume, initially, that the input
waveform has zero rise and fall times, or, in other q vop
words, that the NMOS and PMOS devices are never
on simultaneously. Therefore, the equivalent circuit — o Vot
of Figure 5.25 is valid. The values of the energy
E\pp. taken from the supply during the transition, as = c
well as the energy E, stored on the capacitor at the
end of the transition, can be derived by integrating

the instantaneous power over the period of interest. Figure5.25  Equivalent circuit
The corresponding waveforms of V,,(t) and iypp(t) during the low-to-high transition.
are pictured in Figure 5.26.
¥ ¥ d Voo
: \ . _
Evop = OVDD(t)VDDdt = VDDGZL d(;utdt = CVpp Odvout =CVpp  (5.39)
0 0 0

3 Observe that this model is a simplification of the actual circuit. In reality, the load capacitance consists
of multiple components some of which are located between the output node and GND, others between output
node and V. The latter experience a charge-discharge cycle that is out of phase with the capacitances to GND,
i.e. they get charged when V,; goes low and discharged when V,, rises. While this distributes the energy deliv-
ery by the supply over the two phases, it does not impact the overall dissipation, and the results presented in this
section are still valid.

.
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¥ Voo

¥
- AV A CLVih
Ec= OVDD(t)Voutdt = &L%Voutdt =C OVoutdvout = 5 (5.40)
0 0 0

2
|
L
t

[a)

=
>

Charge Discharge t Figure5.26 Output voltages and supply

current during (dis)charge of C, .

< >« >
These results can also be derived by observing that during the low-to-high transi-
tion, C, isloaded with acharge C, Vpp. Providing this charge requires an energy from the
supply equal to C,Vpp? (= Q Vpp). The energy stored on the capacitor equals C, Vpp?/2.
This means that only half of the energy supplied by the power sourceis stored on C,. The
other half has been dissipated by the PMOS transistor. Notice that this energy dissipation
is independent of the size (and hence the resistance) of the PMOS device! During the dis-
charge phase, the charge is removed from the capacitor, and its energy is dissipated in the
NMOS device. Once again, there is no dependence on the size of the device. In summary,
each switching cycle (consisting of an L® H and an H® L transition) takes a fixed amount
of energy, equal to C, Vpp?. In order to compute the power consumption, we have to take
into account how often the device is switched. If the gate is switched on and off fyg, ; times
per second, the power consumption equals

Payn = CLVDZDfO® 1 (5.41)

foe 1 represents the frequency of energy-consuming transitions, thisis 0® 1 transitions
for static CMOS.

Advances in technology result in ever-higher of values of fyg ; (as t, decreases). At
the same time, the total capacitance on the chip (C,) increases as more and more gates are
placed on a single die. Consider for instance a 0.25 nm CMOS chip with a clock rate of
500 Mhz and an average load capacitance of 15 fF/gate, assuming a fanout of 4. The
power consumption per gate for a 2.5 V supply then equals approximately 50 m\W. For a
design with 1 million gates and assuming that a transition occurs at every clock edge, this
would result in a power consumption of 50 W! This evaluation presents, fortunately, a
pessimistic perspective. In reality, not all gatesin the complete IC switch at the full rate of
500 Mhz. The actual activity in the circuit is substantially lower.

Example5.11 Capacitive power dissipation of inverter

The capacitive dissipation of the CMOS inverter of Example 5.4 is now easily computed. In
Table 5.2, the value of the load capacitance was determined to equal 6 fF. For a supply volt-
age of 2.5V, the amount of energy needed to charge and discharge that capacitance equals
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Egyn = C Vpp = 3751

Assume that the inverter is switched at the maximum possiblerate (T = Uf=t, ,, + t,,
=2t,). For at, of 32.5 psec (Example 5.5), we find that the dynamic power dissipation of the
circuitis

Payn = Egyn £(2tp) = 580 "W

Of course, an inverter in an actual circuit is rarely switched at this maximum rate, and

even if done so, the output does not swing from rail-to-rail. The power dissipation will hence

be substantially lower. For arate of 4 GHz (T = 250 psec), the dissipation reduces to 150 M.
Thisis confirmed by simulations, which yield a power consumption of 155 m\.

Computing the dissipation of a complex circuit is complicated by the fyg ; factor,
also called the switching activity. While the switching activity is easily computed for an
inverter, it turns out to be far more complex in the case of higher-order gates and circuits.
One concern is that the switching activity of a network is a function of the nature and the
statistics of the input signals: If the input signals remain unchanged, no switching hap-
pens, and the dynamic power consumption is zero! On the other hand, rapidly changing
signals provoke plenty of switching and hence dissipation. Other factors influencing the
activity are the overall network topology and the function to be implemented. We can
accommodate this by another rewrite of the equation, or

2 2 2
den = C Vppfoe 1 = CLVbpPoe 1f = CereVpof (542

where f now presents the maximum possible event rate of the inputs (which is often the
clock rate) and P, 4 the probability that a clock event resultsina0® 1 (or power-con-
suming) event at the output of the gate. Cerr = Py 1C, is called the effective capacitance
and represents the average capacitance switched every clock cycle. For our example, an
activity factor of 10% (P 4 = 0.1) reduces the average consumption to 5 W.

Example 5.12 Switching activity

Consider the waveforms on the
right where the upper waveform
represents the idealized clock sig-  Clock L

nal, and the bottom one shows the
signal at the output of the gate.
Power consuming transitions Output signal J
occur 2 out of 8 times, which is

equivalent to atransition probabil-  Figure5.27 Clock and signal waveforms
ity of 0.25 (or 25%).

L ow Energy/Power Design Techniques

With the increasing complexity of the digital integrated circuits, it is anticipated that the power
problem will only worsen in future technologies. This is one of the reasons that lower supply

%
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voltages are becoming more and more attractive. Reducing Vpp has a quadratic effect on
Pgyn- For instance, reducing Vpp from 2.5V to 1.25 V for our example drops the power dissipa-
tion from 5 W to 1.25 W. This assumes that the same clock rate can be sustained. Figure 5.17
demonstrates that this assumption is not that unredlistic as long as the supply voltage is sub-
stantially higher than the threshold voltage. An important performance penalty occurs once
Vpp approaches 2 V.

When a lower bound on the supply voltage is set by external constraints (as often hap-
pens in real-world designs), or when the performance degradation due to lowering the supply
voltage is intolerable, the only means of reducing the dissipation is by lowering the effective
capacitance. This can be achieved by addressing both of its components: the physical capaci-
tance and the switching activity.

A reduction in the switching activity can only be accomplished at the logic and architec-
tural abstraction levels, and will be discussed in more detail in later Chapters. Lowering the
physical capacitance is an overall worthwhile goal, which also helps to improve the perfor-
mance of the circuit. As most of the capacitance in a combinational logic circuit is due to tran-
sistor capacitances (gate and diffusion), it makes sense to keep those contributions to a
minimum when designing for low power. This means that transistors should be kept to minimal
size whenever possible or reasonable. This definitely affects the performance of the circuit, but
the effect can be offset by using logic or architectural speed-up techniques. The only instances
where transistors should be sized up is when the load capacitance is dominated by extrinsic
capacitances (such as fan-out or wiring capacitance). This is contrary to common design prac-
tices used in cell libraries, where transistors are generally made large to accommodate a range
of loading and performance requirements.

The above observations lead to an interesting design challenge. Assume we have to min-
imize the energy dissipation of a circuit with a specified lower-bound on the performance. An
attractive approach is to lower the supply voltage as much as possible, and to compensate the
loss in performance by increasing the transistor sizes. Y et, the latter causes the capacitance to
increase. It may be foreseen that at a low enough supply voltage, the latter factor may start to
dominate and cause energy to increase with afurther drop in the supply voltage.

Example5.13 Transistor Sizing for Energy Minimization
To anayze the transistor-sizing for mini-

mum energy problem, we examine the sim- In
ple case of astatic CMOS inverter driving an 'J_
external load capacitance C,. To teke the TCa f

input loading effects into account, we !

assume that the inverter itself isdriven by a  Figure 5.28 CMOS inverter driving an external

minimum-sized device (Figure 5.28). The load capacitance Cg,, While being driven by a

goal is to minimize the energy dissipation of ~ minimum sized gate.

the complete circuit, while maintaining a

lower-bound on performance. The degrees of freedom are the size factor f of the inverter and

the supply voltage Vy, of the circuit. The propagation delay of the optimized circuit should

not be larger than that of areference circuit, chosen to have as parametersf =1 and Vg = V, -
Using the approach introduced in Section 5.4.3 (Szing a Chain of Inverters), we can

derive an expression for the propagation delay of the circuit,

Out
C

ext

|||—||—
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= tpoaﬁ+gg+eeﬁ+fgﬂﬂ

with F = (C,/Cyy) the overall effective fanout of the circuit t, is the intrinsic delay of the
inverter. Its dependence upon Vpy, is approximated by the following expression, derived from
Eqg. (5.21).

(5.43)

V
tyo ™ (5.44)
Voo — Ve
The energy dissipation for asingle transition at the input is easily found once the total capaci-
tance of the circuit is known, or

E = ViCau((1+9)(1+f)+F) (5.45)

The performance constraint now states that the propagation delay of the scaled circuit should
be equal (or smaller) to the delay of the reference circuit (f=1, Vyy = V,¢). To simplify the sub-
sequent analysis, we make the simplifying assumption that the intrinsic output capacitance of
the gate equals its gate capacitance, or g= 1. Hence,

I:o
t o2 +f+ a@+f+5p
L _"F — a&/oooaret ~ V1EGC f+_ (5.46)

tpfef tpOref(3 + F) eVrefﬂeVDD —VTEQQ 3+F B

Eqg. (5.46) establishes arelationship between the sizing factor f and the supply voltage, plotted
in Figure 5.29a for different values of F. Those curves show aclear minimum. Increasing the
size of the inverter from the minimum initially increases the performance, and hence allows
for a lowering of the supply voltage. This is fruitful until the optimum sizing factor of
f= JIE is reached, which should not surprise careful readers of the previous sections. Fur-
ther increases in the device sizes only increase the self-loading factor, deteriorate the perfor-
mance, and require an increase in supply voltage. Also observe that for the case of F=1, the
reference case is the best solution; any resizing just increases the self-loading.

1.5
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Figure 5.29 Sizing of an inverter for energy-minimization. (a) Required supply voltage as a function of the sizing factor f
for different values of the overall effective fanout F; (b) Energy of scaled circuit (normalized with respect to the reference
case) asafunction of f. Vi = 2.5V, V;g = 0.5V.
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With the Vpp(f) relationship in hand, we can derive the energy of the scaled circuit
(normalized with respect to the reference circuit) as a function of the sizing factor f.

E _ a¥ops’a@+2f+Fp (5.47)
Eref eVrefg € 4+F 0@

Finding an analytical expression for the optimal sizing factor is possible, but yields a complex
and messy equation. A graphical approach isjust as effective. The resulting charts are plotted
in Figure 5.29b, from which a number of conclusions can be drawn:

« Devicesizing, combined with supply voltage reduction, isa very effective approach in
reducing the energy consumption of a logic network. This is especially true for net-
works with large effective fanouts, where energy reductions with ailmost a factor of 10 can
be observed. But the gain is also sizable for smaller values of F. The only exception isthe
F=1 case, where the minimum size deviceis also the most effective one.

« Oversizing the transistors beyond the optimal value comes at a hefty price in energy. This
is unfortunately a common approach in many of today’ s designs.

« Theoptima sizing factor for energy is smaller than the one for performance, especialy for
large values of F. For example, for a fanout of 20, f,,(energy) = 3.53, while f,,(perfor-
mance) = 4.47. Increasing the device sizes only leads to a minimal supply reduction once
Vpp Starts approaching V-, hence leading to very minimal energy gains.

I=

Dissipation Due to Direct-Path Currents

In actual designs, the assumption of the zero rise and fall times of the input wave formsis
not correct. The finite slope of the input signal causes a direct current path between Vpp
and GND for a short period of time during switching, while the NMOS and the PMOS
transistors are conducting simultaneously. This is illustrated in Figure 5.30. Under the
(reasonable) assumption that the resulting current spikes can be approximated as triangles
and that the inverter is symmetrical in itsrising and falling responses, we can compute the
energy consumed per switching period,

I eart I eart
Edp = VDDJDeZﬁ: + VDDJWZL = tsc VDDIpeak (5-48)
aswell asthe average power consumption
2
F)dp = ts:c VDDl peak f= Csc VDDf (5-49)

The direct-path power dissipation is proportional to the switching activity, similar to the
capacitive power dissipation. ty. represents the time both devices are conducting. For alin-
ear input slope, this time is reasonably well approximated by Eq. (5.50) where t, repre-
sents the 0-100% transition time.
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:l_ Voo~ V1
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Figure5.30 Short-circuit currents during transients.

t = VDD_2VTt » Vop=2Vr. L

5.50
SC VDD S VDD 08 ( )

| peak 1S determined by the saturation current of the devices and is hence directly pro-
portional to the sizes of the transistors. The peak current is also a strong function of the
ratio between input and output slopes. This relationship is best illustrated by the follow-
ing simple analysis: Consider a static CMOS inverter with a0 ® 1 transition at the input.
Assume first that the load capacitance is very large, so that the output fall time is signifi-
cantly larger than the input rise time (Figure 5.31a). Under those circumstances, the input

I_|
=5

i I&»0 e » lyax

(a) Large capacitive load (b) Small capacitive load

Figure5.31 Impact of load capacitance on short-circuit current.

moves through the transient region before the output starts to change. As the source-drain
voltage of the PMOS device is approximately O during that period, the device shuts off
without ever delivering any current. The short-circuit current is close to zero in this case.
Consider now the reverse case, where the output capacitance is very small, and the output
fall timeis substantially smaller than the input rise time (Figure 5.31b). The drain-source
voltage of the PMOS device equals Vp for most of the transition period, guaranteeing the
maximal short-circuit current (equa to the saturation current of the PMOS). This clearly

.
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represents the worst-case condition. The conclusions of the above analysis are confirmed
in Figure 5.32, which plots the short-circuit current through the NMOS transistor during a
low-to-high transition as a function of the load capacitance.

4
x 10

Figure5.32 CMOS inverter short-circuit current
through NMOS transistor as a function of the load
capacitance (for afixed input slope of 500 psec).

-0.5
0

time (sec) x 10-‘0
This analysis leads to the conclusion that the short-circuit dissipation is minimized
by making the output rise/fall time larger than the input rise/fall time. On the other hand,
making the output rise/fall time too large slows down the circuit and can cause short-cir-
cuit currents in the fan-out gates. This presents a perfect example of how local optimiza-
tion and forgetting the global picture can lead to an inferior solution.

Design Techniques

A more practical rule, which optimizes the power consumption in a global way, can be formu-
lated (Veendrick84]):

The power dissipation due to short-circuit currentsis minimized by matching the rise/fall
times of the input and output signals. At the overall circuit level, this means that rise/fall
times of all signals should be kept constant within arange.

Making the input and output rise times of agate identical is not the optimum solution for
that particular gate on its own, but keeps the overall short-circuit current within bounds. Thisis
shown in Figure 5.33, which plots the short-circuit energy dissipation of an inverter (normal-
ized with respect to the zero-input rise time dissipation) as a function of the ratio r between
input and output rise/fall times. When the load capacitance istoo small for agiven inverter size
(r > 2% 3 for Vpp = 5 V), the power is dominated by the short-circuit current. For very large
capacitance vaues, al power dissipation is devoted to charging and discharging the load
capacitance. When the rise/fall times of inputs and outputs are equalized, most power dissipa-
tion is associated with the dynamic power and only a minor fraction (< 10%) is devoted to
short-circuit currents.

Observe aso that the impact of short-circuit current is reduced when we lower the
supply voltage, as is apparent from Eg. (5.50). In the extreme case, when Vpp < Vy + [V,
short-circuit dissipation is completely eliminated, because both devices are never on
simultaneously. With threshold voltages scaling at a slower rate than the supply voltage, short-
circuit power dissipation is becoming of a lesser importance in deep-submicron technologies.
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WILJp = 1.125 um/0.25 pm

WIL|y = 0.375 um/0.25 pm
C_=30fF

norm

Figure5.33 Power dissipation of a static CMOS
inverter as afunction of the ratio between input
and output rise/fall times. The power is
normalized with respect to zero input rise-time

0 . . . . dissipation. At low values of the slope ratio, input-
0 1 2 3 4 5 output coupling leads to some extra dissipation.

t )t
sin sout

At a supply voltage of 2.5V and thresholds around 0.5 V, an input/output slope ratio of 2 is
needed to cause a 10% degradation in dissipation.

Finally, its is worth observing that the short-circuit power dissipation can be mod-
eled by adding a load capacitance Cq, = tyl el Vpp in paralel with C,, asis apparent in
Eq. (5.49). The value of this short-circuit capacitance is a function of Vpp, the transistor
sizes, and the input-output slope ratio.

55.2  Static Consumption

The static (or steady-state) power dissipation of acircuit is expressed by Eq. (5.51), where
| 4o IS the current that flows between the supply rails in the absence of switching activity

Pstat = lstatVop (551)

Ideally, the static current of the CMOS inverter is equal to zero, as the PMOS and
NMOS devices are never on simultaneoudly in steady-state operation. There is, unfortu-
nately, aleakage current flowing through the reverse-biased diode junctions of the transis-
tors, located between the source or drain and the substrate as shown in Figure 5.34. This
contribution is, in general, very small and can be ignored. For the device sizes under con-
sideration, the leakage current per unit drain area typically ranges between 10-100
pA/mm? at room temperature. For adie with 1 million gates, each with adrain area of 0.5
mm? and operated at a supply voltage of 2.5 V, the worst-case power consumption due to
diode leakage equals 0.125 mW, which is clearly not much of an issue.

However, be aware that the junction leakage currents are caused by thermally gener-
ated carriers. Their value increases with increasing junction temperature, and this occurs
in an exponential fashion. At 85°C (a common junction temperature limit for commercial
hardware), the leakage currents increase by afactor of 60 over their room-temperature val-
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VDD
VDD
| : : o Vour = Vop
J__ é Drain Leakage
B l LV Current

Subthreshold current Figure5.34 Sources of leakage currentsin
CMOSinverter (for V;, =0 V).

ues. Keeping the overall operation temperature of a circuit low is consequently a desirable
goal. Asthe temperature is a strong function of the dissipated heat and its removal mecha
nisms, this can only be accomplished by limiting the power dissipation of the circuit
and/or by using chip packages that support efficient heat removal.

An emerging source of leakage current is the subthreshold current of the transistors.
Asdiscussed in Chapter 3, an MOS transistor can experience a drain-source current, even
when Vg is smaller than the threshold voltage (Figure 5.35). The closer the threshold
voltage isto zero volts, the larger the leakage current at V5= 0V and the larger the static
power consumption. To offset this effect, the threshold voltage of the device has generally
been kept high enough. Standard processes feature V- values that are never smaller than
0.5-0.6V and that in some cases are even substantially higher (~ 0.75V).

This approach is being challenged by the reduction in supply voltages that typically
goes with deep-submicron technology scaling as became apparent in Figure 3.40. We con-
cluded earlier (Figure 5.17) that scaling the supply voltages while keeping the threshold
voltage constant results in an important loss in performance, especially when Vpp
approaches 2 V. One approach to address this performance issue is to scale the device
thresholds down as well. This moves the curve of Figure 5.17 to the left, which means that
the performance penalty for lowering the supply voltage is reduced. Unfortunately, the
threshold voltages are lower-bounded by the amount of allowable subthreshold leakage
current, as demonstrated in Figure 5.35. The choice of the threshold voltage hence repre-
sents a trade-off between performance and static power dissipation. The continued scaling
of the supply voltage predicted for the next generations of CMOS technologies however
forces the threshold voltages ever downwards, and makes subthreshold conduction adom-
inant source of power dissipation. Process technologies that contain devices with sharper
turn-off characteristic will therefore become more attractive. An example of the latter is
the SOI (Silicon-on-Insulator) technology whose MOS transistors have slope-factors that
are close to the ideal 60 mV/decade.

Example 5.14 Impact of threshold reduction on performance and static power dissipation

Consider a minimum size NMOS transistor in the 0.25 nm CMOS technology. In Chapter 3,
we derived that the slope factor S for this device equals 90 mV/decade. The off-current (at
Vs = 0) of the transistor for aV; of approximately 0.5V equals 10°*A (Figure 3.22). Reduc-
ing the threshold with 200 mV to 0.3 V multiplies the off-current of the transistors with afac-
tor of 170! Assuming amillion gate design with a supply voltage of 1.5V, thistrandatesinto
astatic power dissipation of 10°” 170" 10™**" 1.5 = 2.6 mW. A further reduction of the thresh-
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Figure5.35 Decreasing the threshold

increases the subthreshold current at Vg5 =
V;=0.2 V;=0.6 V. 0
GS :

old to 100 mV resultsin an unacceptable dissipation of almost 0.5 W! At that supply voltage,
the threshold reductions correspond to a performance improvement of 25% and 40%, respec-
tively.

Thislower bound on the thresholdsisin some sense artificial. The ideathat the leak-
age current in astatic CMOS circuit has to be zero is a preconception. Certainly, the pres-
ence of leakage currents degrades the noise margins, because the logic levels are no longer
equal to the supply rails. Aslong as the noise margins are within range, thisis not a com-
pelling issue. The leakage currents, of course, cause an increase in static power dissipa-
tion. Thisis offset by the drop in supply voltage, that is enabled by the reduced thresholds
at no cost in performance, and results in a quadratic reduction in dynamic power. For a
0.25 mm CMOS process, the following circuit configurations obtain the same perfor-
mance: 3V supply-0.7 V V; and 0.45 V supply-0.1 V V. The dynamic power consump-
tion of the latter is, however, 45 times smaller [Liu93]! Choosing the correct values of
supply and threshold voltages once again requires a trade-off. The optimal operation point
depends upon the activity of the circuit. In the presence of a sizable static power dissipa
tion, it is essential that non-active modules are powered down, lest static power dissipation
would become dominant. Power-down (also called standby) can be accomplished by dis-
connecting the unit from the supply rails, or by lowering the supply voltage.

5.5.3 Putting It All Together

The total power consumption of the CMOS inverter is now expressed as the sum of its
three components:

Piot = Payn* Pap*+ Pgiar = (CLVBb + Vip!pearts)foe 1+ Vool eak (552

In typical CMOS circuits, the capacitive dissipation is by far the dominant factor. The
direct-path consumption can be kept within bounds by careful design, and should hence
not be an issue. Leakage is ignorable at present, but this might change in the not too dis-
tant future.

.
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The Power-Delay Product, or Energy per Operation

In Chapter 1, we introduced the power-delay product (PDP) as a quality measure for a
logic gate.

PDP = P_t 5.53
avp

The PDP presents a measure of energy, as is apparent from the units (Wsec = Joule).
Assuming that the gate is switched at its maximum possible rate of f,,, = 1/(2t,), and
ignoring the contributions of the static and direct-path currents to the power consumption,
wefind

2
C.Voo
2

The PDP stands for the average energy consumed per switching event (thisis, for a
0® 1, or a 1® O transition). Remember that earlier we had defined E,, as the average
energy per switching cycle (or per energy-consuming event). As each inverter cycle con-
tainsa0® 1, and a 1® O transition, E,, hence is twice the PDP.

2
PDP = C_Vapfmadty = (5.54)

Ener gy-Delay Product

The validity of the PDP as a quality metric for a process technology or gate topology is
guestionable. It measures the energy needed to switch the gate, which is an important
property for sure. Yet for a given structure, this number can be made arbitrarily low by
reducing the supply voltage. From this perspective, the optimum voltage to run the circuit
at would be the lowest possible value that still ensures functionality. This comes at the
major expense in performance, at discussed earlier. A more relevant metric should com-
bine a measure of performance and energy. The energy-delay product (EDP) does exactly
that.

2
EDP = PDP" t, =P, 2 = € Voo,

avp 2 P (5.55)

It is worth analyzing the voltage dependence of the EDP. Higher supply voltages reduce
delay, but harm the energy, and the opposite is true for low voltages. An optimum opera
tion point should hence exist. Assuming that NMOS and PM OS transi stors have compara-
ble threshold and saturation voltages, we can simplify the propagation delay expression
Eqg. (5.21).

t»M

(5.56)
P VDD - VTe

where \4/Te = V7 + Vpaear/2, and a technology parameter. Combining Eq. (5.55) and Eq.
(5.56),

4 This equation is only accurate as long as the devices remain in velocity saturation, which is probably
not the case for the lower supply voltages. This introduces some inaccuracy in the analysis, but will not distort
the overall result.
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2\ 3
EDP = —21Voo

= — "L DD 55
2(Vpp —V1e) (550

The optimum supply voltage can be obtained by taking the derivative of Eq. (5.57) with
respect to Vpp, and equating the result to 0.

3
Vooopt = 5Vre (5.58)

The remarkable outcome from this analysis is the low value of the supply voltage
that simultaneously optimizes performance and energy. For sub-micron technologies with
thresholdsin the range of 0.5 V, the optimum supply is situated around 1 V.

Example5.15 Optimum supply voltage for 0.25 mm CMOSinverter

From the technology parameters for our generic CMOS process presented in Chapter 3, the
value of V¢ can be derived.

Vy, = 043V, Vg = 0.63V, Vog, = 0.74 V.
Vip = 04V, Vpgyp = -1V, Vg, = -0.9V.
Ve » (VrentVig)/2 = 0.8V

Hence, Vppoy = (3/2) © 0.8V = 1.2V. The simulated graphs of Figure 5.36, plotting normal-
ized delay, energy, and energy-delay product, confirm this result. The optimum supply volt-
age is predicted to equal 1.1 V. The charts clearly illustrate the trade-off between delay and

energy.
15
Energy-Delay
E 10}
2
s
3
Figure5.36 Normalized delay, energy,
| — | and energy-delay plotsfor CMOS inverter in
0 . : . 0.25 mm CMOS technology.
0.5 1 15 2 25
VDD(V)
I

WARNING: While the above example demonstrates that there exists a supply voltage
that minimizes the energy-delay product of a gate, this voltage does not necessarily repre-
sent the optimum voltage for a given design problem. For instance, some designs require a
minimum performance, which requires a higher voltage at the expense of energy. Simi-
larly, a lower-energy design is possible by operating by circuit at a lower voltage and by

.
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obtaining the overall system performance through the use of architectural techniques such

as pipelining or concurrency.
I

5.5.4  Analyzing Power Consumption Using SPICE

A definition of the average power consumption of acircuit was provided in Chapter 1, and
is repeated here for the sake of convenience.

T T
1 V .

Pay = Zep(dt = %DGDD(t)dt (5.59)
0 0

with T the period of interest, and Vpp and ipp the supply voltage and current, respectively.
Some implementations of SPICE provide built-in functions to measure the average value
of acircuit signal. For instance, the HSPICE .MEASURE TRAN |(VDD) AVG command
computes the area under a computed transient response (I(VDD)) and divides it by the
period of interest. Thisisidentical to the definition given in Eg. (5.59). Other implementa-
tions of SPICE are, unfortunately, not as extensive. Thisis not as bad as it seems, aslong
as one realizes that SPICE is actually a differential equation solver. A small circuit can
easily be conceived that acts as an integrator and whose output signal is nothing but the
average power.

Consider, for instance, the circuit of Figure 5.37. The current delivered by the power
supply is measured by the current-controlled current source and integrated on the capaci-
tor C. The resistance R is only provided for DC-convergence reasons and should be cho-
sen as high as possible to minimize leakage. A clever choice of the element parameter
ensures that the output voltage P,, equals the average power consumption. The operation
of the circuit is summarized in Eq. (5.60) under the assumption that the initial voltage on
the capacitor C is zero.

dP :
C— % = Kipp

dt
or (5.60)

T
K «
Pav = EGDDdt
0
Equating Eqg. (5.59) and Eg. (5.60) yields the necessary conditions for the equivalent

circuit parameters: k/C = Vpp/T. Under these circumstances, the equivalent circuit shown
presents a convenient means of tracking the average power in adigital circuit.

Example5.16 Average Power of Inverter

The average power consumption of the inverter of Example 5.4 is analyzed using the above
technique for a toggle period of 250 psec (T = 250 psec, k = 1, Vpp = 2.5V, hence C = 100
pF). The resulting power consumption is plotted in Figure 5.38, showing an average power
consumption of approximately 157.3 miW. The .MEAS AVG command yields a value of
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Figure5.37 Equivalent circuit to measure average power in SPICE.

160.32 MWV, which demonstrates the approximate equivalence of both methods. These num-
bers are equivalent to an energy of 39 fJ (which is close to the 37.5 fJ derived in Example
5.11). Observe the dightly negative dip during the high-to-low transition. This is due to the
injection of current into the supply, when the output briefly overshoots Vpp as aresult of the
capacitive coupling between input and output (as is apparent from in the transient response of

Figure 5.16).
x10"
1.8
16 Average Power
Nl (over one cycle)
1.4
1.2+
_ V0@ 1
2 1
5
208
0.6
0.4
0.2
o , , , . Figure 5.38 Deriving the power
0 08 ! 18 2 25 consumption using SPICE.

t (sec) -10

5.6 Perspective: Technology Scaling and its Impact on the Inverter
Metrics

In section 3.5, we have explored the impact of the scaling of technology on the some of
the important design parameters such as area, delay, and power. For the sake of clarity, we
repeat here some of the most important entries in the resulting scaling table (Table 3.8).

Table5.4 Scaling scenarios for short-channel devices (Sand U represent the technology and voltage
scaling parameters, respectively).

Parameter Relation Full Scaling General Scaling | Fixed-Voltage Scaling
Area/Device WL s s s
Intrinsic Delay RonCoate s s s
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Table5.4 Scaling scenarios for short-channel devices (Sand U represent the technology and voltage
scaling parameters, respectively).

Parameter Relation Full Scaling General Scaling | Fixed-Voltage Scaling
Intrinsic Energy CyateV” us 1/su? Us
Intrinsic Power Energy/Delay e 1U? 1
Power Density P/Area 1 FIu? g

To validity of these theoretical projec- 1
tions can be verified by looking back and
observing the trends during the past decades.
From Figure 5.39, we can derive that the gate
delay indeed decreases exponentially at a rate
of 13%lyear, or halving every five years. This 1’
rate is on course with the prediction of Table
5.4, since S averages approximately 1.15 as .
we had already observed in Figure 3.39. The
delay of a 2-input NAND gate with afanout of
four has gone from tens of nanoseconds in the 1 et 00 2010
1960s to a tenth of a nanosecond in the Year ;.\ o5 29 scaling of the gate deay (from
2000, and is projected to be afew tens of pico- [pyiyeg)).
seconds by 2010.

Reducing power dissipation has only been a second-order priority until recently.
Hence, statistics on dissipation-per-gate or design are only marginally available. An inter-
esting chart is shown in Figure 5.40, which plots the power density measured over alarge
number of designs produced between 1980 and 1995. Although the variation is
large—even for afixed technology—it shows the power density to increase approximately
with . This is in correspondence with the fixed-voltage scaling scenario presented in
Table 5.4. For more recent years, we expect a scenario more in line with the full-scaling
model—which predicts a constant power density—due to the accelerated supply-voltage
scaling and the increased attention to power-reducing design techniques. Even under these
circumstances, power dissipation-per-chip will continue to increase due to the ever-larger
diesizes.

The presented scaling model has one fatal flaw however: the performance and
power predictions produce purely “intrinsic” numbers that take only device parameters
into account. In Chapter 4, it was concluded that the interconnect wires exhibit a different
scaling behavior, and that wire parasitics may come to dominate the overall performance.
Similarly, charging and discharging the wire capacitances may dominate the energy bud-
get. To get a crisper perspective, one has to construct a combined model that considers
device and wire scaling model s simultaneously. Theimpact of the wire capacitance and its
scaling behavior is summarized in Table 5.5. We adopt the fixed-resistance model intro-
duced in Chapter 4. We furthermore assume that the resistance of the driver dominates the
wire resistance, which is definitely the case for short to medium-long wires.

gate delay (ns)
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Table5.5 Scaling scenarios for wire capacitance. Sand U represent the technology and voltage scaling
parameters, respectively, while § stands for the wire-length scaling factor. e, represents the impact of fringing
and inter-wire capacitances.

Parameter Relation General Scaling
Wire Capacitance WL/t e/S
Wire Delay RonCint e/S
Wire Energy CinV? e/ U?
Wire Delay / Intrinsic Delay eSS
Wire Energy / Intrinsic Energy eSS

The model predicts that the interconnect-caused delay (and energy) gain in impor-
tance with the scaling of technology. Thisimpact islimited to an increase with e, for short
wires (S= §), but it becomes increasingly more outspoken for medium-range and long
wires (S < 9). These conclusions have been confirmed by a number of studies, an exam-
ple of which is shown in Figure 5.41. How the ratio of wire over intrinsic contributions
will actually evolve is debatable, asit depends upon awide range of independent parame-
ters such as system architecture, design methodology, transistor sizing, and interconnect
materials. The doom-day scenario that interconnect may cause CMOS performance to sat-
urate in the very near future hence may be exaggerated. Yet, it is clear to that increased
attention to interconnect is an absolute necessity, and may change the way the next-gener-
ation circuits are designed and optimized (e.g. [Sylvester99]).

.
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5.7 Summary

This chapter presented a rigorous and in-depth analysis of the static CMOS inverter. The
key characteristics of the gate are summarized:

e The static CMOS inverter combines a pull-up PMOS section with a pull-down
NMOS device. The PMOS is normally made wider than the NMOS due to its infe-
rior current-driving capabilities.

» Thegate has an amost ideal voltage-transfer characteristic. Thelogic swingisequal
to the supply voltage and is not a function of the transistor sizes. The noise margins
of a symmetrical inverter (where PMOS and NMOS transistor have equal current-
driving strength) approach Vpp/2. The steady-state response is not affected by fan-
out.

* Its propagation delay is dominated by the time it takes to charge or discharge the
load capacitor C,. To afirst order, it can be approximated as

_ a,Re nt Re lo)

ty = O.69CLé—°|—qP2 p
Keeping the load capacitance small is the most effective means of implementing
high-performance circuits. Transistor sizing may help to improve performance as

long as the delay is dominated by the extrinsic (or load) capacitance of fanout and
wiring.

e The power dissipation is dominated by the dynamic power consumed in charging
and discharging the load capacitor. It is given by Pyg ; C, Vppf. The dissipation is
proportional to the activity in the network. The dissipation due to the direct-path
currents occurring during switching can be limited by careful tailoring of the signal

® s
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dopes. The static dissipation can usualy be ignored but might become a major fac-
tor in the future as aresult of subthreshold currents.

» Scaling the technology is an effective means of reducing the area, propagation delay
and power consumption of a gate. The impact is even more striking if the supply
voltage is scaled simultaneously.

» The interconnect component is gradually taking a larger fraction of the delay and
performance budget.

5.8 ToProbeFurther

The operation of the CMOS inverter has been the topic of numerous publications and text-
books. Virtually every book on digital design devotes a substantial number of pagesto the
analysis of the basic inverter gate. An extensive list of references was presented in Chapter
1. Some references of particular interest that were explicitly quoted in this chapter are
given below.
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5.9 Exercisesand Design Problems

For all problems, use the device parameters provided in Chapter 3 (as well as the inside back cover),
unless otherwise mentioned.

DESIGN PROBLEM

Using the 1.2 mm CMOS introduced in Chapter 2, design a static CMOS
inverter that meets the following requirements:

1. Matched pull-up and pull-down times (i.€., toy = ty )

2. t,=5nsec (0.1 nsec).
The load capacitance connected to the output is equal to 4 pF. Notice that this
capacitance is substantially larger than the internal capacitances of the gate.

Determine the W and L of the transistors. To reduce the parasitics, use

minimal lengths (L = 1.2 mm) for all transistors. Verify and optimize the design
using SPICE after proposing a first design using manual computations. Com-
pute also the energy consumed per transition. If you have a layout editor (such
as MAGIC) available, perform the physical design, extract the real circuit
parameters, and compare the simulated results with the ones obtained earlier.
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5.1 Exercisesand Design Problems

1. [M, SPICE, 3.3.2] The layout of a static CMOS inverter is given in Figure 5.1. (A = 0.125
pHm).
a. Determine the sizes of the NMOS and PMOS transistors.
b. Plot the VTC (using HSPICE) and derive its parameters (V. Voo Vi, Vi, and V).
c. Isthe VTC affected when the output of the gates is connected to the inputs of 4 similar

‘ § Vpp =25 V.
\ E \ E =

NMOS PMOS

Metall ||

o

Out

Metal1

Figure5.1 CMOSinverter layout.

d. Resizethe inverter to achieve a switching threshold of approximately 0.75 V. Do not lay-
out the new inverter, use HSPICE for your simulations. How are the noise margins
affected by this modification?

2. Figure 5.2 shows a piecewise linear approximation for the VTC. The transition region is
approximated by a straight line with a slope equd to the inverter gain at V). The intersection
of thisline with the Vg, and the V, lines defines Vv, and V.

a. The noise margins of a CMOS inverter are highly dependent on the sizing ratio, r = ky/k;,
of the NMOS and PMOS transistors. Use HSPICE with Vy, = |V, | to determine the value
of r that resultsin equa noise margins? Give a qualitative explanation.

b. Section 5.3.2 of the text uses this piecewise linear approximation to derive simplified
expressions for NM,; and NM, in terms of the inverter gain. The derivation of the gain is
based on the assumption that both the NMOS and the PMOS devices are velocity saturated
at V), . For what range of r is this assumption valid? What is the resulting range of V,, ?

c. Derive expressions for the inverter gain at V,, for the cases when the sizing ratio is just
above and just below the limits of the range where both devices are velocity saturated.
What are the operating regions of the NMOS and the PMOS for each case? Consider the
effect of channel-length modulation by using the following expression for the small-signal
resistance in the saturation region: r, o = Y(Alp).
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Vin Figure5.2 A different approach to derive

Vi Vi Vipand V.

VOL

[M, SPICE, 3.3.2] Figure 5.3 shows an NMOS inverter with resistive load.

a. Qualitatively discuss why this circuit behaves as an inverter.

b. Find Vg, and V, calculate V,,; and V.

c. Find NM, and NM,,, and plot the VTC using HSPICE.

d. Compute the average power dissipation for: (i) Vi,= 0V and (ii) V;,= 2.5V

+25V

Figure5.3 Resistive-load inverter

e. Use HSPICE to sketch the VTCsfor R, = 37Kk, 75k, and 150k on asingle graph.

f. Comment on the relationship between the critical VTC voltages (i.e., Vo, Vo Vi Vin)
and the load resistance, R, .

g. Do high or low impedance |oads seem to produce more idea inverter characteristics?

[E, None, 3.3.3] For the inverter of Figure 5.3 and an output load of 3 pF:

a. Caculatetyy, tyy, andt,.

b. Aretherising and falling delays equal? Why or why not?

¢. Compute the static and dynamic power dissi pation assuming the gate is clocked asfast as
possible.

The next figure shows two implementations of MOS inverters. The first inverter uses only

NMOS transistors.
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a Cadlculate Vg, Vg, V), for each case.

Vpp =25V Vpp = 2.5V
M, W/L=0.375/0.25 — | M, W/L=0.75/0.25
Vour
Vour Vin —*

Vin M; WIL=0.75/0.25 M3 WIL=0.375/0.25
l Figure5.4 Inverter Implementations 1
b. Use HSPICE to aobtain the two VTCs. You must assume certain values for the source/drain

d.

areas and perimeters since there is no layout. For our scalable CMOS process, A = 0.125
pum, and the source/drain extensions are 5A for the PMOS; for the NMOS the source/drain
contact regions are SAX5A.

Find V4, V., NM_ and NM, for each inverter and comment on the results. How can you
increase the noise margins and reduce the undefined region?

Comment on the differencesin the V TCs, robustness and regeneration of each inverter.

6. Consider the following NMOS inverter. Assume that the bulk terminals of all NMOS device
are connected to GND. Assume that the input IN hasa 0V to 2.5V swing.

o0 oW

Vpp= 2.5V

Vpp= 2.5V
M3 DD

M2
ouT

|N—| M1

Set up the equation(s) to compute the voltage on node x. Assume y=0.5.

. What are the modes of operation of device M2? Assume y=0.

What is the value on the output node OUT for the case when IN =0V ?Assume y=0.

. Assuming y=0, derive an expression for the switching threshold (V,,) of the inverter.

Recall that the switching threshold is the point where V= Vot Assume that the device
sizesfor M1, M2 and M3 are (W/L),, (W/L),, and (W/L);respectively. What are the limits
on the switching threshold?

For this, consider two cases:

i) (W/L), >> (WIL),
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i) (WIL), >> (WIL),

7. Consider the circuit in Figure 5.5. Device M1 is astandard NMOS device. Device M2 has all
the same properties as M1, except that its device threshold voltage is negative and has a value
of -0.4V. Assume that all the current equations and inequality equations (to determine the
mode of operation) for the depletion device M2 are the same as aregular NM OS. A ssume that
theinput IN has a0V to 2.5V swing.

Vpo=25V

M2 (2um/1pm), V4, = -0.4V

ouT

IN —| M1 (4um/1um)

Figure 5.5 A depletion load NMOS inverter

a. Device M2 hasits gate terminal connected to its source terminal. If V| = 0V, what is the
output voltage? In steady state, what isthe mode of operation of device M2 for thisinput?

b. Compute the output voltage for V| = 2.5V. You may assume that V,r is small to simplify
your calculation. In steady state, what is the mode of operation of device M2 for this
input?

c. Assuming Pr;y o= 0.3, what is the static power dissipation of this circuit?

8. [M, None, 3.3.3] An NMOS transistor is used to charge a large capacitor, as shown in Figure

5.6.

a. Determinethet, ,, of thiscircuit, assuming anideal step from Oto 2.5V at the input node.

b. Assume that aresistor Rg of 5 kQ is used to discharge the capacitance to ground. Deter-
mine tyy -

c. Determine how much energy is taken from the supply during the charging of the capacitor.
How much of thisisdissipated in M1. How much is dissipated in the pull-down resistance
during discharge? How does this change when R is reduced to 1 kQ.

d. The NMOS transistor is replaced by a PMOS device, sized so that k; is equal to the k, of

the original NMOS. Will the resulting structure be faster? Explain why or why not.
Vpp = 2.5V

In
20
'—{ > M1

—L— C =5pF

Out

— Figure 5.6 Circuit diagram with annotated WL ratios

9. Thecircuitin Figure 5.7 isknown as the source follower configuration. It achievesaDC level
shift between the input and the output. The value of this shift is determined by the current I,
Assume x;=0, y=0.4, 2|@|=0.6V, V;,=0.43V, k.’=115uA/V? and A=0.
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Vpp = 25V

Vi —| El 1um/0.25um
1V

(o}

Figure 5.7 NMOS source follower configuration

a. Suppose we want the nominal level shift between V; and V, to be 0.6V in the circuit in
Figure 5.7 (8). Neglecting the backgate effect, calculate the width of M2 to provide this
level shift (Hint: first relate V;to V,in terms of |).

b. Now assume that an ided current source replacesM2 (Figure 5.7 (b)). The NMOS transis-
tor M1 experiences a shift in V¢ due to the backgate effect. Find V4 asafunction of V, for
V, ranging from 0 to 2.5V with 0.5V intervals. Plot V1 vs. V,

c. Plot V, vs. V; as V, varies from 0 to 2.5V with 0.5 V intervas. Plot two curves: one
neglecting the body effect and one accounting for it. How does the body effect influence
the operation of the level converter?

d. At V (with body effect) = 2.5V, find V,(ideal) and thus determine the maximum error
introduced by the body effect.

10. For this problem assume:

Vpp = 2.5V, Wp/L = 1.25/0.25, W\/L = 0.375/0.25, L=L =0.25pum (i.e. X4= Opm), C, =C;,,.

gater K’ = 1I5HAIVZ, k' = -300AIV?, Vi = | Vi | = 0.4V, A = OV, y= 0.4, 2|@=0.6V, and t,,

=58A. Usethe HSPICE model parameters for parasitic capacitance given below (i.e. Cyqo, Cj,

Cisw), and assume that V=0V for &l problems except part (€).
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Vpp = 25V

L=Lp=Ly=0.25pm |
v
Vi .¢I>O_

CL = Cinv-gaIe
(Wy/W, = 1.25/0.375)
VSB

v

Figure 5.8 CMOS inverter with capacitive

## Parasitic Capacitance Parameters (F/m)##
NMOS; CGDO=3.11x10"°, CGS0=3.11x10%°, CJ=2.02x10°3, CISW=2.75x101°
PMOS: CGDO=2.68x10"%°, CGS0=2.68x10"%°, CJ=1.93x10°3, CISW=2.23x101°

a

b.

Wheat isthe V,, for this inverter?

What is the effective load capacitance C,  of thisinverter? (include parasitic capacitance,
refer to the text for K, and m.) Hint: You must assume certain values for the source/drain
areas and perimeters since there is no layout. For our scalable CMOS process, A = 0.125
pum, and the source/drain extensions are 5\ for the PMOS; for the NMOS the source/drain
contact regions are SAX5A.

Cdculate tpy, , tp y assuming the result of (b) is ‘C g = 6.5fF . (Assume an idea step
input, i.e. =t =0. Do this part by computing the average current used to charge/dis-
charge C, «.)

d. Find (W/W,) such that tpy_ = to .

Suppose we increase the width of the transistors to reduce the tpy, , tp - DO We get a pro-
portional decrease in the delay times? Justify your answer.

Suppose Vg = 1V, what is the value of Vi, Vi, Vi,? How does this qualitatively affect

Using Hspice answer the following questions.

a

Simulate the circuit in Problem 10 and measure t, and the average power for input V,:
pulse(0 Vpp 5n 0.1n 0.1n 9n 20n), as Vpp variesfrom 1V - 2.5V with a0.25V interval. [tp
= (tpyL +tpy) / 2. Using this data, plot ‘tp vs. Vpp', and ‘Power vs. Vpp'.
Specify AS, AD, PS, PD in your spice deck, and manually add C_ = 6.5fF. Set Vg = 0V
for this problem.
For Vdd equa to 2.5V determine the maximum fan-out of identical inverters this gate can
drive beforeits delay becomes larger than 2 ns.
Simulate the same circuit for a set of ‘pulse’ inputs with rise and fall times of t;; isa
=1ns, 2ns, 5ns, 10ns, 20ns. For each input, measure (1) the rise and fall timest,; ;s and
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tou ) OF the inverter output, (2) the total energy lost E,, and (3) the energy lost due to

short circuit current Eg,.
Using this data, prepare a plot of (1) (toy rise*tout a2 VS. tin risefair (2) Eioar VS
tin rissfalls (3) Esnort VS: tin risefanl @0 (4) Egror/Eqota VS- tin risefal.

d. Provide simple explanations for:
(i) Why the dopefor (1) islessthan 1?
(if) Why Ego,¢ increases with i, i1 ?
(i) Why E,qy increases with t, e a?
12. Consider the low swing driver of Figure 5.9:

VDD:2'5V 15

(0 334
(W)_u_

Vin | ¢ Vout
Oﬁ _q; 31 C_=100fF

Figure 5.9 Low Swing Driver

v

a. What is the voltage swing on the output node (V,,)? Assume y=0.

b. Estimate (i) the energy drawn from the supply and (ii) energy dissipated for a0V to 2.5V
transition at the input. Assume that the rise and fall times at the input are 0. Repeat the
analysisfor a2.5V to OV trangition at the input.

c. Computety y (i.e. thetimeto transition from Vg to (Vg + Vg )/2). Assume the input
risetimeto be 0.V, isthe output voltage with the input at OV and Vo, is the output volt-
age with theinput at 2.5V.

d. Compute V,, taking into account body effect. Assume y = 0.5V for both NMOS and
PMOS.

13. Consider the following low swing driver consisting of NMOS devices M1 and M2. Assume
an NWELL implementation. Assume that the inputs IN and TN have a 0V to 2.5V swing and
that V,\ = 0V when Vi = 2.5V and vice-versa. Also assume that there is no skew between IN
andIN (i.e., theinverter delay to deriveIN from IN is zero).

Viow= 05V

25um/0.25um

C.=1pF

Figure5.10 Low Swing Driver

a. What voltage is the bulk terminal of M2 connected to?
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b. What is the voltage swing on the output node as the inputs swing from OV to 2.5V. Show
the low value and the high value.

c. Assume that the inputs IN and IN  have zero rise and fall times. Assume a zero skew
between IN and IN. Determine the low to high propagation delay for charging the output
node measured from the the 50% point of the input to the 50% point of the output. Assume
that the total load capacitance is 1pF, including the transistor parasitics.

d. Assume that, instead of the 1pF load, the low swing driver drives a non-linear capacitor,
whose capacitance vs. voltage is plotted below. Compute the energy drawn from the low
supply for charging up the load capacitor. Ignore the parasitic capacitance of the driver cir-
cuit itself.

34
1/

5v 1v 15v 2v 25V 3V 'Voltage,v

P

14. The inverter below operates with V,;=0.4V and is composed of [Vt| = 0.5V devices. The
devices have identical 1,and n.

a. Cdculate the switching threshold (V) of thisinverter.
b. Caculate V| andV, of theinverter.

Vpp = 0.4V

—_—

VIN VOUT

Figure5.11 Inverter in Weak Inversion Regime

15. Sizing achain of inverters.
a. In order to drive alarge capacitance (C, = 20 pF) from a minimum size gate (with input
capacitance C; = 10fF), you decide to introduce a two-staged buffer as shown in Figure
5.12. Assume that the propagation delay of a minimum size inverter is 70 ps. Also assume
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that the input capacitance of a gate is proportiond to its size. Determine the sizing of the
two additional buffer stages that will minimize the propagation delay.

‘1" isthe minimum size inverter.

In
| : | : | : out
G =10fF T T G
= \

/ hr—as

Added Buffer Stage

Figure 5.12 Buffer insertion for driving large loads.

b. If you could add any number of stages to achieve the minimum delay, how many stages
would you insert? What is the propagation delay in this case?

c. Describe the advantages and disadvantages of the methods shown in (a) and (b).

d. Determine a closed form expression for the power consumption in the circuit. Consider
only gate capacitances in your analysis. What is the power consumption for a supply volt-
age of 2.5V and an activity factor of 1?

[M, None, 3.3.5] Consider scaling aCMOS technology by S> 1. In order to maintain compat-

ibility with existing system components, you decide to use constant voltage scaling.

a. Intraditiona constant voltage scaling, transistor widths scale inversely with S, wllvs.
To avoid the power increases associated with constant voltage scaling, however, you
decide to change the scaling factor for W. What should this new scaling factor be to main-
tain approximately constant power. Assume long-channel devices (i.e., neglect velocity
saturation).

b. How does delay scae under this new methodology?

¢. Assuming short-channel devices (i.e., velocity saturation), how would transistor widths
have to scale to maintain the constant power requirement?
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DESIGN PROBLEM

Using the 0.25 pm CMOS introduced in Chapter 2, design a static CMOS
inverter that meets the following requirements:

1. Matched pull-up and pull-down times (i.e., ty = ty)-

2. t,=5nsec (£ 0.1 nsec).
The load capacitance connected to the output is equal to 4 pF. Notice that this
capacitance is substantially larger than the internal capacitances of the gate.

Determine the W and L of the transistors. To reduce the parasitics, use

minimal lengths (L = 0.25 pm) for all transistors. Verify and optimize the design
using SPICE after proposing a first design using manual computations. Com-
pute also the energy consumed per transition. If you have a layout editor (such
as MAGIC) available, perform the physica design, extract the rea circuit
parameters, and compare the smulated results with the ones obtained earlier.
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6.1 Introduction

The design considerations for a simple inverter circuit were presented in the previous
chapter. Now, we will extend this discussion to address the synthesis of arbitrary digital
gates such as NOR, NAND and XOR. The focus is on combinational logic (or non-regen-
erative) circuits; thisis, circuits that have the property that at any point in time, the output
of the circuit is related to its current input signals by some Boolean expression (assuming
that the transients through the logic gates have settled). No intentional connection between
outputs and inputsis present.

Thisisin contrast to another class of circuits, known as sequential or regenerative,
for which the output is not only a function of the current input data, but also of previous
values of the input signals (Figure 6.1). This is accomplished by connecting one or more
outputs intentionally back to some inputs. Consequently, the circuit “remembers’ past
events and has a sense of history. A sequentia circuit includes a combinational logic por-
tion and amodule that holds the state. Example circuits are registers, counters, oscillators,
and memory. Sequential circuits are the topic of the next Chapter.

) > L >
Combinational [—» In ——p| Combinational Out
In ——Pp Logic Out —Pp Logic
ircui Circuit
Circuit ) >
= — |
State
(a) Combinational (b) Sequential

Figure 6.1 High level classification of logic circuits.

There are numerous circuit styles to implement a given logic function. As with the
inverter, the common design metrics by which a gate is evaluated are area, speed, energy
and power. Depending on the application, the emphasis will be on different metrics. For
instance, the switching speed of digital circuits is the primary metric in a high-perfor-
mance processor, while it is energy dissipation in a battery operated circuit. In addition to
these metrics, robustness to noise and reliability are also very important considerations.
We will see that certain logic styles can significantly improve performance, but are more
sensitive to noise. Recently, power dissipation has also become a very important require-
ment and significant emphasis is placed on understanding the sources of power and
approaches to deal with power.

6.2 Static CMOS Design

The most widely used logic style is static complementary CMOS. The static CMOS style
is realy an extension of the static CMOS inverter to multiple inputs. In review, the pri-
mary advantage of the CMOS structure is robustness (i.e, low sensitivity to noise), good
performance, and low power consumption with no static power dissipation. Most of those
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properties are carried over to large fan-in logic gates implemented using a similar circuit
topology.

The complementary CMOS circuit style falls under a broad class of logic circuits
called static circuits in which at every point in time (except during the switching tran-
sients), each gate output is connected to either Vp, or Vg via alow-resistance path. Also,
the outputs of the gates assume at all times the value of the Boolean function implemented
by the circuit (ignoring, once again, the transient effects during switching periods). Thisis
in contrast to the dynamic circuit class, which relies on temporary storage of signal values
on the capacitance of high-impedance circuit nodes. The latter approach has the advantage
that the resulting gate is simpler and faster. Its design and operation are however more
involved and prone to failure due to an increased sensitivity to noise.

In this section, we sequentialy address the design of various static circuit flavors
including complementary CMOS, ratioed logic (pseudo-NMOS and DCVSL), and pass-
transistor logic. The issues of scaling to lower power supply voltages and threshold volt-
ages will also be dealt with.

6.2.1 Complementary CMOS

Concept

A static CMOS gate is a combination of two networks, called the pull-up network (PUN)
and the pull-down network (PDN) (Figure 6.2). The figure shows a generic N input logic
gate where all inputs are distributed to both the pull-up and pull-down networks. The func-
tion of the PUN is to provide a connection between the output and Vpp anytime the output
of the logic gate is meant to be 1 (based on the inputs). Similarly, the function of the PDN
isto connect the output to Vg when the output of the logic gate is meant to be 0. The PUN
and PDN networks are constructed in a mutually exclusive fashion such that one and only
one of the networks is conducting in steady state. In thisway, once the transients have set-
tled, a path always exists between Vp and the output F, realizing a high output (“one”),
or, dternatively, between Vg and F for alow output (“zero”). Thisis equivalent to stating
that the output node is always a low-impedance node in steady state.

VDD
In l
1
In, PUN pull-up: make a connection from V, to F when

F(Ing,Iny, ... Iny) =1
Iny

O F (Ing,In,, ... In,)

T...ffi .11

n: PDN pull-down: make a connection from Vp to Vg when
F(Iny,In,, ... In)) =0
Iny
1
Vss

Figure 6.2 Complementary logic gate as a combination of a PUN (pull-up network) and a
PDN (pull-down network).
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In constructing the PDN and PUN networks, the following observations should be

kept in mind:

» A transistor can be thought of as a switch controlled by its gate signal. An NMOS

switch is on when the controlling signal is high and is off when the controlling signal
islow. A PMOS transistor acts as an inverse switch that is on when the controlling
signal islow and off when the controlling signal is high.

The PDN is constructed using NMOS devices, while PMOS transistors are used in
the PUN. The primary reason for this choice is that NMOS transistors produce
“strong zeros,” and PMOS devices generate “strong ones’. To illustrate this, con-
sider the examples shown in Figure 6.3. In Figure 6.3a, the output capacitanceisini-
tially charged to Vpp. Two possible discharge scenarios are shown. An NMOS
device pulls the output all the way down to GND, while a PMOS lowers the output
no further than [V,| — the PMOS turns off at that point, and stops contributing dis-
charge current. NMOS transistors are hence the preferred devicesin the PDN. Simi-
larly, two alternative approaches to charging up a capacitor are shown in Figure
6.3b, with the output initially at GND. A PMOS switch succeeds in charging the
output al the way to Vpp, while the NMOS device fails to raise the output above
Vpp-Vrn- This explains why PMOS transistors are preferentially used in a PUN.

out Voo® O out  Voo® [Vrpl

Voo N To i_fl TC

(a) pulling down a node using NMOS and_PMOS switches Figure 6.3 Simple examples

- illustrate why an NMOS should be
used as a pull-down, and a PMOS
0® Vpp- Vrp ﬂ 0® Vpp should be used as a pull-up device.
— Out

1< TG

(b) pulling down a node using NMOS and PMOS switches

e A set of construction rules can be derived to construct logic functions (Figure 6.4).

NMOS devices connected in series corresponds to an AND function. With all the
inputs high, the series combination conducts and the value at one end of the chainis
transferred to the other end. Similarly, NMOS transistors connected in parallel rep-
resent an OR function. A conducting path exists between the output and input termi-
nal if at least one of the inputs is high. Using similar arguments, construction rules
for PMOS networks can be formulated. A series connection of PMOS conducts if
both inputs are low, representing aNOR function (A.B = A+B), while PMOS transis-
torsin parallel implement aNAND (A+B = A-B.

Using De Morgan's theorems ((A + B) = AB and A-B = A + B), it can be shown that
the pull-up and pull-down networks of a complementary CMOS structure are dual
networks. This means that a parallel connection of transistorsin the pull-up network
corresponds to a series connection of the corresponding devices in the pull-down
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. - B A
Series Combination | ) A _I Parallel Combination
ConductsifA-B T [T I Conducts if A+ B
(a) series (b) parallel

Figure 6.4 NMOS logic rules — series devices implement an AND, and parallel devices

implement an OR.
network, and vice versa. Therefore, to construct a CMOS gate, one of the networks
(e.g., PDN) is implemented using combinations of series and parallel devices. The
other network (i.e., PUN) is obtained using duality principle by walking the hierar-
chy, replacing series sub-nets with parallel sub-nets, and parallel sub-nets with
series sub-nets. The complete CMOS gate is constructed by combining the PDN
with the PUN.

» The complementary gate is naturally inverting, implementing only functions such as
NAND, NOR, and XNOR. The redlization of a non-inverting Boolean function
(such as AND OR, or XOR) in asingle stage is not possible, and requires the addi-
tion of an extrainverter stage.

» The number of transistors required to implement an N-input logic gate is 2N.

Example 6.1 Two-input NAND Gate

Figure 6.5 shows a two-input NAND gate (F = A-B). The PDN network consists of two
NMOS devices in series that conduct when both A and B are high. The PUN is the dua net-
work, and consists of two parallel PMOS transistors. This meansthat Fis1if A=0or B=0,
which is equivalent to F = A-B. The truth table for the simple two input NAND gate is given
in Table 6.1. It can be verified that the output F is always connected to either Vpp or GND,
but never to both at the same time.

VDD
Table 6.1Truth Table for 2 input NAND

A 0—4 80-4
A B F
o F 0 0 1
°_| 0 1 1

A

1 0 1
1 1 0

o~

Figure 6.5 Two-input NAND gate in complementary static CMOS style.

Example 6.2 Synthesisof complex CMOS Gate

Using complementary CMOS logic, consider the synthesis of a complex CMOS gate whose
functionisF =D + A (B +C). Thefirst step in the synthesis of the logic gate is to derive the
pull-down network as shown in Figure 6.6a by using the fact that NMOS devices in series
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implements the AND function and parallel device implements the OR function. The next step
isto use duality to derive the PUN in a hierarchical fashion. The PDN network is broken into
smaller networks (i.e., subset of the PDN) called sub-nets that simplify the derivation of the
PUN. In Figure 6.6b, the sub-nets (SN) for the pull-down network are identified At the top
level, SN1 and SN2 are in parallel so in the dual network, they will be in series. Since SN1
consists of asingle transistor, it maps directly to the pull-up network. On the other hand, we
need to recursively apply the dudlity rules to SN2. Inside SN2, we have SN3 and SN4 in
series so in the PUN they will appear in parallel. Finally, inside SN3, the devices are in paral-
lel so they appear in seriesin the PUN. The complete gateis shown in Figure 6.6¢. The reader
can verify that for every possible input combination, there always exists a path to either Vpp
or GND.

F
a
o
e[ o
(a) pull-down network (b) Deriving the pull-up network
hierarchically by identifying
sub-nets

Figure 6.6 Complex complementary CMOS gate.

(c) complete gate

Static Properties of Complementary CM OS Gates

Complementary CMOS gates inherit all the nice properties of the basic CMOS inverter.
They exhibit rail to rail swing with Vo = Vpp and Vg = GND. The circuits also have no
static power dissipation, since the circuits are designed such that the pull-down and pull-
up networks are mutually exclusive. The analysis of the DC voltage transfer characteris-
tics and the noise margins is more complicated then for the inverter, as these parameters
depend upon the data input patterns applied to gate.

Consider the static two-input NAND gate shown in Figure 6.7. Three possible input
combinations switch the output of the gate from high-to-low: (8 A=B=0® 1, (b) A=1,
B=0® 1,and(c) B=1, A=0® 1. Theresulting voltage transfer curves display signifi-
cant differences. The large variation between case (a) and the others (b & ¢) is explained
by the fact that in the former case both transistors in the pull-up network are on simulta-
neously for A=B=0, representing a strong pull-up. In the latter cases, only one of the pull-
up devicesis on. The VTC is shifted to the left as a result of the weaker PUN.

The difference between (b) and (c) results mainly from the state of the internal node
int between the two NMOS devices. For the NMOS devices to turn on, both gate-to-
source voltages must be above V,, with Vg = V, - Vpg and Vg = V. The threshold
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3.0

0%.0 1.0 2.0 3.0
Vi V

Figure 6.7 The VTC of a two-input NAND is data-dependent. NMOS devices are

0.5nm/0.25mm while the PMOS devices are sized at 0.75mm/0.25mm.

voltage of transistor M, will be higher than transistor M, due to the body effect. The

threshold voltages of the two devices are given by:

VTn2 = thO + g((«/ |2f f| + Vint) - «/|2f f|) (6-1)
VTnl = thO (6-2)

For case (b), M is turned off, and the gate voltage of M, is set to Vpp. To afirst
order, M, may be considered as aresistor in serieswith M;. Since the drive on M, islarge,
this resistance is small and has only a small effect on the voltage transfer characteristics.
In case (c), transistor M1 acts as aresistor, causing body effect in M,. The overall impact
is quite small as seen from the plot.

Design Consideration

The important point to take away from the above discussion is that the noise margins are
input-pattern dependent. For the above example, a glitch on only one of the two inputs has a
larger chance of creating a false transition at the output than when the glitch would occur on
both inputs simultaneously. Therefore, the former condition has a lower low noise margin. A
common practice when characterizing gates such as NAND and NOR is to connect al the
inputs together. This unfortunately does not represent the worst-case static behavior. The data
dependencies should be carefully modeled.

In

Propagation Delay of Complementary CMOS Gates

The computation of propagation delay proceeds in a fashion similar to the static inverter.
For the purpose of delay analysis, each transistor is modeled as aresistor in series with an
ideal switch. The value of the resistance is dependent on the power supply voltage and an
equivalent large signal resistance, scaled by the ratio of device width over length, must be
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used. The logic is transformed into an equivalent RC network that includes the effect of
internal node capacitances. Figure 6.8 shows the two-input NAND gate and its equival ent
RC switch level model. Note that the internal node capacitance C;,, —attributable to the
source/drain regions and the gate overlap capacitance of M,/M,;— isincluded. While com-
plicating the analysis, the capacitance of the internal nodes can have quite an impact in
some networks such as large fan-in gates. In afirst pass, we ignore the effect of the inter-
nal capacitance.

Figure 6.8 Equivalent RC
model for a 2-input NAND gate.

(a) Two-input NAND (b) RC equivalent model

A simple analysis of the model shows that—similar to the noise margins—the
propagation delay depends upon the input patterns. Consider for instance the low-to-
high transition. Three possible input scenarios can be identified for charging the output to
Vpp- If both inputs are driven low, the two PMOS devices are on. The delay in thiscaseis
0.69" (R/2) " C,, sincethetworesistorsarein paralel. Thisisnot the worst-case low-to-
high transition, which occurs when only one device turnson, and isgiven by 0.69 "~ R,”
C, . For the pull-down path, the output is discharged only if both A and B are switched
high, and the delay is given by 0.69 ~ (2R,) = C_ to afirst order. In other words, adding
devices in series lows down the circuit, and devices must be made wider to avoid a per-
formance penalty. When sizing the transistors in a gate with multiple fan-in's, we should
pick the combination of inputs that triggers the worst-case conditions.

For example, for a NAND gate to have the same pull-down delay (t,,) as a mini-
mum-sized inverter, the NMOS devices in the NAND stack must be made twice as wide
so that the equivalent resistance the NAND pull-down is the same as the inverter. The
PMOS devices can remain unchanged.

This first-order analysis assumes that the extra capacitance introduced by widening
the transistors can be ignored. Thisis not a good assumption in general, but allows for a
reasonable first cut at device sizing.

Example 6.3 Delay dependence on input patterns

Consider the NAND gate of Figure 6.8a. Assume NMOS and PMOS devices of
0.5mm/0.25nm and 0.75mm/0.25mm, respectively. This sizing should result in approximately
equal worst-case rise and fall times (since the effective resistance of the pull-down is
designed to be equal to the pull-up resistance).
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Figure 6.9 shows the simulated low-to-high delay for different input patterns. As
expected, the case where both inputs transition go low (A = B = 1® 0) results in a smaller
delay, compared to the case where only one input is driven low. Notice that the worst-case
low-to-high delay depends upon which input (A or B) goes low. The reason for this involves
the internal node capacitance of the pull-down stack (i.e., the source of M,). For the case that
B =1 and A transitions from 1® 0, the pull-up PMOS device only has to charge up the output
node capacitance since M, is turned off. On the other hand, for the case where A=1 and B tran-
sitions from 1® 0, the pull-up PMOS device has to charge up the sum of the output and the
internal node capacitances, which dows down the transition.

3.0 " "
A=B=1®0 Input Data Delay
Pattern (psec)
2.0
A=B=0®1 69
10 A=1,B=1®0| A=1,B=0®1 62
A=1®0, B =1 A=0®1,B=1 50
0.0 A=B=1®0 35
A=1,B=1®0 76
1.0 . . . A=1®0,B=1 57
~0 100 200 300 400

time, psec
Figure 6.9 Example showing the delay dependence on input patterns.

Thetable in Figure 6.9 shows a compilation of various delays for this circuit. The first-
order transistor sizing indeed provides approximately equal rise and fall delays. An important
point to note is that the high-to-low propagation delay depends on the state of the internal
nodes. For example, when both inputs transition from 0® 1, it is important to establish the
state of the internal node. The worst-case happens when the interna node is charged up to
Vpp-V1n: The worst case can be ensured by pulsing the A input from 1 ® 0® 1, while input B
only makesthe O® 1. In thisway, the internal nodeisinitialized properly.

The important point to take away from this example is that estimation of delay can be
fairly complex, and requires a careful consideration of internal node capacitances and data
patterns. Care must be taken to model the worst-case scenario in the simulations. A brute
force approach that applies al possible input patterns, may not always work asit isimportant
to consider the state of internal nodes.

The CMOS implementation of aNOR gate (F = A + B) isshown in Figure 6.10. The

output of this network is high, if and only if both inputs A and B are low. The worst-case
pull-down transition happens when only one of the NMOS devices turns on (i.e., if either
A or B is high). Assume that the goal is to size the NOR gate such that it has approxi-
mately the same delay a