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PREFACE 

Effects of interconnects on the electrical performance of digital components, such 

as microprocessors, have historically been small enough to handle with simple rules 

of thumb. As clock rates, bus widths, and bus speeds have increased, packaging and 

interconnects have more importance and in some cases actually limit or define the 

system, where silicon performance is usually found to be the gating factor. This role 

reversal will become more common, and it may be that packaging and interconnects 

dominate electrical considerations at some point in the future as networks become 

more prominent. 

The relatively recent growth of packaging and interconnects as signficant issues 

in electrical performance means that relatively few resources exist for learning and 

training. Much of it exists as scattered applications notes, many of which are quite 

useful but are sometimes somewhat dated (i.e., notes on ECL rather than CMOS) or 

are from the less accessible technical literature. Since many organizations are newly 

finding the need for expertise in the field, in-house experts may not be available to 

act as mentors. 

This book represents my efforts at collecting and deriving the necessary material 

to  support a career in digital signal integrity modeling and simulation. A huge part, 

of such a job is package and interconnect modeling from electromagnetic simulation 

and/or measurements. By necessity, the book spans a broad spectrum of techniques, 

including electromagnetic simulation, transmission line theory, frequency-domain 

modeling, tirne-domain modeling, analog circuit simulation, digital signaling, and 

xiii 
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some architectural issues, to put it all in perspective. Such a broad technological 

reach makes for a very interesting and challenging job. Since T believe that  t,he 

number of engineers working this area will need to increase dramatically to  support, 

the technological trends, I hope that this book will provide n sufficient set of tools 

to help engineers succeed in this field. 

The goal of the book is to provide detailed introductory material that is self- 

consistent and self-contained. As such, there are very few references. There is not'h- 

ing in the book that is new to the field, so technical credit must go to the innumerable 

contributors to the technical literature, application notes, and standards. 

The book is organized to move gradually from broad, general topics to specific 

modeling techniques. Particular emphasis is placed on rigorous derivation and on 

multiconductor interconnects. Chapter 1 discusses the role of signal integrity in dig- 

ital systems. Chapters 2 and 3 then cover issues in signaling and signal integrity. 

Chapters 4 through 7 cover detailed concepts in basic passive circuit components, 

with particular emphasis on nmlticonductor interconnects. One of the more diffi- 

cult aspects of detailed simulations in signal integrity is the need to model mul- 

ticonductor interconnects such as sockets, packages, edge connectors, and buses. 

Experimental characterization of interconnects is covered in chapter 8, where em- 

phasis is on measurements of very small parasitics for high leadcount interconnccts. 

Interconnect modeling is covered in chapters 9 and 10, where distinction is drawn 

between low-frequency lumped modeling and high-frequency wideband modeling. 

Because interconnects are often physically small, lumped modeling is often the op- 

timal choice. Finally, chapter 11 provides extended coverage of signal integrity topics 

and represents advanced application of material and concepts from prior chapters. 

The manuscript was typeset using lYWZE running under Linux on a PC 

clone based on a Tyan motherboard with a Cyrix processor. The text was pre- 

pared using a custom text editor written in Tcl/Tk. Circuit sirrlulations used Berke- 

ley SPICE 3f4. The figures were prepared using Xfig. Symbolic manipulation used 

MathematicaTM. 

1. Mathematica is a trademark of Wolfram Research, Inc. 
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Chapter 1 

DIGITAL SYSTEMS 

A N D  SIGNALING 

Computing performance can be enhanced with a wide variety of techniques, includ- 

ing dense integration, fast circuit styles such as dynamic logic, advanced compilers. 

high-t hroughput architectures, wide inst ructions and data, y arallel processing. and 

Faster clock rates, to name a few. For maximum performance, all high-speed corn- 

ponents of a system should be integrated onto a single die; however, t~chnological 

difficdties (especially yields for large die) prevent the iinplernentation of system- 

on-a-chip except for simple cases. A continuing problem then is interconnection 

of high-speed parts, and as component clock rates increase. t,he bandwidth of the 

int,erconi~ections must increase too. 

The principal ways to increase interconnect bandwidth are to clock it faster or to 

increase the width, or both. The factors that complicate the design are the signaling 

standard, compatibility, power dissipation, and costs %sociated with packaging. 

printed circuit board (PCB) area, and silicon area. A comprehensive system desigri 

effort will trade these considerations off against architectural issues and related 

costs. To help support system design tradeoff optimization, modeling and sirnulati011 

can be performed to estimate performance. The critical issues in accurate estimates 

are model availability, model accuracy, and appropriate model use. 
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1.1 Tradeoffs for Performance Enhancement 

To incwase the performance of a digital system. the  basic approach is to make 

cl~augrs Il lat  c~rabltl Faster clockillg. rrrorr prorrsbirlg. andlor lrlorr data traiafer per 

clock. A few of the hctors a t  the disposal of the system designer are architectural 

tradeoffs, bus widths, bus speed, signaling standard. logic. family. topology. and 

loading. These issues must be balanced to achieve the required performance at a 

suitable cost within the allowed time frame and within regulatory limits on radiated 

electromagnetic emissions. 

1.1.1 Architecture 

Systems are best partitioned so that high performance can he achieved using high- 

speed interconnects only where necessary. Because system architectures cariiiot 

be addressed in general terms. consider as an  example a microprocessor system. 

Since high-speed memory is expensive, a memory hierarchy is required where small 

amounts of expensive, high-speed memory are used in conjunc-tion with large amo- 

unts of inexpensive. low-speed memory. How the memory is partitioned and in]- 

plemented strongly affects the j nterconnect speeds required and the overall system 

performance. 

The fastest memory, called the level I .  or L l ,  cache. is available on the micropro- 

cessor itself. but in limited quantity, to  both maximize the s p w l  (smaller memories 

are faster) and to minimize the die size for least cost. Additioilal memory is supplied 

by the level 2, or L2, cache, which is constructed of static RAhI (SRAM, essentially 

the same type as used for the microprocessor L1 cache but constructed using a 

process optimized for memories). However, the cost of SItAhl is marly times that 

of the cheapest memory available, capacitance-based dynamic RAM (DRAM). so 

the L2 cache is not sized to  completrly fulfill the memory needs of the system. The 

bulk of the memory requirements of the system are satisfied by the main memory 

cornposed of slow (relative to SRAM) DRAM. Even the main memory is insufficient. 

so virtual operating systems swap data between memory arid disk storage, but a 

severe performance penalty results if too much swapping is performed. 
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The memory hierarchy can be organized in many ways, with four options d e  

pictcd in Figure 1.1. A basic layout is shown in Figure 1. la, where a microprocessor 

with its L1 cache and the main memory form the memory hierarchy. High-speed 

operation on the system bus is inhibited by the complex topologies of the nets 

needed to  connect many memory devices and by their heavy loading. For the usual 

case where the main memory is slower than the system bus, performance can be 

improved by placing a small quantity of high-speed L2 cache memory on the system 

bus as shown in Figure 1.1b. For data stored in the cache, access can be achieved 

at the top speed of the system bus. However, the system bus is still complex with 

many devices connected to i t ,  so the speed of the system bus is limited. 

System Bus System Bus 

1 I 

- - - - - - - -  - - - - - - - -  Memory 
I L1 Cache I - - - . . - * - -  

System Bus 

Memory 3 
VO Bus 

I I I I I I 

System Bus 
I I 

I/O Bus 

Figure 1.1. Four memory hierarchies for microprocessor- based systems: (a) no L2 

cache, (b) L2 cache on system bus, ( c )  inline L2 cache, and (d) back-door cache. 
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Considerable performance can be gained by moving the L2 cache off of the slow 

syst,em bw. One alternative, called an inline cache, is to place the cache between the 

microprocessor and the system bus, as shown in Figure l.ld. The interconnect be- 

tween the microprocessor and cache is very simple, just point-to-point connections, 

so very high clock speeds are possible. For system bus transactions not involving 

the cache, the cache controller simply passes data through to the slower system bus. 

Performance can be further enhanced by moving the interface to the L2 onto the 

microprocessor itself, as shown in Figure 1.1~. The so-called backdoor cache enables 

the microprocessor to access L2 data on a fast dedicated interface simultaneous to  

executing transactions on the system bus. 

The microprocessor example illustrates one of the principal methods for enhanc- 

ing system performance: system partitioning to enable faster interconnects between 

critical components. For microprocessors, the critical off-chip interface is to  the L2 

cache. Multiprocessor systems may also find a need for such dedicated interfaces 

between processors. Added performance due to dedicated buses has a price: higher 

pin counts, more complex routing on the system card, and more noise from the 

additional switching by the extra output buffers. 

1.1.2 Bus Width and Speed 

Another direct way to increase the information carrying capacity of an interconnect 

is to simply make the interconnect wider or faster. Doubling the bus width gives 

an immediate doubling of the bus bandwidth; however, wider buses require more 

package pins and more PCB real estate, and the extra drivers use more silicon 

real estate, dissipate more power, and create more noise. Doubling the bus speed 

(if possible) also doubles the bus bandwidth while using no additional physical 

resources, but designs are much more difficult, noise and radiation can be worse, 

and power dissipation increases. Wider and faster buses create switching noise that 

can only be minimally damped with the addition of bypass capacitance, so buses 

must be carefully designed and executed to ensure reliable operation. 
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The evolution of the personal computer expansion bus illustrates the use of 

higher clocks and wider buses for higher bus bandwidth. The original ISA bus was 16 

bits wide and clocked at 8.3MHz for a peak bus bandwidth of 16.6MB/s. To enable 

higher throughput, the PC1 bus was introduced a t  32 bits wide and 33.3MHz for a 

peak bandwidth of 133MB/s. Further throughput enhancements included increases 

in bus width to 64 bits and in speed to 66.6MHz speed for 533MB/s peak bandwidth. 

Each jump in bus width and speed requires ever-tighter control of bus topology, 

layout, driver and receiver design, connector and package selection, and timing . 

1.1.3 Power Distribution 

Higher levels of integration enable integrated circuits to process more data per 

clock, but more transistors also means more power is required in less time. Package 

parasitics, while very small, can produce large voltage swings relative t,o the power 

supply levels. Reliable operation requires low levels of noise, so packaging parasitics 

must be minimized. However, high-speed circuits generate considerable levels of 

high-frequency noise due to the sharp edges of the digital waveforms, and package 

parasitics help block their access to the system level where electromagnetic interfer- 

ence (EMI) is more easily launched due to the larger circuit dimensions. High-speed 

circuits create a tradeoff between power supply ripple and EM1 suppression. Bypass 

capacitance can help smooth the ripple and suppress EMI. 

1.1.4 Topology and Loading 

Topology plays a critical role in determining the maximum speed at which an inter- 

connect can be clocked. The fastest interconnect is a unidirectional point-to-point 

connection between two devices over impedance-controlled transmission lines with 

a matching scheme to absorb any reflections that may be generated by the source 

or load. Any deviation from this setup will lower the maximum attainable clock 

speed. In particular, when three or more devices must be connected (called a mul- 

tzdrop net), impedance control is compromised due to reflections generated at the 

impedance discontinuity where the extra components must connect. 
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hgultidrop nets can be configured in a wide variety of wii\.S. TWO major methods 

are the dazsy chain route and the star cluster. For the daisv chain, one long route 

passes near each component, which is then connected with a short stub. The prin- 

cipal needs are to keep the route and the stubs as short as possible. For the star 

cluster, each device is connected to a central hub with equal-length transmission 

lines, and the key design criteria is that the lengths and loadings should be very 

similar. 

After topology, loading is the next most critical aspect regulating clock speeds 

on interconnects. Each input of a device adds capacitive loading to the net. so 

large numbers of devices (as in memory subsytems) result in large loadings and 

slow speeds due to RC charging times. Light loading is required for high speed. 

Capacitive loading is mostly due to packaging, electrostatic discharge (ESD) pro- 

tection diodes, and output buffers in their high-impedance state (for 1/0 cells). 

Since ESD structures and packaging are hard to avoid, highest speed is attainable 

for unidirectional nets (such a s  address buses). 

Terminations can be used to  dramatically enhance signal quality for higher 

speeds by dissipating unwanted reflections. Series termination can slow the sig- 

naling by increasing RC charging times, while parallel termination increases power 

dissipation. Both types of termination increase parts count. cost, and PCB board 

complexity and area. 

Architectural needs for high-speed signaling can eventually dictate the use of 

point-to-point interconnections. When several parts must be interconnected with 

point-to-point interconnects, one or more crossbars are required to  establish the 

connections. Crossbars can require large numbers of pins, leading to  expensive pack- 

aging. 

1.1.5 Logic Levels and Signaling 

There is a well known hierarchy of techniques for improving signal integrity on 

interconnects to enable higher clock rates. In rough order of prformance-enhancing 

effect, these techniques are 
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I 

Topology 

Termination 

Reduced voltage swing 

Slew rate corltrol 

Differential receiver with a reference voltage 

Fully differential drivers and receivers 

These tecllniques can be used singly or in combination to  \ ) i i l a l l ~ ~  pe l ' f~ r l l l a l~~ ' .  

power dissipat,ion, and  cost. 

At the low end of performance is sta~idard ChlOS or. TTL sigllalitlg ~ltilizing l a r ~ o  

voltage swings, no termination, and generally no slew rate  cont1.01. LTsed 011 relati\ ~ 3 1 1  

slow and heavily loaded buses, CMOS and TTL drivers are ~ i s ~ l a l l ~ ,  ol)tiniizd to  

switch large capacitive loads. However, power dissipation is r t> la t iv r l~  b111~11. 

At the high end of perforrna~ice is emitter-coupled logic (EC'L) utiliziiig rtdllw(l 

voltage swing, controlled edgfl rates. tcmnination. aml fulIy cliflwtwtid sig~itilillg. 

The price paid for using ECL is high power dissipation arid 1 ;u .g~~  pill c.omts. T h t ~ b  

features also appear in the Low-Voltage Diffvrential Sigrialiilg (LVDS) stallc1artI. 

which provides for more convenient voltages and lower power (iissipat ion. 

A wide variety of intermediate signaling standards are possit)lt.. a f ~ w  of' n-llic.ll 

are discussed in section 1.2. In addition. mixed standartls arc also utilizc1tl. Fol 

example. in many systems the dock is traiisn~it ted fully diff twntial t o  rnirlirnizt~ 

clock skew, but the signals are not differmtial (terined sing1~-r1ridc;d). 

1.1.6 Power Dissipation 

The level of power dissipation can become a liniitii~g factor in i~r t rnmme(~t  drsign. 

Consider an unterrninated clock, which must charge and then rliw1l;rrge it+, (*apnci- 

tive load every cycle with period T .  The average power dissipation 1x.r clo& period 
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is then 

where f = 1/T is the clock frequency, and V is the power supply voltage. For a 

data line with transitions only on the rising or falling edge of the clock, the average 

power dissipation is +Cv2 f .  For example, a 72-bit bus operating at 33MHz with a 

3.3V interface and a maximum load of 50pF per bit results in a maximum average 

power dissipation of 0.65W. 

Because of its square dependence, power is most easily reduced through lower 

interface voltages, which also helps reduce noise. After that, a linear reduction with 

lower capacitance is possible, although a lower capacitance means less loading and a 

consequent reduction in fan out. Frequency is generally increasing to provide higher 

performance, and this is usually the cause of efforts to reduce power through voltage 

and capacitance reduction. 

The power dissipation for parallel-terminated nets is 

where R is the driver impedance and 2, is the characteristic impedance of the trans- 

mission line. Power dissipation can also reach this level on long unterminated nets 

when the round trip delay equals half the clock period. With the square dependence 

on voltage, again reduction in voltage is the most effective means of reducing power 

dissipation. 

Differential signaling with terminated current-mode drivers can minimize the 

dependence of power dissipation on frequency. In contrast, power dissipation for 

unterminated voltage-mode signaling increases linearly with frequency. For min- 

imization of power dissipation, unterminated voltage-mode signaling is preferred 

at low frequencies, while terminated current-mode signaling is preferred at high 

frequencies. This power relationship is sketched in Figure 1.2. 
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Figure 1.2. Frequency dependence of power dissipation for rinterminated voltage- 

mode signaling and terminated current-mode signaling. 

Signaling Standards and Logic Families 

Successful communication requires that the driver and receiver agree on what volt,- 

age levels constitute logic low and logic high. For voltage-mode signaling such as 

TTL, the driver directly sets the output voltage. For current-mode signaling, the 

driver sets the current level, and the voltage drop across a termination resistor at 

the receiver is detected. In either case, it is sufficient to discuss signaling in terms 

of the voltages set by the driver and the voltages detected by the receiver. 

A signaling standard specifies the voltages for logic high and logic low for both 

the driver and receiver. A noise margin is built into the specification. In addition, 

termination requirements are specified. A wide variety of signaling standards ex- 

ist to address different performance and cost design points. A few of the common 

standards are listed in Tables 1.1 and 1.2, where they appear roughly in order of 

the maximum speed attainable. Higher speeds are obtained through termination. 

reduced voltage swing, slew rate control, and differential receivers. Parallel termi- 

nation and differential receivers consume static power, so as high-speed options are 

added, power consumption increases. 

A logic family is a specific implementation of a signaling standard with additional 

requirements on timing-related performance, including slew rate (rise/fall times), 

setup and hold times, and fan out. Faster circuits have greater power dissipation 
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LVTTL 

CTTI 
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Table 1.2. Comparison of receiver soecifications for several conirnon signaling standards. 
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and generate more noise, so generally the slowest family that meets timing should 

be used. 

For example, the original TTL standard has been implemented several times to 

achieve higher speed or lower power dissipation, where the goal is to improve the 

speed-power product. The 74XX family founded the standard. In the Schottky TTL 

(74SXX) family, the transistors are augmented with integral Schottky diodes across 

the base-collector junction to prevent them from saturating. Faster switching speeds 

result since the junctions do not have to be cleared of excess charge before the tran- 

sistors can turn off. In addition, resistor values are reduced to  achieve smaller RC 

t8ime constants at the expense of higher power dissipatiun. Other TTL families in- 

clude low-power Schottky (74LSXX)) advanced Schottky (75ASXX), Fast. (74FXX), 

and advanced low-power Schottky (74ALSXX). 

Two circuits using different signaling standards require interface circuits to en- 

able communication. Two circuits using different families of the same signaling 

standard can communicate, but the interface speed is limited to that of the slower 

family. 

Reliable signaling is achieved when the signaling standard specifications are met 

under full, adverse noise conditions as well as device variations due both to process 

deviations in manufacturing and to changes over the operating temperature range. 

1.2.1 Noise Margins 

Noise margins me defined by the signaling standard. For a given standard, assume 

that the desired voltage levels for logic high and low are VH and VL, respectively. 

Also assume, for convenience of discussion, that VH > VL. although signaling could 

easily be worked the other way around. 

For logic high, the driver is specified to reach and exceed a minimum output 

voltage, Van < VH. TO s~cces~fully communicate, then the receiver must accept 

as logic high any voltage above VIH < VoH. The noise margin is then NMH = 

VOH - VIH.  
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Figure 1.3. Voltage levels and specifications for digit a1 signaling. 

For logic low, the driver is specified t o  fall and hold below a maximum output 

voltage, VOL 2 VL. The receiver must accept as logic low any voltage below V1,c > 

VOL, SO the noise margin is NML = V r ~  - VoL. 

For example, the levels for TTL are V r ~  5 0.8V, V I ~  2 2V, VoL I 0.4V, and 

VOH 2 2.4V. Therefore, the noise margins for TTL are at least 0.4V. 

The logic family specifies how quickly the voltages must transition between 

valid logic levels. Fundamentally, all digital signals are analog in nature. The logic 

voltage level specifications are shown in Figure 1.3 along with a representative 

noisy waveform showing some common defects and their names. If the ringback 

violates the signaling specification, then additional time must be allowed so that 

the waveform can settle within the specification. Settling time reduces the maximum 

clock rate of the system. 

1.2.2 Setup and Hold Times 

Receivers sample the waveform, and this process takes time. Within a logic family, 

receiver specifications include limits on the timing and duration of input waveforms 

in addition to VIH and VIL.  For clocked systems, the two primary specification are 

the setup and hold times. 
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CLK 

DATA 

Figure 1.4. Setup and hold times define when the waveform must meet input 

voltage specifications a t  the receiver. 

The setup time is the time the waveform must meet input voltage specificatiorls 

(in other words, the waveform is settled) before the clock edge signals the receiver 

to sample. The hold time is the time after the clock edge during which the waveform 

must still meet the input voltage specifications. The setup and hold times are graph- 

ically represented in Figure 1.4, where idealized time-dependent voltage waveforms 

represent the digital signals. The speed of an interface is strongly affected by setup 

and hold times and driver slew rate (see section 2.8.1). 

1.2.3 Drivers 

From a signal integrity point of view, driver designs fall into two basic categories: 

push-pull and current-steering, The push-pull driver uses transistors to connect the 

output to either of two voltage levels to indicate the logic level. The current-steering 

driver uses two different levels of current to indicate logic levels, where the current is 

converted to voltage at a termination resistor to enable detection. From the receiver 

point of view, the driver type is immaterial since voltage levels are what need to be 

detected. Push-pull drivers can be very simple and generally dissipate low power. 

Current-steering drivers typically dissipate higher power but offer the best signal 

integrity. 

Drivers are analog circuits that must provide shaped outputs under varying load 

conditions. Because transistor I-V curves are nonlinear, the output impedance is also 
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nonlintlar. Higkl-accuracy sigllnl integrity simuli~tiorrs r r q ~ i w  oi f lln. i l  t ramis tor-le~*c~i 

driver model or I-V curves, such as those used in IBIS (Input /Ch~tput Buffer I l l t t ~ -  

face Specification), to capture the nonlinear effects. The most important nonlinear 

effect is the increase in driver impedance and edge rate as t hc 1)ower supply droops. 

and an armrate simulation of this relationship is required to obtain accurate esti- 

mates of simultaneous switching noise (SSN). 

Push-Pull Drivers 

The basic configuration for a ChIOS push-pull (or totem- pol^) driver is shon-11 i l l  

Figure 1.5, where a Pb4OS enhancement MOSFET (PFET) pulls t h r  olltput IIII 

to logic high VDD while an NMOS enhancement LIOSPET (KFET) pidls clown to 

logic low VSS. The gate signals .4 and may be tied toyetlm- (ill wllidl case tlw 

driver is a basic CMOS invertex) or driven separately to lllamllilge crowbar cl~rreilt. 

When both A and 2 are high, then the pull-up transistor is off' and tlir pull-down 

transistor is on, so the output  is pulled towards Vs.s. Coiivcrse1~-, if  il and are lorn-. 

then the output is pulled towards VDD. The CMOS totem-pol(. driver as d i s c~u~s~ t l  

here is a full-swing driver from Vss to VDD. and while such i\ large voltage raugr 

provides for plenty of noise margin at the receiver. it also creatcs considerable noise. 

Ideally, the pull-up and pull-down transistors are operated out of phase so t ha t  

Figure 1.5. Schematic of a push-pull driver implell~entrd ill ChlOS. 
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one is off while the other is on; however, to obtain maximum speed, the pull-up and 

pull-down transistors are operated simultaneously. so inevitably there is a small 

interval when both transistors are on so that a low-impedance path exists directly 

from the power supply to ground. The current through this path, called crowbar 

current, feedthrough current, or overlap current, performs no logic function and 

represents wasted power and extra noise. 

Since the driver itself consists of two transistors in series where one is always off 

(except during transition), the driver dissipates very little power (set by the current 

leakage of the off transistor) while holding a logic level. For capacitive loads, then 

the totem-pole driver dissipat,es very little power once the capacitor is chargcd. In 

other words, the power dissipation is dominated by that required t o  charge and 

discharge the load ~apacit~ance. In this configuration, totem- pole drivers are said to 

have no static power dissipation. 

If additional circuitry is added t o  the basic gate, both pull-up and pull-down 

transistors can be turned off so that the impedance looking into the output is very 

high. The high-impedance state is useful for implementing buses where multiple 

drivers are connected simulta~ieously to the same circuit. hfultiple connections to 

a bus create the potential for a low-impedance path across the power supply. Just 

as crowbar current can exist in a single totem-pole driver. buses can create the 

same problem if one driver tries to pull the line high while another tries to pull the 

line low, as illustrated in Figure 1.6. This situation is called bus contention. and 

it dissipates excess power with the threat of component burnout while causing a 

logical fault. Bus contention is avoided by careful control of timing. 

The output impedance of the totem-pole driver varies depending on which tran- 

sistor is active. For low-to-high transitions, the pull-up transistor does the work, and 

its I-V characteristics plus any series resistance sets the output impedance. Simi- 

larly, for high-to-low transitions, the pull-down transistor plus any series resistar~cr 

sets the output impedance. 

Depending on the logic sta,te, the push-pull driver utilizes different paths to 
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Figure 1.6. Bus contention creates a high-current path that dissipates excess power 

and can cause component burnout. 

Ul 

Driver 
Holding 
High 

provide current to the load. As illustrated in Figure 1.7, the logic high state uses 

the signal line and VDD. The pull-up transistor discharges any capacitance to VDD 

while providing a path to  charge capacitance to Vss. Similarly, the logic low state 

uses the signal line and Vss, where the pull-down transistor charges capacitance to 

VDD while discharging capacitance to Vss. The crowbar current uses only VDD and 

Vss and performs no logic function since it does not help to charge or discharge 

any load capacitance. 

To model the switching characteristics of the push-pull driver, all three legs of 

the path must be present in the model: VDD, signal, and Vss. Assuming that Vss 

is taken as the reference, then a four-port model is required tJo provide VDD and 

signal connections at the driver and at the load. When modeling the interconnect 

with lumped elements or general multiport networks, the port requirements are eas- 

ily met. For transmission line modeling, many simulators provide only a two-port 

[ l l l l l l l l l l l l l l l l l l  
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Figure 1.7. Current paths during signaling with totem-pole driven in CMOS with 

rail-to-rail voltage swings: (a) logic high, (b) logic low. 
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trmlsn1issiun line model, which is insufficient without several simplifying assump- 

tions. 

To use a t w ~ p o r t  transmission line model with a push-pull driver, two conditions 

must be met. First, the pull-up and pull-down output impedances must be equal. 

Secord, infinite bypass capacitance must exist both at the driver and at the load so 

that VDD can be treated as a broadband AC ground. In other words, power distri- 

bution is ideal with no power supply disturbances. While stringent, these conditions 

are often sufficiently met when using high-speed drivers, which must match pull-up 

and pull-down output impedances for best performance, and when just a few signals 

are switching so that power distribution perturbations are minimal. When a signif- 

icant fraction of a device's drivers are switching, simultaneous switching noise will 

significantly disturb the power supply levels, so two-port transmission line models 

are not appropriate for this case. 

Open-Drain and Open-Collector Drivers 

One transistor of a push-pull driver can be replaced with a resistor so that the power 

supply itself pulls the output to a logic state. Due to the much lower mobility of 

holes compared to  electrons, the PFET transistor in a CMOS push-pull driver is 

approximately three times larger than the NFET transistor, so it is advantageous 

to replace the pull-up PMOS rather than the pull-down NFET transistor to save 

the additional area and capacitance. 

A typical open-drain CMOS driver setup is shown in Figure 1.8a, where the 

power supply pulls the line to l / t t  through the resistor when the NFET is off. The 

resistor also acts as a termination to improve signal integrity. A good location for 

the resistor is at the receiver, but bus topology may dictate placement at another 

location, or even splitting the resistor into multiple locations. 

Open-drain and open-collector drivers are convenient for creating wired-OR 

buses as shown in Figure l.8b. When all drivers are off (all NFETs off), the bus 

is pulled high through the pull-up resistors. Any driver can pull the bus low by 
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Figure 1.8. Open-drain drivers used to (a) drive a single line, or (b) construct a 

wired-OR bus. 

turning on its driver (one NFET on), giving the bus the logical OR function. The 

driver will launch a wave in both directions, due to symmetry, and each wave will 

propagate to the ends of the bus where the waves are terminated by the pull-up 

resistors. The effective impedance seen by the driver is 2,/2. The transmission lines 
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forming the bus are loaded by the capacitance of the drivers and should take this 

loading into account (see chapter 2, section 2.6). 

The advantages of open-drainlopen-collector design include lower output capac- 

it ance, smaller driver area on silicon, adjustable termination impedance, and the 

ability to create a wired-OR bus. The main disadvantage is the static dissipation of 

DC power. 

Current-Steering Drivers 

A couple of configurations for the current-steering (or current-mode) driver are 

shown in Figure 1.9. There are two hallmark features of a current-steering driver: 

a constant-current source and parallel routing paths for the current. The driver 

operates by routing the current through one leg or the other so that the current 

drawn from the power supply is almost constant, generating little noise due to small 

d I / d t  fluctuations. There are two complementary outputs, so the current-steering 

driver is inherently differential. Circuit board routing is by differential pair, with 

characteristic impedance Zoo = RL, to a fully differential receiver. 

The driver in Figure 1.9a uses two identical NFETs in an open-drain configura- 

tion. The output voltage is developed across the load resistors, RL, and is adjustable 

by the termination voltage, Vtt. Symmetry is critical to  balance the current drawn 

down each leg. When K, is high, Q1 is on and Q2 is off, and the current routes 

through the left-hand leg to produce a voltage drop of IRL across the termination 
- 

resistor. While Q1 pulls V,,t down to Kt - IRL, the power supply p u b  VOut up to 

Kt. A differential receiver detects the difference in voltage across the outputs, IRL. 

Note that this configuration develops a sizable common-mode voltage of i / t t  - IRL/2 

at the input of the receiver, leaving less of the receiver's common-mode range for 

noise cancellation. 

The driver in Figure 1.9b uses four FETs to route the current in opposite di- 

rections through the single termination resistor. When xn is low, then Qg and Q2 

are on while Q1 and Q4 are off, so the current routes through the load kom top 
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VDD 

Figure 1.9. Two configurations for current-steering drivers: (a) open-drain, (b) 

fully differential. 

to bottom, developing a voltage +IRL. When K, is high, then Q1 and Q4 are on 

while Q3 and Q2 are off, so the current routes through the load from bottom to top, 

developing a voltage -IRL. A differential receiver detects the voltage developed 

across the load resistor. 

In both designs, logic high is a differential voltage of +IRL, while logic low is 

- IRL . The differential voltage swing is then f IRL . 

Power Dissipation Revisited 

The average power dissipation for a clock-like signal is shown in (1.1) to be P,,, = 

C V ~  f using energy arguments. For a simple switch model of the totem-pole driver 

with a capacitive load, the same resuIt can be found by explicitly integrating the 

instantaneous power. 
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The power supply charges the capacitor through the driver impedance holding 

high for half the clock cycle. In the second half of the cycle, the power supply 

provides no power since the capacitor discharges through the driver impedance 

holding low. While charging, the voltage across the capacitor is 

so the instantaneous power drawn from the supply is 

2 
dvo V -t/ac p ( t )  = Vi(t)  = VC- = -e 

R dt 

Integrating the power over a half a cycle and dividing by the full period finds that 

for T >> RC and f = 1/T. 

1.2.4 Linear Driver Modeling 

When the effects of power supply perturbations are negligible, linear driver models 

often provide sufficient accuracy for significant work in signal integrity simulations. 

Any nonlinear circuit can be linearized and represented as a Thevenin equivalent 

circuit. To model a driver with equal pull-up and pull-down output impedances as 

a Thevenin equivalent, the Thevenin source voltage is assigned the driver's output 

voltage swing and slew rate, while the Thevenin impedance is assigned the driver's 

output impedance. For example, if a driver can swing a given load from OV to 5V 

in 2ns, then the Thevenin source voltage is assigned a linear independent voltage 

source swinging from OV to 5V in 2ns. The Thevenin impedance is a resistance 

equal to the output impedance of the driver at a strategic point, such as halfway 

through transition. The resulting driver model is shown in Figure 1.10. 

The voltage swing is generally well known, especially for CMOS, which swings 

from rail to rail. The appropriate edge rate depends on the loading and may need 
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Figure 1.10. Thevenin equivalent circuit of a nonlinear driver having equal pull-up 

and pull-down output impedance under the condition of no power supply variation. 

~uodification a s  the load changes. A given driver may have substantially different 

edge rates when driving a long transmission line versus a large capacitive load. 

1.2.5 Receivers 

The primary function of the receiver is to detect the logic level of an analog waveform 

in the presence of noise. The receiver may also need to adjust voltage levels from the 

external interface to the internal core logic. A common problem here is adapting 

full-swing 5V or 3.3V CMOS levels to core voltages of less than 2V, a situation 

that creates reliability issues for gate oxides. Receivers are usually integrated with 

ESD structures and may be integrated with drivers to form 1/0 buffers. Receivers 

may need to include JTAG boundary scan circuits1 to facilitate board-level testing. 

Finally, receivers must perform all of these duties while meeting specifications for 

delay, power consumption, and logic threshold variation, which contributes to skew. 

F'rom a signal integrity point of view, receivers can be classified as either single- 

ended, dzflerentiak, or pseudo-diflerential. For single-ended receivers, the input volt- 

age is compared to local ground to determine the output state. Differential receivers 

have two inputs that are compared using a differential amplifier to determine output 

1. Boundary scan circuits added to components enable board-level testing of complex systems 

at low cost. Work by the Joint European Test Action Group (JETAG) and the Joint Test Action 

Group (JTAG) in North America led to a procedure standardized by IEEE Std 1149.1-1990, IEEE 

Standard Access Port and Boundary-Scan Architecture. 
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Figure 1.11. CMOS inverter-based single-ended receivers: (a) simple inverter, (b) 

inverter with feedback. 

state. A pseudo-differential receiver has a fully differential receiver with one input 

tied to a reference voltage. 

Single-ended receivers are the simplest to implement, requiring fewest transis- 

tors and least silicon area, with low power consumption. However, these receivers 

are sensitive to common-mode noise such as EM1 and SSN. Inverters are a common 

method of implementation, and Figure 1.1 1 shows a CMOS inverter plus an imple- 

mentation with feedback, which consists of a weak inverter that helps pull the input 

to the power rails to limit power consumption and to avoid metastability. Feedback 

slows the receiver by fighting the change in logic transition. Irlverters introduce con- 

siderable skew because the logic trip point is difficult to control and is dependent 

on process and temperature variations. 

Differential receivers accept two out-of-phase inputs and subtracts them to o b  

tain a clean waveform for level detection, and a couple of topologies are shown in 
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Figure 1.12. Two circuit topologies for implenienting differential receivers. 

Figure 1.12. Many sources of noise inject a common noise waveform onto all signal 

lines, so the ability of differential receivers to reject common-mode noise allows dif- 

ferential systems to operate to rnuch higher frequencies than single-ended systems. 

In addition, differential current-mode drivers minimize the amount of noise injected 

into the system in the first place. Differential receivers also have more stable trip 

points for less skew. Differential receivers require biasing currents that are always 

on, so power dissipation is relatively high. Combined with the fact that differential 

signaling doubles the pin count compared to singleended signaling, the costs of 

differential can be high. For this reason, differential signaling is often used on clocks 

to reduce jitter while remaining signals use single-ended drivers and receivers to 

minimize power dissipation and costs. However, the number of power and ground 

connections can be reduced with differential because SSN is far less of a concern. 

Pseudo-differential signaling is a cross between single-ended and differential sig- 
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Figure 1.13. Differential amplifier used as a receiver: (a) fully differential, (b) 

pseudo-differential with reference voltage. 

naling. As shown in Figure 1.13, one input of a fully differential receiver is tied to 

an externally supplied reference voltage. The reference voltage allows the receiver 

trip point to be adjusted as needed to enhance signal integrity. However, it can be 

difficult to supply a clean reference voltage in a noisy package environment. 

Noise Immunity 

Any signal applied to  a receiver must have sufficient width and amplitude for the 

receiver to recognize the input. Narrow voltage spikes, or glitches, arise from several 

source.: slight timing variations through combinational logic, switching noise, and 

constructive interference. The ability of a receiver to ignore noise spikes is called 

receiver noise immunity. In general, narrower pulses require more amplitude to  trip 

the receiver, and faster logic families are more sensitive to a given spike than are 

slower families. 

Receiver noise immunity can be computed or measured once a suitable definition 

has been defined. For example, the noise passed through a receiver could be required 

to not exceed some value, such as  50mV, or the requirement could be that the noise 

does not set a latch. Tests should be performed over corners and receiver loading. 

A simple example is shown in Figure 1.14 for a 3.3V inverter-based receiver with 

feedback, using 50rnV as the maximum allowed feedthrough noise. For wide pulses, 

the maximum pulse height is near the trip point of 3.3/2=1.65V, but as the pulse 

narrows below ins, more amplitude is needed to fail the 50mV criteria. For pulse 

widths below 0. lns, the pulse amplitude must exceed the 3.3V supply voltage. 
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Figure 1.14. Example noise immunity curve showing the dependence of transmit- 

ted noise on pulse width and height. 

1.2.6 Receiver Modeling 

While detailed models of drivers are required to obtain accurate simulations of sig- 

nal integrity, the same is not true for receivers. Signal integrity analyses are typically 

concerned with computing measures of signal quality, such as eye diagrams, up to 

the input of the receiver. Receivers clean up signals, so their outputs are not good 

measures of signal quality. Coming into a receiver, a signal encounters the ESD pro- 

tection circuits, gate capacitance of the input FET, and any integral termination 

resistance. Therefore, an adequate receiver model consists of ESD diodes, capaci- 

tance, and resistance (if any). In particular, the ESD diodes are important because 

they can clip large excursions above and below the power supply rails. 

1.3 Interconnects 

Digital systems utilize baseband signaling, so the interconnect must be able to  carry 

a DC component. Therefore, two conductors are required, and interconnects provide 

the electrical connection between devices by providing a current path to carry signals 
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Embedded 
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Figure 1.15. Several common types of transmission line. 

and a return path to close the loop.2 In high-speed signaling, the configuration of 

these two wires becomes very important, and the return path must be treated as  

carefully as the signal wire. Interconnects are usually referred to by function, such 

as packages, sockets, connectors, PCBs and many others. 

If the cross section of an interconnect does not change along its length, then 

the interconnect forms a transmission line, which has special properties allowing 

more detailed modeling with less effort. Although the terminology is redundant, 

transmission lines are often referred to as having controlled impedance. Interconnects 

that are not transmission lines are often referred to as nonuniform transmission 

lines. Several common transmission line types are sketched in Figure 1.15. Microstrip 

and stripline are most used on PCBs, where microstrips are naturally formed by 

traces routed over planes and striplines naturally occur for traces routed between 

planes in a multilayer stackup. If two routing layers are allocated between planes, 

then dual stripline results, where the two layers are often routed orthogonally to 

minimize crosstalk. Connections between subassemblies are often made with coax 

and twisted pair. Twisted pair is particularly convenient for differential signaling. 

2. Clocks and encoded signals (such as with 8B/10B encoding) have constant DC components 

that can be filtered out with capacitive or inductive coupling. Even without the DC component, 

two-wire interconnects are still used for their wide bandwidth and low cost. 
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provides for a good set of voltage-current relationships to describe drivers and re- 

ceivers, and most manufactm-ers provide data in IBIS format. The catch is that the 

data must be well-implemented in the circuit simulator being used for the digital 

simulation. 

Once the system model is complete, detailed simulation can be performed to 

investigate the performance of signals from silicon to silicon. Performance tradeoffs 

can be examined to verify operation and/or to converge the design towards an 

optimal solution. 

1.4.1 Analog Quality of Digital Waveforms 

Interconnects degrade the quality of digital signals through several effects. Intercon- 

nect capacitance must be charged or discharged at every logic transition, causing 

slower edge rates, higher current draw, and increased power consumption. Inter- 

connect inductance introduces voltage offsets due to the time-rate of change of the 

current, causing slower edge rates, non-monotonic level transitions, delay, and po- 

tential logic level violations. Interconnect capacitance and inductance together form 

transmission lines that introduce delay due to finite propagation speed and to volt- 

age plateaus. Interconnect resistance can become important for short rise/fall times 

and/or for long interconnects by rounding off edges, damping noise, and reducing 

crosstalk. 

Waveforms in a digital system are time-varying voltages and currents just as in 

any other electronic system, but with the special properties that they are principally 

intended to switch from one logic level to another. The effects of interconnects and 

parasitics are determined by the rate of change of either voltage for capacitive effects 

or current for inductive effects. High-speed digital systems imply fast edge rates (or 

slew) on logic transitions, so significant parasitic effects can arise from remarkably 

small capacitances and inductances. Ever-faster digital systems imply disruptive 

effects for ever-smaller parasitic components. 

Accurate prediction of high-speed digital systems requires good modeling of the 

power distribution system and the signaling interconnects. Since all waveforms are 
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Figure 1.32. Detailed appearance of a digital waveform with several common ana- 

log defects. 

analog in nature and can be of poor quality, analog simulations are required and 

SPICE and SPICE-like simulators are very commonly used. The analog appearance 

of a digital waveform is sketched in Figure 1.32. Overshoot and undershoot occur 

due to impedance mismatch between the driver and transmission linc, crosstalk be- 

tween signal lines, ground and power bounce due to device packaging, and multiple 

reflections. Plateaus are common for longer interconnects and can introduce added 

delay depending on where the signal is sampled. After simulation, the analog wave- 

form is examined for violations of the logic signaling specification and for excessive 

delay. In addition, some control circuits require that the signal switch between logic 

levels in a monotonic fashion to prevent double clocking. 

The deviation of a waveform from its ideal shape can be thought of as superim- 

posed noise. Noise, in this context, describes unwanted voltage or current deviations. 

In contrast, the usual use of the term involves random processes, such as 1/F noise 

and thermal noise in semiconductor devices. In digital systenls, imperfect waveforms 

are repeatable and hence deterministic. Good circuit models can accurately predict 

the deterministic noise in the system. 
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1.4.2 Modeling, Frequency Content. and Bandwidth 

One of the more critical aspects of modeling is ensuring that the model is accurate 

over a sufficient bandwidth. Lumped models are simplest and can be used when the 

dimensions of the component are small compared to the wavelength at  the 

highest frequency of interest. When this is the case, the lumped approzimatzon is 

said to  hold, or that the component is electrically small or has short electrical length. 

When the lumped approximation is not applicable, wideband modeling is required 

and the component is said to be electrically large or has long electrical length. For 

example, surface mount resistors can be modeled as lumped elements well into the 

GHz range. On the other hand, a long interconnect on a PCB cannot be treated as 

lumped. Lumped models are preferred when applicable, since widebarid modeling 

is considerably more complex. 

Bandwidth requirements depend on the shape of the time-domain waveform, 

where sharp edges and corners require more bandwidth than smooth waveforms. 

Since it is impossible to  know beforehand the precise waveform that will be encoun- 

tered, rules of thumb must be used to  estimate bandwidth needs. Digital waveforms 

tend to  fall into two categories. For unterrninated TTL and CMOS signaling, charg- 

ing of parasitic and load capacitances tend to result in waveforms with exponential 

edges due to RC charging. For terminated signaling, such as ECL and LVDS, the 

waveforms tend towards a trapezoidal shape. Bandwidth requirements of both cases 

are covered below. In addition, bandwidth requirements are estimated from a simple 

RC interconnect. All three derivations lead to  similar requirements. 

Once the required bandwidth is identified, a modeling strategy can be developed 

and implemented. In many situations, such as for packages, sockets, and connec- 

tors, lumped models are completely appropriate. In others, wideband models are 

required. The job of the analyst is to define the important physical effects that 

must be captured by the model and then to construct a model that satisfies those 

requirements. In addition to bandwidth, frequency dependence and coupling play a 

major role in modeling. The level of complexity rises rapidly as additional physical 

effects are added, 
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Trapezoidal Edges 

For circuits with little cayaci tame, such as fast terminated nets, digital signals 

can have edges that are nearly trapezoidal. Consider the pulse train shown in Fig- 

ure 1.33, where the falling edge is given by 

Because the pulse train is periodic and even, it can be written as the Fourier series 

where 

and 

T / 2  2 ~ 7 2  
v(t)  cos (y t )  d t .  

Figure 1.33. Pulse train with trapezoidal edges set up for even symmetry. 
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Executing the integrals yields the cornplete result as 

OCI sin (nrTw/T) sin ( n m / T )  
v(t)  = v,- 1 +2C 

T nrTw /T n m  /T 

The power spectrum is a plot of the squared magnitude of each frequency component 

of the signal. Since the amplitude of each frequency component cos (F t )  at the 

radian frequency w, = is set by two sinc functions (sinc(x) = sin(x)/x), the T 

sinc function defines the spectrum of the waveform. While w,, is actually discrete, 

it is convenient for discussion to  let it assume continuous values. 

The generic sinc function and its spectrum are plotted in Figure 1.34. The spec- 

trum is 3dB down when x = 0 . 4 4 2 5 ~  and rolls off at 20dB/decade (GdB/octave). 

The first sinc in (1.2) rolls off the spectrum at 2.78/TIy with 20dB/decade, while 

the second rolls it  off at 2 . 7 8 / ~  with an additional 20dB/decade for a total of 

40dB/decade. The envelope of the spectrum for (1.2) is shown in Figure 1.35. Since 

T < TW, the rolloff in the spectrum associated with the edge rate is higher in fre- 

quency than that for the pulse width. Therefore, bandwidth considerations must be 

based on the edge rate rather than on the pulse width. 

At the corner frequency, the spectrum is only 3dB down. To accurately model the 

pulse edge, more bandwidth is required. With a rolloff of 40dB/decade, an additional 

12dB can be gained in only one octave. The radian bandwidth requirement for 

modeling a trapezoidal pulse train is then 

or in terms of frequency, fn,,in = 0 . 8 8 5 / ~ .  Given the approximate nature of the 

needed additional bandwidth, a good rule of thumb for the required bandwidth is 

fn , rnin  = 1 / ~ -  

The number of harmonics can be computed by replacing w, with its original 

definition as 2m/T in (1.3). Solving for n yields 
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Figure 1.34. The generic sine function: (a) plot, (b) power spectrum. 

For a typical edge rate of T/ r  m 10, about nine harmonics are required. For this 

edge rate, the plots in Figure 1.36 show that 10 harmonics is reaching the point of di- 

minishing returns, while the lower numbers of included harmonics create significant 

overshoot and edge rate error. 

As a simple example, consider a system operating with a lOOMHz clock and 

with data transitions on the rising edge of the clock. The clock period is 1011s. If the 
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Figure 1.35. Envelope of the spectrum for the trapezoidal pulse train in Fig- 

ure 1.33. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

Time, t/T 

Figure 1.36. Trapezoidal pulse train with Tw = 0.5T and T / r  = 10 reconstructed 

from its Fourier series with the number of harmonics varying from 3 to 20. 
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rising and falling times of the waveforms are designed at 20% of the period, then 

t ,  = 2ns. The required bandwidth for any circuit model is 1 / 2  x 10-" 550MHz. 

Exponential Edges 

Due to the RC time constant of charging capacitive loads, digit a1 signals often have 

exponential edges. Consider the isolated pulse defined by 

where the parameter ai sets the sharpness of the rising and falling edges, and T is 

the total pulse width. The rise/fall times are direct,ly related to a but not through 

a simple formula. Several pulses with v, = T = 1 are superimposed in Figure 1.37 

for a few 10% to 90% rise times. 

10-90 RiseIFall Time 
1 

0.8 

0.6 

0.4 

0.2 

0 

-0.2 I I I I I I I 
-0.2 0 0.2 0.4 0.6 0.8 1 1.2 

Time 

Figure 1.37. Exponential pulse with a 50% duty cycle for several 10% to 90% 

rise/fall times. 
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A Fourier transform pair can be defined by 

and 

The Fourier transform pair is denoted symbolically as F ( J w )  = 3-1 f (t)] and f (t) = 

3 - I  [ ~ ( j w ) ] .  The power spectrum of a time-domain waveform is defined as  the 

magnitude squared of the Fourier transform. Using (1.4). the spectrum of each 

waveform in Figure 1.37 is plotted in dB in Figure 1.38. where it is easily obscrvcd 

in Figure 1.38a that  faster rise/fall times lead directly to stronger high-frequency 

components. In Figure 1.38b the envelopes of several of the spectra are plotted to 

demonstrate that to capture frequency components down to a given level (30dB in  

the figure), more bandwidth is required for faster edges. 

To estimate the bandwidth required to accurately represent the exponential 

pulses, the spectra are trunca,ted at several bandwidths, thcm inverse transformed 

using (1.5). For a rise/fall time of O.l4T, these various representations of the original 

waveform are plotted in Figure 1.39. The plot shows that excellent, shape is achieved 

for bandwidths exceeding 4/t,, where t ,  is the rise/fall time. Good waveform shape 

is achieved for bandwidths as low as  l/t,. The rectangular window used in this 

analysis is conservative since interconnects act as low-order, low-pass filters. For 

the bulk of interconnect work, bandwidths of l / t ,  are adequate. 

RC Filter 

A common signaling scenario is a short, unterminated transmission line, which can 

be modeled with the simple RC circuit in Figure 1.40. The driver is modeled as 

a linear circuit with resistance R, while the load is purely capacitive and modeled 

with capacitance C. The voltage across the capacitor for a unit step input is 
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Frequency, Hz 

(a) 

. .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . .  

10-90 RiseFall Time 

0.01 0.1 1 10 100 

Frequency, Hz 

(b) 

Figure 1.38. (a) Power spectra of the exponential pulses in Figure 1.37. Note that 

the waveforms with shorter rise times (sharper edges) have stronger high-frequency 

components. (b) Envelopes for the spectra in (a) show that more bandwidth is 

required to capture frequency components with values above a given level (-30dB 

here) as the edges become sharper. 
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-0.2 1 I I I I I I 1 I I I 

-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 

Time 

Figure 1.39. Reconstruction of a pulse after rectangular windowing of its spectrum 

shows that frequency components above 4/t, are not needed for high accuracy. 

Acceptable accuracy can be achieved with as little bandwidt li as lit,. 

Figure 1.40. Simple RC circuit for estimation of bandwidth in interconnects. 
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For t > 0, the time for a given voltage is 

t (v,,) = - RC ln(1 - v,) 

The 10% to 90% rise time is then 

The delay to the 50% point is 

Note that td  # t , / 2  since the waveform is much steeper (and so more prone to cause 

noise) at the start of the transition than it is at  the end. 

The differential equation for an arbitrary input waveform for the circuit in Fig- 

ure 1.40 is 

Taking the Fourier transform and solving for the 

- - 
1 +WRC' 

so the power spectrum is 

transfer function yields 

]N(w)I2 = 1 while (wRC)~ << 1 but drops to 1/2, the -3dB half-power point, at the 

corner frequency defined by ( w ~ ~ B R C ) ~  = 1. RC can be eliminated using the 10% 

to 90% rise time to  obtain 

which in terms of frequency is 



52 Digital Systems and Signaling Chapter 1 

The 3dB bandwidth is not nearly adequate to model the RC charging waveform. 

The transfer function (1.7) is a one-pole response that decays at  lOdB/decade or 

6dB/octave. An additional two octaves of bandwidth gains 12dB of spectrum, im- 

plying a bandwidth requirement of 

which is similar to the bandwidth requirements derived in the prior two sections. 

In general, bandwidths of l / t ,  or more are required for interconnect simulations. 

1.4.3 Process Variations 

To ensure that performance targets are met over a range of operating conditions 

and component tolerances, simulations should be repeated with adjusted models and 

power supply values. Semiconductor device performance varies with processing, and 

performance is usually modeled as best-case (BCS), worst-case (WCS) and typical 

(TYP). In addition, performance varies with temperature, which ranges from low to 

nominal to high. Power supplies always specify a variation about the nominal output 

voltage. Printed circuit boards and lumped passive components have tolerances 

and sometimes temperature-dependent resistance. Combining and simulating all 

possible combinations is practical only for small-scale simulations. 

One method to reduce the number of required simulations is to define pro- 

cess corners to bound the performance of the system. For example, a two-corner 

simulation could be based with one corner on low-temperature BCS silicon, high- 

impedance transmission lines, high-power supply voltage, and small capacitor and 

resistor values. This corner covers the fast system using fast silicon with least capaci- 

tive loading and shortest RC charging times. The other corner would be the opposite: 

high-temperature WCS silicon at low voltage with low-impedance transmission lines 

and large resistances. Corners based on process, voltage, and temperature variations 

are often referred to as PVT comers. 

Process corners should not be invariant rules. Different circuits can require dif- 

ferent corners. In practice, best-case and worst-case corners can be too pwimistic, 
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causing overly conservative designs. Product performance in the field can be used 

to adjust the corners accordingly. 

1.4.4 Challenges for Modeling High-speed Systems 

For sufficiently slow clock and slew rates, the effects of interconnects can be in- 

corporated through their capacitive loading on drivers. As clock rates increase, 

transmission line effects begin and significant voltages appear on small parasitics. 

For simulation, high speed means that that transmission line and parasitic models 

are required to achieve good accuracy. 

Simulations of high-speed systems require models of all components, and these 

models must capture a11 of the significant physical effects: frequency dependence, 

losses, coupling, delay, and parasitic circuit effects. Models can be constructed 

through analytical analysis, measurement, and/or simulation. 

Analytical models can be quite suitable in many instances; however, they carry 

the significant risk of poor application, and mistakes can lead to serious simulation 

errors. In the modeling of interconnects, packaging, and sockets, the formulas for 

partial inductance are particularly susceptibIe to misapplication. The primary limi- 

tation of analytical modeling is the lack of formulas because most problems are too 

complex. 

Measurements of interconnects are difficult for a couple of reasons. First, the 

parasitic values are often very small. For example, in packages and sockets the con- 

nections to be characterized are intentionally designed to be good short circuits. 

Small parasitic values can still lead to significant voltage levels. For instance, 80pH 

of power supply inductance in a microprocessor package can lead to high noise 

levels because microprocessors can draw current at  the rate of several A/ns. Sec- 

ond, interconnects often involve large numbers of ports that must be characterized. 

For example, a 100-lead QFP nominally requires 20,100 two-port swept-frequency 

measurements for a full characterization. Shortcuts and approximations are often 

required. 

Simulations of interconnects can be difficult if the problem size exceeds the ca- 
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pacity of the simulator, the operating system, or the computer. ~lectroma~net ic  

is often required in some form, and these are usually resource inten- 

sive. Just as for measurements, shortcuts and approximations are often required. 

For example, 2D simulations require far less resources than 3D simulations, so long 

as interconnects can be approximated as transmission lines and analyzed in 2 0  

to obtain per-unit-length resistance, inductance, and capacitance values. Unfortu- 

nately, it can require considerable skill and experience to deploy a suitable range of 

electromagnetic techniques (and can be expensive, too). 

Simulations over corners can be difficult due to the need to manage models, 

schematics, and simulation results. Often, models over corners are unavailable. 

Finally, even if a full interconnect model is produced, a circuit simulation must 

successfully run with the model. Interconnect models can easily overwhelm a cir- 

cuit simulator. For example, the partial inductance matrix alone of a 100-lead QFP 

requires 5,050 elements in a SPICE simulation. Specialized simulations can be per- 

formed that enable the interconnect models to be reduced to small and manageable 

levels. 

In summary, the job of the signal integrity analyst is very challenging because the 

specialization cuts across so much of the field of electrical engineering. Significant ex- 

pertise is required in digit a1 systems concepts; analog circuit behavior; analog circuit 

simulation; driver and receiver design; electromagnetic simulation; lumped model- 

ing; transmission line theory ; multiconductor transmission lines and interconnects; 

the physics of resistance, inductance, and capacitance; frequency-domain analysis; 

time-domain analysis; and potentially, laboratory techniques and microwave theory 

for characterizing very small parmitics and large leadcount interconnects. 



Chapter 2

SIGNAL INTEGRITY

Digital systems rely on signaling from drivers to receivers to pass information be-

tween their components. Reliable signaling is achieved when the signaling specifica-

tions are met under full adverse noise conditions as well as device behavior variations

due to both process deviations in device manufacturing and normal changes over

the operating temperature. A breakdown in communication leads to glitches where

unintended or incorrect data is transferred, a situation called false signaling .

Critical data paths within systems often contain safeguards against false signal-

ing, and the primary system for this is data redundancy through parity. Parity can

enable the system to detect small-scale signaling failures, while an error correction

scheme can be optionally included to correct data faults detected using parity in-

formation. However, parity and error correction cannot be relied upon to make a

noisy system stable and reliable. In addition, it is often not practical in terms of

cost or performance to include parity and error correction on every circuit.

Superimposed on the desired signals are unwanted waveforms (i.e., noise) gener-

ated from many sources. The principal sources are crosstalk, impedance mismatch,

simultaneous switching noise, and multiple reflections. Each can be independently

characterized to facilitate an understanding of the mechanisms that degrade signal

quality and to help guide design decisions. In real systems, all act simultaneously

and require detailed circuit simulation to obtain good estimates of the total wave-

form on each signal line.

55
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2.1 Transmission Lines

A transmission line is a two-conductor interconnect (so that it can carry signal

frequency components down to DC) that is long compared to the conductor cross

section and uniform along its length. Because many interconnects are dominated

by long runs over unbroken ground planes (to minimize radiation and EMI suscep-

tibility), they can be accurately modeled as transmission lines, and much of signal

integrity analysis is based on them.

If a short length of a transmission line is considered, then the lumped approxi-

mation applies and the transmission line can be modeled, as shown in Figure 2.1,

with series resistance and inductance and with shunt capacitance and conductance.

Applying Kirchhoff’s voltage law around the loop, then

v(z + ∆z, t)− v(z, t) = −Ri(z, t) − L
di(z, t)
dt

. (2.1)

Similarly, Kirchhoff’s current law applied at z + ∆z yields

i(z + ∆z, t)− i(z, t) = −Gv(z + ∆z, t)−C
dv(z + ∆z, t)

dt
. (2.2)

Divide through by ∆z and let ∆z → 0, then (2.1) and (2.2) transform from difference

equations to the differential equations

i(z +   z,t)∆

v(z +   z,t)∆
− −

z +   z∆z

LR

G

+ +

v(z,t)

i(z,t)

C

Figure 2.1. Lumped model of a short length of a transmission line.
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∂v(z, t)
∂z

= −ri(z, t)− )
∂i(z, t)
∂t

(2.3)

and

∂i(z, t)
∂z

= −gv(z, t) − c
∂v(z, t)
∂t

, (2.4)

where the lumped component values transition to the per-unit-length quantities r,

), c, and g due to normalization by ∆z. Simultaneous solution of the transmission

line equations (2.3) and (2.4) yields the voltage and current at any point on the

transmission line.

2.1.1 Time-Domain Solution

Transmission lines for digital signaling often have low losses. For example, the effect

of half an Ohm of loss on a 50Ω transmission line driven with a 50Ω driver is negligi-

ble for most applications. To facilitate investigations of the effects of various system

imperfections on signal integrity, losses will be neglected. The lossless transmission

line equations are recovered from (2.3) and (2.4) by setting r = g = 0 yielding

∂v(z, t)
∂z

= −)∂i(z, t)
∂t

(2.5)

and

∂i(z, t)
∂z

= −c∂v(z, t)
∂t

. (2.6)

An important property of the lossless transmission line is that pulses propagate

undistorted along the length of the line. Consider an arbitrary waveform such as the

one in Figure 2.2, where the wave shape is described by the function f(τ ) with τ an

independent variable. Since there are no losses and no frequency dependence to ) or

c, the waveform must move down the line unchanged in shape (see section 2.1.3 for

a proof) and can be described mathematically by f(z, t) = f(τ ) = f(z − νt), where

τ = z − νt. A maximum or minimum of the waveform occurs when ∂τ/∂t = 0, so

∂τ

∂t
= 0 =

dz

dt
− ν,
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τ

f(  )τ

Figure 2.2. Arbitrary waveform for propagation down a transmission line.

or

ν =
dz

dt
,

indicating that the maximum or minimum point is moving in the +z direction with

velocity ν .

The partial derivatives in (2.5) and (2.6) can be rewritten in terms of τ by noting

that

∂

∂z
=

∂

∂τ

∂τ

∂z
=

∂

∂τ

∂(z − νt)
∂z

=
∂

∂τ

and

∂

∂t
=

∂

∂τ

∂τ

∂t
= −ν ∂

∂τ
,

then

∂v(τ )
∂τ

= )ν
∂i(τ )
∂τ

(2.7)

and

∂i(τ )
∂τ

= cν
∂v(τ )
∂τ

. (2.8)

Eliminating ∂i(τ)
∂τ

between (2.7) and (2.8) and cancelling ∂v(τ)
∂τ

yields

ν =
1√
)c
, (2.9)
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so the velocity of an arbitrary pulse can be directly computed from the per-unit-

length inductance and capacitance of the transmission line. Integrating (2.7) with

respect to τ while assuming that no static charge is on the transmission line (so

that the integration constant vanishes), then

v(τ ) =

√
)

c
i(τ ),

where (2.9) is used. Therefore, the voltages and currents of an arbitrary waveform

on a lossless transmission line are in phase and related by the impedance

Zo =

√
)

c
,

called the characteristic impedance of the transmission line.

For a transmission line of length d, the time for a wave to travel the length of

the line is called the delay or the time of flight (TOF) and can be computed as

TOF = d
√
)c. (2.10)

The lossless transmission line is completely specified by its characteristic impedance

and delay. Note that

) = Zo
TOF
d

(2.11)

and

c =
1
Zo

TOF
d

. (2.12)

The analyses can be repeated with τ = z+νt with identical results, except that

the waveform travels in the −z direction with velocity ν = 1/
√
)c and the voltage

and current are related by

v(τ ) = −Zoi(τ ).

Effective Dielectric Constant

Since the TOF can be found given the length of a transmission line and the velocity

of a wave on it, the velocity is often the unknown parameter that must be found.
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In a transmission line where the electric and magnetic fields are completely encased

in a dielectric with dielectric constant εr , then the velocity is

ν =
co√
εr
, (2.13)

where co = 3× 108m/s is the velocity of a wave in a vacuum (εr = 1) [which is also

called the free-space speed of light ]. For transmission lines such as stripline, dual

stripline, embedded microstrip, and coax, the velocity is easily computed once the

dielectric constant of the filler material is known.

When the electric and magnetic fields run through two dielectrics, the wave still

propagates with some velocity. Generalizing (2.13) yields

ν =
co√
εeff

,

where εeff is an effective dielectric constant. For a transmission line like microstrip,

the two dielectrics are air with εr = 1 and the substrate. The effective dielectric

constant must lie between these two, and since most of the field is below the strip

in the substrate, the effective dielectric constant must be closer to the dielectric

constant of the substrate than to that of air.

Effective dielectric constants are convenient because they offer a handy shortcut

in many situations and can be easily estimated for approximate calculations. For

example, if εr = 4 for the substrate in microstrip, then εeff ≈ 3.

For the lossless case, the formulas in (2.11) and (2.12) are easily modified for

the effective dielectric constant to be

) =
Zo

√
εeff

co
(2.14)

and

c =
√
εeff

Zoco
. (2.15)

2.1.2 Directional Independence

The analysis of lossless transmission lines can be carried further to show that two

waveforms traveling in opposite directions do not interact. Let v+ denote a voltage
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waveform launched in the +z direction, while v− indicates one traveling in the −z
direction. Due to the linearity of Maxwell’s equations, and assuming linear materials,

the total voltage must be the superposition of these two, so

v(z, t) = v+(z − νt) + v−(z + νt). (2.16)

The total current is then

i(z, t) =
1
Zo

v+(z − νt)− 1
Zo

v−(z + νt). (2.17)

Substituting these expressions into (2.5) and (2.6) yields

∂v+

∂z
+
∂v−

∂z
= − )

Zo

∂v+

∂t
+

)

Zo

∂v−

∂t

and

∂v+

∂z
− ∂v−

∂z
= −cZo

∂v+

∂t
− cZo

∂v−

∂t
.

Adding these two results in

∂v+

∂z
= −1

2

(
)

Zo
+ cZo

)
∂v+

∂t
+

1
2

(
)

Zo
− cZo

)
∂v−

∂t
,

while subtracting provides

∂v−

∂z
= −1

2

(
)

Zo
− cZo

)
∂v+

∂t
+

1
2

(
)

Zo
+ cZo

)
∂v−

∂t
.

These can be further simplified by noting that
(

�
Zo

+ cZo

)
= 2/ν while

(
�
Zo

− cZo

)
= 0, then

∂v+

∂z
= −1

ν

∂v+

∂t

and

∂v−

∂z
= +

1
ν

∂v−

∂t
.

Note that these two equations are decoupled, with each equation a function only of

v+ or v−; therefore, the two waves cannot interact and travel along the transmission

line without influencing each other. The waves interact only at boundaries between

transmission lines with different impedances or between a transmission line and a

component. This property is exploited to facilitate analyses and to construct bounce

diagrams.
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2.1.3 Frequency-Domain Solution

When losses are significant on transmission lines, the frequency domain is conve-

nient for analytic solutions. After Fourier [4] transformation with (1.4), the lossy

transmission line equations in (2.3) and (2.4) become

∂V (z, ω)
∂z

= −(r + ω))I(z, ω) (2.18)

and

∂I(z, ω)
∂z

= −(g + ωc)V (z, ω), (2.19)

where V and I are the Fourier transforms of v and i. Eliminating I from (2.18) and

(2.19) provides the second-order differential equation

∂2V

∂z2
− (r + ω))(g + ωc)V = 0. (2.20)

Define γ2 = (r + ω))(g + ωc), then

γ(ω) =
√

(r + ω))(g + ωc), (2.21)

and the solution to (2.20) is

V (z, ω) = A(ω)e−γ(ω)z + B(ω)eγ(ω)z . (2.22)

Note in particular that A, B, and γ are functions of ω. γ is called the complex

propagation constant .

The complex propagation constant can always be written in terms of its real

and imaginary parts as

γ(ω) = α(ω) + β(ω);

then (2.22) becomes

V (z, ω) = A(ω)e−α(ω)ze−β(ω)z + B(ω)eα(ω)zeβ(ω)z .
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The time-domain voltage can then be found using the inverse Fourier transform

given in chapter 1 by (1.5) to obtain

f(t) =
1
2π

∫ ∞

−∞

(
A(ω)e−α(ω)ze−β(ω)z + B(ω)eα(ω)zeβ(ω)z

)
eωtdω

=
1
2π

∫ ∞

−∞

(
A(ω)e−α(ω)ze−(β(ω)z−ωt)

+ B(ω)eα(ω)ze(β(ω)z+ωt)
)
dω, (2.23)

where it can be seen in the second form that the total voltage consists of the super-

position of many complex exponentials. Each A(ω)e−α(ω)ze−(β(ω)z−ωt) represents

a weighted sinusoidal wave traveling in the +z direction that is attenuated expo-

nentially with distance. A fixed point on the exponential can be identified when

β(ω)z −ωt = constant. Solving for z and taking the derivative with respect to time

yields the phase velocity

νp =
dz

dt
=

ω

β(ω)
. (2.24)

Since β is a function of frequency, then the phase velocity is a function of frequency.

In a similar fashion, each B(ω)eα(ω)ze(β(ω)z+ωt) represents a weighted and attenu-

ated wave traveling in the −z direction. Due to their roles in wave propagation, α

is called the attenuation constant and β is called the propagation constant .

The phase velocity and attenuation of the sinusoidal waves are different at every

frequency, so the shape of the time-domain waveform must change as it moves down

the line. Attenuation is stronger for higher-frequency components, so the waveform

tends to spread, or disperse, with distance as low-frequency components take over.

For this reason, the effects of losses on wave shape is called dispersion. Sometimes

dispersion is attributed to the source of the losses, such as conductor loss dispersion

or dielectric loss dispersion.

Because each frequency component has a different phase velocity, the wave ve-

locity is not equal to the phase velocity of any given component. For lossy lines,
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the wave velocity is found by finding the TOF of a pulse between two points and

dividing into the distance traveled.1

The characteristic impedance can be found by solving for I in (2.18) with the

general voltage solution in (2.22) to obtain

I(z, ω) =
√
g + ωc

r + ω)

(
A(ω)e−γ(ω)z − B(ω)eγ(ω)z

)
. (2.25)

The characteristic impedance for a lossy transmission line is then

Zo(ω) =

√
r + ω)

g + ωc
, (2.26)

and it is, in general, frequency-dependent.

The directional components of voltage and current are clearly apparent with a

change of notation in (2.22) to

V (z, ω) = V +(ω)e−γ(ω)z + V −(ω)e+γ(ω)z , (2.27)

then the current from (2.25) is

I(z, ω) =
1

Zo(ω)

[
V +(ω)e−γ(ω)z − V −(ω)e+γ(ω)z

]
. (2.28)

These two expressions are often a good starting point in solving circuit problems

involving transmission lines.

Low-Loss Transmission Lines

When losses on a transmission line are small, additional mathematical manipula-

tion can yield good insight into waveform propagation on transmission lines. The

complex propagation constant can be rearranged as

γ =
√

(r + ω))(g + ωc)

=
√
ω)(1 +

r

ω)
)ωc(1 +

g

ωc
)

= ω
√
)c

√
1 +

r

ω)

√
1 +

g

ωc
. (2.29)

1. For narrow-band signals, the group velocity can be computed from the frequency dependence

of the phase velocity to find the velocity of a wave packet. Digital signals are baseband, so the

group velocity is not applicable since the narrow-band assumption does not apply.
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For low losses, the approximations√
1 + r

ω� ≈ 1 + 1
2

r
ω� ,

r
ω� � 1√

1 + g
ωc ≈ 1 + 1

2
g
ωc ,

g
ωc � 1

(2.30)

can be applied to (2.29) to obtain

γ ≈ ω
√
)c

(
1 +

1
2

r

ω)
+

1
2

g

ωc
− 1

4
rg

ω2)c

)

≈ ω
√
)c+

1
2

(√
c

)
r +

√
)

c
g

)
, (2.31)

where the term 1
4

rg
ω2�c is dropped as a negligible second-order small term. The at-

tenuation and propagation constants for low losses are then given by

α =
1
2

(√
c

)
r +

√
)

c
g

)
(2.32)

and

β = ω
√
)c, (2.33)

and the phase velocity is

νp =
1√
)c
.

Note that the attenuation constant and the phase velocity are frequency-independ-

ent, so all frequency components of the waveform travel together with uniform

attenuation. Therefore, the waveform propagates down the transmission line with

no change in wave shape except for reduction in amplitude. In this case, the wave

velocity does equal the phase velocity. This propagation is dispersionless.

Substituting the attenuation and propagation constants in (2.32) and (2.33) for

the low-loss line into (2.23) yields

f(t) =
1
2π

e−αz

∫ ∞

−∞
A(ω)e−ω

√
�czeωtdω

+
1
2π

e+αz
∫ ∞

−∞
B(ω)e+ω

√
�czeωtdω

= e−αza(t−
√
)cz) + e+αzb(t +

√
)cz), (2.34)
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where a(t) = F−1[A(ω)] and b(t) = F−1[B(ω)]. The time-shifting theorem for

Fourier transforms,

F [f(t − ξ)] = F [f(t)]e−ωξ ,

is also utilized. The result in (2.34) generalizes to low-loss lines the directional

independence established in section 2.1.2 for lossless lines. In addition, the result

shows that waveforms travel unchanged except for amplitude on low-loss lines.

Conductor Loss-Dominated Transmission Lines

Losses are often dominated by conductors, so while r is often significant, g is often

not. Setting g = 0 in the lossy expressions for Zo and γ yields

Zo =

√
r + ω)

ωc
(2.35)

and

γ =
√

(r + ω))ωc. (2.36)

At low frequencies, r � ω), so

Zo ≈
√

r

ωc
e−π/4

and

γ ≈ √
ωrc eπ/4.

For both Zo and γ, the real and imaginary parts are equal (ignoring the sign)

with a square root dependency on frequency. These results are very different from

those obtained from the lossless transmission line model, yet the lossless model is

often used in signal integrity work where baseband digital signals include significant

low-frequency content.

An approximate metric is available for determining if lossless transmission line

modeling is appropriate. At low frequencies, the lumped approximation applies,
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and the lossy transmission line is simply a loop of wire that can be modeled as a

series RLC circuit. For losses to be negligible, the RLC circuit must be strongly

underdamped, a condition that occurs when

R � 2

√
L

C
.

Using per-unit-length quantities for a transmission line with length d, then

d � 2
r

√
)

c
. (2.37)

If the line length is sufficiently short, then lossless transmission line modeling can

be appropriate.

To demonstrate the line length dependence, consider a 50Ω transmission line

with εeff = 3 and 10Ω/m of loss. The per-unit-length quantities from (2.14) and

(2.15) are 289nH/m and 115pF/m, respectively. The line length limit from (2.37) is

d � 10m. Simulation results for lossy and lossless versions of this transmission line

are shown in Figure 2.3. The results show that the lossless model is accurate for

line lengths less than 1m, so the prediction from (2.37) works very well for this case.

Board-level signal integrity work deals with lines less than a meter long, so lossless

transmission line modeling can be appropriate if the edge rates are sufficiently slow.

Waveforms with fast edge rates experience significant frequency-dependent losses

due to the skin effect, so frequency-dependent lossy simulations can be required (see

chapter 10, section 10.3).

At high frequencies, r � ω), then

Zo ≈
√
)

c

(
1 − 

1
2
r

ω)

)
and

γ ≈ ω
√
)c

(
1 − 

1
2
r

ω)

)
.

In this case, the real part of Zo is constant and dominates the imaginary part,

while for γ the imaginary part dominates with a simple linear dependence on fre-

quency. When high-frequency losses are negligible, the characteristic impedance and

propagation constant simplify to that of the lossless transmission line.
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Figure 2.3. The accuracy of the lossless transmission line model depends on the

line length.

General Formulas Using Real Math

Without assumptions on r and ω), complex math is required for calculating Zo and

γ, so calculator-based calculations using (2.35) and (2.36) are somewhat difficult.

Convenient formulas based only on real math are possible after some manipulation.

First,

Zo =

√
)

c

√
1 − 

r

ω)
,



Section 2.1. Transmission Lines 69

then the real part is

Re[Zo] =
1
2

√
)

c

(√
1 − 

r

ω)
+
√

1 + 
r

ω)

)
.

The term in parenthesis can be rearranged as

√
1 − 

r

ω)
+
√

1 + 
r

ω)
= ±

√(√
1 − 

r

ω)
+
√

1 + 
r

ω)

)2

= ±

√√√√2

(
1 +

√
1 +

( r

ω)

)2)
.

The real part of the characteristic impedance is then

Re[Zo] =

√
)

c

√√√√1
2

(
1 +

√
1 +

( r

ω)

)2)
,

where the positive root is taken to represent a passive structure. For the imaginary

part of the characteristic impedance,

Im[Zo] =
1
2

√
)

c

(√
1 − 

r

ω)
−
√

1 + 
r

ω)

)
.

The term in parenthesis can be rearranged as

√
1 − 

r

ω)
−
√

1 + 
r

ω)
= ±

√(√
1 − 

r

ω)
−
√

1 + 
r

ω)

)2

= ±

√√√√2

(
1 −

√
1 +

( r

ω)

)2)
,

then

Im[Zo] = −
√
)

c

√√√√1
2

(
−1 +

√
1 +

( r

ω)

)2)
,

where the negative sign is taken to match up to the low-loss approximation above.

The complex propagation constant can be similarly addressed to find that

Re[γ] = α = ω
√
)c

√√√√1
2

(
−1 +

√
1 +

( r

ω)

)2)
,
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and

Im[γ] = β = ω
√
)c

√√√√1
2

(
1 +

√
1 +

( r

ω)

)2)
.

2.1.4 Impedance Boundaries

Waves traveling in opposite directions couple at the interfaces between transmission

lines with different characteristic impedances. Suppose multiple lossless or lossy

transmission lines are cascaded. At the interface between the nth and (n + 1)th

line, the voltage and the current must be continuous. For the voltage,

v+n + v−n = v+n+1 + v−n+1,

while for the current,

v+n − v−n
Zo,n

=
v+n+1 − v−n+1

Zo,n+1
.

Eliminating v−n+1 yields

v+n+1 =
1
2

(
1 +

Zo,n+1

Zo,n

)
v+n +

1
2

(
1 − Zo,n+1

Zo,n

)
v−n , (2.38)

while eliminating v+n+1 finds

v−n+1 =
1
2

(
1 − Zo,n+1

Zo,n

)
v+n +

1
2

(
1 +

Zo,n+1

Zo,n

)
v−n . (2.39)

The waveforms in both directions on each line are mixed at the boundary, and

waveforms are generated as necessary to fulfill the boundary condition.

For example, if the only wave that exists is v+n , after hitting the boundary a

reflected wave

v−n = −v+n
1 − Zo,n+1

Zo,n

1 + Zo,n+1
Zo,n

= v+n
Zo,n+1 − Zo,n

Zo,n+1 + Zo,n

is formed according to (2.39), yielding the classic reflection coefficient formula

Γ =
v−n
v+n

=
Zo,n+1 − Zo,n

Zo,n+1 + Zo,n
. (2.40)
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Similarly, a transmitted wave is formed according to (2.38), leading to the trans-

mission coefficient

T =
v+n+1
v+n

=
2Zo,n+1

Zo,n+1 + Zo,n
.

Note that v−n+1 = 0 throughout as it is assumed that the only wave introduced is

v+n .

One of the primary techniques for maximizing the quality of signals on an inter-

connect is to eliminate or minimize the magnitude of impedance discontinuities to

minimize the generation of reflections. When two components of an interconnect,

such as a driver and a transmission line, have the same impedance, then they are

said to be matched and will produce no reflection.

2.2 Ideal Point-to-Point Signaling

Point-to-point signaling can achieve the highest signal quality to support the fastest

clock rates. The basic setup for CMOS signaling is shown in Figure 2.4a, where a

driver signals a receiver through a three-conductor transmission line. The receiver

is represented by capacitive parasitics to both power and ground.

To facilitate discussions on signaling, the setup can be simplified with a few

strong but reasonable assumptions. If the power (VDD) and ground (VSS) connec-

tions have sufficient bypass capacitance, they can be wired in parallel. In this case,

VDD is said to be an AC ground. If the driver pulls up and down with equal strength,

it can be linearized and modeled as a Thevenin equivalent circuit. With these as-

sumptions, the schematic in Figure 2.4a can be replaced with that in Figure 2.4b.

Energy injected into the system must be dissipated to prevent it from accumu-

lating as noise. Resistance is required at the source, at the load, or at both. The

driver has some resistance that varies depending on the application. Often, drivers

with very low impedance are used to drive large capacitive loads on short inter-

connects, such as with memory buses. Higher impedances can be used for lighter

loads or when timing is more relaxed. Reflections at the driver can be minimized
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Figure 2.4. CMOS point-to-point signaling: (a) full model, (b) model with infinite

bypass, symmetric and linear driver.

by designing its impedance, R, to be equal to the transmission line impedance, Zo.

This configuration is called source matched , or source termination.

At the load, the small receiver capacitance acts nearly as an open circuit that

reflects the entire signal with a reflection coefficient of almost +1. These reflections

can be virtually eliminated by adding a resistor in parallel to the load with a value

of Zo. This configuration is called parallel termination.

For a point-to-point interconnect, either source or parallel termination is suffi-

cient, although some demanding applications use both. After a short discussion on
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edge rates, the cases of source plus parallel termination and of source termination

alone are considered.

2.2.1 Fast and Slow Edges

Generally, there are two situations to consider. For slow rise times, the transmitted

wave has sufficient time to reflect off the load and return to the driver before the

driver has completed its transition. The load then modifies the impedance seen by

the driver and affects its switching characteristics. In other words, the driver “feels”

the load while it switches. For this situation to occur, the edge rate must be greater

than twice the TOF.

For fast rise times with edge rates less than twice the TOF, the driver com-

pletes its transition before any of the transmitted wave can reflect from the load

and return. During the logic transition, the driver sees only the transmission line’s

characteristic impedance. In this situation, the loading does not affect the driver’s

switching behavior.

The waveforms on an interconnect are quite different depending on whether the

edges are fast or slow. The switching characteristics of the driver can also vary

substantially depending on the TOF.

2.2.2 Source and Parallel Termination

With both ends of the interconnect damping reflections, the signal quality on the

transmission line is excellent. Since there are no reflections on the line, the driver

always sees a constant load of Zo, and the behavior of the interconnect is mostly

independent of the edge rate.2

A voltage divider is formed between the driver impedance and the transmission

line’s characteristic impedance. With a good source match, the voltage launched

onto the transmission line is just half the source voltage. The driver must continu-

ously supply current to hold this voltage. In other words, the static logic condition

dissipates power, and this is the main tradeoff for parallel termination. As a rule,

2. The predominant exception is for heavy capacitive loading, but parallel termination would not

generally be applied in this case.
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enhanced signal quality can always be purchased with higher power dissipation. For

example, this signaling approach is taken with ECL, a logic family well known for

clean signals and high power dissipation.

SPICE simulations of the topology in Figure 2.4b are shown in Figures 2.5 and

2.6 for both fast and slow rise times. The 50Ω lossless transmission line has a delay

of 1ns. The source ramps from 0V to 1V through 50Ω of source resistance in either

1ns or 4ns for the fast and slow cases, respectively. The capacitive load is 5pF with

a 50Ω resistor in parallel for the parallel termination case.
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Figure 2.5. Signaling with fast edges on source terminated and on source plus

parallel terminated transmission lines; 1ns rise and fall times with 1ns delay: (a)

voltage, (b) power.
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With both source and parallel termination, the simulations show no difference

between the fast and slow cases except for the edge rates. Power is constantly

expended while holding logic high. Since all resistances equal the characteristic

impedance of the transmission line, the peak voltage on the line is just 0.5V. Signal

quality is excellent.
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parallel terminated transmission lines; 4ns rise and fall times with 1ns delay: (a)

voltage, (b) power.
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2.2.3 Source Termination Only

Without parallel termination at the load, the +1 reflection coefficient at the load

causes the voltage to essentially double. The large reflected wave travels back to the

driver where it is absorbed by the matched source impedance. Due to the presence

of the reflected waveform, the signal integrity along the transmission line is not

good, but it can be quite good at the load, which is where it matters for a point-

to-point net. Once the load capacitance is charged, then the driver no longer needs

to supply current to hold the receiver in the logic high state; therefore, the static

logic condition does not dissipate power.

Unterminated nets are common with both TTL and CMOS to minimize power

dissipation. With good source match, the signal integrity at the load can be quite

good. However, the reflected wave is signficant and can cause difficulties on more

complex topologies (such as multidrop nets). Also, a bidirectional bus using source

termination can be slower because it must wait for the signal to return and terminate

in the source impedance before the bus can be turned around into receive mode.

For the fast edges in Figure 2.5, the voltage at the output of the driver is the same

for both the unterminated and terminated loads for a time span of 2ns (2×TOF).

At that time, the reflection from the unterminated capacitive load arrives at the

driver and terminates. Power dissipation is the same for the two cases for the first

2ns, then it drops off for the unterminated case because the load capacitor becomes

charged and blocks DC current flow.

For the slow edges in Figure 2.6, the reflected wave returns to the driver while

it is still transitioning. The voltage at the source is the sum of the source voltage

and the reflected voltage, so the shape is more complex. The waveform shape at the

load is still a simple ramp. Power dissipation is reduced because the driver does not

have to launch a complete waveform onto the transmission line before the capacitive

load begins charging.
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2.3 Nonideal Signaling

Ideal signaling for CMOS is represented by point-to-point controlled-impedance nets

with matched source impedance. For very high-speed signaling situations, point-to-

point nets are required to achieve the required performance. In most cases, point-to-

point nets are a luxury that cannot be afforded due to pin counts, board space, power

dissipation, cost, and so on. In these cases, many factors arise that disrupt the signal

quality, and these factors must be controlled to guarantee system performance.

In nonideal situations, the basic signaling requirements that must be met are the

switching incidence, which is strongly related to the receiver threshold, and the

avoidance of false signaling.

2.3.1 Synchronous vs. Asynchronous

Inputs to a device are either asynchronous or synchronous. Asynchronous inputs are

sensitive to voltage at all times, and they are commonly used for clocks, resets, and

interrupts. Synchronous inputs sample voltage only at times specified by a clock,

and they are commonly used for data, address, mode, and configuration signals.

For asynchronous receivers, any time the voltage falls below VIL or rises above

VIH for a sufficient time, a logic transition will be registered. If noise causes the

voltage level to inadvertently approach valid logic levels, then a system fault can

occur. For synchronous receivers, voltage levels only matter for times around clock

transitions, so synchronous circuits are much more tolerant of poor signal integrity

than are asynchronous circuits. A conservative design approach is to treat all signals

as asynchronous.

2.3.2 Switching Incidence

Driver impedances are often not matched to the characteristic impedance of the

interconnect, and higher driver impedances are often used to save power and silicon

area. Due to voltage division, higher driver impedances launch lower amplitude

voltage waves towards the receiver. If the voltage at the receiver is sufficient when
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the voltage wave arrives, then the receiver switches on the first incidence of the

wave, and signaling is said to be first incidence.

If the first incidence is insufficient, then the voltage must build to a sufficient

level to trigger the receiver. The voltage wave reflects off of the receiver, propagates

back to the source, reflects there, and propagates back to the receiver. If the voltage

is sufficient at this second arrival, then the receiver switches, and the signaling is

said to be second incidence. If the signal is again insufficient, then switching may

occur at the third incidence, fourth incidence, and so on. Anything other than first

incidence switching involves a time penalty of two TOFs per incidence. Note that

a matched source impedance requires first incidence switching because there is no

reflected wave from the source.

Second incidence switching is demonstrated with the SPICE simulation in Fig-

ure 2.7. On the first incidence, the voltage at the receiver is just

V1st = 5
50

50 + 250
× 2 = 1.67V,

where the factor of 2 accounts for voltage doubling at the small capacitive load.

A second incidence is required to take the voltage above VIH (2V). First incidence

switching requires either a drop in VIH below 1.67V (plus some noise margin) or a
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Figure 2.7. Example SPICE simulation showing second incidence switching.
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Figure 2.8. Bounce diagram for arbitrary reflection coefficients.

decrease in the driver impedance. For example, a driver impedance of 158.3Ω would

produce first incidence switching with a noise margin of 0.4V.

Multiple reflections on a lossless transmission line can be visualized with the

help of a bounce diagram, which tracks the amplitude of a reflected wave as it

bounces off of imperfect terminations. A bounce diagram for arbitrary terminations

is shown in Figure 2.8. The pulse from the voltage source is divided across the

source impedance and the transmission line’s characteristic impedance to launch a

pulse onto the transmission line. One TOF later, the wave arrives at the far end

termination. The reflected amplitude is given by the reflection coefficient Γ2 and

the total voltage is the sum of the incident and reflected waves. This total is tallied

to the right. After another TOF, the wave arrives back at the source, where a

reflected wave is generated with amplitude determined by Γ1. The total voltage is

the incident plus reflected waves plus the voltage that was already there. This total
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Figure 2.9. Bounce diagram for the circuit in Figure 2.7.

is tallied to the left. The process continues at each interface. Running totals down

the sides of the bounce diagram show the voltage amplitudes as a function of time

in increments of the TOF.

As a numerical example, a bounce diagram for the circuit in Figure 2.7 is con-

structed in Figure 2.9. To simplify the calculations, the load capacitance is assumed

to be vanishingly small so that the reflection coefficient at the load is simply +1.

The amplitudes and timing closely match the SPICE simulation in Figure 2.7.

2.4 Discontinuities

Except for very high-performance systems, high-quality point-to-point nets are

rare, and in practice, signal lines experience real-world discontinuities where the
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impedance changes. As shown in section 2.1.4, any change in impedance alters the

signal while generating a reflected wave. A few of the basic discontinuities are series

inductance, shunt capacitance, capacitive loads, and impedance steps.

Many interconnects introduce series inductance, such as wirebonds, connectors,

and vias, in PCBs and packages. Note that the complete current loop must be con-

sidered. For example, a signal wirebond located far from a power or ground wire-

bond creates a far more inductive loop than one located next to a power or ground

wirebond. For very high-speed edges, when the lumped approximation fails, series

inductive discontinuities can be modeled as high-impedance transmission lines.

Shunt capacitance results whenever a signal line passes near other metal. For

example, a via through a hole in a ground plane results in series inductance for the

via plus shunt capacitance from the via to plane. For very high-speed edges, shunt

capacitive discontinuities can be modeled as low-impedance transmission lines.

Unterminated signaling results in a capacitive load at the far end due to the

loading of the receiver. The capacitive load creates a reflection while affecting timing

due to RC charging times.

Impedance steps occur when the characteristic impedance of the transmission

line changes. For example, a 70Ω microstrip PCB line connected to a 50Ω coaxial

cable introduces a significant impedance step.

These basic discontinuities are examined in detail. A general result is that dis-

continuities have characteristic time constants that can be used to estimate the

impact of a discontinuity on an interconnect.

2.4.1 Laplace Transform

Analytical time-domain analysis requires the use of the Laplace transform. The

Laplace transform pair is defined as

F (s) =
∫ ∞

0−
f(t)e−st dt
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and

f(t) =
1

2π

∫ σ+∞

σ−∞
F (s)estds.

The Laplace transform pair is denoted symbolically as F (s) = L[f(t)] and f(t) =

L−1[F (s)]. An important fact from Laplace transform theory is that

L
[
df(t)
dt

]
= sF [s] − f [0−].

For interconnect studies, the Laplace transforms of step functions are needed.

For the unit step function

u(t) =


 0, t < 0

1, t ≥ 0
,

L[u(t)] =
1
s
. (2.41)

The unit ramp function is defined as

r(t) =




0, t < 0

t/to, 0 ≤ t ≤ to

1, t > to

,

for which

L[r(t)] =
1 − e−sto

tos2
.

The unit exponential ramp is

e(t) = (1− e−t/to)u(t),

which is highly convenient because it is expressible without limits and because it

captures the exponential rolloff typically seen in circuits. Its Laplace transform is

L[e(t)] =
1
s
− 1
s+ 1/to

. (2.42)
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2.4.2 Capacitive Load

The voltage-current relationship for a capacitor is i = Cdv/dt. In terms of traveling

waves, using (2.27) and (2.28) with z = 0, the relationship is

v+

Zo
− v−

Zo
= C

(
dv+

dt
+
dv−

dt

)
.

Taking the Laplace transform and collecting terms leads to

V − =
1 − cZos

1 + cZos
V +. (2.43)

For the unit step input, v+(t) = u(t), so substituting (2.41) into (2.43) and

computing the inverse Laplace transform for the circuit initially at rest yields

v− = (1 − 2 e−t/τ )u(t),

where τ = CZo. The total voltage is then

v = v+ + v− = 2(1− e−t/τ )u(t),

which shows the familiar exponential charging of a capacitive load with voltage

doubling for large t/τ . Because of the capacitive loading, the waveform at the load

does not rise to one-half its full value (v = 1/2 × 2 = 1) until t = τ ln 2, so the

capacitive load introduces a delay adder of τ ln 2.

For the exponential step, v+(t) = e(t), and repeating the above process yields

v− =

(
1 +

2e−t/τ − ( to

τ + 1)e−t/to

to

τ − 1

)
u(t).

For very fast rise times, to � τ , and

v− ≈ (1 − 2 e−t/τ )u(t),

which is the same result as for the unit step input. For very slow rise times, to � τ ,

and

v− ≈ (1 − e−t/to)u(t),
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Figure 2.10. Common discontinuities on transmission lines: (a) series inductance,

(b) shunt capacitance.

which is the same as the incident wave, so the capacitive load acts like a perfect

open circuit with a reflection coefficient of +1.

In general, the effect of a discontinuity can be determined by comparing the rise

time to the discontinuity’s time constant, τ . If the rise time is short compared to

τ , then the behavior is like that for the unit step. On the other hand, if the rise

time is long compared to τ , then the behavior is that for the idealized version of

the discontinuity.

2.4.3 Series Inductance

For a wave incident from the left of the series inductance discontinuity in Fig-

ure 2.10a, the voltage and current are

v1 = v+1 + v−1

and

i1 =
1
Zo

v+1 − 1
Zo

v−1 .

On the right of the inductor, assume that the line is long so there is no reflected

wave, then the voltage and current there are

v2 = v+2
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and

i2 =
1
Zo

v+2 .

Applying Kirchhoff’s voltage law yields

v+1 + v−1 = L
di

dt
+ v+2 , (2.44)

while continuity of current requires

1
Zo

v+1 − 1
Zo

v−1 =
1
Zo

v+2 . (2.45)

Eliminating v+1 and substituting i = 1
Zo
v+2 yields

v−1 = τ
dv+2
dt

, (2.46)

where τ = 1
2

L
Zo

is the time constant of the discontinuity.

Approximate Solution for Weak Reflections

For small inductances causing weak reflections, the incident wave passes through

almost unchanged, then dv+
2

dt ≈ dv+
1

dt and

v−1 ≈ τ
dv+1
dt

. (2.47)

The reflected wave is a pulse with width approximately equal to the edge rate of

the incident wave. The pulse amplitude is positive for low-to-high transitions and

negative for high-to-low.

Exact Solution for Step Input

Eliminating v−1 between (2.44) and (2.45) with i = 1
Zo
v+2 yields

v+1 = v+2 + τ
dv+2
dt

, (2.48)

Assuming that the circuit is initially at rest, then after Laplace transformation,

V +
2 = V +

1

1/τ
s+ 1/τ

. (2.49)
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Figure 2.11. Exponential functions describe the reflected and transmitted waves

for a step function incident onto series inductance and shunt capacitance.

If v+1 is a unit step, then

V +
2 =

1
s
− 1
s+ 1/τ

.

Inverse Laplace transformation then provides the voltage propagating past the in-

ductor as

v+2 = (1 − e−t/τ )u(t),

and from (2.45), the reflected wave is

v−1 = e−t/τu(t).

These two functions are plotted in Figure 2.11. The reflected pulse is an expon-

ential spike falling to half its original value by t = τ ln 2. The transmitted pulse

is smoothed, rising to half its final value by time t = τ ln 2. A SPICE simulation

showing step reflection from a series inductor is shown in Figure 2.12.

Considering the frequency domain, at low frequencies the inductor is a short



Section 2.4. Discontinuities 87

Reflection at Source
(short circuit)

Reflection at Load
(open circuit)

50Ω 50Ω

0.04ns

0.5V

0

0.8ns 20nH 0.8ns

0

1

0.5

Distance

Time

Figure 2.12. A series inductor reflects an exponential pulse back towards the source

and low-pass filters the wave that continues down the line.

circuit, so these components readily pass through. At high frequencies, the inductor

is an open circuit and reflects these components with a reflection coefficient of +1.

With the high-frequency components reflected back towards the source, the edge

rate of the transmitted pulse is rounded off. At the receiver, the slower edge rate

causes the wave to be detected later than it would be with a faster edge. If the

receiver trip point is 1/2VDD, then the delay adder due to the inductor is τ ln 2.

In total, the series inductor causes noise by creating a reflected pulse and adds

delay to the signal due to edge rate degradation. For the step input, the reflected

pulse voltage peak equals the amplitude of the step, while the delay adder is τ ln 2.
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Exact Solution for Exponential Input

Let the incident wave v+1 be a unit exponential ramp, substitute (2.42) into (2.49),

and inverse Laplace transform to get

v+2 = 1 − e−t/τ

1 − to/τ
− e−t/to

1 − τ/to
, (2.50)

assuming that the circuit is initially at rest.

The delay of the transmitted wave from time t = 0 can be found by setting

v+2 = 1/2, then

1
2

=
e−t/τ

1 − to/τ
+

e−t/to

1 − τ/to
, (2.51)

but a simple solution for t is not possible. The delay adder is the delay of the

transmitted wave minus the delay of the incident wave. For very fast edges with

to � τ , the delay is t = τ ln 2, so the delay adder is td = τ ln 2− to ln 2 ≈ τ ln 2, the

same as for the step input. For very slow edges with to � τ , the delay is t = to ln 2

for a delay adder of zero. Just as is seen with the capacitive load, the behavior of

the discontinuity is bounded between the fast edge step response and the slow edge

ideal case (short circuit, for the series inductor).

An approximate solution to (2.51) is

t = τ ln 2 + to ln 2,

which is asymptotically exact at the extremes of to and τ , but reaches -17.4%

error near to = τ . Using this formula, the delay adder is td = τ ln 2, so to a good

approximation, the delay adder for any series inductive discontinuity for any edge

rate is just the delay adder for the step function. The approximate solution can be

fitted to improve the accuracy near to = τ . One solution with maximum error of

1.45% is

t = (τ ln 2 + to ln 2)
(
1 + 0.194 e−0.174(to/τ+τ/to−2)

)
.

The reflected pulse is found from (2.45), using (2.50), to be

v−1 =
1

1 − to/τ

(
e−t/τ − e−t/to

)
.
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Figure 2.13. Pulses reflected from a series inductive discontinuity for an incident

exponential step depend on the rise time of the step.

Several pulses are plotted in Figure 2.13, where it can be seen that larger discon-

tinuities (increasing τ ) and/or faster edges (decreasing to) lead to sharper pulses

with higher peak amplitudes but with faster decay rates. The peak occurs at time

tpeak =
ln to

τ

1/τ − 1/to
.

Trapezoidal Ramp Example

Using a linear ramp for the source excitation, a sample SPICE simulation is shown in

Figure 2.14, where the schematics are shown in inset. For this problem τ = 0.1ns, so

the 1ns rise time appears somewhat slow, and the effect of the discontinuity should

be small. In Figure 2.14a, the source is located sufficiently far from the inductor so

that it has finished switching by the time the pulse returns. The pulse at point 1

is roughly square since the incident edge is triangular. The peak amplitude of the

reflected pulse can be estimated using (2.47) to be

v−1 ≈ 1
2
10 × 10−9

50
1

1 × 10−9
= 0.1V,
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tinuity: (a) source far from the discontinuity, (b) source near to the discontinuity.
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which closely matches the simulation. The voltage swing is 1V because the 2V

source evenly divides between the source and transmission line impedances. The

pulse width of 1ns is approximately equal to the edge rate. For the transmitted

waveform observed at point 3, there is no significant change in the edge rate, but

rounding of the corners is observable.

In Figure 2.14b, the source is close to the inductor so that the initial edge is still

rising when the reflected pulse returns. The reflected pulse width and amplitude are

similar to the far case in Figure 2.14a, but the reflected pulse voltage superimposes

onto the rising edge and is not as easily observed. In this case, some of the pulse is

“hidden” within the edge itself, where it helps the signal to rise more quickly.

These two cases show how signal integrity is improved when the edge rate length-

ens compared to the delays in the circuit. Slower edges produce less noise and allow

the noise to be hidden in the rise/fall times if the interconnects are short enough.

2.4.4 Shunt Capacitance

For a wave incident from the left of the shunt capacitance discontinuity in Fig-

ure 2.10b, the voltage and current are

v1 = v+1 + v−1

and

i1 =
1
Zo

v+1 − 1
Zo

v−1 .

On the right of the capacitor, assume that the line is long so there is no reflected

wave, then the voltage and current there are

v2 = v+2

and

i2 =
1
Zo

v+2 .
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Applying Kirchhoff’s current law yields

1
Zo

v+1 − 1
Zo

v−1 = C
dv+2
dt

+
1
Zo

v+2 , (2.52)

while continuity of the voltage requires

v+1 + v−1 = v+2 . (2.53)

Eliminating v+1 yields

v−1 = −τ dv
+
2

dt
, (2.54)

where τ = CZo

2 is the time constant of the discontinuity.

Approximate Solution for Weak Reflections

For small capacitances causing weak reflections, the incident wave passes through

almost unchanged, then dv+
2

dt ≈ dv+
1

dt and

v−1 ≈ −τ dv
+
1

dt
. (2.55)

The reflected wave is a pulse with width approximately equal to the edge rate of

the incident wave. The pulse amplitude is negative for low-to-high transitions and

positive for high-to-low.

Exact Solutions and Duality

Eliminating v−1 between (2.52) and (2.53) yields

v+1 = v+2 + τ
dv+2
dt

.

This equation is exactly the same as that for the series inductance in (2.48), so

the shunt capacitor behaves exactly the same as the series inductance but with a

different time constant. Similarly, the reflected wave in (2.54) is the same as that

in (2.46) except for a sign change. The shunt capacitor reflects the same pulse as

the series inductor but with opposite sign and different time constant. The series
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inductance and shunt capacitance are duals, a reasonable result since inductance

encapsulates the effects of the magnetic field while those for the electric field are

captured by capacitance.

Cascades of discontinuities are not covered by the mathematical framework

above, but it is interesting to note that since the pulses reflected from shunt ca-

pacitive and series inductive discontinuities are of opposite sign, they cancel when

τC = τL, which occurs when Zo =
√
L/C.

Trapezoidal Ramp Example

A sample SPICE simulation is shown in Figure 2.15, where the edge rate of 1ns is

slow compared to the 0.1ns time constant of the shunt capacitor. In Figure 2.15a, the

source is located sufficiently far from the capacitor so that it has finished switching

by the time the pulse returns. The pulse at point 1 is roughly square since the inci-

dent edge is triangular. The peak amplitude of the reflected pulse can be estimated

using (2.55) to be

v−1 ≈ −1
2

4 × 10−12 50
1

1 × 10−9
= −0.1V,

which closely matches the simulation. The pulse width is approximately equal to the

edge rate. For the transmitted waveform observed at point 3, there is no significant

change in the edge rate, but rounding of the corners is observable.

In Figure 2.15b, the source is close to the capacitor so that the initial edge is still

rising when the reflected pulse returns. The reflected pulse width and amplitude are

similar to the fast case in Figure 2.15a, but the reflected pulse voltage superimposes

onto the rising edge and is not as easily observed. In this case, some of the pulse is

“hidden” within the edge itself, where it inhibits the rise of the signal.

2.4.5 Impedance Step

The general rule of thumb is to keep all transmission lines at the same charac-

teristic impedance; otherwise, reflections are generated with amplitudes given by

the reflection coefficient in (2.40). For series inductance and shunt capacitance, the

frequency-dependent impedance of these discontinuities causes frequency-dependent
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tinuity. (a) Fast edge produces a reflected pulse with width approximately equal to

the edge rate. (b) Slow edge at the source produces a truncated pulse with modified

rise time.
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reflection coefficients and the generation of narrow spikes with widths similar to the

edge rate. In contrast, the characteristic impedance of transmission lines can be

essentially constant over very broad bandwidths, so the reflection coefficient can be

strongly frequency-independent. In these cases, a fraction of the entire waveform

can be peeled off and reflected back down the line.

Assume a signal propagates down a transmission line with characteristic imped-

ance Z1 and meets a discontinuity where the line impedance changes to Z2 there-

after. When the lines are long or terminated, then (2.40) holds and two cases must

be considered. When Z1 > Z2, the reflection coefficient is negative and the re-

flected wave is a negative copy of the incident wave with reduced amplitude. When

Z1 < Z2, the reflected wave is a positive copy. The incident and reflected waves

superimpose.

Voltage is continuous at the discontinuity, so the signal continues onto the second

transmission line with peak amplitude based on the total voltage on the first line.

When the incident and reflected waves have the same sign, they add, and the voltage

signal on the second transmission line is large. Conversely, a negative reflection

coefficient produces a smaller transmitted voltage signal.

Example

Sample SPICE simulations for both cases are shown in Figures 2.16 and 2.17, where

the schematics are shown in inset. See section 2.2.1 for a discussion on fast and slow

edges. In Figure 2.16, the reflection coefficient is +0.1667, so the reflected wave

has the peak amplitude 1V*0.1667=0.1667V. The incident and reflected waves add

up to 1.1667V when they happen to be coincident; otherwise, just the 1V incident

wave or 0.1667V reflected wave is observable. The transmitted wave is launched

with the peak voltage of 1.1667V, so its slew rate increases because it transitions

over a larger voltage in the same time as the incident wave.

In Figure 2.17, the reflection coefficient is -0.1667, so the reflected wave has

the peak amplitude -0.1667V, and the transmitted wave has the peak amplitude

-0.8333V. The slew rate of the transmitted wave decreases.
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Figure 2.16. Reflected and transmitted waveforms for an impedance discontinuity

to a larger impedance: (a) fast edge, (b) slow edge.
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Figure 2.17. Reflected and transmitted waveforms for an impedance discontinuity

to a smaller impedance: (a) fast edge, (b) slow edge.
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2.5 Crosstalk

Leakage of a signal from one conductor to another is called crosstalk, and it can

be induced through three coupling mechanisms: capacitive, inductive, and radia-

tive. Radiative coupling is essentially a self-induced EMI disturbance and would be

treated within an EMI design framework. This section is concerned with capacitive

and inductive coupling.

2.5.1 Capacitive Crosstalk

All conductors have some capacitance between them, and when sufficiently close, the

capacitance can become large enough to couple significant energy from one line (the

aggressor, or active line) to another (the victim, or passive line). The capacitance

allows displacement current to cross the gap and inject into the victim line. Since

the impedance is equal looking both ways up and down the line, the current splits

equally and sends waves propagating in each direction. The coupling is sketched in

Figure 2.18, where capacitance is distributed along the length of two transmission

lines. The mutual capacitance per-unit-length is cm. The problem in general requires

∆x

Near End Far End

Aggressor Line

Source End Load End

Victim Line

i

vs

mc

vb vf

Figure 2.18. Sketch of capacitive coupling producing crosstalk.
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the simultaneous solution of the coupled differential equations representing the two

lines. Approximations can be applied to show the basic behavior and to derive useful

formulas suitable for weak coupling.

A very short length of the coupled transmission lines is shown in cutout in

Figure 2.18. As the voltage wave passes on the aggressor line, it injects current onto

the victim line through displacement current, then this current splits evenly in each

direction, due to symmetry. Kirchhoff’s current law applied to the victim line yields

vb
Zo

+
vf
Zo

= cm∆x
dvs
dt

,

where it is assumed that, due to weak coupling, the voltage across the mutual

capacitor is vs, the amplitude of the voltage wave on the aggressor line. The voltage

is continuous, so vb = vf , and

vf = vb =
1
2
Zocm∆x

dvs
dt

. (2.56)

The aggressor wave creates pulses that have widths about equal to the edge rate and

that propagate in opposite directions on the victim line. A low-to-high transition on

the aggressor line produces positive pulses on the victim line, while a high-to-low

transition produces negative pulses.

Once a crosstalk signal has been launched on the victim line, it too can cre-

ate crosstalk back onto the aggressor, where it can upset the waveform there and

complicate further computations of crosstalk. When this secondary crosstalk is neg-

ligible, then the coupling is said to be weak; otherwise, the coupling is strong. Simple

formulas for crosstalk rely on weak coupling.

The aggressor and forward victim waveforms travel together towards the load

and the far end, respectively. Therefore, at each increment on the lines, the aggressor

edge can add to the victim pulse, and the victim pulse grows in magnitude the

farther down the lines the waves travel. At the far end, for line length d, the total

noise for weak coupling from (2.56) is

vFE =
1
2
Zocmd

dvs
dt

, (2.57)



100 Signal Integrity Chapter 2

which matches the capacitive portion of the same result in (10.36), derived using

coupled mode theory. The noise at the far end—far-end noise (FEN)—is a single

pulse with width approximately equal to the edge rate of the signal on the aggressor.

The aggressor and backward victim waveforms travel in opposite directions, so

the overlap where the aggressor can inject current is only one-half the rise time,

∆t. After this time period, the pulse travels unchanged to the near end. However,

these pulses are generated continuously, so the near end receives them for at least

2×TOF, when the last pulse generated at the far end propagates back to the near

end.

The interaction distance in (2.56) is ∆x = vp
1
2∆t, where vp is the phase velocity.

To simplify the result, assume that the aggressor edge is triangular, then dvs/dt =

vo/∆t, where vo is the peak voltage. Substituting these into (2.56) yields the near-

end noise (NEN) for weak coupling as

vNE =
1
4
Zocmvpvo.

However, Zovp =
√
)/c/

√
)c = 1/c, where c is the capacitance per-unit-length of

either line, so

vNE =
1
4
cm
c
vo.

Expressing as a coupling coefficient yields

KNE =
1
4
cm
c
, (2.58)

where KNE = vNE/vo. This result matches the capacitive portion of the same result

in (10.31), derived using coupled mode theory.

In summary, capacitive crosstalk results in a short pulse at the far end and a

long signal at the near end. The far-end signal grows in amplitude with longer lines,

while near-end noise grows in width with longer lines. The crosstalk noise is positive

for low-to-high transitions and negative for high-to-low. The results are summarized

in Figure 2.19.
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2TOF t r

t r

NEN FEN

Figure 2.19. Summary of noise waveforms for weak capacitive coupling.

2.5.2 Inductive Crosstalk

The closed loops formed by two signal lines are coupled by mutual inductance, which

causes a crosstalk voltage to be generated on the victim line due to changes in the

current on the aggressor line according to v = mdi
dt . In contrast to the capacitive

case, where current is injected into the victim line, the net change in current is

zero; the aggressor line can only drive current along the victim line. As a result, the

forward and backward crosstalk have opposite polarities. The coupling is sketched

in Figure 2.20, where mutual inductance, m, is distributed along the length of the

line. Similar to the case for capacitive crosstalk, the problem in general requires

∆x

Near End Far End

Aggressor Line

Source End Load End

Victim Line

m

vb

i s

vf

Figure 2.20. Sketch of inductive coupling producing crosstalk.



102 Signal Integrity Chapter 2

the simultaneous solution of the coupled differential equation representing the two

lines. Approximations can be applied to show the basic behavior and to derive useful

formulas suitable for weak coupling.

A very short length of the coupled transmission lines is shown in cutout in

Figure 2.20. As the current wave passes on the aggressor line, it induces a series

voltage on the victim line through the mutual inductance. Kirchhoff’s voltage law

applied to the victim line yields

vb = m∆x
dis
dt

+ vf .

The currents are continuous, so vb/Zo = −vf/Zo. Eliminating vf and substituting

is = vs/Zo yields the backward wave amplitude as

vb =
1
2
m

Zo
∆x

dvs
dt

,

and similarly for the forward wave

vf = −1
2
m

Zo
∆x

dvs
dt

.

The aggressor wave creates pulses that have widths about equal to the edge rate and

that propagate in opposite directions on the victim line. A low-to-high transition

on the aggressor line produces a positive backward pulse and a negative forward

pulse on the victim line, while a high-to-low transition reverses the signs.

At this point, the inductive crosstalk derivation follows that of capacitive cross-

talk. The forward noise travels with the aggressor wave and picks up amplitude

continuously. The backward noise only picks up noise for half the edge rate since it

and the aggressor travel in opposite directions. The results for inductive crosstalk

are

vFE = −1
2
m

Zo
d
dvs
dt

(2.59)

and, assuming a triangular edge on the aggressor waveform,

vNE =
1
4
m

)
vo.
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2TOF

t r

t r

NEN FEN

Figure 2.21. Summary of noise waveforms for weak inductive coupling.

Expressing the near-end noise as a coupling coefficient yields

KNE =
1
4
m

)
. (2.60)

Note that these results match (10.36) and (10.31), derived using coupled mode

theory.

In summary, inductive crosstalk is very similar to the capacitive crosstalk: a

short pulse at the far end and a long signal at the near end. The difference is in the

signs, where forward inductive and capacitive crosstalk have opposite signs. The

results are summarized in Figure 2.21.

2.5.3 Total Crosstalk

In the general case, capacitive and inductive crosstalk are simultaneously present.

Summing (2.57) and (2.59) yields

vFE =
1
2
d

(
Zocm − m

Zo

)
dvs
dt

, (2.61)

which applies for weak coupling. An implicit assumption is that the phase velocities

on the two coupled lines are equal. Because of the opposite polarities for capacitive

and inductive crosstalk, far-end noise enjoys some cancellation. Far-end noise is

eliminated when Zocm − m
Zo

= 0, or

cm
c

=
m

)
,
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a balanced condition where both coupling terms represent the same fraction of the

aggressor line’s per-unit-length parameters.

For near-end noise, summing the capacitive crosstalk from (2.58) and the induc-

tive crosstalk from (2.60) yields

KNE =
1
4

(cm
c

+
m

)

)
. (2.62)

Cancellation is not possible, so near-end crosstalk always exists.

Note that the cancellation of far-end crosstalk enables the creation of directional

couplers. With far-end cancellation, a sample of a signal moving left-to-right only

appears at the left port. Similarly, a signal moving right-to-left produces a signal

only at the right port. Such a directional coupler can be used to create network

analyzers, which operate on the principal of directional traveling waves. From the

theory, good performance requires equal phase velocities on two lines, plus careful

balance of capacitive and inductive crosstalk.

In digital systems, many closely spaced lines exist with a mix of crosstalk com-

ponents. For capacitive crosstalk, lines shield each other so cm decreases rapidly for

victim lines farther from the aggressor. Therefore, capacitive crosstalk is typically

strong to a line’s neighbors but weak to other lines. For inductive crosstalk, mag-

netic fields are not shielded by normal metals, so m decreases slowly and inductive

crosstalk is strong for many of a line’s neighbors. Summing these two results, the

typical crosstalk behavior is that coupling to neighbors is both inductive and ca-

pacitive, with capacitive crosstalk often dominating, while coupling to farther lines

is mostly inductive.

2.6 Topology

A point-to-point connection between two components yields the highest signal in-

tegrity, but most circuits require several components to be connected with a single

net. A net connecting three or more pins is a multidrop net. For low-speed op-

eration, just about any topology that completes the connection is acceptable. To
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achieve high-speed operation, the layout of the net becomes important. Several

topologies for interconnecting components are sketched in Figure 2.22.

The daisy chain simply stitches from one circuit to the next and is suitable for

low-speed nets. With no termination (other than any driver source impedance),

each drop introduces a shunt capacitance to ground, and the stubs between drops

support complex multiple reflections. Daisy chains work well when the delay of the

entire length of the net is short compared to the rise time; then the net acts as a

capacitive load and the driver can be scaled accordingly.

The near-end cluster or star cluster can be very effective but requires delicate

balance to achieve good performance for fast edges. Consider the example in Fig-

ure 2.23, where a single stub is connected in the middle of a 10ns line for a short

rise-time pulse. As the stub length increases, the ringing period increases and the

ringing amplitude takes longer to settle. The voltage dividers, due to the source

impedance and the impedance step at the stub, can be seen within the first 12ns on

the near-end plot. When the stub reaches the same length as the main line length

beyond the branch, the waveform quality improves dramatically, although multiple

reflections are still required to reach the full line value. Star clusters require equal

stub length and loading.

Just as for the daisy chain, if the edge rate is sufficiently long, then the line

lengths in the star cluster are not important. In Figure 2.24, the star cluster of

Figure 2.23 is resimulated with a slow 30ns edge, which is long enough for the

source edge to propagate to the far-end load and back plus 10ns, which is one

round trip TOF on the 5ns far-end section. The deviations from the perfect ramp

are primarily isolated to the edge’s ramp time with almost no ringing later.

In general, stubs create two principal opportunities for loss of signal quality.

First, the branch in the line creates an impedance discontinuity by placing the two

lines in parallel. The impedance discontinuity will appear as a simple voltage divider

for the shortest round trip TOF to the closest discontinuity. Second, reflections from

the unmatched terminations will return to the branching point and reflect again,
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causing multiple reflections. The sum of all of these interactions can be quite com-

plex and will in general require detailed simulation.

The far-end cluster improves signal integrity by limiting the length of the far-end

stubs. By keeping the lengths of stubs short compared to the edge rate, the far-end

cluster behaves like a single capacitive load.

Finally, good signal integrity can be achieved by periodically loading a trans-

mission line with additional capacitance. A straight transmission line can be tapped

along its length, as shown in Figure 2.22e, to create a multidrop net well suited to

creating an expansion bus. Assuming that the stubs and the distance between them

are short compared to the signal rise time, then the composite structure acts as an

artificial transmission line with characteristic impedance lower than the unloaded

trunk transmission line. The inductance is unaffected, but the capacitive loading

from the stubs and associated receivers adds to the capacitance of the trunk to

pull down the characteristic impedance. If the total capacitive load is CL, then the

distributed loading is CL/d, where d is the length of the trunk line. The loaded

characteristic impedance and phase velocity are then

ZL =

√
)

c+CL/d
=

Zo√
1 + CL/(cd)

=
Zo√

1 + CL/C
,

and

vL =
1√

)(c+ CL/d)
=

vp√
1 +CL/(cd)

=
vp√

1 + CL/C
,

where C = cd is the total capacitance of the trunk line, and Zo and vp are the

unloaded values for the trunk line. Note how the loading capacitance only lowers

impedance and phase velocity. To avoid reflections from an impedance step, the

loaded impedance must be matched to other system impedances. High-performance

expansion bus specifications include limits on stub lengths and capacitive loading

per slot to ensure impedance match and signal integrity.
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Wiring Rules

In a large system, detailed simulation of every net is too time consuming. Prechar-

acterization of several topologies can provide a library of acceptable layouts, called

wiring rules, that are guaranteed to produce acceptable signal quality and delay. A

system designed using such a library is then correct by construction. Any generic

topology, such as one from Figure 2.22, can be considered for characterization for

wiring rules.

Detailed simulations over process corners with each variable combination are

required, so the effort to construct a usable set of wiring rules can be considerable.

Metrics from the simulation may include delay, rise and fall time, overshoot, under-

shoot, crosstalk, settling time, and SSN. After appropriate metrics and their bounds

have been selected, a large number of simulations can be performed to find the range

of driver strengths and loadings, characteristic impedances, and line lengths that

fit within the bounds. The set of valid values are fitted to equations, and these

equations become the wiring rules.

To demonstrate, the simple circuit shown in inset in Figure 2.25 has fixed driver

impedance and rise time, load capacitance, and transmission line delay. What range

of characteristic impedance is allowable so that the voltage at the load rises to 0.75V

within 3ns? Running several cases, it can be seen that impedances above 40Ω are

allowed. If a limit for overshoot is also specified, then an upper limit on characteristic

impedance can be established.

2.7 Simultaneous Switching Noise

Ideally, every signal would be provided with separate and isolated power and ground

connections. For packaged digital components, such dedicated pins drive up pack-

aging costs by increasing pin counts. Common practice is to share several ground

and power pins among all of the signal pins, and the performance of the system is

strongly related to the ratio of the number of signal pins to the number of ground

and/or power pins. For example, an 8:1 signal-to-ground ratio is common, where the
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number of power pins equals the number of ground pins. Very high-speed interfaces

require ratios as small as 2:1, while very low-performance interfaces may need only

one power pin and one ground pin.

Shared ground and power pins enable coupling from one signal line to another.

Because the power distribution inductance is small, the coupled noise is small if few

drivers are switching at any given time. However, the level of coupled noise increases

with the number of switching outputs, and when the whole bus is switching, the

noise level can become excessive. For this reason, this noise mechanism is called

simultaneous switching noise (SSN). It is also known as delta-I noise since it results

from the rate-of-change of current across the package inductance. SSN is treated in

detail in chapter 3.

2.8 System Timing

Prior sections have discussed in detail many mechanisms that cause degradation in

digital signaling. If signal integrity is sufficiently reduced, then the performance of
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Figure 2.25. Example simulations to generate a wiring rule for allowed transmis-

sion line impedance given delay, driver impedance, and load.
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the digital system will suffer. The maximum clock rate of a digital system is related

to the signaling specifications, driver and receiver performance, and interconnect

length. Eye diagrams offer a convenient method to verify that signaling specifications

are met while providing estimates of skew.

2.8.1 Maximum Clock Rate

The maximum clock rate of a synchronous system is of primary interest, and the

waveforms in Figure 2.26 show the major components that set the upper limit on the

clock rate: driver propagation delay (tp), TOF on the interconnect, and the setup

and hold times at the receiver. Note that the driver’s rise/fall time is subsumed

into the driver’s propagation delay; a longer rise time causes the driver’s output to

reach the receiver’s trigger point later, so delay is increased.

Assuming that the data transitions and is sampled on the rising clock edge, then

before the rising clock edge, it must be true that

P > tp + TOF + tS .

Since the clock rate is inversely proportional to frequency, the maximum clock rate

is

fmax <
1

tp + TOF + tS
. (2.63)

After the rising clock edge, it must be true that

tH < tp + TOF. (2.64)

So the maximum clock rate is given by (2.63) under the condition that (2.64) is

true.

Normally, short driver delay is desired to help maximize the system clock fre-

quency. However, for very short and fast interconnects, the TOF is very small and

longer tp may be needed to satisfy the receiver hold time.
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2.8.2 Eye Diagrams

Signaling specifications must be met for every signal at every clock cycle. For a long

stream of bits, it can be difficult to tell if the signal meets the specifications. To

facilitate analyses, the bits can be superimposed to create a single plot from which

all of the signaling specifications can be checked.

Consider the clocked data presented in Figure 2.27, where it is assumed that

the data is sampled on the rising edge of the clock. The data associated with each

rising edge can be cut out and plotted together, as shown for a few of the edges.

A good plot results when the waveform is plotted for one clock period before and

after the edge, then the full data bit, plus half the one before and half one after,

are captured. Superimposing all of the bits then builds an eye diagram. For mul-

ticonductor interconnects, the eye diagrams for each line can be superimposed to

examine the signal specifications for the whole interconnect.

As an example, consider the schematic in Figure 2.28, where the driver and

0 1 1 0 0 1 0 1 0 1 1 1 0 0 0

Eye Diagram

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Bits at Cycles

7 and 11

Bits at Cycles

8 and 14

LOGIC

DATA

CLK

Cycle

Figure 2.27. Eye diagrams are constructed by overlapping the individual bits in a

bit stream.
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Figure 2.28. Schematic for demonstration of eye diagrams from SPICE simula-

tions.

interconnect models are those appearing in the netlist in Appendix C. Each driver

is driven by a random bit stream to simulate a digital signaling sequence. SSN

and crosstalk introduced by the package degrade the signal quality at the receiver,

modeled here by simple capacitance. In Figure 2.29, the data is driven at a 125MHz

clock rate, and the resulting eye diagram for all three signal lines taken together

is very clean. As the clock rate is increased to 250MHz in Figure 2.30, the eye

diagram begins to show significant impact due to finite edge rate and skew. By

500MHz, shown in Figure 2.31, the eye diagram begins closing down. Note how as

the clock frequency rises, the waveforms do not trace each other as well.

One bit of data is often called a symbol . In a single stream of data, if the

waveform of one bit is not completely settled by the time of the clock transition
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Figure 2.29. Clock and output waveforms (with 5V offsets) and eye diagram of

the outputs for the circuit in Figure 2.28 at 125MHz.



Section 2.8. System Timing 117

0 1 2 3 4 5 6 7 8
-1

0

1

2

3

4

V
o
lt

a
g
e
, 
v

Time, ns

0 20 40 60 80 100 120 140 160 180 200
-2

0

2

4

6

8

10

12

14

16

18

20

V
o
lt

a
g
e
, 

v

Time, ns

Figure 2.30. Clock and output waveforms (with 5V offsets) and eye diagram of

the outputs for the circuit in Figure 2.28 at 250MHz.
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Figure 2.31. Clock and output waveforms (with 5V offsets) and eye diagram of

the outputs for the circuit in Figure 2.28 at 500MHz.
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Figure 2.32. Eye diagrams help determine if signals satisfy signaling specifications.

for the next bit, it will affect the shape of the following bit, leading to lower eye

quality. The effect is readily apparent in Figure 2.31. When one symbol affects the

next, intersymbol interference (ISI) is said to occur.

Signal quality only really matters at receivers, where the signal is interpreted

according to the logic specifications. Consider the representative eye diagram shown

in Figure 2.32. The input specification is superimposed onto the eye diagram. As-

suming that the signal is sampled at the clock edge, then the receiver specifications

will be satisfied when t1 > tS and t2 > tH , the setup and hold times, respectively.

2.8.3 Skew, Jitter, and Margin

The timing diagram in Figure 2.26 implies that the clock and data edges fall at

precise times. As can be seen in the eye diagrams in Figures 2.29 through 2.31,

data edges fall along a range of times due to the influences of SSN, crosstalk, TOF

variations, and other effects. The uncertainty in the arrival time of a signal edge is

the signal skew, and all sources of skew must be taken into account to ensure reliable

operation of the system. Clock skew refers specifically to skew from all sources on
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the clock line in a synchronous system.

Clock generators inherently produce some variation in the timing of clock edges

at their outputs, and this variation is called clock jitter . In a system driven by a

single clock generator, all components see the same variation in the timing of the

clock edges, so the timing budget is not directly affected by clock jitter. However,

jitter does effectively reduce the available clock cycle by occasionally producing one

clock edge late and the next one early, and the lower effective clock cycle does affect

the timing budget. So clock jitter is included in the timing budget, not because of

the uncertainty in the clock edge, but because of the uncertainty in the clock period.

Skews and jitter can be incorporated into the system clock estimates in (2.63)

and (2.64), with the precise representation depending on how the skew is broken

down. Assuming that the driver propagation delay and the receiver setup and hold

times are all worst-case from the manufacturer’s data sheet, then with TOF skew,

clock skew, clock jitter, and margin, the maximum clock rate is given by

fmax <
1

tp + TOF + tS + ∆tTOF + ∆tclock + ∆tjitter + ∆tmargin

assuming that

tH < tp + TOF + ∆tTOF + ∆tclock + ∆tjitter + ∆tmargin

holds true.

If eye diagrams are not available, skew can be estimated from peak noise and

the signal slew rate. In-phase noise pushes a waveform higher, so the rising edge

arrives at the load earlier. Similarly, out-of-phase noise pushes a waveform lower for

later arrival of rising edges. Therefore, additive noise directly causes skew in the

timing of the rising and falling edges. The effect of delay caused by noise is often

referred to as pushout . Assuming that the edges are approximately linear, the slew

rate is ∆v/∆t. The skew is then approximately the noise voltage times the inverse

of the slew rate:

∆tTOF = vnoise
∆t

∆v
. (2.65)
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For example, in Figure 2.31, the peak-to-peak noise at the center of the eye is

approximately 1V, while the slew rate is 3.3V/2ns. Applying these numbers to

(2.65) yields about 0.6ns of skew compared to about 0.7ns from the eye diagram.

Note from (2.65) that a steeper waveform edge induces less skew for a given

amount of noise. On the other hand, sharp edges induce noise through additional

crosstalk and SSN. Therefore, there is a tradeoff between noise and timing skew.

Because digital signaling operates with noise margins, there is no benefit to reducing

noise below a certain level. Since lowering the noise through reduced edge rate pays

a penalty in timing, an optimal system will utilize the fastest edge rates consistent

with an acceptable noise level.

Skew estimates from peak noise voltage can also be used to help set noise bud-

gets. Assuming worst-case additive skew, then the allowed skew from the timing

budget can be allocated to noise sources such as crosstalk and SSN to help resolve

design options like routing density and package style. Because detailed eye diagram

simulations are time-consuming to set up and run, they may be more appropriate

in later design confirmation stages.

2.8.4 Dual Data Rate

In some systems, data is sampled on both the rising and falling edges of the clock,

and these systems are said to be dual data rate (DDR). One of the main advantages

of DDR is that the bandwidth of the clock is halved for a given data rate, so DDR

is an excellent choice for high-speed interconnects. However, to latch the data with

a rising edge, the clock must be delayed by 90◦ with a delay-locked loop (DLL) or

doubled in frequency with a phase-locked loop (PLL), so extra circuitry is required

at the receive end. Timing considerations are unchanged for DDR except for the

halving of the period plus the addition of jitter for the DLL or PLL.
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2.9 Exercises

1. Show that

v+ =
v + Zoi

2

and

v− =
v − Zoi

2

on a lossless transmission line.

2. Show that the inductance per-unit-length of the parallel-plate transmission

line in Figure 2.33 is

ε r

W

H

Figure 2.33. Cross section of a parallel plate transmission line.

) = µo
H

W

when W � H . Show that the characteristic impedance is

Zo =
√

µo
εrεo

H

W
.

3. (a) Using the notation in Figure 2.34, show that the input impedance of a

loaded lossy transmission line is

Zin = Zo
ZL + Zo tanh(γd)
Zo + ZL tanh(γd)

. (2.66)
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ZLZo

Zin

d

Figure 2.34. Notation for a loaded transmission line.

(b) Show that the input impedance of a loaded lossless transmission line is

Zin = Zo
ZL + Zo tan(βd)
Zo + ZL tan(βd)

. (2.67)

4. (a) Describe the signal integrity effect of a series capacitor in terms of

frequency-dependent impedance and reflection coefficients.

(b) Set up and run a SPICE simulation to demonstrate the effects of a series

10pF capacitor on the reflected and transmitted signal. Use a 50Ω system,

1ns rise and fall times, 7ns wide pulse, and choose the transmission line

lengths to be long compared to the edge rate.

5. Assume that a capacitor is inserted in series into a long transmission line.

Set up and solve for the exact reflected, transmitted, and total voltages for

an incident unit step, assuming the circuit is initially at rest. Find an ap-

proximate solution for small capacitance. Show that the time constant for the

discontinuity is τ = 2CZo.

6. Repeat problem 4 for a shunt inductance of 25nH. Is this an effective way to

block the transmitted signal?

7. Assume that a long transmission line is shorted to ground in the middle with

a shunt inductor. Set up and solve for the exact reflected, transmitted, and

total voltages for an incident unit step, assuming the circuit is initially at



124 Signal Integrity Chapter 2

rest. Find an approximate solution for small inductance. Show that the time

constant for the discontinuity is τ = 2L/Zo.

8. Describe the signal integrity at the load for the circuit in Figure 2.4b as the

driver impedance Zo varies from 1Ω to 2500Ω. Assume a receiver with 6pF of

capacitive loading, a 50Ω transmission line with 10ns of delay, and a driver

pulse of 1ns rise and fall, 7ns width, and 1V peak.

9. How are forward and backward crosstalk affected when

(a) The characteristic impedances of the two transmission lines are different,

but the phase velocities are the same?

(b) The characteristic impedances of the two transmission lines are equal,

but the phase velocities are different?

10. (a) Find the largest driver impedance that supports first incidence switching

on a long 70Ω transmission line with a small capacitive load.

(b) Repeat for second incidence switching.

Use a 5V source swing and TTL logic high (2V) receiver threshold with no

margin.

11. Discuss the impact of using a driver impedance lower than necessary for first

incidence switching on timing, SSN, crosstalk, and power dissipation. (A single

SPICE example may be used for the discussion.)

12. Sketch 35ns of the waveform at points 1 and 2 for the schematic in Figure 2.7,

modified as follows: source voltage rises from 0 to 3V in 2ns, source impedance

is 150Ω, transmission line impedance is 75Ω with 10ns of delay, and the load

capacitance is small.

13. In source synchronous systems, the clock is edge-aligned and routed with the

data to clock the data into the receivers. This system eliminates clock skew,

driver delay, and TOF from the timing budget, enabling higher clock rates.
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Derive the setup and hold time requirements for a DDR source synchronous

system.

14. Show that far-end skew caused by crosstalk is approximately independent of

edge rate. Assume weak coupling and trapezoidal edges.

15. (a) Show that the input impedance of a lossless transmission line shorted at

the far end is given by

Zin = Zo tan(βd).

Draw a sketch of Zin for βd ranging from 0 to 3π and label the frequency

bands where the transmission line looks inductive and where it looks

capacitive. At what frequencies does this shorted transmission line look

like an open circuit?

(b) Show that the input impedance of a lossless transmission line open-

circuited at the far end is given by

Zin = −Zo cot(βd).

Draw a sketch of Zin for βd ranging from 0 to 3π and label the frequency

bands where the transmission line looks inductive and where it looks

capacitive. At what frequencies does this opened transmission line look

like a short circuit?

(c) Repeat for a transmission line terminated in a resistance equal to the

characteristic impedance of the line.

16. Find the transmission line equations by applying Kirchhoff’s voltage and cur-

rent laws to the differential transmission line section in Figure 2.35. How does

the result compare to (2.3) and (2.4)?

17. Let τ = z + νt and find the direction of travel, velocity, and characteristic

impedance of a lossless transmission line for an arbitrary waveform.
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z +   z∆

v(z +   z,t)∆

i(z +   z,t)∆LR

z

+

− −

+

v(z,t) C G

i(z,t)

Figure 2.35. Lumped model of a short length of a transmission line. Note the

reversal in component order from Figure 2.1.

18. Assume that a voltage source is connected in series at the junction between

two lossy transmission lines. Find the reflection and transmission coefficients

for the junction. What is the condition for matched impedance (Γ = 0)?

19. A 1V 50Ω driver with a 1ns edge rate drives a transmission line with ) =

289nH/m, c = 115pF/m, and r = 20Ω/m loaded at the far end by 5pF. For

the lossy and lossless cases, plot the waveforms at the source and load for a

low-to-high transition for line lengths of 10cm, 30cm, 90cm, and 270cm. When

is the lossless assumption valid?

20. Determine a wiring rule for the variable length line in Figure 2.23 such that

the ringing is limited to ±20% overshoot and undershoot.

21. For the star and daisy chain topologies in Figure 2.36,use SPICE simulations

to determine which is better in terms of delay, skew, overshoot/undershoot,

and power dissipation. Use multicycle simulation and eye diagrams, if avail-

able.
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Chapter 3 

SIMULTANEOUS 

SWITCHING NOISE 

Simultaneous switching noise (SSN) refers to noise generated in a digital system due 

to rapid changes in voltage and current caused by many circuits switching at the 

same time. It can be a severe problem for fast and/or wide buses on packaged de- 

vices, where the fast-changing currents pruduce large voltages on the package power 

and ground pins. For this reason, SSN is also referred to as SSO, for simuEtaneou~sly 

switching outputs. 

SSN is not a random noise process, such as thermal noise or one-shot noise, so 

SSN is deterministic and can be modeled and simulated. A major goal of detailed 

system simulation is to characterize SSN to look for violations of noise margins and 

for effects on timing. 

SSN is generated in circuits through many mechanisms, where each has a dif- 

ferent mitigating strategy. On-chip and on-module SSN, generated by signaling be- 

tween drivers and receivers located on the same package, can be minimized through 

interconnect parasitic reductiori and/or incorporation of bypass capacitors. Off-chip 

and off-module SSN, generated by signaling between drivers and receivers in sep- 

arate packages, generally requires parasitic reduction, although bypass capacitors 

have some effect. SSN induced from crosstalk can be minimized by increased lirle 

spacing or by multilayered substrates using planes to isolate routing layers. 
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SSN is principally due to package and socket inductance in the power distribution 

system. High-performance parts are almost always mounted on P C B ~  with solid 

power and ground planes, so power distribution up to the part is excellent. The 

weak link is then the connection between the die and the planes: the package and 

any sockets. The power and ground inductances in packages and sockets can usually 

be treated as lumped elements, and this chapter makes that assumption. 

The huge variety of available logic styles and termination schemes makes im- 

possible an exhaustive coverage of all combinations. For the following discussion. 

CMOS rail-to-rail unterminated signaling is assumed where all power supply para- 

s i t i c~  are assumed to  result from a package and/or socket. Logic signaling involves 

the charging and discharging of capacitances by the signal line. As shown in Fig- 

ure 3.1, logic 0 or 1 is signaled with the appropriate charging and discharging of 

two capacitors by using the signal line to force the voltage a t  their junction. Driving 

the signal line to zero charges the upper capacitance while discharging the lower, 

as in Figure 3.la. Conversely, driving the signal line t,o +V discharges the upper 

capacitance while charging the lower, as in Figure 3.1 b. The paths taken by these 

charging and discharging currents create unwanted voltages on power distribution 

inductances according to L%. 

Signal 

Power - 
---&-- 

Ground 

Signal 

Power 
__t_ 

A 
Ground 

Figure 3.1. CMOS rail-to-rail unterminated signaling: (a) logic 0, (b) logic 1. 
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u 
Driver 3 

Driver 2 tvv[ 
On-Chip -1 Packagi System 

- - 

Figure 3.2, Canonical schematic for investigating SSN 

3.1 Origins of SSN 

The origins of SSN can be investigated with the help of the simple schematic in 

Figure 3.2, which includes all of the components involved with SSN. The schematic 

shows a system consisting of a digital chip with two off-chip drivers (Drivers 1 

and 2) and one on-chip driver (Driver 3) that connect to the system through a 

package. The package mode1 consists of partial self-inductances, which are shown, 

and partial mutual inductances, which are not. The system loads for the off-chip 

drivers are represented by capacitances. 

There are two major cases to consider: on-chip switching and off-chip switching. 

For on-chip switching, Driver 3 signals to Driver I. For off-chip switching, Drivers 1 

and 2 signal to the system receivers represented by capacitive loads. The effects of 

the package inductance are different for each case. 

3.1.1 On-Chip Switching 

For on-chip switching, Driver 3 must charge and discharge the input capacitances of 

Driver 1. For the high-to-low transition, the current paths are shown in Figure 3.3. 
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1 

On-Chip I-1 Package 1- - 
System - 

Figure 3.3. Current paths for signaling a change from logic 1 to logic 0 between 

an on-chip driver and an on-chip receiver. 

For discharging the lower capacitance, the currents are wholly contained on-chip and 

generate no interconnect noise. For charging the upper capacitance, the currents flow 

through the package and supply inductances and induce voltages according to ~3%. 

For the low-to-high transition, the upper capacitance is discharged while the lower 

capacitance is charged, and from the interconnect and supply point of view, the 

current paths are identical. 

The current flows through both the package power and ground partial induc- 

tances, but not through the signal partial inductances. Since the current flow through 

L, and Lg is in opposite directions, the partial mutual inductance reduces the in- 

ductance in the loop. The inductance in this case is L = L, + L, - 2Mw, where 

M,, is the partial mutual inductance between L, and Lg . 
Due to voltages induced on the package and supply inductances, the on-chip 

di voltage is reduced from v.. The on-chip voltage is given by ?)chip = us - Ls - 

L,$. The drop in on-chip voltage is called supply droop, rail collapse, or supply 

compression. While the on-chip voltage initially drops in value, at  later times it will 
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typically ring around v, with a damped profile. The reduction in supply levels slows 

on-chip circuits and reduces the maximum clock speed. 

Several strategies are apparent for minimizing rail collapse. The basic strategy 

is to reduce the induced noise by decreasing either inductance or the rate of change 

in the current. The options are: 

1. Slow down the on-chip drivers to reduce d i / d t .  This option is not practical 

when maximum clock rate is required. 

2. Reduce the power supply inductance. High-speed design generally requires 

closely spaced power and ground planes to obtain the least inductance from 

the power supply to the circuits. 

3. Reduce the package partial self-inductances for the power and ground paths. 

Lower inductance can be achieved by adding power and ground pins and by 

shortening the length of the power and ground path. Power and ground planes 

may also reduce the partial self-inductances. 

4. Increase the package partial mutual inductance between the power and ground 

partial self-inductances. Power pins should be located as close to ground pins 

as possible. Power and ground pins are ideally manipulated in pairs. Closely 

spaced power and ground planes may also produce large partial mutual in- 

ductance. 

5. Bypass the power supply inductance. Adding capacitors t o  the circuit enables 

rapidly changing current components to be supplied close to the circuits. The 

slowly changing current still comes from the power supply. This strategy works 

as long as the bypass capacitors can be recharged between switching events. 

The current paths for bypass capacitors are shown in Figure 3.4. Note that 

the load capacitances for the off-chip drivers provide some bypass capacitance. 

but the total value of capacitance is typically very small. 

6. Bypass the package inductance. Bypass capacitance can also be placed on the 

package or on the chip to supply rapidly changing current even closer to the 
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Figure 3.4. On-chip switching current paths for high-to-low transition with by- 

passed power supply inductance. 

drivers. Rail collapse can be reduced to very small levels by bypassing the 

package. 

7. Eliminate the package inductance entirely by directly attaching the chip to the 

system card, called direct chip attach (DCA). This is a very high-performance 

option that raises issues in other areas like testing. shipping, handling and 

assembly, and reliability. 

In practice, a combination of these strategies are used with the cost of imple- 

mentation regulating the relative weight of each. Low-cost approaches could use 

QFP packaging with surface-mount bypass capacitors located on the motherboard. 

High-cost, high-performance systems could use flip-chip BGA with integral power 

and ground planes for minimal inductance, along with bypass capacitors mounted 

both on the package itself and on the motherboard. 
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3.1.2 Off-Chip Switching 

For signaling from on-chip to off-chip, the on-chip drivers must pass signals through 

the package (and socket, if present) to charge and discharge off-chip capacitance. 

Tracking the current paths demonstrates noise sources and suggests remedial strate- 

gies. 

For switching high-to-low, the current paths are shown in Figure 3.5. With 

resped to  the chip, the current flows in on the signal lines and out on the ground 

connection. Note that the power connection is not used. For the low-to-high case, 

the currents flow in on the power connection and out on the signal lines. Because 

the current loops for on-chip and off-chip signaling are different, these two aspects 

of the interconnect are treated separately. 

As shown in Figure 3.6, a voltage is generated on the ground inductance accord- 

ing to  

Because this voltage is positive with respect to the off-chip (system) ground, the 

on-chip ground moves u p  during a switching event. The offset in reference voltage 

between on-chip and off-chip grounds is called ground bounce. For low-to-high tran- 

sitions, the inrush of current causes power bounce where the on-chip power reference 

moves down with respect to off-chip power. 

Ground bounce affects on-chip power integrity. The on-chip supply voltage is 

V, - v,b, so ground bounce directly causes rail collapse. Rail collapse due to off-chip 

signaling can be reduced by: 

1. Reducing the driver edge rates. The slowest edges that still meet timing pro- 

duce the least noise. 

2. Reducing the loop inductance of the package. The partial self-inductances can 

be reduced and/or the partial mutual inductance can be increased. 

3. Adding on-chip and/or on-package bypass capacitance. The current paths 

sketched in Figure 3.7 show that on-chip bypass enables the power connec- 
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Figure 3.5. Driver 1 current paths for switching an off-chip receiver from high to 

low. 

Figure 3.6. Ground bounce and quiet line noise holding low for high-to-low tran- 

sitions. 
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Additional Chargi 

Driver 1 

On-Chip <-I Package I- System 
- - 

Figure 3.7. Off-chip switching current paths with on-package or on-chip capaci- 

tance. 

tion to be used in addition t o  the ground connection. The extra path enables 

noise to be shared between the power and ground connections. Bypass capac- 

itance in the system, located off-chip and off-package, does not help reduce 

ground bounce generated on the package due to off-chip signaling. By improv- 

ing the power supply, system bypass enables fast'er edge rates and potentially 

more noise. Power bounce similarly creates rail collapse and can be addressed 

through the same techniques. 

Ground bounce also affects off-chip signal integrity. Driver 2 holding low in 

Figure 3.6 is, in effect, signaling t.he on-chip ground potential to the off-chip receiver. 

which interprets the signal with respect to the off-chip ground potential. Ground 

bounce confuses this exchange by causing u,b, instead of zero, to be signaled to 

the receiver. This unwanted signal is called quiet line noise. If the quiet line noise 

is sufficiently large, the receiver can interpret the voltage as a logic 1 instead of a 

logic 0, and a false signal results. Quiet line noise decreases as ground bounce is 
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reduced. In addition, quiet line noise is the ground bounce after filtering by the 

load capacitance, so large capacitive loads tend to see less quiet line noise. Faster 

systems require less capacitance, so these are more susceptible to  quiet line noise. 

Quiet line noise is also referred to as transmitted noise since the noise is transmitted 

from on-chip to off-chip. 

Just as ground bounce causes quiet line noise for signals holding low, power 

bounce causes quiet line noise for signals holding high. Simulations and measure- 

ments should check both cases against the signaling specification. 

Since quiet line noise occurs during signal transitions after the clock edge, syn- 

chronous circuits are generally not sensitive to  it as long as the waveforms are settled 

before the next clock edge. However, asynchronous circuits, such as int,errupts and 

resets, are susceptible to quiet line noise at any time. 

Uniqueness 

It is important to emphasize that the real physical effects that affect system o p  

eration are rail collapse and quiet line noise. Strictly speaking, ground bounce is 

the voltage drop across the ground inductance; however, the ground inductance is 

actually a partial inductance (see chapter 5), and partial inductance is not unique. 

Therefore, ground bounce i s  not unique. Similarly, power bounce is not unique. In 

contrast, rail collapse and quiet line noise are unique because t.hey are dependent 

on closed-lo op inductance, which is unique. Measurements and ~imulat~ions should 

always target rail collapse and quiet line noise. For additional information on this 

topic, see section 5.10. 

3.1.3 Example SPICE Simulations 

To demonstrate the effects of SSN, SPICE simulations based on the schematic of 

Figure 3.2 are presented. The circuit includes three signal lines rather than two so 

that an active signaling line can be simulated along with lines holding high and 

low. The receivers are modeled as 25pF capacitors to power and ground for bus-like 
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loading levels. The total AC load of 50pF must be split if the effects of bypass 

capacitors are to be investigated. When the total capacitive loading is applied only 

to ground, perfect bypass is assumed. 

The sample circuit is provided in full in Appendix C. While all of the magnitudes 

are selected to be realistic, this circuit cannot exhibit the full range of behavior 

that can be expected, Any observations of noise and noise mitigation cannot he 

considered to  be general or directly applicable to any other circuit. 

The voltage at the capacitive loading of the actively switching line is shown in 

Figure 3.8 for several bypass schemes. To facilitate comparisons between the wave- 

forms, a 4V running offset is applied. With no bypass, the active waveform exhibits 

overshoot and some ringing. Comparison with the other waveforms shows that the 

edge rate is slowed. Adding off-chip bypass reduces these effects to almost imper- 

ceptible levels, so the bulk of these effects are due t o  the power supply inductance. 

With on-chip bypass, overshoot and edge rate degradation disappears, but higher 

Time, ns 

Figure 3.8. Example SPICE simulations of the voltage at an off-chip capacitive 

load generated by an actively switching packaged on-chip driver. The waveforms 

are separated by 4V offsets. 
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frequency ringing is induced due to the interaction between the on-chip capacitance 

and the package and source inductance. With both an-chip and off-chip hypa5s, the 

active waveform is very clean. 

The rail voltage on-chip is shown in Figure 3.9, where a 1V running offset is used 

to separate the waveforms. With no bypass, the deviation from the 3.3V supply level 

is quite severe. Adding off-chip bypass capacitance reduces, but does not eliminate, 

the noise because of the noise induced on the package inductance. On the other hand, 

on-chip bypass by itself almost completely eliminates the rail noise. With sufficient 

on-chip bypass, off-chip bypass makes no discernable difference. It is interesting 

to note that the off-chip bypass is 1000 times larger than the on-chip bypass, but 

cannot do a fraction of the job. 

The voltage at the capacitive loading of the driver holding low is shown in 

Figure 3.10, where a 0.3V running offset is used to separate the waveforms. With 

no bypass, the quiet line deviates from the expected voltage of zero by ==: *O.lV. 

This low level will not cause false switching of receivers, but then, only one driver 

4.5 on-chip bypass 

3 1  I I I I I I 
0 5 10 15 20 25 30 

Time, ns 

3.5 

Figure  3.9. Example SPICE simulations of the on-chip power supply voltage (the 

rail voltage, or Vdd - Ks) for a packaged device with active off-chip drivers. The  

waveforms are separated by 1V offsets. 

- on- and off-chip bypass - 
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on-chip bypass /1 i 

on- and off-chip bypass 
0 .  

-0.2 1 I I I I I I 
0 5 10 15 20 25 30 

Time, ns 

Figure 3.10. Example SPICE simulations of the voltage at an off-chip capaci- 

tive load generated by a packaged on-chip driver holding low. The waveforms are 

separated by 0.3V offsets. 

is switching. When tens to hundreds of drivers switch simultaneously, the noise can 

become substantial. With off-chip bypass, the noise waveform is modified, but the 

peak excursion is only marginally reduced. The same is true for on-chip bypass. The 

quiet line holding-low noise is only substantially reduced when both on-chip and 

off-chip bypass capacitance are used. 

The voltage at  the capacitive loading of the driver holding high is shown in 

Figure 3.11, where a 1V running offset is used to separate the waveforms. With no 

bypass, the quiet line deviates from the supply voltage by sz f O N ,  which is much 

larger than that for the holding-low noise due to noise introduced on the supply 

inductance. With off-chip bypass, this noise is minimized so that the holding-high 

noise drops to rt: f 0. lV,  which is similar to the holding-low noise. The on-chip by- 

pass also effectively bypasses the supply noise inductance but does not achieve lower 

quiet line noise. Inclusion of both on- and off-chip bypass capacitance minimizes the 

holding-high noise to a level and waveform similar to the holding-low noise. 

Note that the bypass capacitances essentially eliminate the rail noise but only 
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I I I I I 

3.5 on- and off-chip bypass 

J 

0 5 10 15 2 0 25 30 

Time, ns 

Figure 3.11. Example SPICE simulations of the voltage a t  an off-chip capaci- 

tive load generated by a packaged on-chip driver holding high. The waveforms are 

separated by 1V offsets. 

cuts the quiet line noise by about a factor of 2. For on-chip signaling, rail noise can 

be reduced to arbitrarily low levels with sufficient bypass. For off-chip signaling, 

signals must traverse the package, but the bypass capacitance enables the power and 

ground paths to  be used together for lower inductance. In this example, symmetry 

cuts the inductance almost in half, leading to a drop in SSN of about half. 

3.2 Effective Inductance 

Rapidly changing currents passing through packages, sockets. and connectors gen- 

erate switching noise according to 

di 
VSSN = L e f f  - 

dt '  

where Lea is the effective inductance of the path through which the current passes. 

The effective inductance varies according to the path. For on-chip SSN, the path 

is the loop formed by the power and ground leads. For off-chip SSN, there are two 
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LeRs: one for low-to-high transitions, where the path is the loop formed by the 

power and signal leads, and the other for high-to-low transitio~m. where the path is 

the loop formed by the signal and ground leads. Usually, Lea for on-drip switching 

is very small (as low as 80pH for a C4-CBGA), while the Leffs for off-chip switching 

are asymmetrical and much larger. The asymmetry occurs because there are often 

more ground leads than power leads. 

The off-chip LeEs also vary depending on how many off-chip drivers are simulta- 

neously switching and in what direction. If some drivers are switching low-to-high. 

there is some cancellation of noise with those switching high-to-low. The two worst 

cases occur when all of the drivers are switching low-to-high or high-to-low. 

The on-chip Leff plus the two worst-case off-chip LeEs form a set of three metrics 

that encapsulate much of the performance of a package (or socket, or connector, 

etc.). Higher Leff means higher SSN. Comparisons between packages can be mean- 

ingfully made by computing and comparing LeRs. In contrast, comparisons of lead 

partial self-inductance are not meaningful and can easily lead to improper conclu- 

sions (such as that one package is "better" than another when it is really not). 

3.2.1 Computing Worst-case Lees 

Given a partial inductance matrix for a package (or socket. or edge connector, etc.), 

effective inductances can be computed with the simple matrix operations derived 

in chapter 4, section 4.5.2. Since the power leads are connected in parallel both on 

the chip and on the system board, they can be paralleled together to obtain a single 

effective power lead. Similarly, the ground lead can be paralleled to obtain a single 

effective ground lead. 

The worst-case off-chip switching scenario occurs when all signals, swing either 

low-to-high or high-to-low. In these cases, it can be assumed (with some introduc- 

tion of error) that if all of the simultaneously switching drivers maintain the same 

voltage on each signal throughout the transition, then the leads with simultaneously 

switching drivers can be paralleled together. While this assumption is strong, there 



144 Simultaneous Switching Noise Chapter 3 

is little analytical alternative, and it does provide for reasonable agreement with 

detailed simulations and measurements. 

Once the paralleling operations are completed, the resdt is a reduced 3 x 3 

partial inductance matrix: 

where L, represents the partial self-inductance of all of the signal leads paralleIed 

together, Lp represents the paralleled power leads, and Lg represents the paralleled 

ground leads. The on-chip effective inductance is the inductance of the loop formed 

by the power and ground leads, and is given by Leff ,P = Lp, + L!, - 2 Mpg . The off-chip 

effective inductance for low-to-high SSN is given by the loop formed between the 

power and signals, and is given by Leff,LH = Lp + Ls - 2h f8p .  Finally, the off-chip 

effective inductance for high-blow SSN is given by the loop formed between the 

signals and ground, and is given by L p f f , ~ ~  = Ls + Lg - 21Lfssy. 

The three L,ES form a mettric that enables comparison between components. 

For example, assume that two packages are fully characterized. leading to Leff,P 1 = 

0.08nH, L e f f , ~ ~ l  = 0.3nH, and L e ~ , ~ ~ l  = 0.25nH for the first package, and for the 

second package Leff,PP = O.lnH, = 0.25nH, and Lrfl .NL2 = 0.25nH. The 

following conclusions would be reasonable. The first package will produce less rail 

noise than the second by virtue of its lower Lefffp; the second package will produce 

less quiet line noise for low-to-high transitions since LeR,LHI > LeE,LHZ; and the 

two packages will produce about equal quiet line noise high-to-low. Which package 

is better? It depends on whether rail collapse or quiet line noise is more importarlt 

for a given application. 
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3.3 Off-Chip SSN Dependencies 

For off-chip switching, SSN dependencies can be investigatedL by considering the 

effect of noise on MOSFET saturation current in CMOS totem-pole drivers. The 

low-to-high and high-to-low cases are similar, so just the high-t'o-low case is treated. 

A driver can source only so much current from the signal line to ground, so the rate 

of discharge of a capacitive load is restricted to  the saturation current of the puil- 

down MOSFET. Note that the discharge rate is not the RC time constant of the 

capacitive load in series with the driver's pull-down impedance. 

Without short-channel effects, the saturation current for a MOSFET is given by 

where VGS is the gate-to-source voltage, VT is the process-tiependent threshold 
C W  voltage of the pull-down MOSFET, and K = +. This equation is normally 

presented under zero noise conditions with VssN = 0. For a worst-case scenario with 

N drivers simultaneousIy switching, the total current would be N times higher. To 

compute the noise with the effective inductance using (3.1), the time rate of current 

is required. Approximating d i l d t  s AilAt,  where Ai = Ni,,, and At = tf is the 

fall time of the signal transition, then combining (3.2) and (3.1) yields 

NL~~?'K(VGS - v?' - % s N ) ~  
VSSN = 

2 9  

Solving (3.3) for V s s ~  produces 

where Leff is from the high-to-low switching case. 

High-speed drivers are often designed to achieve a given impedance, such as  50Q. 

to source match a transmission line. If it is assumed that the pull-down impedance 

is given as Z = VDD/iSat, then K can be estimated given the impedance and the 

1. R. Senthinathan and J. L. Prince, "Simultaneous switching ground noise calculation for pack- 

aged CMOS devices," IEEE Trans. Solid-State Circuits, vol. 26, no. 11, NOV. 1991, pp. 1724-28. 
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supply voltage, VDo. Applying this information to (3.2) under zero noise conditions, 

then 

VGs can usually be taken as equal to VDD, and VT is process-dependent (but very 

approximately equal to VDD/5) .  Finally, the fall time, t f ,  can be estimated, but 

the best approach is to simulate the edge rate of the driver using a SPICE or IBIS 

model with a typical load. 

With good estimates of effective inductance, fall time, driver impedance, and 

threshold voltage, (3.4) can provide reasonably accurate estimates of SSN . In many 

cases, the formula can be used to rough out designs or noise mitigation strategies. 

3.3.1 Feedback and Saturation 

The SSN formula in (3.4) shows that SSN is not linearly dependent on any of t.he 

user-controlled quantities like power supply, number of switching drivers, effective 

inductance, or fall time. Without calculation, it can be difficult to estimate the effect 

of changes in the system. A feedback loop exists where SSN causes rail collapse, 

leading to less drive strength in the driver, and then lower noise: the lower noise 

then causes less rail collapse, more drive, and higher noise. The system reaches an 

equilibrium between rail collapse and SSN due to the feedback between rail collapse 

and driver strength. 

Feedback causes saturation in SSN with increasing numbers of simultaneously 

switching drivers. As the number of simultaneously switching drivers increases, SSN 

increases at a sublinear rate. The general dependence of SSN on N is shown in 

Figure 3.12, where the linear dependence on N is maintained only when few drivers 

are switching. Saturation is typically a beneficial phenomenon as most systems rely 

on it tto keep noise levels from exceeding margins. 



Section 3.4. SSN-Induced Skew 147 

0 
-4 

5 Linear Region (Small Rail Collapse) 

Number of Switching Drivers 

Figure 3.12. SSN saturates for high numbers of simultaneously switching drivers. 

3.4 SSN-Induced Skew 

SSN is noise, and like all other sources of noise, it can cause the movement of 

waveform edges, leading to skew. Skew from SSN is treated like that from any other 

source and is discussed in chapter 2, section 2.8.3. 

3.5 Fast Simulation of Banks 

A basic SSN simulation of an N-driver system would include an N-line interconnect 

model, N driver model instances, N driver loadings, plus a model of the powcr 

distribution system. For large N and complex driver models. this approach can 

become intractable due to the large number of elements in the circuit simulation. 

In addition, simulations with large numbers of driver instances may have difficulty 

converging due to nonlinearities and discontinuities in the driver transistor models. 

The worst-case SSN event occurs when all drivers in a bank switch simultane- 

ously in the same direction. A common occurrence is when all t'he lines on a wide 

micraprocessor data bus switch from low to high (or vice versa). For these cases, the 

driver can be approximated to dramatically speed up computation time and perhaps 

eliminate convergence problems. The basic idea is to  model one driver in detail and 

then to  copy its behavior using current-controlled current sources (CCCS). A set of 

CCCSs that duplicate a driver is called a current mirror. The bank is then modeled 

by one detailed driver and many current mirrors, plus detailed drivers holding high 

and/or low to capture quiet line noise. 
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Figure 3.13. Driver and its current mirror: (a) original driver, (b) driver with OV 

voltage sources used to detect current drawn by the driver node, (c) current mirror 

that duplicates the current draw of the real driver at some other place in the circuit. 

The total effect of the current mirrors is to create a noise environment of an 

entire bank simultaneously switching, so the noise affects the behavior of the driver 

modeled in detail. Therefore, the all-important feedback mechanism is captured. 

While the use of current mirrors involves many approximations and limitations, 

as discussed below, the method provides very good results. Because of potential 

convergence difficulties or long runtimes, the use of current mirrors may be the only 

way to complete the simulation. 

The implementation of a current mirror is demonstrated using SPICE elements. 

Assume that a driver has power, ground, input, and output leads as shown in 

Figure 3.13. The generalization to  more complex drivers with additional leads is 

straightforward. The current drawn by the driver node is detected by OV voltage 

sources placed on each branch of the node. Current-controlled current sources then 
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duplicate these currents a t  another node, thereby duplicating the driver. A SPICE 

netlist to implement the current mirror looks like 

* The de t a i l ed  SPICE driver model 

Xdriver h d b f d r ive r  

* The current detectors  

V l a b O  

V 2 c d O  

V 3 e f  0 

V 4 g h O  

* The current  mirror 

F1 2 1 Vl 1 

F2 3 1 V2 1 

F3 4 1 V3 1 

F4 5 1 V4 1 

.subckt d r i v e r  in  out vdd vSS 

.ends driver 

Since nonlinear driver models are often slow to simulate, a bank of N + 1 si- 

multaneously switching drivers (in the same direction) can be rapidly simulated by 
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Quiet 
Driver 

Figure 3.14. Switched bank with active driver mirrored by N current mirrors. 

replacing N of the drivers with current mirrors, as  shown in Figure 3.14, where two 

detailed driver instances simulate precise driver behavior while N current mirrors 

simulate the effects of many others. 

Current mirrors can be used with any interconnect and loading as long as all 

loads on all drivers are nominally identical. With variance in the loadings, the active 

driver should see typical loading to average out the effects of large and small loading. 

which should still be reasonably similar. Current mirrors also force all of the drivers 

to switch at precisely the same time, so skew in driver switching time cannot be 

modeled. 

As an example, the schematic of Figure 3.14, using socket inductance to intro- 
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A11 Drivers -- 
21 Mirrors . . - -  

0 5 10 15 20 25 

Time, nu 

Figure 3.15. Active and quiet waveforms from a SPICE simulation using 24 de- 

tailed drivers compared to a simulation with 3 detailed drivers and 21 current 

mirrors. 

duce SSN, is simulated with 24 drivers driving 50pF loads. One driver holds high 

and another low, leaving the other 22 actively switching low-to-high, then high- 

to-low. The system is simulated first with all 24 drivers modeled in detail with 

nonlinear MOSFET models, then a second simulation replaces 21 of the drivers 

with current mirrors that track the one remaining actively switching driver, so just 

3 of the drivers are modeled in detail with MOSFETs. The results in Figure 3.15 

show that the SPICE simulation with current mirrors compares very well to the 

simdation with all of the drivers modeled in detail. 

3.6 Exercises 

1. (a) Based on the schematic in Figure 3.3, sketch the current paths for on-chip 

signaling for the low-to- high transition. 

(b) Repeat with bypassed power supply. 
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(c) Repeat with bypassed package and power supplj- 

2. (a) Based on the schematic in Figure 3.5. sketch the current paths for off-chip 

signaling for the low-to-high transition. 

(b) Repeat with bypassed power supply. 

(c) Repent, with bypassed package and power supply. 

3. Sketch the current paths for SSN events for off-chip signaling with a terrni- 

nated current-mode driver. How will the noise compare to t h a t  generated by 

a single-ended driver? 

4. Set up and run SPICE simulations of SSN similar to those in section 3.1.3. 

based on the netlist in Appendix C, to investigate the effect of edge rates. 

Vary the edge rate of the driver and plot peak SSN vs. edge rate. What do 

the results imply about edge rates? 

5. Estimate V s s ~  using (3.4) for each edge rate in problem 4. How accurate are 

the estimates? Are the trends correct? 

6. Derive a formula similar to (3.4) to estimate VssN for a packaged device with 

two buses with different driver strengths sharing a common ground. 

7, What is the minimum number of current sources needed to implement thc 

current mirror in Figure 3.13? Why? 



Chapter 4 

MULTIPORT CIRCUITS 

Digital systems are interconnected with many parallel connections to increase the 

system throughput. Interconnect widths typically fall on byte boundaries, so inter- 

faces are commonly &bit, 16-bit, 32-bit, 64-bit, and so on. Parity bits, at one per 

byte, can significantly increase n-idth. For example, a typical address bus for a 32-bit 

microprocessor could include 32 bits for the address, 4 address parity bits, 64 data 

bits (double the 32-bit data word for double the throughput). 8 data parity bits. 

some control bits like GAS, RAS, and WE, plus CLK for a total of over 100 con- 

nections. For interconnect analysis, it is essential that all modeling and simulation 

techniques accommodate large numbers of coupled connections. 

4.1 Z- and Y-Parameters 

For circuit analysis, an interconnect model must relate voltage and current. For the 

general N-port circuit of Figure 4.1, the voltages and current are related by the 

N x N impedance matrix, z, defined by 
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Figure 4.1. Voltage and current convention for a general N-port network. 

where 

is a vector representing the voltage on each of the N Iines, and 7 similarly represents 

the current on each of the N lines. Using a compact vector/tensor notation, then 

- 
The important feature of (4.1) is that B is an N x N square matrix. Since 

reciprocity applies for the passive materials used in interconnects, Z i j  = Zji and 

there are N self terms on the diagonal and N(N - 1)/2 unique coupling terms off of 

the diagonal. When the coupling is negligible between two ports i and j, then Zij 

can be set to zero. Since intemmnects are designed to pack many conductors into 

a small volume, many coupling terms are usually required. In some package styles, 

such as QFPs, often all of the off-diagonal terms are required. It is a rare event that 

only the self terms are needed. 

Without loss of generality, the currents can be related to the voltages by the 
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- 
N x A; admittance matrix, y, defined by 

Like the impedance matrix, the admitt a.nce matrix is reciprocal. The admittance - -- - 1 - -- 
A 1 

and impedance matrices are the inverse of each other: Z = 1.' and = Z . If a 

datum node has not been defined, then the matrix inverse does not exist. 

For the most general case, each element Zij of the impedance matrix is frequency- 

dependent. Special techniques may be required to acc~rnmodat~e frequency- 

dependent impedance matrices in time-domain simulators. If the bandwidth r e  

quirements of the simulation are modest, then the lumped approximation may hold. 

leading to frequency-independent matrix elements (to a good approximation). A 

similar discussion applies to the admittance matrix. 

At high frequencies, voltage becomes nonunique because of its path dependence. An 

alternative formulation for circuits can be based on the amplitudes and phases of 

voltage traveling waves (see chapter 2, section 2.1.3) scattered from the device un- 

der test (DUT). By separating signals into directional wave components, uniqueness 

problems with voltage are avoided. Scattering parameters (Sparameters) are conve- 

nient for two other reasons: laboratory equipment is commercially available covering 

as low as 30OkHz to greater than lOOGHz, and general-purpose electromagnetic sirn- 

ulators usually produce their results in the form of S-parameters. Familiarity with 

S-parameters is required to successfully apply high-frequency equipment and sim- 

ulators. S-parameters can easily be converted into impedance and/or admittance 

parameters if needed, but modeling can proceed in S-parameters if desired. 
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4.2.1 Definition 

Consider a black box with ,V ports providing access to t,he circuits inside. As 

sketched in Figure 4.2, at each port i a steady-state wave propagates towards the 

box on a transmission line with characteristic impedance Zoi.  and a wave also prop 

agates away, having either been reflected by the black box or having been launched 

by the black box itself. By convention, the waves traveling towards port i are labeled 

as ai, while the waves propagating away from the black box on port i are labeled as 

bi. S-parameters are defined by relating the "reflected" bi waves to the "incident" 

ai waves according to 

- - 
Using a compact vector/tensor notation, then 6 = SZ, where 3 is the S-parameter 

matrix. If bi = 0, then there is no reflected wave on the transmission line feeding 

port i and the port is said to be matched. 

Figure 4.2. A black box circuit can be characterized by the waves incident to and 

reflected from the box's ports. 
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The voltage waves are related to the incident a~ id  reflected waves by the char- 

acteristic impedance of the transmission line connecting the port. If designates 

the incident voltage wave at port i, then 

where ZOi is the (real) characteristic impedance of the t ransrnission line connected 

to port 2 .  SimilarIy, the reflected voltage wave is related to bi by 

The power propagating towards the black box on port i is 

for 2, = Z,',, i.e., real. Similarly, PC = f lbi 1 2 .  Therefore, by basing the definition 

of S-parameters on a and b rather than V+ and V - ,  calculations involving power 

avoid the need to know the characteristic impedances of the feed lines. For example, 

the gain of a two-port circuit for a signal entering port 1 and leaving port 2 is 

assuming S22 = 0 

Measurements 

(matched). 

and simulations of S-parameters automatically incorporate the 

effects of the characteristic impedance of the lines driving the ports. For example, 

the reflection coefficient (SI1) of a resistor depends on the characteristic impedance 

of the transmission line driving it. For a 50Cl resistor, the reflection coefficient is 

(50 - 75)/ (50 + 75) = -0.2 when measured from a 75Q line, but it is (50 - 50) / ( S O  + 
50) = 0 when measured from a 50R line. Since the effects of the transmission line 

characteristic impedances are "built into" the S-parameters, they are termed unnor- 

malz-zed. Section 4.4 shows that S-parameters can be normalized to any convenient 

characteristic impedance for easier use, 
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4.2.2 Circuit Calculations with S-Parameters 

S-parameters can be incorporated into circuit analyses by relating the incident and 

reflected waves to the voltages and currents. First, Kirchhoff's voltage and current 

Iaws are used to find all voltage and current relationships. Second, the voltages 

and currents are eliminated with their traveling wave representations in (2.27) and 

(2.28), often with the convenient selection of z = 0. The voltage on port i is 

while the current flowing into the port is 

Finally, the equations are rearranged to allow the identification of the S-parameters- 

As an example, consider the derivation of the two-port S-parameters for the 

series inductor in Figure 4.3. The voltage and current at port 1 are 

vi = a l f i + ~ l J Z a ;  

4 = a l l & -  bl/&, 

while at port 2, 

Applying Kirchhoff's voltage law around the loop formed by the inductor and 

the ends of the transmission lines yields 

Figure 4.3. Setup for computing the S-parameters of a series inductor. 
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Conservation of charge requires that I1 = - I 2 ,  so 

Eliminating bn yields 

while eliminating bl yields 

The S-parameters can be picked off by inspection according to the definition in 

(4.3), and the result is 

Due to the symmetry in the circuit, the ports can be swapped by interchanging ZO1 

and Zo2. Note also that SI2 = S21, reflecting the reciprocity of a passive network, 

and that interchanging ZO1 and ZO2 has no effect on these. 

4.3 Multiport Conversion Between S-. Y-.  and 
Z- Parameters 

Since the impedance and admittance matrices are related by inversion, only con- 

versions involving S-parameters are needed. Two conversions are derived. First, the 

characteristic impedances of the transmission lines driving the ports are assumed 

to be equal. Second, this restriction is relaxed so that each transmission line can 

have a unique characteristic impedance. 

It is assumed that the N-port impedance matrix is known and that the N -  

port S-parameter matrix is required. Transmission lines with a (real) characteristic 

impedance of 2, are used to drive each port, so the voltages at the N-ports can be 

written a', 
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Vl = G ( a 1  + b l )  

Vz = a ( a 2  + b2) 

This can be compactly written as 

- v = G(z +6)  

Similarly, the currents can be written as 

Substituting (4.6) and (4.7) into (4.1) yields 

- 
The definition for S-parameters, 5 = ii, can be used to eliminate 6 to get 

- - - 
where 7 is the identity matrix. Then in general, the conversion from to Z is given 

by 

Note the similarity of (4.8) to the result from transmission line theory in equa- 

tion (2.40), where the impedance is related to the reflection coefficient by Z = 

Zo(l  + T)/(1 - r). The conversion frorn 2 to Q is found frorn (4.8) as 

- - -- - 1  
Once Z is known, then Y = Z . Dedicated formulas for can be easily derived. 

These conversions show that S-parameters can be converted directly into imped- 

ance or admittance parameters at  any time, assuming that the necessary matrix 
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inversions exist. In this sense, S-, Y-, and Z-parameters are equivalent, and conver- 

sions between them can be made as needed. 

The restriction that all of the transmission lines driving the ports must have 

the same characteristic impedance can be relaxed to derive slightly more complex 

conversions. For a single port, V = a ( a  + b ) ,  so the extension to multiple ports is 

where 

Similarly, the currents at the ports are given by 

Substituting (4.10) and (4.11) into (4.1) yields 

- 
By the definition of S-paramet,ers, 6 = a, then 6 can be eliminated in (4.12) to 

obtain the conversion from Z to S as 

- - - -- - -- -, 1 z 
S = ( Z k  ' + ;)-'(Z k - k). 

The result can be rearranged to find the conversion from 3 to ?? as 

4.4 Normalization of S- Parameters 

S-parameters are dependent on the characteristic impedances of the transmission 

lines used to drive the ports; if the impedances change, the S-parameters change. It is 
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often convenient to recompute S-parameters for different characteristic impedances, 

and it is standard practice to convert S-parameters to a form where all ports are 

driven from a transmission line of the same characteristic impedance, with 50R being 

the most common. S-parameters that have been recomputed to such a standard are 

said to be normalized. In practice, it is rare to encounter anything but normalized 

S-parameters. S-parameters measured with a calibrated 50R network analyzer are 

automatically normalized to 50S1. 
- - 

Assume that the original S-parameters are given by S1 normalized by El and 
- - - - 

that the desired S-parameters are Q2 normalized to E 2 ,  where S1, &, and 2 are 
- 

known. Since is invariant to S-parameter normalization, the impedance matrices 

be equated to obtain 

An interesting application for (4.15) is adjusting measured S-parameters for 

slight offsets in calibration standards. The short-open-load-through (SOLT) cali- 

bration technique relies on a precision load, typically 500, to which the reference 

impedance is set. If the load value is off, then all of the S-parameters will also be off 

because any user will assume the "perfect" reference value. For example, a calibra- 

tion standard may be trimmed to &I%, so while the measured S-parameters could 

be ~iormalized to 50.5Q, any user would assume normalization to exactly 50R. A 

precision DC measurement would provide an accurate value for the load, and (4.15) 

could be applied to adjust the measured S-parameters from the slightly offset values 

to precisely 50Q. 

As a simple example of renormalization, consider a short section of 75R trans- 

mission line terminated in 50S2. The reflection coefficient is 
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This S-parameter is normalized to 750. Applying (4.15) to renormalize t o  500  yields 

The renormalized S-parameter is 

matched termination is zero. 

now zero and shows that the reflection from a 

4.5 Matrix Reductions 

When terminal characteristics a t  certain ports are known, the information can be 

built into the matrix to reduce its size. The two basic cases are when the excitation 

on a port is zero and when ports share excitation. Null excitation can occur when 

a port is short-circuited (zero voltage), open-circuited (zero current), or matched 

(zero incident wave). Common excitation can occur when ports are tied together 

(equal voltage, or paralleled lends). 

4.5.1 Null Excitation 

Consider the S-parameter matrix in (4.3). If port j is connected to a matched load, 
- 

then aj = 0, and column j in has no impact on 6. Therefore, there is no change 
- 

in 6 if a, is deleted from E and column j is deleted from 3. Typically, there is no 

interest in b j ,  so row j in b and 3 can be deleted. Therefore, if port j is matched 

in the characteristic impedance of the system, then the S-parameter matrix can be 

simplified to take this into account by deleting row j and column j from the matrix. 

For the impedance matrix in (4.1), the analogous excitation is that port j is 

open-circuited so that I j  = 0. Therefore, the impedance matrix can be simplified by 

deleting the rows and columns of ports that are open-circuited. Similarly, deleting 

the rows and columns of the admittance matrix from (4.2) simplifies the matrix for 

ports that are shorted to ground. 

Note that the conversions in section 4.3 can be used to move a matrix in to and 
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out of convenient forms for reduction. For example, if a port is to be shorted to 

ground for an impedance matrix, it can be inverted to admittance, processed, and 

then inverted back. 

Row and column deletion can be efficiently programmed with a straightforward 

indexing scheme, but it is convenient for discussion to have a mathematical descrip- 

tion for the process based on matrix multiplication. The j th  row and column of an 

N x N matrix can 

through the operation 

I - 
be deleted to produce a new (N - 1) x (N - 1) matrix B 

I - - =T= = 
B = A  B A ,  (4.16) 

where 7 is an N x (N - 1) matrix formed by deleting column j of the N x N identity 
- 

matrix. If several rows and columns are to  be deleted from B, (4.16) can be applied 
- 

just once with multiple columns deleted from 3. 

4.5.2 Common Voltage Excitation 

When the voltages at  two or more ports are forced to be equal, such as by shorting 

them together, the admittance matrix for the network can be processed to incor- 

porate the information. The operation is useful to convert several parallel leads, 

such as multiple ground connections, into a single lead for faster simulation with 

the model. 

The goal is to convert an N x N admittance matrix into a new M x M admit- 

tance matrix, where M < N. The voltages at each of the N-ports of the original 
- 

admittance matrix, To, are mapped to one of the M ports on the new admittance 
- - 

matrix, y,, using an N x M incidence matrix, A: 

- 2 is constructed by inspection. The currents are related by 

to satisfy Kirchhoff's current law. 
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The construction of the incidence matrix is mure easily demonstrated than de- 

scribed. Consider the setup in Figure 4.4. The incidence matrix for this example 

As can be seen, the voltages at the ports of the old matrix are simply assigned to 

the voltages at the ports of the new matrix. 

The voltages and currents are related by the admittance matrix as 

Substituting (4.17) into (4.19). multiplying by zT; and then substituting (4.18) 

yields 

Figure 4.4. Example setup for conversion from one admittance matrix to another, 

with paralleled leads built-in. 
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The new reduced admittance matrix is then 

The conversions in section 4.3 can be used to move a matrix in to and out of 

convenient forms for reduction. The matrix operations in (4.20) simply add together 

the rows and colurzms of ports that are to be tied together, arid an implementation 

based on this fact can be far quicker than act,ually performiug 

cations. 

For inductance matrices, (4.20) represents a generalization 

for paralleling inductors together. Note that the operation order 

the matrix multipli- 

of the formula 

In (4.20), the same is performed to parallel leads of an inductance matrix: in- 

vert from impedance to admittance, add rows and columns, and invert back to 

impedance. 

Exercises 
-- -- 

Show that when Z is symmetric, then ? is also symmetric. Recall that A B # 
-- -- - - 
B A for general matrices and B, nor for symmetric matrices. 

I-T f - Show that the power dissipated in a multiport network is P = i-a ( 
- 

S S )G*, where * denotes complex conjugate. Then for a lossless network. 

Show that the power dissipated in a multiport network is P = 
T ( T  =*) -* =T =* 

Z + Z I . Then for a lossless network, Z + Z = 0. 

Show that the reflection coefficient looking into port 1 of a two-port network 

S S r terminated with an arbitrary load impedance at port 2 is I? = SI1 + ,fs:;rL. 
where rL is the reflection coefficient at the load. 
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7 - 
5. Show that a conversion from to 3 is 

- - 
6. Show that a conversion from 3 to is 

7. Multiport networks with equal numbers of input and output ports can be 

cascaded as shown in Figure 4.5. The 2N x 2N S-parameter matrices can be 

divided into four N x N submatrices each as 

and 

Show that the submatrices for the S-parameter matrix formed by the cascade 
- 

of F1 and S2 are 

Figure 4.5. Cascaded rnultiport S-parameters. 
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8. Multiport networks with equal numbers o f  input and output ports can be 

connected in parallel as shown in Figure 4.6. ' lhe 2N x2N admittance matrices 

can be divided into four N x N suhmatrices each as 

and 

Show that the admittance matrix formed by the parallel connection of Y1 and 

Figure 4.6. Parallel multiport admittance matrices. 



Section 4.6. Exercises 169 

Figure 4.7. Series connection of two impedance matrices. 

9. Show that the impedance matrix of the series connection o f  two 2 x 2 impedance 

matrices, as shown in Figure 4.7, is given by 

and 

10. Given an N x N S-parameter matrix normalized to  Z,, on each port, show that 

the new S-parameter matrix formed from adding to each port j a transmission 

line with characteristic impedance 2, and phase shift OJ = fltj is 

Note that this conversion is frequency-dependent since ,O is frequency-dependent . 
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11. (a) Show that the admittance matrix of a lossless transmission line is 

(b) Show that the admittance matrix of a lossy transmission line is 

- - 
Yo cosh(yZ) -1 Y =  

sinh(yt) I (4.21) 
-1 cosh(-ye) 

12. A 2cm section of transmission line is characterized at 1.79GHz with a 50i2 

vector network analyzer to obtain 
r 

Find the line's characteristic impedance and effective dielectric constant. 

13. Without using the result from chapter 9, equation (9.22), show that the ad- 

mittance matrix for the 7;-network in Figure 4.8a is 

Figure 4.8. Networks for implementing 2 x 2 matrices: (a) T-network for admit- 

tance, (b) T-network for impedance. 
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14. Show that the impedance matrix for the T-network in k'igure 4.8b is 

15. Show that the S-parametel. matrix for a shunt capacitor inserted into a lossless 

transmission line is 





Chapter 5 

INDUCTANCE 

Because inductance leads directly to simultaneous switching noise (SSN) and cross- 

talk, it plays a central role in interconnect modeling and performance estimation 

in simulations of high-speed systems. Unfortunately, inductance is a remarkably 

deep subject, and it can often be difficult to apply. Because magnetic fields do not, 

terminate, forming only closed loops, inductance is a long-range effect that couples 

together many individual lines of a multiconductor interconnect. Coupling requires 

the use of mutual inductance in interconnect models, and these can dramatically 

increase both model size and simulation runtime. As tempting as it may be, mutual 

inductance cannot be ignored. 

As an example of the effect of neglecting mutual inductance, the SSN example 

from chapter 3, section 3.1.3 is recomputed without mutual inductance. The original 

and recomputed results are shown in Figure 5.1, where it can be seen that neglecting 

the mutual inductances causes as much as 100% error in the estimated SSN. 

Maxwell's equations are the foundation of all classical work in electromagnet- 

ics and circuits. The concepts of inductance and capacitance help encapsulate the 

complex general electromagnetic field phenomenon of the full set of equations to 

the simpler circuit case involving Kirchhoff's voltage and current laws. Inductance 

relates magnetic flux t o  current, while capacitance relates the electric field to charge 

using voltage. 

This chapter presents a thorough review of inductance and mutual inductance 

along with the application of the rigorous definitions to practical aspects of mod- 
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Figure 5.1. Recalculation of the plot in Figure 3.10, which is an example SPICE 

simulation of the voltage at  an off-chip capacitive load generated by a packaged 

on-chip driver holding low. Dotted line indicates package model with mutual induc- 

tances. Solid line indicates package model without mutual inductance. The wave- 

forms are separated by 0.3V offsets. 

eling. The concept of partial inductance is explored in full. Common formulas and 

their uses are presented. Additional theoretical treatment investigates passivity, 

uniqueness, interconnect modeling, and reference. 

5.1 Summary of an Electromagnetic Result 

Maxwell's equations are quite flexible in their presentation, with several equivalent 

forms available. For the following discussion on inductance, the form utilizing the 

scalar potential and the magnetic vector potential is particularly useful. Since the 

derivation is available from innumerable sources,' just the results are presented 

here. Under the assumptions that the differential form of Maxwell's equations hold 

and that the material properties are uniform, then 

1. See for example, C. Johnk, Engineering Electromagnetic Fields and Waves, 2nd ed. New York: 

Wiley, 1988, p. 546. 
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and 

where is the magnetic vector potential, B is the magnetic flux density, Q is the 

electric scalar potential, and E' is the electric field strength. The complexity is em- 

bedded in the equations for A and @, which for quasi-static conditions appropriate 

for circuit analyses are given by 

and 

where 7 is the current density and p, is the volume charge density. 

Quasi-static fields do not appreciably change with frequency, a situation that. 

occurs whenever the circuit is small compared to the wavelength of the electro- 

magnetic field. For a given size circuit, there is an upper frequency limit under 

which quasi-static conditions prevail. Common rules of thumb are dm,, < Xmi,/lO 

and dm,, < Ami,/30, where dm,, is the largest circuit dimension and A,;, is the 

shortest wavelength of interest. 

Circuits that are small for all frequency components of a signal appear to be 

lumped at a particular location. Circuits satisfying quasi-static conditions for all 

significant frequency components are said to be lumped components or lumped ele- 

ments. While a component appears as lumped, the lumped approximation is said 

to apply. Therefore, quasi-static and lumped approlcimation are synonymous. 

Circuit modeling and simulation deals with voltages and currents. Voltage is 

defined by 
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and current by 

While the voltage can be computed a t  any frequency, it only provides a unique 

answer for quasi-static fields. At high frequencies, the computed voltage depends 

on the path chosen for the path integral. In contrast, current is uniquely defined by 

the area, and its calculation is unambiguous at all frequencies. 

While the lumped approximation holds, circuit analyses can use voltage and 

current. With the loss of uniqueness for voltage at high frequencies, circuit analyses 

must rely on more general concepts such as  S-parameters. 

5.2 Definitions of Inductance 

The definition of inductance can be rigorously based on Maxwell's equations in inte- 

gral form, and successful application of the inductance concept relies on careful and 

strict interpretation of the meanings of closed line integrals and surface integrals. 

Several definitions for inductance are possible: thin-wire for formula development., 

field-based for theoretical treatment, and energy-based for computer computation. 

Each of these definitions is derived in the following sections. 

5.2.1 Thin Wire Definition 

Many practical applications use long thin wires, and a definition for inductance 

specialized for this application is useful for deriving and cataloging formulas. In 

addition, the derivation clearly demonstrates the geometrical role of inductance. 

Faraday's law in integral form is 

- 
where jC E - d l  sums the tangential component of the electric field around a closed 

-- 
path given by contour C, and J& B - ds sums the normal component of the magnetic 

flux density through the area enclosed by C. These relationships are sketched in 

Figure 5 -2. Substituting (5.1) into (5.5) and applying Stokes' t heorern, 
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true for any vector field A, yields 

d ~ F Z Z = - - ~ A - Z .  d t  

Under quasi-st atic conditions, substituting (5.3) to eliminate A gives 

For a circuit consisting of thin wires and small components. the current density 

vanishes for points off of the contour, C, and it travels in a direction tangential to 

the conlour. Executing the volume integral yields the simplified form 

where i is the current on the thin wire. According to the quasi-static assumption. the 

current is constant on the contour, and (5.7) can be rearranged into time-constant 

and time-varying parts as 

Figure 5.2. Contour and area sketch for interpretation of the integral relationships 

in Faraday's law. 
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The complexity of Maxwell's equations is then captured in a timeconstant, 

geometrically-dependent factor called inductance, defined by 

and this formulation of L is called Neumann's inductance formula. 

Circuits 

The remaining electromagnetic quantity in (5.8) can be cast for circuits using the 

definition of voltage in (5.4). Breaking 

G, as suggested in Figure 5.3 for N = 

the closed contour C into N open segments 

8, then 

N fi 

where 

Figure 5.3. A closed contour can be broken into any number of open contours. 
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Figure 5.4. Prototypical circuit incorporating voltages from a source. resistive 

losses, and inductance. 

are the voltage drops along each open contour segment, Ci. Thc sum of the voltage 

drops on all the segments is the voltage drop around the closed loop, C. 

Incorporating (5.9) and (5.10) into (5.8) provides the classic voltage-current 

relationship for inductance as 

where v represents the voltage around a closed loop. So. a time-varying current 

produces a voltage on the closed loop, where the value is given by the time derivative 

of the current scaled by the inductance. 

For the complete voltage-current relationship, consider the circuit shown in Fig- 

ure 5.4, where a thin-wire loop is driven by a small voltage source, v,. The resistive 

voltage drop is iR, where R is the totaI resistance of the thin wire, and the voltage 

generated on the loop due to inductance is L $ .  From Kirchhoff's voltage law, the 

total of all voltages sums to zero, so -u, + iR + L$ = 0, or 

Loops vs. Wire 

As shown by Faraday's law, the actual cause of the induced voltage is the time- 

varying magnetic flux density over a surface, but inductance allows a simplification 

and the use of the circuit quantity 2 .  Since the current flows in the wire itself, this 

substitution can lead to  confusion as to  the source of the induced voltage and the 
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Figure 5.5. Two rectangular loops of wire with equal total wire lengths enclose 

different areas. The loop in (a) has much higher inductance than the loop in (b). 

meaning of inductance. It is clear from the derivation that inductance is only defined 

for a closed contour: it is the closed loop formed by a wire that has inductance-not 

the wire i t ~ e l f . ~  A piece of a closed loop does not have inductance, so it is incorrect 

to assign inductance to a piece of wire. The geometry of the loop sets the inductance 

value; the wire itself has limited impact while the thin-wire assumption holds. 

Consider the two wire loops in Figure 5.5. The two wires are the same length, 

but the inductances are radically different because the loop areas are very different. 

Inductance is minimized by reducing the loop area for a given wire length. One 

of the most effective methods for minimizing inductance is to route signals over a 

ground plane so that the loop area is just the length of the net times the dielectric 

t hicknas. 

5.2.2 Field-Based Definitions 

Equation (5.11) is valid in general, even though the formula for L in (5.9) is valid 

only for thin wires. To obtain a more general formula valid for all cases but requiring 

the use of field quantities (as all general solutions in electromagnetics must), the 

right-hand side of (5.11) can be equated to  the right-hand side of Faraday's law in 

(5.5) to obtain 

2. A common question in packaging is, What is the inductanceof a wirebond? The correct answer 

is that wirebonds do not have inductance. 
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~ f i  d t  = d f l ~ . ~ .  dt (5.12) 

Integrating (5.12) with respect to time, and noting that the integration constant 

vanishes since fields do not exist without current in 

In terms of field quantities, inductance is given by 

the circuit, then 

(5.13) 

the total flux passing through 

a surface divided by the current magnitude in the circuit producing the magnetic 

flux. 

A related fieId-based definition using the magnetic vector potential can be found 

by substituting (5.1) into (5.13) and then using (5.6) to obtain 

5.2.3 Energy-Based Definition 

While (5.13) is general, the reliance on the appropriate construction and application 

of a surface and the related surface integral can lead to difficulties in problem 

setup, Through the use of energy relationships, a field-based inductance formulation 

involving only volume integrals is possible. From circuit theory, the energy stored 

in an inductor is 

while the result from electromagnetic field theory is 

where % is the magnetic field strength. Equating these two definitions and solving 

for L yields 

Because of the relative simplicity of setup, (5.15) is often used to compute induc- 

tance in general-purpose electromagnetic simulators, where the computation of the 

fields over a volume is straightforward but manipulation of surface definitions is 

not. 
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5.3 Definition of Mutual Inductance 

Systems will typically consist of several interacting circuits. so it is necessary to 

investigate the voltages induced on one circuit by the time-varying magnetic flux 

densities produced by another. The derivation and concepts developed in section 5.2 

for inductance are extended in this section t o  investigate mlltual inductance. 

5.3.1 Thin Wire Definition 

Consider a system consisting of two closed contours that are in close proximity so 

that the magnetic flux from one contour penetrates the area enclosed by the other. 

This system is sketched in Figure 5.6. The total magnetic flux density is the sum 

of that produced by each circuit, so B = z1 + n2. Faraday's law applied to C2 is 

Substituting (5.1) and applying Stokes' t heorern from (5.6) J-ields 

Figure 5.6. Contours and area sketches for interpret ation of the integral relation- 

ships in Faraday's law for the case of mutual inductance. 
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Replacing the magnetic vector potentials from (5.3) gives 

For quasi-static operation with thin wires and small components, the current den- 

sities vanish off of the contours, and since the current travels in the same direction 

as the contours, then 

The currents il and i2 are constant on the contours according to the quasi-static 

assumption, so (5.18) can be rearranged into time-constant and time-varying parts 

as 

where 

is the mutu a1 inductance between contours Cl and C2 and is Neumann's formula 

for mutual inductance, and 

is the self-inductance for contour C2. Note that the only difference between self- and 

mutual inductance is in the contours of integration: for self-inductance, integration 

is over the same contour while for mutual inductance, integration is over both 

contours. 
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Circuits 

Applying the definition of voltage from (5.4) to (5.19) provides a result completely 

in circuit quantities as 

where vz is the voltage on the closed contour. C2. Note that if the roles of the 

contours C1 and C2 are reversed, then the formula for mutual inductance in (5.20) 

remains unchanged. Therefore, inductance is reciprocal. The voltage-current rela- 

tionship for the reversed case is 

Equations (5.21) and (5.22) can be recast into matrix form as 

Generalizing this result for any number of contours yields 

- 
where is the inductance matrix. Since mutual inductance is reciprocal, then the 

inductance matrix is symmetric with Lij  = Lj i .  

Loops vs. Wire 

As in section 5.2, it is important to carefully note the origin of the self- and mutual 

inductance. It is the closed contours and not the wires that have inductance. The 

self-inductance relates the voltage produced on a closed loop to the magnetic flux 

generated by current on that sa,me loop. The mutual inductance relates the voltage 

produced on a closed loop to t,he magnetic flux generated by current on another 

loop. 
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5.3.2 F ield-Based Definition 

Avoiding the thin-wire approximation, a more general formula for inductance can 

be found by equating the right-hand side of (5.21) t o  t,he negative of the right-hand 

side of (5.16) to obtain 

Integrating with a zero constant of integration yields 

from which i t  is apparent that  

Mutual inductance is given by the flux generated by the current in loop 1 that is 

coupled into loop 2, then normalized by the current in loop I. In other words, it is the 

flux linked into loop 2 that is the root cause of mutual inductance. For this reason, 

mutual inductance is often described as a flux linkage. Using this terminology, t>hen 

self-inductance is caused by flux linkage from a loop to itself. 

5.3.3 Energy-Based Definition 

For many calculations, especially computer-based general-purpose simulators. an 

energy-based formulation for mutual inductance is simpler to implement and exe- 

cute through the replacement of line and surface integrals wi th  volume integrals. 

Equating the energy stored using circuit variables, 

to that using field variables, 

yields a general field-based formula for mutual inductance: 
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The subscripts on the field quantities B and imply the use of superposition. If 

both loops are simultaneously driven with current, then just one set of B and B 
exist. Using superposition, Loop 1 is driven to produce and HI while the source 

on loop 2 is open-circuited (in = 0). These fields are stored and the process repeated 

with il = 0 to obtain and B2. These two solutions, picking either and A:, 

or B2 and R1, are used in (5.30) to find the mutual inductance. Note that B1 and 
- 
H I  alone determine the inductance of loop 1 according t u  (5.15), while B2 and 
- 
Hz determine the inductance of loop 2. The extension to any number of loops is 

accomplished with a straightforward exercise in index manipulation. 

5.3.4 Sign 

However the mutual inductance is computed, its sign depends on the directions 

of the current flow. If the direction of one current is reversed, then the computed 

mutual inductance magnitude is unchanged but the sign flips. The user of a mutual 

inductance must be careful to set the sign properly. 

5.4 Calculations with Neumann's Formula 

While Neumann's formula is an outstanding vehicle for discussions on inductance, 

its direct use in computations is limited. The double integration requires that the 

positions in the denominator be colocated, causing the denominator to vanish and 

the integral to  become undefined. The source of the dificulty is that, in contrast to 

real wires, the contour has zero cross-sectional area. Fortunately, it is possible to 

incorporate finite wire radius through a mutual inductance calculation. 

To accommodate finite wire radius using Neurnann's formula, the inductance of 

a loop is subdivided into two components: internal inductance, for the inductance 



Section 5.4. Calculations with Neurnann's Formula 187 

+ 
wire diameter 

Figure 5.7. Concentric closed contours for computing external inductance using 

Neumann's formula for mutual inductance. 

of the Ioop due to magnetic flux inside the wire; and external inductance, for the 

inductance of the loop due to magnetic flux outside the wire but still passing through 

the closed contour. The inductance is then just the sum of these two components. 

Consider a thick, round wire formed into a circular loop. In Figure 5.7, a section 

of this loop is shown along with two thin wires located a t  the center of the thick 

wire (c') and along the inner edge (C). The important observation is that the 

external inductance of the thick wire is determined by the flux inside C ,  while the 

mutual inductance between loops C' and C is also determined by this flux (the flux 

linkage). Therefore, the external inductance of the thick wire can be computed as the 

mutual inductance between the thin wires. Neumann's formula for self-inductance 

is avoided. Note that the problem is not complete until the internal inductance is 

added. 

5.4.1 Calculation of External Inductance for Loops of Thin Wires 

The calculation of external inductance for thin wires is examined in this section by 

way of example, continuing the discussion on the inductance of a round loop of wire. 
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To find the external inductance of the loop through the calculation of the mut,ual 

inductance between C and C' in Figure 5.7, let 

T' = bcos0'2 + bsin8's 

T = acos02+asinBy 
- 
de' = b dof (- sin 6'2 + cos 0'6) 
- 
dl  = a d9(-  sin 02 + cos 8G) 

then 

= \ /a2 + b2 - 2ab(cos 0 cos 0' + sin 0 sin 19') 

Filling out Neumann's formula for mutual inductance in (5.20), then 

From symmetry, set 8 = 0 and evaluate the integral over C by multiplying by 27r. 

Convert the integral on C' to the range 0 to T ,  then 

cos 0' 
dof 

JI - 2 (;) C O S ~ '  + (;)2 

where K and E are the complete elliptic functions of the first and second kind, 

respectively, and the integral formula used is 

cos x 2 LT JI - 2pcoPz + p  ,dx = ;[K(P) -E(P)J,  p2 < 1, 
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where 

and 

For thin wires, alb  e 1, so K and E can be approximated as 

and 

Let the wire radius be defined as r = b - a, then 

2 
since (f) is negligible compared to 9 when r << b. Substituting (5.38), (5.39), 

and (5.40) into (5.34) yields a simplified formula for the external inductance of the 

round loop of thin wire: 

5.4.2 Calculation of Internal Inductance for Round Wires 

For internal inductance calculations, the thin-wire approximation does not apply, 

so Neumann's formula is inappropriate. Inductance must be calculated with a field- 

based formulation such as (5.15). For round wires under quasi-static conditions, 

Ampere's law in integral form, 

can be used to  find the magnetic fields inside the wire. 

The cross section of a round wire is shown in Figure 5.8. Noting that = rdq56, 
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Figure 5.8. Cross section of a, round wire with annotation for finding the magnetic 

fields inside the wire. 

- - 
then H d l  = H4(r)rd+,  where 2 has no dependence on 4 due to symmetry. The 

current density is 7 = i / (aa2)  2.  Neglecting the t ime-derivative for the quasi-static 

solution, then (5.42) can be evaluated as 

With the constitutive relationship for magnetic fields. B = fl%, then the mag- 

netic flux density inside the wire is 

Using this expression in (5.15) and integrating over the volume of the wire yields 

where the integrations over the length, Y ,  and the angular variations are already 

incorporated. Completing the computation yields 
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which provides the internal inductance of a straight round wire in isolation. Note 

that the value does not depend on the radius of the wire; all round wires of a given 

length have the same internal inductance. 

Continuing the example of inductance calculation for the round loop of thin 

round wire, the inductance of the loop is the sum of the internal and external 

inductarlces. Adding (5.41) and (5.45) with l = 2nb provides 

5.4.3 Frequency Dependence of Inductance 

The fields external to a wire arc weakly affected by the distribution of the current 

inside of the wire, so external inductance changes little with frequency while the 

quasi-static approximation holds. On the other hand, internal inductance is strongly 

affected by the current distribution. When the skin effect is well developed, the cur- 

rent resides on the surface of the wire and the internal inductance tends towards 

zero. Therefore, the low-frequency inductance of a loop of wire is the sum of the in- 

ternal and external inductances, while at high frequencies with well-developed skin 

effects (but the quasi-static assumption must still hold): the inductance is just the 

external inductance because the internal ind~ct~ance vanishes. The frequency depen- 

dence of inductance follows the trend sketched in Figure 5.9. For wires made from 

nonmagnetic materials, the low- and high-frequency limits typically differ by a few 

percent. Except for the breakdown of the quasi-static assumption, these trends are 

observable in chapter 7, Figure 7.7, where the inductance of a coaxial transmission 

line is computed with a PEEC method (see chapter 7, section 7.3). 

Magnetic materials, such as Alloy 42, can generate very high internal inductance 

due to  high relative permeability. The resulting high inductance does not necessar- 

ily lead to poor circuit performance. While magnetic materials can pwh up the 

internal inductance by orders of magnitude, skin effects shield the material at high 

frequencies. Since the effect of an inductor in a circuit is governd by its reactance, 

high inductance at low frequencies can still result in low reactance and minirnal 

circuit effect. 
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Low -Frequency 
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Figure 5.9. Frequency dependence of inductance. 

5.5 Definition of Partial lnductance 

Prior sections have established that self-inductance and mutual inductance are de- 

fined by loops of wire and not by the wires themselves (for t,hin wires). Although 

measurements must always be performed on closed loops-otherwise, no current 

flows and there is nothing to measure--calculatzons can be performed on pieces 

of closed loops. Calculation of the contributions to inductance from subsections of 

closed loops leads to the concept of partial inductance. 

For thin wires, the inductance of a loop is given by (5.9), which is computed 

on a closed contour. This closed contour can be broken into any number of open 

contours, as suggested in Figure 5.3, then 

Noting the similarity of the bracketed portion to the definitions of inductance in 

(5.9) and mutual inductance in (5.20), the partial self-inductance is defined as 

and the partial mutual inductance as 
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A loop car] have any number of partial self-inductances and partial mutual indue 

tances. depending on how many sections into which the loop is broken. The number 

and configuration of pieces are selected for convenience in the solution of the prob- 

lem at hand. 

Calculations using partial self- and mutual inductances must carefully include 

all of the pieces needed to form a closed loop. Every piece of the loop has partial self- 

inductance plus partial mutual inductance to every other piece. Each contribution 

must be computed so that the sum for the entire closed loop produces the correct 

inductance according to (5.9). 

The generalization of partial inductance to the mutual inductance between two 

Ioops is straightforward. Every piece of each loop has partial self-inductance plus 

partial mutual inductance to every other piece in all the loops, so several loops are 

treated in exactly the same manner as just one. 

It is important to recognize that partial self- and mutual inductances are not 

physical quantities. As rnathernatical constructs, they cannot be measured, Cer- 

tainly they should be used when convenient, but the focus should always remaill 

with closed loops, the inductance of closed loops, and the mutual inductance be- 

tween closed loops. 

5.6 Formulas for Partial Self- and Mutual lnductance 

Partial inductances are convenient when the geometry of the closed contour can be 

segmented into pieces for which formulas are already available. Using the thin-wire 

approximation and Neumann's formula, formulas for many usrful structures can be 

derived. The following sections provide a few of these plus discussion on their use. 

while the Exercises section provides a few more results. 
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5.6.1 Partial Mutual lnductance between Two Parallel Wires 

For two parallel straight wires, the setup for the partial mutual inductance calcula- 

tion is shown in Figllre 5.10. For use in (5.47), the various vectors are 

then the partial mutual inductance is 

where the subscript p is used to emphasize that this is a partial mutual inductance. 

Two integral formulas useful in this solution are 

wire I 
a 4: 
0 
1':"; wire 2 > 

r X 

Figure 5.10. Setup for partial mutual inductance calculation for two parallel thin 

wires. 
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and 

For narrowly spaced wires with b >> a,  (5.49) can be approximated as 

The directions of the integrations imply that the current flow on both wires is 

in the same direction, so if the currents are actually moving in opposite directions, 

such as when one wire is acting as the return for another, then the sign of the partial 

mutual inductance must be reversed. 

5.6.2 Partial Self-Inductance for a Round Wire 

As discussed in section 5.4, Neumann's formula cannot be used to compute partial 

self-inductance. Instead, the partial self-inductance is found by computing the par- 

tial mutual inductance between a thin wire at  the center of the (fat) round wire 

and one along its edge. 

As shown in Figure 5.11, the flux linkage for the round wire is the same as for the 

two parallel thin wires, so (5.49) or (5.52) can be used to find the external partial 

self-induct ance. 

Since the self-flux linkage extends laterally to infinity, that is where the return 

currents are assumed to be. A realistic circuit will require a, return path at a finite 

distance, and the return path's partial self-inductance along wit,h all partial mutual 

inductances must be computed. The partial self-inductance formuIa derived in this 

way is said to return at infinity. 

To the external partial self-inductance, the internal partial self-inductance from 

(5.45) must be added. For long thin wires with b >> a, adding the internal to the 

external partial self-inductance yields 
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Area for Self-Flux Linkage 

Area for Mutual Flux Linkage 

Figure 5.11. The flux linkage in (a) to find a partial self-inductance for a round 

wire is identical to  that in (b) for the partial mutual inductance between two thin 

wires. 
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I wire1 wire 2 

Figure 5.12. Setup for partial mutuaI inductance calculation for two colinear thin 

wires. 

5.6.3 Partial Mutual Inductance of Two Colinear Wires 

For two colinear thin wires, the setup in Figure 5.12 can be used to find the partial 

mutual inductance between the wires. The setup is simple. ant3 Neumann's formula 

for this case is 

5.6.4 Assembling Solutions 

The use of partial inductance to solve inductance problems requires four steps. 

1. Break the closed loop into several sections. 

2. Compute the partial self-inductance for each section. 

3. Cor~lpute the partial mutual inductance between each pair of sections. 

4. Assemble a11 results into a circuit simulation. 

Since partial inductance is a mat hematical construction, fai lur~ to completely apply 

the method can result in nonphysical results. 
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As an example. consider a. transmission line construrtrd from two parallel thin 

wires. Assilrne that, t h e  line length. b, is long coinpard to the wire spacing. S, a d  

that the wire radii are a1 and az. The inductance of the c-on1l)lete circuit (neglecting 

end effects) with one wire as signal arid the other as return is 

Examination of (5.53) reveals that the partial inductance is a nonlinear functio~ i 

of length with a bln b dependence. The transmission line reslllt in (5.55) is linearly 

dependent on the length of the line, so once the nonphysical partial inductances are 

correctly assembled into an inductance, the familiar per-unit-length dependerlce is 

recovered. Note that  (5.55) is strongly dependent on length and weakly dependent 

on wire spacing and wire diameter. To reduce inductance, it is much more important 

to reduce interconnect length first, then reduce spacing or increase radius. 

As another example, consider a simple computatiori regarcling the partial self- 

inductance of a round wire. The partial self-inductance of a round wire lcm long 

with a radius of O.lrnm from (5.53) is 9.097nH. The partial self-inductance of a 

wire half as long is 3.855nH. Note that 9.097 # 2 x 3.855. To correctly find the 

partial self-inductance of the long wire from two short wires, the partial mutual 

inductance between the two short wires must be included From (5.54), the partial 

mutual inductance is 0.6931nH. The partial self-inductance of the long wire using 

the short wire results is 3.855 + 3.855 + 2 x 0.6931 = 9.096 nH, which is the same 

as that obtained for the long wire computed in one piece. 
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5.7 Circuit Symbols 

The inductor circuit symbol represents both inductance and ~ a r t i a l  inductance in 

schematics, where the number of inductors present in each loop determines the type 

of inductance represented. Since a loop has just one inductance associated with it, 

if one inductor appears in the schematic of that loop, then the inductor represents 

the inductance. Otherwise, more than one inductor appears in the loop and the 

inductors represent partial inductances. 

The distinction only matters in helping to ensure that mutual inductances are 

appropriately included. For inductance, mutual inductance is required only between 

loops, while for partial inductance, partial mutual inductance is required between 

each partial self-inductance, whether in the same loop or not. 

The use of the inductor symbol for either inductance or partial inductance is 

shown in Figure 5.13. The inductors are shown polarized with the "0" to indicate 

where the mutual inductance formula assumes that the current enters. The polarity 

of one can be reversed if the sign of the mutual inductance is also reversed. Errors 

in polarity and/or mutual inductance sign can result in an active circuit due to 

violation of Lenz's law. 

Depending on the circuit simulator, the mutual inductance may be entered di- 

rectly in units of Henry or indirectly as a unitless value. SPICE uses the "k-fact or" 

for mutual inductance calculated as 

Figure 5.13. Demonstration of the use of the inductor symbol and mutual induc- 

tance. 
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n f 
" JKG- 

and X: is bounded between &L. K-factors are convenient in t,hat they indicate the 

st rengbh of the mutual inductance, with magnitudes below about 0.1 being weak 

and above about 0.4 being strong. Note that unless a k-factor is very small, deleting 

a mutual inductance can lead to an active circuit when many loops are involved. 

hIuch of circuit simulation is set up and run from schematic capture programs. 

However, many schematic capture programs, including top-of-the-line software from 

major vendors, do not accommodate mutual inductance on-screen in the same man- 

ner as other basic circuit components. It is important to recognize that this omis- 

sion is due the difficulty of cleanly implementing mutual inductance in graphical 

schematic capture programs and not due to a lack of need for this basic circuit ele- 

ment. Work-arounds must be implemented in these cases so that mutual inductance 

can be included. 

5.8 Modal Decomposition 

Just as Fourier decomposition often leads to  insight for time-varying signals by 

providing the frequency spectmm, general matrices can also be decomposed into 

constituent parts for further study. In general, an N x N matrix can be decomposed 

into N vectors, called eigenvectors, that are each weighted by a constant, called an 

eigenvalue. A primary property of interest is that eigenvectors, like the sinusoids 

of Fourier analysis, are orthogonal. Such modal decomposition enables extended 

analysis and study of matrices. 

Inductance matrices are symmetric, due to reciprocity, real and square. For 

matrices with these properties, an extensive theoretical framework exists that can 

be directly used to develop a modal decomposition for inductance matrices. The 

modal decomposition enables the inductance matrix to  be diagonalized, where all 

matrix values off of the diagonal are zero. Physically, the mutual inductances are 

eliminated. Once diagonalized, issues in simulation and passivity can be readily 

explored. 
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5.8.1 Diagonalization 

The eigenvectors, ik,  and eigenvalues, Ak ,  of a square N x N real symmetric matrix. 
- - 
L, are determined from the solution of the equation 

A11 of the eigenvectors are linearly independent. If all of the eigmvaIues are distinct. 
- 

such as when the physical structure described by , has no symmetry, then the 

eigenvectors are also orthogonal. In any case, the eigenvectors can be orthogonalized 

and normalized through the application of the Gram-Schmidt ort honormalizat ion 

process. 

With orthonormal eigenvectors, an N x N matrix can bc formed as 

- - 
T is an orthogonal matrix with the useful property that 

- 

where is the identity matrix and the superscript T denotes the matrix transpose. 
- 

Using the orthogonality property of eigenvectors (k .in = 0, m # n) , T diagonalizes 
- - 
L ar, 

3. See for example, C. R. Wylie, Jr. Advanced Engineering Mathematics, 3rd ed. New York: 

McGraw-Hill, 1966, p. 458. 
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With ( 5 . 5 8 ) ,  (5.59) can be recast as 

- 
which shows that 1 can be diagonalized into its eigenvalues by pre- and post- 

multiplication by ?? and F ~ .  The benefit of diagonalization appears when (5.60) is 

folded into circuit analyses. 

5.8.2 Circuit Theory 

The voltage drop across an inductance matrix is related to the current by (5.24), 

repeated here as 

Substituting the diagonalized form of the inductance matrix from (5.60) yields 

-7-  --- T dZ 
i!i=TXT - 

d t '  
- - 

Since Z is not timevarying, then neither is T. Moving F~ under the time derivative 

and using (5.58) yields 

Modal voltages and currents can be defined as 

a).  

then the modal voltages are related to the modal currents by 
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- 

Since is a diagonal matrix, (5.64) represents a decoupbed set of N equations that 

can be solvecl independently. In contrast. (5.24) represents N cwuplrd equations. 

Direct solution of (5.24) involves the full and dense matrix with IY(N + 1)/2 

terms. Solution of (5.64) involves just N terms. So a tradeoff exists: direct solution 

with many terms, or indirect solution with few terms but with pre and postprocess- 

ing required to transform into a d  out of the modal voltages and currents. 

5.8.3 Manual Implementation 

Inductance matrices can be incorporated into circuit simulation in terms of modal 

voltages and currents through auxiliary circuits set u p  within the simulation. The 

original circuit is 

The eigenvectors 

shown in Figure 5.1 4, where t,he voltage-current relationship is 

- 
of Z are computed, orthonormalized. and then assembled into 

according to (5.57). The eigenva.lues are computed and stored. 

At each time step of the simulation, the modal voltages are compi~t~ed as 

Figure 5.14. Voltage and current setup for an inductance matrix. For clarity, the 

mutual inductances are not shown. 
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and are used to drive N decoupled circuits that compute the modal currents from 

bhe modal voltages using (5.64). The circuits are shown in Figure 5.15, where the 

eigenvalues are the modal inductors. The modal currents are used to reconstruct 

tthe currents in the original circuit according to 

The modal currents drive the circuit in Figure 5.16, which replaces the original 

circuit in Figure 5.14. The circuit simulator then steps from one time step to the 

next. solving the N auxiliary circuits along with any others present. 

Direct implementation of the inductance matrix requires a circuit simulation 

with N2 circuit elements. A manual implementation of a modal decomposition re- 

quires N (2N + 1) circuit elements, so simulation is slower with the modal decoin- 

position. However, if the modal dccornposition is hard-coded into the simulator, the 

number of circuit elements drops to 3N for a significant time savings. Note that the 

eigenvalue problem solution represents a small time penalty since it is solved just 

once when setting up a modal decomposition. 

5.8.4 Passivity 

The modal framework enables a direct investigation of the passivity of inductance 

matrices. It is important to check if an inductance matrix is passive because it is 

remarkably easy to generate one that is not. Active inductance matrices can cause 

nonconvergence of the circuit simulation, with computation of ever-growing volt- 

age levels, and most dangerously, reasonable but incorrect results. A dense matrix 

completely filled out through a consistent electromagnetic simulation or measure- 

ment is not likely to be active; however, matrices constructed from partial results 

or by combinations of results generated from several techniques can easily be ac- 

tive. Numerical errors can cause an electromagnetic simulation to produce an active 

matrix. 

The instantaneous power delivered to an inductance matrix is 



Figure 5.15, Auxiliary circuit setlups for calculation of the modal currents from tthe modal voltages. 
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Figure 5.16. Replacement circuit for the original inductance matrix in Figure 5.14. 

Substituting (5.24) to  eliminate the voltage, then 

The inductance matrix can be substituted with (5.60) to obtain 

Modal currents can be introduced using (5.63) to simplify the expression t o  
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- 
Since is diagonal, then the power simplifies to 

The total power is the sum of the powers in each mode. 

For the inductance matrix to be passive, the total power delivered to the matrix 

from the start of time must be positive at any given time. h4at8hernatically, this 

requirement is stated as 

Integrating (5.67) yields 

Interchanging the integral and summation, and assuming the currents are initially 

zero, then integration yields 

Note that i:, ( t )  2 0 always, so for E(t)  2 0 for any arbitrary time, in general 

is required. Therefore, the inductance matrix is passive only when all of its eigen- 

values are greater than or equal to  zero. However, a zero eigenvalue represents a 

shorted modal voltage, so in practice, positive eigenvalues are r e q ~ i r e d . ~  

After an inductance matrix has been obtained from any source, it is good practice 

to compute its eigenvalues and confirm that all are positive. The appearance of any 

negative or zero eigenvalues disqualifies the matrix from use and indicates a problem 

in the methodology used to  construct it. 

4. The inductance matrix is Hermitian since it is real and symmetric:. If all of i ts  eigenvalues are 

greater than zero, then the matrix is positive definite. 
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5.9 Nonuniqueness of Partial Inductance 

Section 5.5 shows that the inductance of a loop can be partitioned into N seg- 

ments with N partial self-inductances and N(N - 1 ) / 2  partial mutual inductances 

between them. The only physical quantity is the inductance of the loop, so the 

partial inductances only have utility once they are combined to form a closed loop. 

Since the number of variables exceeds the number of constraints. partial inductance 

represents an under-determined system, and an infinite number of solutions exist. 

As an example, consider the two partial self-inductors with the partial mutual 

inductor shown in Figure 5.17.If the ends are closed off to form a loop, then the 

inductance of the loop is 

Note that if any value is added to  all three partial inductances, then the inductance 

of the loop is unchanged, so partial inductance is at  least nonunique to within an  

additive constant. 

The nonu~liqueness of partial inductance can be shown rnathernatically to stem 

from the lack of a closed loop. Inductance is defined using the magnetic vector 

potential as 

which is repeated here from section 5.2.2 for convenience. The loop can be subdi- 

vided as shown in Figure 5.3 to obtain 

Figure 5.17. Two partial self-inductances and a partial nlut,ual inductance. 
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Then the partial inductance of section k is 

- - 
Since 2 is defined by B = V x A, A ca,n have the gradient of a scalar field super- 

imposed onto it without changing B, then 

where V x D$ = 0 by vector identity. While B remains unchanged, Lk does not. 

and 

Since 4 is arbitrary, then Lk is not unique. Uniqueness is restored when the loop is 

closed since 5 V# . de = 0 by vector identity. 

While the magnetic flux density is not perturbed by the superposition of the 

gradient of a scalar field, the electric field strength is modified according to (5.2): 

However, for quasi-static analysis, the time-varying terms are neglected and re- 

mains unchanged. 

In summary, while inductance is unique, partial inductance can easily be shown 

to be not unique. The nonuniqueness is of no consequence since when combined, the 

partial inductances produce a unique inductance. The key to successful application 

of partial inductances is to ensure that they are only used in complete and closed 

loops. 
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5.10 Open Loop Modeling 

To compute or measure inductance, closed loops are required. how eve^, interconnect 

modeling requires open loops so that circuits can be connected. The case of a single 

loop is shown in Figure 5.18. Breaking the loop creates a two-wire interconnect, 

but the loop still has only one inductance describing it. The full inductance can 

be assigned to the top wire or the bottom wire, or it  can be split between the two 

with a mutual inductance. The assignment is arbitrary, nonunique, and totally at 

Loop with Inductance L 

Closed Breaks Interconnect 
Loop for 

Connections 

Equivalent Interconnect Models 
L L1 - 0 - -uw- 

L L2 

L=L1+ Lz-2M 

Figure 5.18. Interconnects require the opening of the closed loop t o  make con- 

nections. (a) The loop is broken in two places to create two ports, resulting in a 

two-wire interconnect. (b) The inductance is assigned to the top wire. (c) The in- 

ductance is assigned to the bot8tom wire. (d) The inductance is split between both 

wires. 
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the modeler's conveniellce; the only requirement is that the closed loop must 

the proper induct ance. 

Figure 5.18b and Figure 5.l8c, one of the wires has no assigned inductance. 

This lead is often referred to as perfect or as the reference lead. The lead with the 

rnsigned inductance is then referenced to the reference lead. This terminology ha5 

little use since the assignments are arbitrary. It is important to remember that wires 

do not have inductance-closed loops have inductance. 

For two loops, the interconnect is constructed as shown in Figure 5,19. Each 

loop generates a reference lead, but since the reference leads have no inductance 

and are always grounded, they can be combined into one reference lead, as shown 

in the final circuit model. Greater numbers of loops are handled in the same way. 

Very often, the loops will share a common return path as shown for two loops 

in Figure 5.20. The return path is often a ground or power plane. The common 

leg increases the mutual inductance between the two loops, and this fact will be 

represented in the circuit model. Assuming that the inductances are assigned to the 

wires connecting points ac and bd, then the ground plane becomes the reference 

lead. The fact that the ground plane has no assigned inductance in the circuit model 

does not mean that planes have low inductance-loops have inductance; wires (even 

fat ones, like planes) do not. 

The number of inductors and mutual inductors in the circuit model varies de- 

pending on whether a reference lead is included in the circuit model. If a reference 

lead is included, then N loops lead to N inductors and N(N - 1)/2 mutual induc- 

tors. The component values are equal to the actual loop inductances and the mutual 

inductances between them. If a reference lead is not included, then the N loops lead 

to N + 1 inductors and N(N + 1)/2 mutual inductors, and the component valua 

are arbitrary as long as the loop inductances and mutual inductances between loops 

of the circuit match the actual measurement or simulation of the real structure. 
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T u Breaks for Connections 

r""7 Interconnect 

u 
L1 M \ L 2  

0 a A Model 

Same Model Redrawn 

Figure 5.19. Example interconnect model for two closed loops. The loop induc- 

tances are assigned to the top wire for both loops. 
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Figure 5.20. Two wire loops using a common leg serving as a return path. 

Common Ground 

A significant advantage of models with a reference lead is that circuits on both 

sides of the interconnect can utilize a corrmorl grouild connection. For example, 

in Figure 5.21, the identical circuit is implemented in (a) and (b), except an extra 

ground is located in (b) on the other (driver) side of the interconnect. The connection 

through common ground shorts out the partial inductance of the ground connection 

in the interconnect. In (c), the interconnect model utilizes a reference lead that is 

conveniently chosen so that the ground lead has no assigned inductance. Therefore, 

common ground can be placed on both sides of the interconnect. 

5.1 1 Manipulating the Reference Lead 

It  js very common for circuit simulations to be set up with multiple global grounds. 

In SPICE, nodes 0 and gnd are automatically global. To avoid shorting out the par- 

tial inductance of the ground connection in interconnect models (as in Figure 5.21b), 

the models should reference the ground lead (as in Figure 5.21~).  Some methods and 

programs produce interconnect models without reference leads, so in these cases the 

model needs to be manipulated to create a reference lead. 

Consider an N-lead interconnect with n common return path. If inductance is 

assigned to all N-leads plus the common return, then the interconnect is charac- 

terized by an (N + 1) x (N + 1) matrix, and the model is shown in Figure 5.22. 
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(a) Correct 

on/v \  

(b) Incorrect 

(c) Correct 

Figure 5.21. Use of global grounds can be affected by the interconnect modeling 

scheme. 
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Figure 5.22. Schematic for an N-lead interconnect with common return path and 

no reference lead. 

Solving the circuit, Kirchhoff's voltage law requires 

where the series resistance of each conductor is included for completeness; &, V R  
and 7 are vectors of length N + 1; and, and are ( N  + 1) r ( N  + 1) matrices. 

Since all current passes through the interconnect, Kirchhoff's current law requires 

Substituting (5.74) into (5.73) yields 

- - -- - -- 
V L  - = (B + jwL)P I,, 

where f, = [ . . . li-l J , + ~  . . . rNfl I T  m d  P i s  an (N + 1) x N matrix 

constructed from an N x N identity matrix with -1 inserted at each column in row 

i. For example, for four conductors with no reference lead, 
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The reference potential ca,n be moved to lead i by subtracting its potent,ial from 

those of the other leads. This operation can be performed by multiplying through 

(5.75) by F ~ ,  yielding 

Equation (5 .?6) suggests the definitions 

I I 

Both and Z are N x N matrices, while V;  and d; are vectors with length N. 

The original voltage-current relationship in (5.73) is preserved with the reference 

potential set or moved to conductor i. With the voltage-current relationship un- 

changed, the new primed interconnect based on (5.77) produces exactly the same 

terminal characteristics as the original interconnect in (5.73). 

Using (5.77), the inductance and resistance matrices of any interconnect of the 

form in Figure 5.22 can be manipulated to create a reference lead on any of the 

N + 1 leads. If no reference is present, i t  can be created. If one is already present, 

it can be moved. 

An interesting application for rereferencing of interconnect models is in compar- 

ing measurements and/or simulations from different sources. Different setups can 

produce different models because of the way the return path is set up. Models will 

normally be referenced to the return path, making comparisorl between two results 

difficult. If the models are rereferenced to one of the leads, the results can then be 

directly compared, except for the values which are known to be different for the r e  

turn path. This technique is basically a way to  set up the loops in a similar fashion 

so that the two models can be hirly compared. 
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Example with No Reference 

An interconnect constructed using four identical wires is described by a partial 

inductance matrix given by 

To reference the matrix to lead 4, the matrix 

is used in (5.77) to construct the equivalent 3 x 3 inductance matrix 

- - 
with lead 4 as reference. The matrices Z and E can be used interchangeably, keeping 

I - - 
in mind that all connections must pass through z, while is referenced to lead 4. 

which does support current flow. 

Hand calculations can verify the equivalence of the matrices. The only consider- 

ation is that all loops through the interconnect must provide the same inductance. 

Consider the loop out through lead 1 and back through lead 3. From z, the loop in- 
r 

ductance is 10+10-2*4 = 12, while for , the result is 14+8-2*5 = 12, the same 

answer. For the loop out lead 3 and back on lead 4, the results are 10 + 10 - 2 * 6 = 8 

and 8 (read straight from the matrix since lead 4 has no part,ial inductance), so again 

the results are the same. Every closed loop will also yield identical closed loop in- 

duct ances. 
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Example with Reference 

An interconnect constructed using four identical wires referenced to a common 

return path is described by a partial inductance matrix given by 

The common return path represents a fifth lead with no partial inductance. To move 

the reference to another lead, the fifth lead must be added to the matrix, yielding 

To reference the matrix to lead 2, use 

to obtain 

Note that this 4 x 4 matrix represents leads 1, 3, 4, and 5 (the former reference), 

and now lead 2 is the reference. For example, the inductance of the loop out lead 1 

and back lead 3 is 10+ 10 - 2 * 4 = 12 and 8 +  8 - 2 * 2 = 12 .  
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5.12 Model Reduction 

Usillg the algorithms in chapter 4, section 4.5, partial inductance matrices can be 

reduced in size to  incorporate known inf~rrnation. The principal cases are when 

model leads are open-circuited, short-circuited, and paralleled t,ogether. 

If a lead is open-circuited, then na  current flows through the lead, and it does 

not affect the circuit. If a lead is shorted to  ground on both e~lds, a loop is formed 

that can support the flow of current. While no voltage solirce directly drives a 

current in the loop, the mutual inductances linking it to other driven circuits will 

generate current flow, called eddg currents, which affect the operation of the circuit 

by reducing inductance and increasing resistance in other leads. Leads that are 

paralleled together also create closed loops that can support eddy currents. 

5.13 Exercises 

1. Two circular loops of thin wire are located as shown in Figure 5.23. 

(a) Using Neumann's mutual i~~ductance formula with numerical integration. 

compute the mutual inductance between the two loops for b=5mm and 

a=lmm, 2mm, 4mm, 8mm, 16mm, 32mm, 64mm, and 128mm. 

(b) For wire radii of O.O:Lrnm, p, = 1, and o = 5.8 x lorS/m, compute the 

inductance and resistance of each loop. Assume one loop is closed while 

Figure 5.23. Two circular loops on the z-axis separated by distance a. 
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a small gap is introduced in the other to allow the insertion of a small 

sinusoidal voltage source of negligible source impedance. Compute t'he 

inductance and resistance of the resulting circuit for the spacings above 

at a frequency of 10MHz. Plot the results. 

( c )  Explain the trends in the plots. 

2. Show that the partial m~itual inductance between two orthogonal straight thin 

wires is zero. 

3. Show that the partial mutual inductance between the two equal-length thin 

wires shown in Figure 5.24 is 

Figure 5.24. Setup for partial mutual inductance calculation for equal-length thin 

wires almost touching at one end. 

4. Show that the inductance of a loop of thin wire of radius a formed into the 

shape of an equilateral triangle is 
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5. Show that the inductance of a loop of thin wire of radius a formed into a 

square with side lengths of b is 

6. Show that the partial mutual inductance between a square loop of thin wire 

with side lengths a and a thin straight wire of length a at a distance b away, 

as  shown in Figure 5.25, is given by 

if the current directions are as shown. 

Figure 5.25. Setup for partial mutual inductance calculation between a square 

loop of thin wire and a straight thin wire. 

7. Show that the external inductance per-unit-length for the coaxial line shown 

in Figure 5.26 is given by 
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Figure 5.26. Cross section of a coaxial transmission line witrh outer conductor 

thickness of t .  

8. Show that the internal inductance per-unit-length for the outer shell of t,he 

coaxial conductor in Figure 5.26 is given by 

assuming a uniform DC current distribution. 

9. Show that the internal inductance per-unit-length for t'he conductive tube in 

Figure 5.27 is given by 

L - - a t ln (F) + 
8(2a+t )  ( ; 1 ~ ( 2 + ; ) ~  

for uniform DC current distribution. 

I 

Figure 5.27. Cross section of conductive tube with wall thickness t .  

10. Show that the inductance per-unit-length of the coaxial line in Figure 5.26 is 

for uniform DC current distribution. 
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11. Show that the inductance per-unit-length of the annular coaxial line, formed 

by replacing the center conductor in Figure 5.26 with the ring in Figure 5.27, 

for uniform DC current distribution. 

12. If the inductance per-unit-length for the annular coax in problem 11 is pro- 

vided the functional notation L(a, b, t ) ,  where a is the inner radius, b is the 

outer radius, and t is the conductor thicknesses, show that a set of partial 

inductances for the annular coax is 

for the inner conductor, 

for the outer conductor, and 

for the partial mutual. Note that c > b + t. 

13. Show which of the two partial inductance matrices below represents an inter- 

connect with lower inductance. 
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14. Using image theory, show that the inductance of a long round wire with radius 

a and length b located a distance d ,  measured from the center, from a perfectly 

conducting plane serving as the return path is 

15. Plot the input resistance and inductance for the circuit in Figure 5.28 for M=O 

and M=4nH. Explain any differences in the results. 

Figure 5.28. Circuit for problem 15. 

16. Show that the partial inductances of the loop shown in Figure 5.29 can be 

replaced by a single inductance given by 
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Figure 5.29. Equivalent partial inductance arid iriduct ance circuits. 

17. Show that the partial inductances of the loop shown in Figure 5.30 can be 

replaced by a single inductance given by 

Figure 5.30. Another illustration of equivalent partial inductance and inductance 

circuits. 

18. Show that (5.58) is true. 

19. Show that (5.59) is true. 

20. An inductance matrix is given by 
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- 
(a) Find and X for a modal decomposition. 

(b) Sketch a circuit that implements the inductance matrix using the modal 

decomposition. 

(c) Derive conditions for the inductance matrix to remain passive. 

21. A partial inductance matrix in H is 

The orthonormalized eigenvectors are computed to be 

while the corresponding eigenvalues in H are 

Simulate the circuit in Figure 5.31 using the partial inductance matrix directly 

and by using a modal decomposition implemented completely within SPICE, 

using voltage and current sources. Very small resistances may be needed in 

series with the partial self-inductors due to the loop formed by L1 and Lq. 

Figure 5.31. Schematic for testing the modal decomposition of a partial inductance 

matrix in problem 21. 
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22. Show that the inductance matrix can be simplified for an open-circuit loop 

by deleting the row and column in the matrix for that loop. 

23. A partial inductance matrix with no reference lead is given by 

Sketch three distinct but equivaIent circuit models wit,h no reference lead. 

Sketch another three distinct but equivalent circuit models with a reference 

lead. 

24. Assume that each lead of an interconnect has some resistance, then the voltage 

drop across the interconnect is 

where 3 is a diagonal mat,rix. Find the modal decomposition for this problem. 

Is there any simplification? 

25. Show that the diagonal resistance matrix is passive when all entries are posi- 

tive. 





Chapter 6 

CAPACITANCE 

Complete modeling requires consideration of both electric and lr~agnet~ic fields. In- 

ductance relates magnetic flux to current for a given geometry. Similarly, capaci- 

tance relates the electric field as represented by the voltage to charge. In this ckap- 

ter, the simple case of capacitance between two conducting objects is examined 

and then expanded for many conchlctors. Interconnects for digital systems typically 

have a great many conductors, with counts easily reaching into the hundreds, so a 

general multiconductor formula,tion of capacitance is essential. The concept of the 

capacitance matrix and its negative off-diagonal terms is fundamental. 

6.1 Definition of Capacitance 

Consider two initially uncharged conductors as shown in Figure 6.1. With no charge. 

the electric field is zero everywhere, so the voltage between the two conductors is also 

Conductor 1 :1, 
Figure 6.1. Two uncharged conductors. 
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Figure 6.2. Two charged conductors with resulting electric field. 

zero. Now transfer a small amoiint of charge from conductor 1 to conductor 2. The 

two conductors are now charged and produce an electric field as  shown in Figure 6.2. 

The field represents a gradient in the electric potential, and a potential difference. or 

voltage, exists between the two conductors that is related to the quantity of charge 

transferred. In general, 

The function f is unknown at  this point, but the fact that it  is linear can be deduced. 

Expanding f in a Maclaurin series, then 

When Q = 0 then v = 0, SO ag must also equal be zero. The higher-order expansion 

coefficients can be investigated through examination of Gauss's law. 

In integral form, Gauss's law relates electric flux and charge according to 

- - where a is the electric flux density and p is the charge density. Ifs D ds sums the 

normal component of the electric flux density over a closed surface, and Jjjv p dl' 
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finds the total charge enclosed within tha t  surface. For simple materials, B = eE: 
and with the total charge, Q = [& p d l / ,  then Gauss's law applied to conductor 1 

provides 

where S1 is a closed surface around conductor 1 only. Changes in the value of Q 

do not affect either S1 or t, so any change in Q must be reflected in the electric 

field strength, E. Because (6.2) is linear, a doubling of Q must be accompanied by a 

doubling of E since S1 is arbitrarily set. From its definition in (5.4), voltage is linear 

with respect to the electric field, so doubling the charge also doubles the voltage. 

Since the voltage is linearly dependent on the total charge, all of the nonlinear terms 

in (6.1) must be zero. The general relationship between voltage and charge must be 

which is conventionally written as  Q = v/a l ,  with l / a l  named the capacitance and 

given the symbol C: 

Q = Cv. 

Capacitance relates the charge present on conductors to the voltage, or potential 

difference, between them. 

If the direction of the problem is reversed by taking the conductor with charge 

-Q as the basis, then the sign on the voltage is reversed. Then -Q = -Cv, and the 

original definition of capacitance is recovered. Therefore, the capacitance between 

two conductors is the same whether looking from one conductor or the other, so 

capacitance is reciprocal. 

Example 

Capacitance serves the role of a geometry factor to encapsulate the relationship 

between charge and voltage for a particular configuration of conductors. Consider 

the ideal parallel-plate capacitor shown in Figure 6.3. Assuming no fringing, then 

Gauss's law applied to the surface described by the dotted line yields 



232 Capacitance Chapter 6 

Figure 6.3. Capacitance calculation setup for the parallel-plate capacitor. 

The voltage between the plates is 

Solving for Q, then 

so the capacitance can be identified as C = %. The capacitance captures the 

physical properties of the structure and encapsulates them into a single constant 

relating the voltage to the charge. 
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6.2 Capacitance between Several Conductors 

When more than two conductors are present, the simple relationship Q = Cv can 

be repeatedly applied to obtain the capacitance relationships for the whole group. 

Consider N conductors as illustrated in Figure 6.4, where each conductor is charged 

and so has a potential difference with the grounded reference conductor. While the 

quasi-static approximation holds, the potential difference between any two conduc- 

tors is the difference in their voltages. 

Between conductors i and j ,  a voltage of 1 4  - ~ t j  exists that is supported by 

the charge Qij = CU(vi - vj) on conductor i and by -Qij an conductor j .  The 

total charge on conductor i is the sum of these charges from each pairing between 

conductor i and every other conductor. Explicitly writing out the sum yields 

Figure 6.4. N-conductor setup for examination of capacitance between several 

conductors. 
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where the subscript 0 means electrostatic ground at zero potential. Collecting terms 

on the voltages yields 

which can be succinctly stated in vector form as 

- 
where C is the capacitance matrix (or short-circuit capacitance matrix) with the 

general form 

For discussion, the entries in the capacitance matrix can be labeled as 

Note how the diagonal terms of the capacitance matrix are not the capacitances 

to ground for the conductors. hi other words, # cii. To find the capacitance to 

ground for conductor z, sum across either row or column 1. Mathematically stated, 
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t hen 

The diagonal term by itself gives the capacitance t,o ground when all other leads 

are grounded. This case represents a somewhat worst-case capacitive loading for the 

conductor, called the loading capacztance. The diagonal terms are also called the 

coeficients of capacitance. 

The off-diagonal terms of the capacitance matrix are always ~legative, indicating 

that a positive voltage differential between conductors i and j induces a negative 

charge on j .  The capacitance between conductors is easily obtained from t,he capac- 

itance matrix as 

The off-diagonal terms are often referred to as mutua l  capacitances and as coef i -  

c ien t s  of induc t ion .  

Because of the reciprocity of capacitance, capacitance matrices are also recipro- 

cal: so Ci, = cji, and the matrix is symmetric. The special form of the capacitance 

matrix has implications for its passivity, which is examined in section 6.6. 

With these definitions, a circuit model implementing a capacitance matrix can 

be constructed by inspection. The model elements are often referred to as two- 

t e rmina l  capacitances to distinguish the model values from the matrix entries. A 

simple example in Figure 6.5 demonstrates the construction of a circuit model from 

a capacitance matrix. 

Occasionally, a matrix will be encountered in which all of the matrix entries are 

positive. While not a capacitance matrix, it still may be referred to as one. Such a 

matrix will typically be a compilation of (two-terminal) capacitor values for use in 

a circuit model; principally, the diagonal elements are the capacitances to ground 

and the off-diagonal elements are the capacitances between conductors. In this case, 
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Figure 6.5. Example capacitance matrix and its corresponding circuit model. 

the matrix would be of the form 

which carries the same information as the capacitance matrix in (6.6) but requires 
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less effort to translate to a circuit model. It is important to note that (6.7) is a 

compilation for convenience only and is not suitable for calculations of voltage or 

charge vectors using (6.5) or any other formulation for a capacitance matrix. 

6.3 Energy Definition of Capacitance 

Since voltage is path-dependent, general-purpose electromagnetic sirrlulators often 

use an energy-based definition for capacitance for easier set up. From circuit theory, 

the energy stored in a capacitor is 

while the result from electromagnetic field theory is 

Equating these two definitions and solving for C yields the energy definition for 

capacitance as 

A numerical simulation would normally set v = 1 for convenience. 

Generalizing (6.8) for the case of multiple conductors leads to 

The two field quantities (Di and zj)  must be found from two scparate compu- 

tations; otherwise, there is no way to separate the two. A practical approach is to 

ground all conductors except i to compute eii, a diagonal element of the capacitance 

matrix, and then store the field. A second calculation with all conductors grounded 

except j ,  yielding C , j ,  provides the second field quantity. Forming the dot product 

of these two solutions and applying (6.9) yields the capacitance between the two 

conductors, Cij, the negative of an off-diagonal entry in the capacitance matrix. 

The full capacitance matrix can be filled out by repeating the process for every pair 

of conductors. 
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6.4 Frequency Dependence 

For materials typically used in interconnects, such as metals, plastics, glass, fiber- 

glass, and ceramics, capacitance between conductors is remarkably constant with 

respect to frequency changes. The definition of capacitance suggests the mechanisms 

for this constancy Since C = Q/v ,  capacitance will change along with changes in the 

charge and/or voltage. While 1)C leakage is negligible, and while timevarying fields 

deposit negligible charge (a restatement of the quasi-static assumption), the charge 

remains fixed. Also, under quasi-static cmditions, the electric field remains constant 

while frequency is varied, so the voltage remains constant as well. Therefore, under 

these assumptions, the capacitance is const ant with respect to frequency. 

The frequency-irrdependence of capacitance (while the lumped approximation 

holds) can be exploited to measure the inductance of the loop formed by a single 

interconnect and its return path. With both ends open-circuited, a low-frequency 

capacitance measurement can establish C. The interconnect is then shorted at one 

end and a high-frequency sine-wave source is applied at the other, so a closed loop 

is established. A frequency sweep by the source can be used to find the resonant 

frequency of the circuit, w,. Since C is constant, then the inductance at the resonant 

frequency is then solvable, knowing that w, = 1/m. 

Example 

If a vector network analyzer (VNA) is used as the source, a plot of the reflection 

coefficient on a Smith chart (see chapter 8, section 8.3.5) allows a simple identifi- 

cation of w, as the frequency where the reflection coefficient is real. For example. 

suppose a capacitance measurement of an open-circuit package lead yields 5pF. One 

end is shorted and the other is driven with a VNA, resulting in the Smith chart in 

Figure 6.6. The frequency where it crosses the real axis is 1.54GHz, so solving for L 

provides 2.14nH. The Smith chart also shows that at low frequencies, the normal- 

ized impedance is 0.1 and real, so the resistance of the circuit at low frequencies 

is 0.1 x 50R = 552, assuming the Smith chart is normalized to 50Q. The data used 
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Figure 6.6. Smith chart of the reflection coefficient of an RLC circuit. 

to plot the Smith chart use a 5pF capacitor in parallel to a 5S2 resistor and a 2nH 

inductor in series. The high losses of this example pull the frequency sufficiently to 

introduce a 7% error in the inductance extract ion. 

6.5 Circuit Equations with Capacitance 

Capacitance can be folded into general circuit analysis through the continuity equa- 

tion, which in integral form is 

7 .  & sums the t otal current flowing out of a volume and JSS, p dl. sums the 

total charge within the volume. Therefore, the continuity equation states that net 

current flow out of a volume must be matched by a time rate of loss of charge within 

the volume. 
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The closed surface in (6.10) can be broken into severa1 pieces as 

- - 
and since current is defined as i = JSs J d s ,  then 

Replacing the total charge, Q = S& pdV, in (6.10) with Q = Cu and incorporat,ing 

(6.11) yields 

As discussed in section 6.4, the capacitance is frequency-independent, and therefore 

time-independent, so it can be brought out from under the time-derivative. Defining 

i = - ~ f= . ,  b as the total current entering (note the change in current direction) 

the volume from all sources, then the circuit relationship for capacitance is 

The circuit relationship for a single capacitor can be generalized for the presence 

of multiple conductors. For a closed surface around conductor k ,  the total current 

entering the enclosed volume is 

d 
ik = -Qk 

tit 

Distributing the time derivative to the voltage terms and stating in vector notation. 

then 
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6.6 Modal Decomposition and Passivity 

A modal decomposition exists for capacitance, but its utility is less than that fur 

inductance, where the modal decomposition elirnirmtes the great many mutual in- 

ductances. Because conductors shield each other, most capacitances between con- 

ductors within interconnects are negligilr>le. With few mutual capacitances, there is 

litt.le incent.ive to implement a modal decomposition. However, modal decomposition 

can prove that capacitance matrices are always passive. 

6.6.1 Modal Decomposition 

Paralleling the development in chapter 5, section 5.8.1, the real and symmetric 

N x N capacitance matrix can be diagonalized by finding the eigenvalues and eigen- 

vectors of 

After orthonormalizing the eigenvectors, then 

where 

Inverting (6.14) and substituting for in (6.13) yields 

=T 
Moving T under the time derivative and defining modal voltages and currents as 

in equation (5 .63) ,  then 
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Figure 6.7. Decoupled circuits for computing modal voltages from modal currents 

to implement a capacitance matrix with a modal decomposition. 

The circuit relationships embodied in (6.15) for the modal voltages and currents 

can be implemented with decoupled circuits as shown in Figure 6.7, which would 

ideally be coded into the simulator but could be implemented manually. 
=T -L 

For the interconnect shown in Figure 6.8a, the modal currents are 1, = T (i - 
7 R 
z ). The modal voltages computed in the N decoupled circuits of Figure 6.7 are 

- 

recombined according t o  U = T B,, to  obtain the values for the voltage sources in 

Figure 6.8b. 

Figure 6.8. The capacitive interconnect model in (a) can be replaced by the model 

in (b) based on a modal decomposition of the capacitance matrix. 
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6.6.2 Passivity 

For the capacitance matrix to be passive, each subcircuit in Figure 6.7 must be 

passive. These circuits will be passive as long as the modal capacitances given by 

the eigenvalues are nonnegative (see problem 2). Therefore. t,he capacitance matrix 

is passive when 

In practice, positive eigenvalues are required since a zero eigenvalue represents an 

open-circuited modal current. 

Capacitance matrices have a special form in which the off-diagonals are negative. 

the diagonal elements are positive, and the sum of any row or column is greater 

than zero (with some capacitance to ground assumed). Mathematically, 

- 
For the standard eigenvalue problem, 2~ = XZ, Gersgorin's circle theorem1 states 

- 
that every eigenvalue of lies in at least one of the circles CI. C2, . . - . CN,  where 

Ci is centered at Aii with a radius 

Gersgorin's circle theorem is graphically illustrated in Figure 6.9. 

Replacing the general matrix elements Aij with their equivalents from the ca- 

pacitance matrix, then 

- 

1. Richard Bellman, Introduction to Matria: Analysis. Philadelphia: SIAM, 1995, p. 107. 
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Im[hkl 

Figure 6.9. Graphical representation of Gersgorin's circle theorem. 

Finally, the property in (6.16) ensures that 

Since circle Ci is centered at  Cii,  the radius of the circle is small enough so that the 

circles stay entirely in the right-hand plane. Since the eigenvalues always lie within 

at least one circle, then the eigenvalues are always positive. 

Unlike inductance matrices, where active matrices are possible and must be 

checked for and avoided, capacitance matrices are always passive. Practically, this 

means that capacitance matrices can be assembled or simplified, such as by deleting 

small terms, without worrying about creating an active matrix. 

6.7 Reference and Capacitance 

Compared to inductance, construction of capacitive interconnect models is straight- 

forward since each conductor already has open-circuited ends available for connec- 

tions. Each conductor has capacitance to ground and to every other conductor. The 
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values for these capacitances can be found directly from the capacitance matrix. 

Since ground is defined when setting up the capacitance solution, its effects are 

built into all of the capacitance values, which can be said to be referenced to the 

particular ground selection. 

Recall that for inductance, ;t reference lead is naturally created when a closed 

Ioop is opened to permit connections to a circuit. The reference lead can take any 

partial inductance value, and zero is a common choice. Whatever value is chosen, 

the remaining partial inductances can be said to reference this lead. 

Reference can then take two meanings in an interconnect model. For capaci- 

tance, it is the conductor assigned to zero potential (ground), while for inductance, 

it is a conductor assigned an arbitrary partial inductance value, with zero being 

common, hut not necessary, due to the nonuniqueness of partial inductance. These 

assignments do not need to be ~nade to the same conductor. Usually, a large plane 

of conductor is present, within the circuit, and this conduct,or will be assigned to be 

both the groirnd reference for the capacitance and the zero-valued partial inductance 

reference for the inductance. 

Ground is oft en described as being "perfect" with no inductance. Descriptions 

along these lines confuse the two meanings of reference. First, ground is an electro- 

static concept that has no place in inductance descriptions, which are magnetostatic 

and therefore decoupled from electrostatics. Second, ground is a conductor like any 

other, so it can have partial inductance, but most models choose to assign its partial 

inductance value to be zero. 

6.8 Model Reduction 

Using the algorithms in chapter 4, section 4.5, capacitance matrices can be reduced 

in size to incorporate known information. The principal cases are when model leads 

are grounded, floated, and paralleled together. 

The reduction for grounded conductors can be found by setting the voltage 

for each grounded conductor to zero in (6.5) and then retaining the charges for 
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the nongrounded conduct,ors. The net result is that the row and column in the 

capacitance matrix for each grounded conductor is deleted from t,he matrix. 

For floating conductors, the charge is zero. The charge on a conductor can be set 
-- - 1 

to zero by deleting the appropriate row and column in C . The reduced cayacit anre 

matrix for floating conductors is then given by 

using (4.16). 

For paralleled conductors,  he admittance relationship between voltage and cur- 

rent can be used with the f~rrr~ulat ion in chapter 4, section 4.5.2 to parallel cond~ic- 

tors together. 

Exercises 

Assume that a 3 x 3 capacitance matrix is known for .a three-conductor in- 

terconnect. If line 1 is grounded while line 3 has 1V applied. what is the 

volt,age on line 2, assuming it is floating? What are the charges on all three 

conductors? 

Show that a capacitance matrix is passive when all of its eigenvalues are 

greater than or equal to zero. 

What does it mean if the sum across a row or column of a capacitance matrix 

is zero? How can this be physically realized? 

Compute the capacitance of a parallel-plate capacitor using the energy defi- 

nition of capacitance. Neglect the fringing fields. 

A capacitance matrix is given by 
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- 
(a) Find and 3 for a modal decomposition. 

(b) Sketch a circuit that implements the capacitance matrix using the modal 

decomposition. 

( c )  Derive conditions for the capacitance matrix to remain passive. 

6. Given the capacitance mamix for a three-conductor interconnect as 

(a) Find the capacitance matrix for the two-conductor interconnect when 

lead 2 is grounded. Sketch a schematic. 

(b) Find the capacitance matrix for the two-conductor interconnect when 

lead 2 is floating. Sketch a schematic. 
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RESISTANCE 

Interaction between resistance and induct,anee creates two effects important to in- 

terconnect modeling: the skin e&ct and current crowding, also referred to as the 

proximity ejject. In both cases, currents distribute differently at low and high fre- 

quencies to minimize the overall reactance of the circuit. A t  low frequencies, induc- 

tive reactance is negligible, so the currents spread out to minimize resistance. A 

side effect of this optimization is that the inductance increases. At high frequen- 

cies, inductive reactance dominates resistance, so the currents crowd toget her to 

minimize inductance, and resistance is increased. Redistribution of current towards 

the outside surface of a conductor is called the skin eflect. Redistribution of cur- 

rent parallel to the surface is called current crowding. Both types are depicted in 

Figure 7.1, where at low frequencies in Figure 7.la, the current is spread across the 

cross section of the wire and the width of the ground plane. At high frequencies in 

Figure 7.lb, the currents redistribute to the surface of the wire (skin effect) and to 

the area under the wire (current crowding and skin effect). 

A widely discussed generic example of current crowding is shown in Figure 7.2a. 

where an interconnect uses a plane to return the current, but a slot in the ground 

plane interferes with the current path. The components of the current supporting 

the high-frequency contmt of the signal (i.e., the parts creating sharp edges in 

high-speed signaling) crowd underneath the signal line to maximize the mutual 

inductance between the line and the plane. The slot forces the current away from 
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Skin Effect 

+- -- Current Crowding 

Skin Effect R <<aL 
(b) 

Figure 7.1. Current crowding in interconnects: (a) low-frequency current dist'ribu- 

tion, (b) high-frequency current distribution. 
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Figure 7.2. Two examples of current crowding in interconnects: (a) return currents 

on a plane must route around a slot, (b) low-frequency components can cut the 

corner of a bend. 



the signal line, thereby defeating the beneficial CUrrellt crowdjllg caubi~lg the 

indllctance to increase. A effect is increased crosstalk if the slot causes 

the grourld currents to pass near other signal lines. Good high-frequency desigl~ 

req,lirps the or elimination of slots in ground p l a ~ l ~ ~ .  

A second exanlple of current crowding is sketched in Figure 7.2b. The high- 

frequency components of the current on the ground plane track under the signal 

line to minimize inductance, while the low-frequency co~nponents cut the corner 

to n~i~limize resistance. Unlike slots, where all frequency components are rerouted, 

current crowding at bends has little performance impact. 

Ski11 eflects and current crowding lead to freque~lcy-depeiltlent resistance that  

affects circuits by inducing conductor- loss dispersion. Low- frequency components of 

the signal are barely affected, while high-frequency components can see significant 

attenuation. By knocking down the amplitudes of only the high-frequency compo- 

nents, conductor-loss dispersion causes edge rate degradation and rounding of sharp 

corners. While signal degradation of any kind is normallyv regarded as undesirable. 

too much high-frequency content can lead to excessive crosstalk. In circuits with 

the potential for high levels of crosstalk, inclusion of skin effects can be important 

to  avoid pessimistic simulations of noise levels. 

Analytical approaches to the skin effect and current crowding do not yield very 

much in the way of useful formulas. For the skin effect, the round wire far from 

its return path can be exactly solved. Current crowding is far too dependent on 

geometrical and material considerations for the existence of a canonical problem. 

To clearly demonstrate current crowding and the skin effect, several problems are 

set up and solved in an intuitive circuit simulation style. 

The methodology employed is a manual implementation of a technique called 

Partial Equivalent Electric Circuit (PEEC), which is itself a straightforward appli- 

cation of circuit theory. The basic approach is to subdivide all conductors and then 

assume that the current is uniform in each piece. The DC resistance and inductance 

of each piece is computed based on a library of formulas, then a circuit is formed 
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with these elements. Finally, t,he circuit is solved with a circuit simulator such as 

SPICE. The interaction between resistance and inductance naturally leads to skin 

effects and current crowding. Accuracy improves with finer-grained subdivision of 

the original geometry. 

7.1 Skin Effect 

The skin effect is simply current crowding taking place within the cross section of a 

single conductor. The effect can be demonstrated by subdividing a square wire into 

three equal subsections, as shown in Figure 7.3a. With this subsectioning scheme. 

skin effects can only develop in the vertical direction. To enable skin effects in the 

horizonal direction, a nine-subsection or greater scheme is required, as suggested in 

Figure 7.5. Each subsection has resistance, partial self-inductance, and partial mu- 

tual inductance to the other two pieces. Assuming that the DC values are available. 

then the circuit can be described as shown in Figure 7.3b. Note that hfl  > h12 due 

to proximity. 

The voltage drop across the resistor/inductor pairs is given by 

Figure 7.3. A rectangular conductor subdivided into three sections. 
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The parallel connections force all voltages to be equal to one, so for this circuit 

Inverting the matrix enables a direct solution for the currents, then 1 = I I  + l2 + 13. 
Since V = 1, then the equivalent impedance for the original conductor is Z = 111. 
The equivalent resistance is Re[Z] , while the equivalent inductance is h [ Z ]  /w. 

To see the skin effect, the magnitudes of the currents can be compared. Taking 

the ratio of the current in the outer section1 to  that in the inner yields 

In terms of frequency, this equation is of the form 

which increases monotonically from a DC value to the asymptotic limit of 1 + alb. 
The current in the wire is then evenly distributed a t  DC and crowds to the outside 

of the wire as frequency increases. With only three subsections t.o the wire, there is a 

limit on how much crowding occurs. Note that it is assumed that 2 L- 3Ml + M2 > 0, 

which is normally true since L > MI > M2. 

Redistribution of current due to  the skin effect causes the resistance and induc- 

tance of the wire to change. The equivalent resistance is 

Note that the basic form of the frequency dependence tracks that of the current 

distribution. At DC, the resistance is the expected value of R/3 .  As frequency in- 

creases, the area utilized by the current decreases, so R monotonically increases. The 

important and general result here is that the skin effect always increases resistance 

with frequency. 

1. By symmetry, I1 = 13. 
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The equivalent inductance is 

As for the resistance, the basic form follows that of the current distribution. AS 

the currents vacate the center of the wire, internal inductance is reduced, and the 

inductance decreases monotonically from its DC value to an asymptotic limit,  he 

skin effect always decreases inductance with frequency. Just as for the current, under 

normal conditions 3L - 4hIl + M2 > 0. 

The increase in resistance as the currents shift to the skin of the conductor 

is the defining characteristic of the skin effect. With increasing frequency. more 

of the current crowds to  the outside of the wire, causing increased resistance and 

decreased inductance. The skin depth is defined as the distance from the surface to 

where the current drops to l / e  of its value at the surface. Therefore, the skin depth 

is frequency-dependent and decreases with increasing frequency. 

For any given interconnect. the importance of the skin effect can be examined 

by considering the ratio of the skin depth to  the conductor thickness (6/t), and 

there are three regimes to  consider. For d/t >> 1, the current has the DC distribu- 

tion, resistance is low, inductance is high, and there is little frequency dependence. 

F'or d/t zz 1, resistance begins increasing while inductance begins decreasing. This 

transition region is characterized by a knee in the frequency dependence of both 

resistance and inductance, and can be seen in the example in Figure 7.7, where the 

knee frequency is approximately 0.1MHz. For 6 / t  << 1, the currents reside on the 

outer surface of the conductor. Resistance increases strongly with frequency as less 

and less area is available. Inductance is constant because the internal inductance is 

shielded. 

At frequencies above the knee frequency, the resistance has a square root depen- 

dence on frequency. For c~nduct~ors with no sharp corners and a t  frequencies where 

the conductor is several skin depths thick, the classic skin depth formula is 



Section 7.2. Current Crowding 255 

where p = p,p, and p, = 411 x 10-~H/rn is the permeability of free space. For the 

vast majority of interconnect materials, the relative permeability is p, = 1. 

Magnetic materials with p, >> 1 are used in some packages. Nickel is often used 

in very thin layers as an adhesion promoter, but it is generally so thin that it has 

insignificant impact. Leadframes are often fabricated from Alloy 42, especially in 

ceramic packages such as CERDIP and CQFP, because of the excellent match of 

the coefficients of thermal expansion (CTE) between Alloy 42 and the glasses used 

to seal together the two ceramic halves. Alloy 42 has a high d a t i v e  permeability 

near 200, which leads to well-developed skin effects and high losses at remarkably 

low frequencies. Plating with rlorlnlagnetic metals can reduce or eliminate the detri- 

mental effects of Alloy 42 by providing a parallel current pa,th through metal with 

low permeability. 

7.2 Current Crowding 

A simple structure that can be easily analyzed to demonstrate current crowding 

is shown in Figure 7.4a, where conductor 1 represents a signal line with a return 

Figure 7.4. A loop formed by a single conductor and a return pat,h with two 

parallel conductors. 
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path formed by conductors 2 and 3. The subsectioning scheme enables current 

crowding on the return path. The proximity of the various subsections indicates 

that A l l  > ht3. Skin effects are not possible but could be included by subdividing 

the conductors in thickness. Each subsection has resistance, partial self-inductance. 

and partial mutual inductance to the other two pieces. Assuming that the DC values 

are available, then the circuit can be described as shown in Figure 7.4b. 

The circuit has the constraints that 

With these, the voltage drop across the resistor/inductor pairs is given by 

which provides three equations for the three unknowns V ,  I I  . and 12. 

To see current crowding, the magnitudes of the currents can be compa,red. Taking 

the ratio of the currents in the two conductors of the return path yields 

In terms of frequency, this equation is of the form in (7.1) that  monotonically 

increases from a DC value to a high-frequency asymptotic limit. At DC, the current's 

are evenly distributed on the return path, but as frequency increases, the currents 

crowd underneath the signal line. 

Redistribution of current due to crowding causes the resistance and inductance 

of the loop t o  change. The equivalent impedance is found by solving for Il and t'hen 

inverting. The equivalent resi~ta~nce is 
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Note that the basic form of the frequency dependence tracks that of the current 

distribution. At DC, the resistance is the expected value of 3R/2 .  As frequency 

increases, the area utilized by the current decreases, so R monotonically increases. 

The important and general result here is that current crowding always increases 

resistance with frequency. 

The equivalent inductance is 

As for the resistance, the basic form 

the currents crowd under t,he signal 1 

follows that of the current distribution. As 

ine, mutual inductance is enhanced so loop 

inductance drops. Current crowding always decreases inductance with increasing 

frequency. 

7.3 PEEC Method 

The Partial Equivalent Electric Circuit (PEEC) method builds up models of com- 

plex interconnect structures from simple primitive dements, such as rectangular 

bars, to find frequency-dcpcndmt resistance and inductance. Although many ap- 

proaches are possible, the easiest is to compute the DC resistance and static partial 

self-inductance for each primitive element, plus the partial mutual induct a x e  b e  

tween each pair of elements. The resistances and inductances are then assembled 

into a corrlplete circuit and solved with a circuit simulator. Accuracy improves 

with finer-grained subdivision of the original geometry. The interaction between 

resistance and inductance naturally leads to frequency-dependent skin effects and 

current crowding. 

The previous two sections use a manual implementation of the PEEC method to 

derive frequency-dependent impedances for either the skin effect or current rrowd- 

ing. However, all crowding effects can be accommodated simultaneously if the roll- 

ductors are sufficiently subdivided. For example, Figure 7.5 shows an interconnect 

with two signals and a plane return path. The conductors are subdivided to capture 
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Figure 7.5. Fine subdivision for capturing all current crowding effects using the 

PEEC method. 

skin &ects, current crowding on the return path, and current crowding between the 

signals. If the signals bend, then further subdivision of the conductors is needed in 

the direction of current flow. 

Since the PEEC method leads to a conventional circuit, any circuit simulation 

technique is applicable. For example, a full PEEC-based model of a socket can be in- 

cluded with driver and receiver models in a SPICE simulation. The main advantage 

of including the full PEEC model is that the interconnect's frequency-dependent 

behavior is completely included. Unfortunately, this approach becomes impractical 

for complex PEEC models that can quickly overwhelm any circuit simulator. 

To limit the circuit size for practical circuit simulation, the size of the PEEC 

model must usually be reduced. The PEEC model by itself is a linear circuit, while 

general-purpose circuit simulators must handle nonlinear circuit elements. A good 

strategy is to precompute a simplified PEEC model using a linear solver, then the 

simplified model can be used in the nonlinear circuit simulator. The primary dis- 

advantage of this methodology is that the circuit elements in the reduced PEEC 

model are frequency-dependent, but time-domain simulators often do not accom- 

modate frequency-dependent elements well, if a t  all. 

7.3.1 General Formulation 

The problem setup is the same whether a general-purpose or dedicated solver is used. 

All of the conductors in the problem must first be subdivided into N canonical prim- 
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itive structures, such as rectangular bars, for which formulas for resistance, ~ a r t i a l  

self-inductance. and partial mutual inductance are known. These small, generically 

shaped conductors are called brmches. Many implementations are possible, but the 

most straightforward approach assumes that the current is uniform across the cross 

section of the branches. Then relatively simple DC resistance and static inductance 

formulas are applicable. 

The resistance and partial seIf-inductance of each branch is computed along with 

the partial mutual inductance between each branch. The results can be assembled 

into a diagonal N x N resistance matrix and a dense N x N partial inductance 

matrix. The voltage drop across each branch is 

where are the branch currents. It is assumed that the structure is subdivided in 

an appropriate way to enable all necessary current flow. 

To complete the model of the interconnect, the branches are tied together at 

a number of nodes, M, where the number of nodes depends on the subdivision 

used. For example, the breakdown in Figure 7.4 uses three nodes connecting three 

branches. Because voltages are potentia1 differences, one node must serve as the 

reference with a voltage of zero. This node, called the datum node, is not included 

in the problem s e t u p i t  is assumed. The same situation occurs in general-purpose 

circuit simulators such as SPICE, where the datum node is labeled as "0" and forms 

the ground reference. 

At this point, the interconnect has been broken into its component parts and 

modeled with a circuit consisting of resistances and partial self- and mutual in- 

ductances. The circuit must be solved with either a general-purpose or dedicated 

simulator. 
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7.3.2 Dedicated Solver 

A dedicated solver2 for the PEEC method can be constructed by satisfying Kirch- 

hoff's voltage and current laws for the branch voltages and currents. The goal is to 

eliminate the branch voltages and currents in favor of node voltages and currents. 

Then the nodes internal to the circuit can be eliminated to obtain a simplified model 

relating just the external nodes, or ports. The model is used by connecting the ports 

to other system components, siich as drivers and receivers. 

The branch voltages are related to the node voltages by differences: the differ- 

ence of the two node voltages at  the ends of a branch is the branch voltage. This 

relationship for the entire problem can be stated as 

- 
where 71, called the incidence matrix, stores a11 of the connection information in an 

N x M matrix. It can be 

current flows from node i 

matrix for the network in 

constructed by setting Abi = 1 and Abj = -1 when the 

to node j through branch b. For example, the incidence 

Figure 7.6 is 

showing how the node voltages subtract to obtain the branch voltages. 

Continuing the formulation, the total current into the nodes is given by 

where Ib are the branch currents driven by the branch voltages, and T,  are currents 

driven into the nodes by external sources. For the example in Figure 7.6, 

2. R. B. Wu, C. N. Kuo, and K. K. Chang, "Inductance and  resistance computations for three- 

dimensional multiconductor interconnection structures," IEEE h n s .  Microwave Theory Tech., 

vol. 40, no. 2, Feb. 1992, pp. 263-71. 
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Figure 7.6. Node and branch notation for a four-branch/five-node network. 

showing how the node currents are summed from the branch currents, In general. 

most of the f, are zero since current is externally supplied only at the ports. 

The branch voltages and currents can be eliminated by substituting (7.2) and 

(7.3) into (7.4) to get 

The currents and voltages at the vast majority of the nodes are of no interest. The 

nodes of interest are for external connections at the ports, so (7.5) needs to be 

reduced. For all of the internal nodes, I,* = O? so the reduction can be performed 

by inverting (7.5) and then deleting the rows and columns representing the inter- 

nal nodes. The remaining matrix is then the desired equivalent impedance matrix 

relating the node voltages at the ports to the external node currents entering the 
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ports. Row and column deletion can be stated rnatllernatically as shown in chap- 

t ~ r  4. equation (4.16), leading to a succinct formula for t,lw equivalent impedance 

since 

for the ports only. 

While the formulation of the PEEC method represented by (7.6) is quite sim- 

ple, the solution requires two matrix inversions plus four matrix mult iplicat io~is. 

Matrix inversion is an expensive numerical operation, so PEEC methods can he 

slow for large numbers of branches- Fortunately. several efficie11c.y enhancements:' 

are available that enable the PEEC method to solve very large problems. 

Skin effects and current crowding can be investigated if the branch currents are 

known. Combining (7.2) with (7.3) and (7.7) yields 

where are the port currents. The branch currents can be comp~t~ed  for any given 

excitation a t  the ports. 

7.3.3 In-Circuit Solution 

In a typical application, (7.6) is used to obtain a reduced model at a given frequency. 

If the frequency dependence is strong over the bandwidth of interest, then a table 

of frequency-dependent data can be generated and then modeled with a wideband 

technique, such as a ladder network or a rational function polynomial. 

For cases where Fp is sufficiently small, the reduction in (7.6) can be skipped 

and Fp can be included directly into the full circuit simulation. The frequency 

3. M. Karnon, M. Tsuk, and J.  White, "FASTHENRY: A multipole-accelerated 3-D inductance 

extraction program," IEEE Trans. Microwave Theory Tech., vol. 42. no. 9 ,  Sept. 1994. pp. 1750- 

58. 
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dependence of the structure is then fully captured in the circuit simulation without 

resorting to a wideband modeling technique. Only when the simulation time is too 
- 

slow should Z, be reduced. 
- 

In other words, Z,, represents a precharacterization step that reduces runtime in 

the circuit simulation while freezing the model at a single frequency. Once precharac- 

terization is performed, frequency dependence is recovered only through additional 

modeling. 

7.3.4 Practical Issues 

The PEEC method can solve very large resistance and inductance problems with 

high accuracy while capturing skin effects a11d current crowding. A fundamental 

limit is that the lumped approximation must hold. In practice, the geometry cannot 

be broken down into arbitrarily small primitives, so the user typically has consid- 

erable influence on the solution through the particular subdivision scheme selected. 

Therefore, use of PEEC methods can require some electromagnetics expertise from 

the user to obtain good results. Finally, the PEEC modeling scheme is not extend- 

able to capacitance calculations, so another method, such as the boundary element 

method, is required with new modeling requirements. In other words, the practi- 

tioner may need to build two separate models of the same structure to obtain a 

complete lumped model. 

7.3.5 Example: PEEC Computation of Coaxial Inductance 

The per-unit-length inductance of coaxial transmission line can be computed using 

the PEEC method by breaking the conductors into annular rings, as shown in 

Figure 7.8. The PEEC method requires formulas for the partial self-inductance of 

each ring, the partial mutual inductance between any pair of rings, plus the DC 

resistance of each ring. A suitable set of equations for the partial self- and mutual 

inductances is available from chapter 5, problem 12. The DC resistance is easily 

computed from the ring areas. 
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The PEEC method for this calculation is implemented in a C program listed in 

Appendix B. Sample computed results are shown in Figure 7 .7 .  Note the convergence 

in the inductance calculation for increasing numbers of thinner rings: accuracy at 

higher frequencies is a function of granularity of the decomposition. For resistance, 

thinner rings increase the upper frequency for accurate resistance calculation, but 

the exact profile is not obtainable because PEEC models always plateau at the 

resistance of the outer ring when all of the currents have crowded there. 

An interesting aspect of this problem is the use of a reference ring located outside 

the coax to allow the use of inductance forrnulas for partial inductance calculations. 

Except for numerical stability issues raised by far placemer~ts of the reference ring, 

the solution is independent of the reference ring location. 

7.4 Ladder Networks 

PEEC methods can handle arbitrary conductor cross sections while accurately com- 

puting frequency-dependent resistance and inductance due to the skin effect and 

current crowding. However, as a modeling tool, a PEEC breakdown inconveniently 

produces many elements since every branch is coupled to every other branch by 

partial mutual inductance. For round wires, a simple ladder network can model the 

skin effect while using no partial mutual inductances. Ladders can also be used to 

approximate wires with other cross sections. 

The PEEC method is an integral solution to Maxwell's equations, so to develop 

a different model, a differential equation relating the magnetic field and current 

is derived and solved with a finite-element solution that leads directly to a ladder 

network. The approach does not incorporate the return path and so produces a 

model of the frequency-dependent partial self-inductance of the wire. 

In good conductors, Maxwell's equations can be specialized to a simpler form. 

Conduction currents dominate displacement currents, so 7 > and displacement 

currents can be neglected. Ohm's law holds, so 7 = oE, where CT is the conductivity. 

Finally, the constitutive relation B = pa holds for regular metals. With these 

modifications, Faraday's and Ampere's laws in differential form are converted from 
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5 rings -- 
10 rings . . . . .  
20 rings - - - 
40 rings . - - 

Frequency, MHz 

5 rings - 
10 rings - . . . .  
20 rings - - - 
40 rings - - - 

Frequency, MHz 

Figure 7.7. Inductance and resistance of copper coax with a = 0.001m b = 0.002m 

with an outer conductor thickness of just under 0.001m for several levels of decom- 

position. 
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V X N = J .  (7.9) 

Rotational symmetry holds for round wires. It is convenient in these cases to 

use cylindrical coordinates where 

for any vector x. With symmetry and the lumped approximatmion, then 6 = & = 0 

and (7.10) simplifies to 

From chapter 5, problem 7, the magnetic field strength external to a round wire 

is 

where i is the total current enclosed within the radius r. Substituting this into (7.9) 

and using (7.11) yields 

which shows that 7 is directed only in the i direction. (This is not much of a surprise 

since this fact is assumed to derive (7.12) .) With only a 2 component, the subscript 

z can be dropped. 
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Figure 7.8. Subdivision of a round wire into concentric rings for finit'e-element 

solution. 

Using a finite-element r n e t h ~ d , ~  the cross section of the round wire can be sub- 

divided into concentric conductive rings as shown in Figure 7.8. The rings are num- 

bered from the outside in. To match up to (7.12). the variable ik is defined to be 

the sum of the currents in ring b and all the rings it encloses. The total current in 

t,he wire is then il. 

The current density in ring k is Jk and is assumed to be constant with respect 

to  r (i.e., the DC current distribution). A11 of the Jk flow in the same direction. The 

current in ring k is ik - ik t l  and can be found by integrating (7.13) from the ring's 

inner radius to its outer radius to get 

where Ak is just the area of ring k .  

4. C. H. Yen, Z. Fazarinc, and R. 1,. Wheeler. "Time-domain skin-effect model for transient 

analysis of lossy transmission lines," PT-oc. IEEE, vol. 70, no. 7, Ju ly  1982, pp. 750-757. 
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Combining (7.8) and (7.12) with (7.11) and the fact that 7 has only a 2 corn- 

ponent yields 

Converting the spatial deriva,tive into a difference equatioii and using (7.14) to 

eliminate J yields 

This equation can be converted into a circuit equation by defining 

as the resistance per-unit-length of ring k ,  and 

as the partial self-induct ance per-unit-length of the ring. Combining these defini- 

tions with (7.15) produces 

The difference equation in (7.16) is implemented for each ring with a small sub- 

circuit as shown in Figure 7.9a. The subcircuits are joined together at the common 

resistors to obtain the complete ladder network in Figure 7.9b. shown for a four-step 

ladder. The ladder produces the resistance and partial self-inductance for a round 

wire. A physical model still requires the closure of the loop* 

The ladder does not need to be very deep to capture all frequency dependence 

from DC to the breakdown of the lumped approximation. Depending on the close- 

ness of fit, ladders with depths of three to five are sufficient. Accuracy and depth can 

be optimized through selection of the ring areas. For example. a constant resistance 

ratio Rk/Rk+l  has advantages." 

5. C. H. Yen, 2. Fazarinc, and R. L. Wheeler, "Time-domain skin-effect model for transient 

analysis of lossy transmission lines," Proc. IEEE, vol. 70, no. 7, July 1982, pp. 750-757. 
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Figure 7.9. Ladder networks can compute the frequency-dependent inductance 

and resistance of round wires: (a) circuits representing each difference equation in 

(7.16), (b) complete ladder combining the subcircuits in (a) for a four-step ladder. 
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For general wire cross seccions, a ladder can be fitted to existing data through 

optimization with a circuit siniulator or through a continued fraction expansion from 

a rational function approximation. Rational function approximation is discussed in 

chapter 10, section 10.4.1, and an example of ladder construction with continued 

fractions is included. 

7.5 Transresistance 

Nonzero off-diagonal terms, called transresistances, often appear in resistance ma- 

trices, and they represent resistance in shared sections of interconnects, such as a 

ground plane serving as a common return path. For example, the two-port model 

in Figure 7.10 has the resistance matrix 

using the result from problem 14 in chapter 4. 

SPICE lmplemen tation 

Given a resistance matrix with off-diagonal terms, i t  can be very difficult to s p -  

thesize a network t o  implement the shared resistance. Cnfortunately, SPICE does 

not provide a transresistance element as i t  does the mutual inductor for implement- 

ing "transinductance." The transresistance element must be synthesized using a 

current-controlled voltage source. 

Figure 7.10. A two-port circuit with common resistance leading to off-diagonal 

entries in the resistance matrix. 
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The transresistance elenlerlt relates the voltage on line rn to the current on line n 

according to 

The current-controlled voltage source allows a direct irnplernent'atjon of this formula. 

The current is detected in line 1.1 using any component (although particular SPICE 

versions may require the use of a 0-volt voltage source), and then a voltage with 

weight &,in is inserted into line m. For example, the 2 x 2 resistance matrix given 

- - R12 

& =  [I:: .,,I 
can be implemented in SPICE as 

The input and output terminals for lead 1 are nl and n3, while for lead 2 they are 

n4 and n6. 

7.6 Exercises 

1. Using the PEEC formalism in (7.6), set up the skin effect problem in Fig- 

ure 7.3. 

2. Using the PEEC formalism in (7.6), set up the current crowding problem in 

Figure 7.4. 

3. (a) Using the PEEC method, compute and plot the frequency-dependent 

resistance and inductance of the braided twin-lead transmission line in 

Figure 7.1 1. The braids consist of seven packed strands of 22-gauge cop- 

per (a  = 5.8 x 107S/m) wire. Cover the frequency range from DC to the 

high-frequency asymptotic limit for the inductance. 
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I-- lcm- 

Not to Scale 

Figure 7.11. Twin-lead transmission line with braided conductors. 

(b) For one of the braided leads, compute and plot the cwrents in each strand 

as a function of frequency for a total lead current of 1A. 

(c) Assuming the transmission line is embedded in a Iwmogeneous material 

with a dielectric constant of 4, estimate the capacitance of the transmis- 

sion line and compute the frequency-dependent characteristic impedance 

and phase velocity. 

(d) Discuss any need to apply the PEEC met hod to t he individual st rands 

of wire. 

4. For a trace on a PCB using loz  copper, what is tlre approximate maximum 

clock frequency for which skin effect losses are negligible'? Assume that the 

edge rate is 20% of the clock period and that the trace width is much greater 

than its thickness. Let oc, = 5.8  x 1o7s/rn, and loz copper is 35.6pm thick. 

5. Using the technique of section 7.4, derive a ladder network to model the 

skin effect in a wide rectangular slab of conductor. using a subdivision into 

horizontal bars. 

6. A two-port network is described by the impedance matrix 
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Implement this matrix in SPICE with and without current-controlled voltage 

sources. Using SPICE'S AC capability, compute the network's 2 x 2 impedance 

matrix and show that the two implementations give the same result for a 

frequency sweep from DC to 10GHz. 





Chapter 8 

MEASUREMENT OF 

PARASITICS 

Interconnections in digital systems are intentionally made to be very good to min- 

imize degradation in signal quality as signals move from driver to receivers. As a 

result, the parasitic capacitances and inductances in the interconnects are quite 

small and require careful characterization if accurate values are to be obtained. For 

example, package lead inductances can easily range down to InH to 15nH with ca- 

pacitances of O.lpF to 2pF. For the reactance of a InH loop to reach a measurable 

10, the characterization frequency must be as high as 16OMHz. 

Interconnect parasitics are inconveniently configured in a mechanical sense. A 

wirebond cannot be plugged into an LCR meter to find its inductance. Special 

fixturing and/or probes are typically required along with careful consideration of 

the path for the return currents. The measured inductance is critically dependent 

on the area of the loop formed by the signal and return path. Similarly, capacitance 

is strongly affected by the distance to nearby conductors. 

Typical equipment in digital laboratories includes source generators, oscillo- 

scopes, logic analyzers, and low-frequency probes. The bandwidths on these in- 

struments are geared towards digital needs and are typically too low for parasitic 

characterization. 

Parasitic extraction usually requires dedicated instruments to achieve the re- 
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quired accuracy. The three main choices are the impedance analyzer (IA), vector 

network analyzer (VNA) , and time-domain reflectometer (TDR) . While a source 

generator and an oscilloscope can be used together to create a TDR, dedicated TDRs 

are available as a single instrument that achieves much higher performance. The IA 

and VNA produce swept frequency results, while the TDR's output is a time-domain 

waveform. Through the Fourier transform, t ime-domain and frequency-domain re- 

sults are equivalent, so the choice of instrument is to a certain extent a matter of 

preference. However, bandwidth limitations and/or time windowing can limit the 

opportunities for conversion between domains. 

8.1 Measurement Counts 

Interconnects typically contain many terminals, so the number of measurements 

can become quite large. With a typical one- or two-port laboratory instrument, 

one measurement finds one unknown, so filling out an impedance, admittance, or 

scattering matrix requires as many measurements as there are matrix entries. For a 

nonreciprocal matrix with N terminals, the total number of required measurements 

is iV2. For a reciprocal matrix, N(N - 1)/2 measurements are required for the off- 

diagonal terms, while N are required for the diagonal, so the total is N (N + 1)/2. In 

some techniques, the diagonal terms are found automatically when measuring the 

off-diagonal terms, so the number of measurements for these cases is N(N - 1)/2. 

Because of the N2 dependency for all cases, the number of required measure- 

ments can quickly become prohibitive. For example, a 100-lead QFP has 200 ports: 

100 outside connections plus 100 inside of the package. A complete characteriza- 

tion to produce a 200 x 200 S-parameter (or impedance, or admittance) matrix 

requires 200(201)/2=20,100 measurements. An autoprober can help complete the 

measurements in reasonable time. 

8.2 Impedance Analyzer 

A schematic of an impedance analyzer (IA) is shown in Figure 8.1. A sinusoidal 
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Figure 8.1. Schematic of an impedance analyzer 

constant-current source I at frequency w drives current through the device under 

test (DUT) , then a high-input-impedance vector voltrnet,er measures the voltage 

drop. A vector voltmeter measures both magnitude and phase at a given frequency, 

so the impedance is Z,,,,, = V / I .  The parasitics are then R = Re[Z,,,] and 

L = Im[Zmeas]/~, with similar expressions using admittance for cases involving 

conductance and capacitance. 

One of the principal advantages of the IA is its use of a four-probe (or Kelvin 

probe) connection to the DUT to eliminate contact resistance. If the current probes 

poorly contact the DUT, the added series resistance does not affect the current 

because a constant-current source is used. If the voltage probes poorly contact the 

DUT, the extra series resistance adds insignificant voltage to the measured voltage 

because negligible current flows into the high-impedance voltmeter. Therefore, the 

measurement is unaffected by the quality of the contacts, and fo~u-probe setups are 

essential for measuring small resistances. 



278 Measurement of Parasitics Chapter 8 

The upper frequency limit on typical impedance analyzers falls in a range around 

lMHz to 15hIHz. For the very small parasitics often seen in packaging, sockets. 

and connectors, high characterization frequencies are required to obtain sufficient 

reactance that can be measured with good accuracy and repeatability. VC7ith its 

relatively low maximum frequency. the IA often must give way to higher-frequency 

instruments such as the VNA or TDR. 

Characterization of the impedance matrix of a multiconductor interconnect with 

an IA requires two sets of measurements. The diagonal terms can be found by 

applying the two leads of the I A  between port i and ground with all other ports left 

open-circuited. From chapter 4, equation (4.1), the voltage at port i is then 

so the measured impedance is Zit. The diagonal terms of an N x N impedance 

matrix can be fou~ld by N one-port impedance measurements. 

For the second set of measurements, the two leads of an I1A are applied to  ports i 

and j, with all other ports left open-circuited. Care must be taken not to accidentally 

ground the ports. The voItages a t  these two ports are 

and 

Because the IA acts as a current source, Ii = - I j  = I,,,,. Furthermore, the mea- 

sured voltage is V,,,, = K - Vi, leading to  the conclusion that 

where reciprocity is used to set Zji = 2,. The IA measures the impedance Zmeas = 

Vmeas/Imeas, so the off-diagonal impedance matrix element can be found as 
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Since Zii and Z j j  are known from the first set of diagonal measurements, the off- 

diagonal elements can be found at the rate of one per measurement. 

If an admittance matrix is required, an impedance matrix can be measured and 

then inverted. Experimentally, open circuits are far easier to deal with than are the 

short circuits that are required when directly measuring rnulticonductor admittance 

matrices. 

8.3 Vector Network Analyzer 

As frequency increases, the concept of voltage breaks down as uniqueness is lost. 

Another concept must be used for characterization of circuits, and traveling waves 

work quite well. The vector network analyzer (VNA) is a multipart instrument 

operating on the principle of directional traveling waves. 

The sinusoidal voltage on a transmission line is a superposition of traveling waves 

moving in opposite directions. From chapter 2, equation (2.27), the voltage is 

Similarly from (2.28), the current on the line is 

Consider a singleport VNA with an applied load ZL at x = 0, 

. 

then 

(8.1) 

where I? (w ) = V-  (u) /V+ (w)  is the frequency-dependent reflection coefficient at 

the load. Therefore, the load impedance can be determined if the incident and 

reflected wave voltage amplitudes can be found. At sufficiently high frequencies, the 

directional waves can be separated with a directional coupler. The performance of 
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directional couplers strongly impacts the lower frequency limit and total bandwidth 

of network analyzers. 

The definition of the reflection coefficient relates the reflected wave to  the in- 

cident wave as V -  = rV+. For a two-port instrument, this can be generalized t o  

include both ports as 

The reflected waves are written in terms of the incident waves using the scattering 

matrix. 

S-parameters can be measured two a t  a time with a two-port vector network 

analyzer. V: can be forced to  zero by matching port 2 internally to the VNA, then 

(8.2) simplifies to 

and 

By measuring V; , Vc and v,+, the S-parameters Sl and Szl can be found. A simple 

schematic of a VNA is shown in Figure 8.2, where directional couplers separate the 

directional waves. Repeating t,he measurement by driving port 2 while matching 

port 1 yields the remaining two S-parameters. The VNA may have internal switches 

to accomplish the alternate driving and matching of ports, but if not, the DUT can 

simply be reversed. 

Scalar network analyzers do not detect the phase of the S-parameters and are 

useful for scalar measurements such as the gain of an amplifier. By avoiding phase 

measurements, a substantially less expensive instrument can be produced. For par- 

asitic measurement, i t  is necessary to measure phase to separate the real and imag- 

inary parts of impedance (to obtain R and L) and admittance (to obtain G and C) , 
so scalar network analyzers are not suited to parasitic extraction. 
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Source Matched Load 
Display 

Port 1 / 1 ~ 0 n 2  

Figure 8.2. Schematic of a two-port VNA configured to measure Sll and S21- 

The VNA measures all quantities with respect to  its built-in system impedance, 

Z,, which is typically 500. When the magnitudes of the S-parameters stray too far 

from the system impedance, through low reflection or coupling, the VNA cannot 

accurately resolve the quantities How far is too far? It depends on the care taken 

in setup and calibration, Reasonable efforts should yield accurate measurements 

to about 2,/1000 to 2, * 1000, and very careful setups could yield substantially 

more. Note that this range exceeds typical VNA guaranteed specifications by a 

wide margin. 

The advantages of the VNA include high-frequency operation to bring the reac- 

tances of small parasitics into a measurable range, precision calibration with explicit 

control of ground reference points, and high signal-to-noise ratio (60-100dB). 

The principal disadvantages of the VNA are two-point contact, so contact resis- 

tance limits the ability to measure small resistances, and the need for postprocessing 

of S-parameter data to yield circuit models consisting of resistors, inductors, capac- 

itors, and transmission lines. 

Coupling terms are measured with the IA by bridging two DUT terminals with 
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the single port of the instrument. This technique is not possible with the VNA be- 

cause the ground lead of the probe would short a terminal to ground. Measurements 

of coupling terms with the VNA requires two ports on the instrument to enable the 

separate probing of each terminal. Fortunately, two-port VNAs are readily con- 

structed. Note that this discussion applies in equal measure to the time-domain 

rcflectometer, which is discussed in section 8.4. 

8.3.1 Calibration 

Calibration plays a key role in the use of the VNA and is required at  every use to 

account for variations in phase and power. Every new setup requires recalibration 

so that phase changes induced by cables and fixtures can be subtracted out. This 

situation is in sharp contrast to other instruments, such as voltmeters, oscilloscopes, 

impedance analyzers, and time-domain reflectometers, which require only periodic 

calibration by a calibration service. Success with a VIVA requires careful and proper 

calibration before every use and as changing setups and conditions warrant. 

There are a wide variety of calibration methods, including SOLT (short-open- 

load-through), TRL (through-reflect-load) , and LRM (load-reflect-match) . The ac- 

ronym hints at the standards that must be measured to achieve calibration. De- 

pending on the DUT, some calibration methods yield higher accuracy than others, 

and while the SOLT method is generally considered to  have the lowest accuracy, its 

accuracy is still quite adequate for interconnect characterization. Without exten- 

sive efforts, the SOLT is also the easiest to apply. A brief explanation of the SOLT 

met hod follows. 

Calibration for a one-port measure~rient requires the measurement of three stan- 

dards: a short circuit, an open circuit, and a matched load. The quality of the stan- 

dards and their applications directly determines the accuracy of the measurement. 

All standards have some parasitic values associated with them, and network ana- 

lyzers allow the incorporation of the values, if known, to improve accuracy. Vendors 

of standards will typically provide the parasitic values, and it is important to use 

the correct set for a given set of standards. 
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Calibration for a two-port measurement is a two-step process. First, each port 

undergoes a one-port calibration. Second. the two ports are connected together with 

a through connection to complete the calibration. Additional calibration for leakage 

between the ports is also possible but not generally needed for interconnect work. 

After calibration, the S-parameters produced by a VNA reference the points in 

the setup at which the calibration standards were applied. Any additional path or 

discontinuity to the DUT must be removed by other means. For example, calibra- 

tion with coaxial standards calibrate the VNA up to the coaxial connectors, while 

calibration with a reference probe card calibrates up to the probe tips. 

8.3.2 Single Lumped Parasitic Extraction 

Capacitance and inductance are straightforward q~anti t~ies to measure with a VNA. 

although a small amount of numerical processing is required. To measure series 

resistance arld inductance, the DUT is shorted to ground a t  one end and measured 

at the other. Assuming that port, 1 is used on a VNA, then from (8.1) the impedance 

is 

where 2, is the system impedance of the VNA. Equating real a,nd imaginary parts 

yields R and L. A similar process yields G and C:  using admit,tance and an open- 

circuit sample. 

For the measurement of smitll inductances, a lower frequency limit is implied 

by the magnitude of the reactance compared to 2,. Assuming that the system 

impedance is 50a and that the VNA is accurate down to 50n/lWO = 0.05Q, then 

an inductance of 0. lnH can be accurately resolved for frequencies above 8OMHz 

(neglecting losses). Better resolution requires higher frequencies, but an  upper fre- 

quency limit exists where the lumped approximation breaks down. Inductance de- 

creases with frequency due to the skin effect and current crowding, and the appear- 

ance of an increasing inductance signals the breakdown of the lumped approxima- 

t ion. 
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8.3.3 Measurements of Multiport Networks with VNAs 

The following three sections provide detaiI on measuring Z-, Y-, and S-parameter 

matrices using a two-port VNA. Two formulations are possible-the diagonal terms 

can be measured separately or in conjunction with the off-diagonal terms. Separat,ely 

measuring the diagonal terms allows confirmation of good contact of the first port 

before landing the second to measure the off-diagonal term. 

Impedance Matrix 
- 7- 

The impedance matrix relates current to voltage according to V = Z I, which can 

be expanded as 

For a one-port measurement, if port i is driven with the 

(8.3) 

NA and all other 

ports are left unconnected, then I, = 0 V j  # i, and the voltage measured at port i 

is given simply as = &Ii. Assuming that port 1 of the VNA is performing the 

measurement and that its impedance is Z,, then from (4.6) and (4.7) 

Since 2311 = 2, then 

(8.4) 

1 of the VNA drives port i of the For a two-port measurement, assume that port 

N-port network, that port 2 drives port j ,  and that both ports have a characteristic 

impedance 2,. When all other ports are open-circuited, their currents vanish, and 

from (8.3) 

L\ = ZiiIl + Zij12 

& = ZjiIl + Zj j12 .  
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Applying chapter 4, equation (4.8) to equate this 2 x 2 impedance matrix to the 

measured two-port S-parameters yields 

Equation (8.5) can be used alone, so that one two-port measurement provides 

all four impedance matrix entries, or just the off-diagonal terms can be used if 

the diagonal self terms have already been determined from one-port measurements 

using (8.4). 

Impedance matrices are very convenient to measure because the unused ports 

remain open-circuited. As the two ports of the VNA are moved to map out the full 

matrix in a pair-wise sequence, nothing needs to be done to the unused ports before 

the measurement is taken. The technique works as long as the small capacitance 

and radiation at the open-circuited ports are negligible. Typically, the technique 

will be adequate for lower frequencies where data for lumped modeling is taken. 

Y- Parameters 

- -- 
The admittance matrix relates voltage to current according to 7 = Y V, which can 

be expanded as 

For a one-port measurement, if port i is driven with the VNA and all other 

ports are shorted to ground, then V, = 0 V j  # 2 ,  and the current measured at port 
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i is given simply as li = YiiV,. Assuming that port 1 of the VNA is performing the 

measurement and that its impedance is Z,, then from chapter 4, equations (4.6) 

and (4.7) 

Sincc S1 = &, then 

where Yo = l/Zo is the system admittance of the VNA. 

For a two-port measurement, assume that port 1 of the VNA drives port i of the 

N-port network, that port 2 drives port j ,  and tha't both ports have a characteristic 

impedance of 2,. When all other ports are short,ed to ground, their voltages vanish 

and from (8.6) 

Applying (4.8), converted for admittance, to equate this 2 x 2 admittance matrix 

to the measured two-port S-parameters yields 

The technique is valid while the inductance and resistance of the short circuits 

are negligible compared to the values within the network. However, the requirement 

that all ports of the N-port network not connected to the VIVA must be shorted 

to ground presents practical drawbacks when implemented experimentally. As the 

VNA measurement is moved from one port to another on the network, the short 
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circuits must be repeatedly made and then removed, a process that can be very 

time-consuming and can potentially create a wear-out problem if large numbers of 

ports are to be characterized. 

S- Parameters 

Measurement of S-parameters is straightforward mathematically when using a VNA 

because the measured quantities are already S-par ameters. However, the measure 

ment of multiport S-parameters, two ports at a time, requires the tedious mounting 

and removal of matched terminations at the extra ports. The S-matrix relates in- 
- 

cident and reflected traveling waves according to 5 = 3 5, which can be expanded 

For a one-port measurement, if port i is driven with the VNA and all other ports 

are matched in the system impedance of the VNA, then aj = 0 V j  # i, and VNA 

directly reports Sii = b l / a l .  

For a two-port measurement: assume that port 1 of the VNA drives port i of the 

N-port network, that port 2 drives port j ,  and that both ports have a characteristic 

impedance of 2,. If all remaining are matched in the system impedance of the VNA, 

then ak = 0 Vk # i, j and 

The VNA produces these results directly. 

As the measurement ports on the VNA are moved to map out the full S-matrix, 

the matched loads must also be moved. Practical issues involving the load size, wear- 

out from repeated mounting and demounting loads, and time make the measurement 

difficult for large numbers of ports. 
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8.3.4 Conversions between Types 

Multiport circuits can be described with impedance, admittance, or scattering ma- 

trices (and others as well, such as hybrid, transmission, and ABCD parameters). 

Conversions between the types are mathematically exact, so in principle, one is not 

preferred over another. For example, rnultiport impedance matrices are easiest to 

measure because unused ports are terminated in open circuits, so it is tempting t o  
- - -- - 1  - 

measure Z and then to derive Y = Z or with (4.9). However, finite precision 

in real data can prevent some conversions due to error accumulation. 
- 

Consider the conversion from to Z. An N-conductor interconnect plus a port 

numbering scheme is depicted in Figure 8.3. At low frequencies, the S-parameters 

tend towards 

- - 
In converting from to using (4.14), the critical term is (7 - S)-', where the 

- - 
inverse must exist before the conversion can be performed. Checking 7 - 3 yields 

Figure 8.3. N-conductor interconnect with 2N ports. 
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but the inverse of this matrix does not exist. Similar problems arise if the target is 
- - - - - 

Y instead of Z. Therefore, small errors in 9 can lead to  large errors in Z or F. 

8.3.5 Smith Chart 

The Smith chart is a tool developed by microwave engineers to assist with calcula- 

tions involving transmission lines, and much insight can he gained through its use. 

A rudimentary knowledge of the Smith chart is quite useful since itl is used as a 

major display mode for VNAs. When calibrating and using a VNA, the Smith chart 

provides immediate feedback as to  whether the DUT is inductive, capacitive, lossy. 

open, or short. Good quality measurements can be facilitated by monitoring the 

Smith chart display. 

A printed Smith chart looks quite complex as a result of its use in pre-computer 

days as a functional computation device, but it is in fact a simple plot of the 

reflection coefficient r on the complex plane. A grid of ZL values computed with 

(8.1) is superimposed onto the plot, enabling the direct graphical coilversion between 

r and ZL. 

A complex plane is shown in Figure 8.4a with a superimposed circle of radius 1. 

Since Irl > 1 implies an active circuit (more power propagates from the load than 

towards it), the unit circle indicates a perfectly reflective, lossless, and passive load. 

All points inside the circle indicate passive, lossy, and imperfect reflections with 

some power imparted to the load, 

In Figure 8.4b, a very simple Smith chart is shown, annotated with important 

special cases. The reflection coefficient for a lossy inductive load and real charac- 

teristic impedance is 
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~ m r  TI 
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Figure 8.4. Reflection coefficients can be plotted on a complex plane: (a) annotated 

with rectangular coordinates, (b) overlayed with impedance to form a Smith chart. 

With a positive imaginary part and a real part that can be positive or nega- 

tive, inductive loads always appear in the top half of the Smith chart. Conversely, 
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Figure 8.5. Impedance of a 5 0  resistor in series with a lOnH inductor plotted on 

a Smith chart, with 2, = 50a over the frequency range from lOOkHz to 1GHz. 

capacitive loads always appear in the bottom half. For a purely resistive load, the 

reflection coefficient is always on the real axis. 

As an example, the impedance of a load consisting of a 5R resistor in series with 

a lOnH inductor is plotted on a Smith chart in Figure 8.5 for frequencies ranging 

from 100kHz to 1GHz. The chart is overlayed with impedance values normalized 

to 5052. At low frequencies, the reactance of the inductor is negligible, so the plot 

starts on the real axis at r = (5 - 5O)/(5 + 50) = -0.8182 or, equivalently, Z L / Z ,  = 

5/50 = 0.1. As frequency increases, inductive reactance increases, pushing the trace 

farther into the upper half of the Smith chart. 

For a resonant circuit, the trace on the Smith chart will cross over from one half 

to the other, as demonstrated in chapter 6, Figure 6.6 for a capacitor in parallel 

with a series resistor and inductor; at  low frequencies the circuit looks inductive at 

its input terminals, but above 1.54GHz the circuit looks capacitive. 
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8.4 Time- Domain Reflectometer 

The basic use of a time domain-reflectorneter (TDR) is to isolate faults in long runs 

of inaccessible cable. The classic example is a buried phone line that has developed 

a short or open circuit. The location of the fault can be found by injecting a single 

voltage pulse on the line and capturing the reflection on an oscilloscope. The injected 

pulse propagates down the line, reflects off the discontinuity, and then returns to 

form a pulse on the oscilloscope. The flight time can then be measured from the 

trace, and knowing the propagation speed on the cable, t,he spot to dig can be 

computed. 

A TDR can be constructed from a pulse generator and an oscilloscope. Purpose- 

built instruments offer a single, easier-to-use, and generally higher-performance 

package. A simple schematic of a TDR is shown in Figure 8.6. The signal gen- 

erator injects a source waveform v, with a source impedance matched to the system 

impedance to absorb any returning reflections. A high input-impedance oscilloscope 

measures the return voltage v, (plus the injected waveform on its way out). The 

key to using a TDR is in interpreting the reflection result. 

Assume that v, is the unit step function and that the transmission line has a 

delay of 7 .  After the step is injected, it takes until time 27 before any reflection 

can return to be measured at v,. During this time the voltage evenly divides on the 

source impedance and transmission line impedance, so the measured voltage at u, 

is 0.5V. After 27 has elapsed, the DUT can begin to be distinguished. An example 

simulated TDR trace is shown in Figure 8.7 for a lOnH load. When the initial edge 

Figure 8.6. Simple schematic of a time-domain reflectometer (TDR). 
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Figure 8.7. TDR trace using the simple model of Figure 8.6. 

hits the inductor, it appears as an open circuit. Voltage doubles on an open circuit. 

so the trace moves up towards 1V. The inductor is a short to thc low-frequency 

components, so as time advances, the inductor looks more and more like a short. 

so the voltage moves back towards zero. Note the Ins delay before the TDR '.sees" 

the inductor, due to the 0.5ns delay of the transmission line. 

The advantages of the TDR include intuitive (for many) operation in the time- 

domain, multiple numbers of ports, and extraction of impedance profiles. The dis- 

advantages include low signal-to-noise ratio (- 20dB) compared to the VNA, post- 

processing for parasitic extraction (although the computation is built into many 

TDR instruments), and shadowing of impedance profile information behind large 

reflection coefficients. 

8.4.1 Inductance Extraction 

A basic setup for the extraction of inductance and mutual inductance using a TDR 

with two channels is shown in Figure 8.8. Port 1 drives line 1, while port 2 senses 

the voltage generated on line 2. All inductance associated with cables, connectors. 

and fixtures are absorbed into L1 and L2. The loop equations describing this setup 



294 Measurement  of Parasitics Chapter  8 

Port 2 

Figure 8.8. TDR set,up for inductance and rrlut ual inductance extraction. 

are 

and 

To find the inductance of line 1, integrate (8.8) to obtain 

Choose t large enough so that all waveforms are completely settled, then DC con- 

ditions prevail and il ( t )  = v,/Z,, where u, is the step voltage of the TDR channel. 

and i 2 ( t )  = 0. Under these assumptions, (8.10) can be solved for L1 giving 

for large t. The inductance of line 2 can similarly be found by driving line 2 rather 

than line 1. 

To find the mutual inductance between lines 1 and 2, integrate (8.9) to obtain 
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For large t ,  DC conditions prevail, and i l  ( t )  = v,/Z, while i z ( t )  = 0, so solvi~ig for 

M yields 

for large t. 

To remove the inductances of cables, connectors, and fixtures, a set of measure- 

ments are made with a good short-circuit in place of the DUT. These inductances 

are subtracted from those found with the DUT in place to isolate the inductances 

of the DUT alone. Combining the two measurements into a single pair of formulas 

yields 

and 

where the subscript "short" means the measurement with the good short-circuit in 

place. 

8.4.2 Capacitance Extraction 

A basic setup for the extraction of capacitance and mutual capacitance using a TDR 

with two channels is shown in Figure 8.9. Port 1 drives line 1. while port 2 senses 

the voltage generated on line 2. All capacitance associated with cables, connectors, 

and fixtures are absorbed into GI, C2 and CM. The nodal equations describing this 

setup are 

and 



296 Measurement of Parasitics Chapter 8 

Port I v, 

- 

Port 2 

Figure 8.9. TDR setup for capacitance and mutual capacitance extraction. 

Integrating (8.14) yields 

For large t ,  such that the waveforms on both channels are settled, DC conditions 

prevail and v,l(t) = v, (the step voltge of the TDR) and v,2(t) = 0. Under these 

conditions, (8.16) becomes 

Similarly, integrating (8.15) then evaluating for large t yields 

So the mutual capacitance is found first, then the capacitance to ground can be 

found. Note that, in general, for multiport interconnects, all mutual capacitance 

terms must be characterized before the capacitances to ground can be evaluated. 

To remove the capacitances of cables, connectors, and fixtures, a set of open- 

circuit measurements are made with the DUT removed. These capacitances are 

subtracted from those found with the DUT in place to isolate the capacitances of 

the DUT alone. Combining the two measurements 

yields 

into a single pair of formulas 

- vr1(7)) d5- 
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and 

Note how the detailed time profile of the source, v, (t), drops out since i t  is assumed 

to be the same in both measurements. 

8.4.3 Impedance Profile 

A TDR can provide estimates of the characteristic impedances and propagation de- 

lays of cascades of transmission lines. Assume that the transmission line connecting 

the DUT to the TDR has zero length. (Its actual profile can be extracted along 

with the transmission lines in the DUT.) If the DUT presents an impedance ZL, 

then 

and solving for ZL yields 

The impedance profile is then found by computing ZL from u, at each time point 

and plotting ZL vs. time. 

v, is needed and can be found in a number of ways. For example, for no load 

or transmission line, then us = v,, or with a very long, matched transmission line, 

then v, = 2v,. Practical issues may favor one technique over another. Alternatively, 

v, can be approximated by v,, the step voltage magnitude, which approximates the 

open circuit voltage. 

The simulation in Figure 8.10 demonstrates impedance profile extraction using 

v, = v,. The transmission lines are accurately characterized in terms of impedance 

and delay (note the factor of 2 involved due to the round-trip nature of TDR 

measurements); however, multiple reflections exist and create the impression that 

more structure exists after 4ns than actually exists in reality. 



298 Measurement of Parasitics Chapter 8 

Time, ns 

Figure 8.10. TDR trace using the simple model of Figure 8.6 and the impedance 

profile extraction formula (8.18). 

Each change in characteristic impedance causes the TDR trace to bump up 

or down to a new impedance level. Increasing impedance implies increased induc- 

tance, decreased capacitance, or both. Conversely, decreasing impedance implies 

decreased inductance, increased capacitance, or both. For parasitic extract ion, such 

as the discontinuity presented by an imperfect coaxial connector, bumps up imply 

an inductive parasitic while bumps down imply a capacitive parasitic. These con- 

cepts are summarized in Figure 8.11. Note that these relationships are derived in 

chapter 2, sections 2.4.3 and 2.4.4. 

8.4.4 Layer Peeling 

For complex structures, multiple reflections can make it difficult to identify the 

correct impedances and delays in an impedance profile. Transmission line theory can 

be used to derive a postprocessing extraction algorithm that removes the multiple 

reflections. Of the many techniques that have been developed, the one presented 

here is called layer peeling. 

A lossless interconnect is assumed to consist of a cascade of equal-delay transmis- 

sion lines with unknown characteristic impedances as represented in Figure 8.12a. 
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Time 

Figure 8.11. Basic relationships for impedance discontinuities in TDR traces. 

A TDR is used to measure the reflection coefficient a t  time points 0, 7. 27 .  . . . . 
Nr. Since TDRs discern structures according to their round trip times, the delay 

of each section of transmission line is then 7 / 2 .  Because samples are only available 

out to time N r ,  just N sections of transmission lines can be characterized because 

for those farther out, the signal does not have time to return to the TDR. 

It is shown in chapter 2, equation (2.16) that the total voltage can be written as 

the sum of a forward- and backward-traveling voltage wave, so z~( t )  = vt ( t )  + v-(1) .  

For layer peeling, the traveling waves must be tracked at both the left and the right 

sides of each transmission line section. For this purpose, a superscript "L" indicates 

the left side, while an "R" indicates the right. The transmission lines in Figure 8.12a 

are annotated with their traveling waves. 

In addition, the traveling waves are time-dependent. In Figure 8.12b, the trav- 

eling waves on each section of transmission line are plotted for each time point. 

Because i t  takes time for the TDR pulse to reach further into the interconnect, the 

traveling wave amplitudes are zero for earlier time steps at the greater depths. This 
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Peeling Algorithm z 

Figure 8.12. Layer peeling for removing multiple reflections from TDR-generated 

impedance profiles: (a) the interconnect is assumed to be a cascade of equal-delay 

transmission lines, (b) the traveling waves are moved at  all time points from left to 

right into the interconnect, allowing the extraction of one characteristic impedance 

per step. 
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fact, is exploited to extract the characteristic impedances of the traxlsrnission line 

segments. 

The peeling algorithm is represented schematically in Figure 8.12b, and it con- 

sists of three steps. It is assumed that the left-side traveling waves on transmission 

line i are known at all time steps and that Zo,.i is known. In step 1, the traveling 

waves are propagated across the section of transmission line. Positive-going waves 

(left-to-right) transfer their values to the next time step, while negative-going waves 

(right-to-left) transfer to the prior time step. In step 2, the characteristic impedance 

of the next transmission line segment is computed according to chapter 2, equa- 

tion (2.40), which can be rearranged to yield 

This formula must be used at a time step where there is no negative-going wave in 

section i + 1 (i.e., v;& = 0)) and these positions are indicated in Figure 8.12b. In 

step 3, the traveling wave amplitudes on the left side of section i + 1 are computed 

from those on the right side of section i according to (2.38) and (2.39). At this 

point, the algorithm is back to the starting point and can be repeated N times to 

extract the characteristic impedances of N trarlsmission line segments. Since both 

forward and backward traveling waves are tracked at all times, multiple reflections 

are accounted for and do not show up in the final extracted impedance profile. 

To kick off the peeling algorithm, v+L and vSL for each time step as measured 

at  the TDR is required. Referring to Figure 8.6, assume that the TDR is set to 

report voltage (rather than reflection coefficient or impedance), so v, at each time 

step is available. A calibration measurement is required to split the total voltage 

into its traveling wave components. A measurement with the DUT replaced by a 

precision matched load with R = 2, will result in no reflection, so v-L = 0 and 

dL = K,_atched - For subsequent measurements with the DUT in place, 

The characteristic impedance of the first section of transmission line to be de- 
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embedded is assumed to  be Z , ,  and this is reasonable since there is a short section 

of transmission line between the sampling circuitry and the probe tips. The full 

length of this connection will be extracted along with the DUT. 

Layer peeling uses the characteristic impedance of the current transmission line 

segment to compute the impedance of the next. Therefore, any error in the current 

section is propagated to the next, so errors accumulate as the extraction moves 

deeper into the interconnect. Algorithms of this type tend to be sensitive to noise. 

and layer peeling is no exception. Commercial-grade implementations of layer peel- 

ing must implement a noise control methodology. Robust and general schemes are 

not yet available, so ad hoc methods are required. For example, most applica- 

tions have a limited range of possible impedance values, so the extraction code 

can cap the computed values. Also, many applications consist of cascades of con- 

stant impedance values, so the extraction code could quash att.empts to make small 

impedance changes. With a good strategy, peeling can be sufficier~tly noise-t olerant 

to produce a useful extraction tool. 

Examples 

The following examples are computed using the sample code in Appendix E. Cal- 

ibration is performed using a matched load. Because layer peeling takes time of 

flight into account, the extracted impedance profile reflects the true delay of the 

interconnect. In contrast, a simple TDR plot of impedance profiles, as discussed in 

section 8.4.3, incorporates a factor of 2 in the delay due to the round-trip nature 

of TDR measurements. The sample code adjusts the simple TDR extraction by a 

factor of 2 in time to  line it up t o  the peeled response. 

The first example is a repeat of the simple transition from 500 to 200 from 

Figure 8.10. The original and peeled results are shown in Figure A. 13. The multiple 

reflections have been completely removed. Note the change in time scales between 

Figures 8.13 and 8.10. 

The second example involves a more complex profile that demonstrates the dif- 
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. . . . . . . . . . . . . .  

TDR 

Time, ns 

Figure 8.13. TDR-based and peeled impedance profiles for a simple profile. 

il Peeled 
Profile 
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: . . TDR 
. . , . . . 

. . . .  
. . . . . . . . . . .  
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Figure 8.14. TDR-based and peeled impedance profiles for a complex profile. 

ficulties that multiple reflections can cause. The profile and results are shown in 

Figure 8.14, where a simple interpretation of the TDR trace would result in a large 

underestimation of the impedance of one section of the profile. 

The third example repeats the second with random noise added to the two TDR 

signals (matched load and profile extraction). Two results are shown. In Figure 8.15, 
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Figure 8.15. Effects of -100dB of noise on the results in Figure 8.14. 
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Figure 8.16. Effects of' -80dB of noise on the results in Figure 8.14. 

-100dB of white noise is added, while in Figure 8.16, -80dB of noise is added. Both 

of these noise levels are quite small, yet both strongly impact the extracted results. 

The -100dB results may still be useful, but the -80dB results are not. To be viable, 

the extraction must withstand as much as -20dB to -40dB of added noise. 

A side benefit, somewhat visible in the examples above, is that layer peeling can 

sharpen the extracted impedance edges compared to a TDR trace. For a straight 
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TDR profile extraction, the edge rate of the excitation waveform sets the limit on 

the resolution of the extraction. In principle, application of the peeling algorithm 

results in impedance resolution down to the sampling rate of the TDR, so peeling 

would allow the extraction of fine detail from a very slow TDR edge. This could be 

very useful for extracting profiles of small structures. However, noise becomes more 

problematic as the edge rate slows, so significant sharpening may or may not occur! 

depending on the impedance profile. 

8.4.5 Resolution 

The ability of a TDR to resolve an impedance discontinuity is limited by the rise 

time of the TDR pulse that is injected into the DUT. Without peeling, a TDR can 

resolve discontinuities with delays equal to or greater than the rise time, a condition 

that can be stated mathematically as 

t ,  < TOF. 

For longer rise times, the discontinuities smear together. For example, in Figure 8.17 

two 0. Ins discontinuities spaced just 0. Ins apart fail to resolve fbr rise times greater 

than 0.lns. Also observable in this plot is the error in the impedance of the second 

discontinuity due to multiple reflections. With peeling, a TDR can often resolve 

discontinuities with delays down to about one-third the rise time. 

8.4.6 Multipart TOR Measurements 

Since commercial TDR instruments often support several channels with high band- 

width, they are often used to perform crosstalk measurements. A four-channel TDR 

can be set up as shown in Figure 8.18 to simultaneously measure impedance on chan- 

nel 1, delay on channel 4 (with time-domain transmission (TDT)), near-end noise 

on channel 2, and far-end noise on channel 3. Since typical TDR channels present a 

50R input impedance, the setup may not match real systems having unterminated 

nets. In this case, the TDR measurements are useful for validating circuit models, 

which can then be used to estimate the response of the real systesterri. TDRs pro- 



306 Measurement of Parasitics Chapter 8 

50 R 5 0 n  I ~ O R  5onison son - - -  
H H H--h - - -  

0.2511s 0.111s O.lns O.lns 

Time, ns 

Figure 8.17. SPICE demonstration of the effect of rise time on TDR resolution: 

(a) circuit with two short and closely spaced impedance discontinuities, (b) TDR 

impedance profiles for several rise times. These unpeeled waveforms are separated 

by 2000 offsets. 

duce very fast rise times that are much faster than most systems, so the measured 

crosstalk is greater than that seen in slower systems. 

Two-port TDR systems can replicate the VNA function with the addition of 

suitable data processing. Time-domain waveforms can be collected and then tram- 

formed to the frequency domain with Fourier or fast Fourier transforms. Calibration 

data, such as for SOLT calibration, can be collected to enable error correction. Set- 

ups in this mode are referred to as t ine-domain network analyzers, and a carefully 

executed system can achieve S-paramet er measurements almost as accurate as mea- 
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Figure 8.18. Multichannel TDR setup for characterizing crosstalk. 

surements acquired with an actual VNA. 

Two-port TDR systems can also be used to measure even- and odd-mode imped- 

ances and delays. If two TDR channels are identically excited in phase, then only 

the even mode on a symmetric pair of transmission lines will be excited. Similarly, 

the odd mode can be excited if the two TDR channels are identically excited out of 

phase. 

8.5 Tradeoffs 

Since the frequency and time domains are related by the Fourier transform, in- 

strument selection is somewhat a matter of personal preference. However, domain 

equivalence requires sufficient bandwidth or time span in the measured data, and 

practical considerations may limit the breadth of the data and hamper the ability 

to transform domains. Once the data is in the domain in which modeling will take 

place, a few basic tradeoffs exist. 

The IA and VNA produce frequency-dependent results. Unless the circuit sirn- 

ulator accepts frequency-dependent component values, and SPICE does not unless 
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enhanced to perform convolution, then the modeler is faced with two choices. First, 

t,he data can he processed into a model that the circuit simulator will accept, such 

as a ladder network or a rational polynomial function. Second, the data can be 

approximated as frequency-independent so that the value at just one frequency can 

be used. For example, the skin effect produces frequency-dependent resistance and 

inductance. For highest accuracy, a model covering a specified bandwidth can be 

constructed. However, the change in inductance is often small, so if the resistance 

is negligible, as it often is in interconnects, a good approximation is a frequency- 

independent inductance. 

A TDR produces parasitic values using an integrat,ed waveform of a specific 

shape and edge rate, so the resulting value is shape-dependent. Modeling difficulty 

arises when the TDR's edge rate and the application's edge rate do not match. 

Since the TDR's edge is almost always much faster than the application's, then 

the high-frequency behavior is emphasized in the TDR-derived model. If additional 

accuracy is needed, TDR measurements should be taken with the edge slowed to 

match that of the application. 

A basic tradeoff is established. Frequency-domain instruments produce data 

good for any edge rate (limited by the bandwidth of the data), but modeling may be 

quite difficult. Time-domain instruments produce data good for one edge rate, but 

modeling is trivial. The required accuracy in the models determines the hardness 

of these limits. 

A second tradeoff involves bandwidth and modeling depth. Since an IA or a 

VNA sets up standing waves, the entire structure is excited and can, in principle, 

be resolved into a model. For the TDR, high losses or a high reflection coefficient 

can effectively shield following structure and limit the depth of the model into the 

interconnect. In both cases, the ability to resolve deep and/or hidden structure 

is dependent on the signal-to-noise ratio of the instrument and setup. Frequency- 

domain instruments typically achieve much higher signal-to-noise ratios than t i m e  

domain instruments and can be more effective in some cases in resolving structure 

deep into an interconnect. 
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8.6 Exercises 

1. Develop and describe a technique using the impedance analyzer to measure 

general N x N admittance matrices. 

2. Demonstrate that the method in section 8.2 produces the correct 2 x 2 ca- 

pacitance matrix by plugging in the expected values an impedance analyzer 

would measure. 

3. As suggested in Figure 8.18, a one-port VNA can be modeled as a perfect VNA 

that characterizes loads through a two-port interconnect. Using measurements 

of short, open and load (SOL) calibration standards, derive the full correction 

formula for measuring an unknown load impedance with the effects of the 

interconnect removed. 

/ Imperfect VNA 1 

Figure 8.19. Model of a one-port vector network analyzer. 

Perfect 
VNA 

4. (a) Show how an N x N inductance matrix can be characterized with a TDR. 

(b) Show how an N x N capacitance matrix can be characterized with a 

TDR. 

5. For a single line, derive an inductance extraction formula similar t o  (8.1 1) for 

the case when a known resistance is in series with the inductor. The resistfor 

is assumed t o  be characterized separately with a DC resistance measurement. 

- 
- 

6. Set up a SPICE simulation of a TDR based on Figure 8.6 with 2, = 5052 and 

a 1V 35ps ramp source and a 5pF capacitor load. Integrate the TDR response 

to find the load capacitance using (8.17) for varying lengths of cable, from 

- - 
s 

C 

-- 
/?L 

- 

- 
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very short to very long. What are the effects of long cables on the integration 

and on the accuracy of the capacitance extraction? 

7.  A lossless 60a transmission line with O.lns of time of flight is shorted at one 

end. A 50St VNA drives the other end to extract the inductance of the closed 

loop. 

(a) What is the inductance of the loop? 

(b) What is the expected measured value of Sll at lOOhIHz? 

(c) Repeat for an  open-circuit measurement for capacitance extraction. 

8. Set up a SPICE simulation of a TDR based on Figure 8.6 with 2, = 5052 and 

a 1V 35ps ramp source, and demonstrate the extraction of the 2 x 2 inductance 

matrix defined by L1 = I.OnH, L2 = 9nH, and K = 0.35. What are the effects 

of the long cables on the accuracy of the extract,ion? 

9. Show that (8.5) is true. 



Chapter 9 

LUMPED MODELING 

Lumped modeling is a principal starting point for modeling interconnects, including 

mult iconduct or transmission lines, packages, edge connectors, and sockets. For in- 

terconnects that are short compared to  wavelength or rise time, the lumped approx- 

imation holds, and a single lumped stage is a sufficient model. Otherwise, wideband 

models are required (see chapter 10). 

Modeling technique can also be used to circumvent difficulties in collecting data. 

In packages, the connections to the device are often very finely pitched, with irreg- 

ular grounds. In addition, plastic encapsulation and lids can limit accessibility. By 

developing techniques using more than one sample, probing of the package interior 

can be avoided. 

Finally, topology can be exploited to avoid frequency-dependent models. In gen- 

eral, an N-port linear and time-invariant network is completely described by a 

frequency-dependent N x N impedance matrix, or equivalently, by admittance or 

S-parameter matrices. The data can be used directly in circuit simulation to include 

the effects of the N-port network. However, timedomain circuit simulators handle 

frequency-dependent models with difficulty. In addition, extrapolation and/or in- 

terpolation are always required with frequency-dependent data. By fitting the data 

to an assumed topology, frequency dependence can often be eliminated or reduced 

to negligible levels to produce faster, more stable simulations. 
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9.1 Transmission Line Introduction 

The input impedance of a loaded lossy transmission line is 

repeated here from chapter 2, equation (2.66). There are two unknowns: 2, and 7.  

If measurements are taken at both ends of the transmission line, then the reflection 

coefficient and the transmission coefficient serve as the two knowns to find the 

two unknowns. Therefore, one approach to characterize the transmission line is to 

perform measurements a t  each end. 

A second approach relies on the application of known loads at one end with 

measurements taken a t  the other. Since there are two unknowns, measurements 

with two different known loads are required. While any two significantly different 

loads can be used, open and short circuits are the simplest to implement. For the 

short-circuit load, (9.1) simplifies to 

The lumped approximation is used to eliminate the tanh function by requiring 

yd << 7t/2, then tanh(yd) z yd. Combining this approximation with the Iossy 

definitions for 2, and y from (2.26) and (2.21), respectively, yields 

where R = rd  and L = t d  are the total resistance and inductance of the transmis- 

sion line. The transmission line is lumped into a single resistance and inductance, 

termed lumped elements, and this approximation is good while the frequency is 

sufficiently low. As frequency becomes too high, the lumped approximation breaks 

down and wideband modeling (see chapter 10) is required. Calculations of band- 

width limitations are covered in section 9.6. For the open-circuit load, let ZL -+ a?. 

then (9.1) simplifies to 
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Applying the lumped approximation for a lossy line and inverting yields 

where G = gd and C = cd are the total conductance and capacitance of the line. 

The transmission line is completely characterized once R, L, G, and C are found. 

The model is good while the lumped approximation holds. Generally, R, L, G, and 

C are frequency-dependent . 

For example, consider a lossless Icm-long 1000 transmission line with an effective 

dielectric constant of 4. The phase velocity is 3 x 108/&m/s, so the TOF=0.01/(3 x 

lo8/&) = 67ps. From (2.11) and (2.12), the inductance per-unit-length is 

670nH/m, while the capacitance per-unit-length is 67pF/m. Multiplying the per- 

unit-length values by lcm, the lumped model of the transmission line is 6.7nH in 

series with 0.67pF to ground. For a lossless line, ( y 1 = w 6 ,  so the lumped approx- 

imation requires that the frequency be limited by f < 1/(4dv%) = 3.7GHz. 

In summary, under the lumped approximation an interconnect can be charac- 

terized either with two measurements on one sample, where access at  both ends 

is required, or with single measurements on two samples, requiring access only at 

one end. With the two-sample technique, measurement of the input impedance of 

a shorted sample yields R and L, while measurement of the input admittance of 

an open sample yields G and C. Extension of the two-sample approach to multiple 

conductors is treated in the next section, followed by a one-sample extension. 

9.2 Multiconductor Modeling with Two Samples 

The two-sample process demonstrated in section 9.1 for a single transmission line 

can be generalized for multiple conductor interconnects. For bandwidth estimation, 

extension of the methodology in section 9.1 to N conductors requires the simultane 

ous solution of N differential equations, followed by the application of the lumped 

approximation to obtain a multiconductor lumped model. This approach is not fea- 

sible, so instead, the lumped model is assumed from the start. Unfortunately, an 



314 Lumped Modeling Chapter 9 

explicit derivation of the bandwidth limit of the lumped approximation does not 

follow when using an assumed topology; however, the general principle presented in 

section 9.1 for the single line can be assumed to hold for each individual line in the 

multiline case. 

An intuitive topology for an N-conductor point-to-point interconnect is shown 

in Figure 9.1, where each conductor is modeled with series resistance and partial 

self-inductance and shunt capacitance to ground, and each pair of conductors is 

coupled with partial mutual inductance and capacitance. A common return path is 

provided. 

The model must satisfy Kirchhoff's voltage and currents laws, which for this 

circuit are respectively given by 

Figure 9.1. Lumped model for a multiconductor interconnect. All of the mutual 

inductors and most of the capacitors and conductances are omitted for clarity. 
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and 

- -R f L + f R = ( E + j u E ) v  . (9.3) 

- - - - 
Two samples are used to find (z + juz) and ((G + jzC). 

For the first sample, shorting the right side of the model t o  ground forces vR = 0. 

so (9 .2)  and (9.3) simplify to 

and 

Note t,hat Kirchhoff's current law is automatically satisfied. Equation (9.4) shows 

that  the shorted sample can be described by the N-port impedance matrix, vL = 
L - -L 
Z I . Any measurement or siniulation method that can produce the impedance 

matrix for a multiport circuit is adequate t o  find the resistance and inductance 

matrix. Given the impedance matrix, then 

and 

For the second sample, opening the left side of the model forces fL = 0, so (9.2) 

and (9.3) simplify to 

and 

For the open sample, Kirchhoff's voltage law is automatically satisfied. Equation 

(9.7) shows that the open sample can be described by the N-port admittance matrix, 



316 Lumped Modeling Chapter Q 

-R 5 R 
I = Y V , and any method that finds the admittance matrix gives the conductance 

and cnpixitance matrices a s  

- - 
G = ~ e ( 7 )  

and 

In summary, two samples can be used to produce a lumped model of a multicon- 

ductor interconnect. A sample with short circuits on one side can be characterized 

exclusively with measurements or simulations a t  the terminals on the other side 

to find the resistance and inductance matrices. Similar ineasurements on an open 

sample can be used to find the conductance and capacitance matrices. In practice. 

the open and short circuits are applied to the same side, while the measurements are 

taken from the other. The left/right distinction forced by the lumped model does 

not actually matter since the electrical effects are distributed over the interconnect. 

A main advantage of the two-sample method is that it is often difficult to  access 

one side of the interconnect. BGAs often have die connections on the top and solder 

ball connections on the bottom, so access is convenient only from one side or the 

other. QFPs and other encapsulated packages make access t,o the dieside of the 

interconnect difficult due to the encapsulation; access to  these interconnects is most 

convenient from the outside of tthe package. By building two samples, access can be 

provided where i t  is convenient to  minimize the need for special fixtiring. 

As discussed in chapter 8, impedance matrices are easier to measure than admit- 

tance matrices due to the use of open circuits on unprobed ports. The impedance 

matrices of the two samples can be rneasured and then the admittance matrix for 

the capacitance and conductance models can be found through matrix inversion. 

9.3 Multiconductor Modeling with One Sample 

When all of the ports are accessible, as is often the case in simulation, the complete 

lumped model can be obtained from a characterization of one sample at all the 

ports. Two formulations exist that lead to x- and 2'-network topologies. 
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9.3.1 n-Network Topology 

The T-network topology of a lumped-model interconnect is shown in Figure 9.2. 

Kirchhoff's voltage law for this circuit requires that 

where 7 is an intermediate variable to be eliminated shortly. Kirchhoff's current law 

requires that 

and 

Figure 9.2. rr-network topology of a lumped-model multiconductor interconnect,. 

All of the mutual inductors and most of the capacitors and conductances are omitted 

for clarity. 
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Using (9.8) to eliminate f from (9.9) and (9.10) and 

yields 

assembling into matrix form 

- - 
= R + j w z .  Therefore, given - - 

t,he admittance matrix of the interconnect, the lumped model can be found by 

inspection. 

9.3.2 T-Network Topology 

The T-network topology of a lumped-model interconnect is shown in Figure 9.3. 

Kirchhoff's current law for this circuit requires that 

where V is an intermediate variable to be eliminated shortly. Kirchhoff's voltage 

law requires that 

and 

Using (9.11) to eliminate from (9.12) and (9.13) and assembling into matrix form 

yields 

=L =L =L  =R =R - - - 
where Z = R + jwL , Z = R +juzR, and P = c+ jwC.  Therefore, given the 

impedance matrix of the intercorurect, the lumped model can be found by inspection. 



Section 9.3. Multiconductor Modeling with One Sample 319 

Figure 9.3. 7'-network topology of a lumped-model rnulticonductor interconnect. 

All of the mutual inductors and most of the capacitors and conductances are omitted 

for clarity. 

9.3.3 Practical Issues 

In principle, the complete T- or T-model is available once the 2N-port Y- or Z- 

matrices are known for the N-line interconnect. If the interconnect consists of a 

precisely n or T topology, perhaps constructed directly from lumped components, 

then the complete model will be accurately derived. 

In actual interconnects, the electrical behavior is distributed in nature, so the 

and T-networks are approximations. In practice, the complete n- or T-model is 
=L =R 

not resolvable with data at a single frequency. For the n-model, C and C are 
=L =R 

individually incorrect, but the sum C + C accurately represents the total lumped 
=L =R 

capacitance of the interconnect. Similarly for the T-model, the sum L + L is the 

total inductance for the interconnect. Similar relationships hold for the resistance 
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and conductance matrices. Once these combinations are made, the T- and T-models 

form identical L models that match the one produced with two samples, as outlined 

in section 9.2. 

9.4 Internal Nodes 

Packages targeted for high-performance applications will usually have one or more 

planes to reduce inductance. The die will typically make several connections to the 

planes for reduced inductance, and for the same reason, several connections from 

the package to the system board or socket will also be made. The resulting topology 

has a node internal to the package, as shown in Figure 9.4 for a BGA-style package 

with three connections to the plane from the die and four to the system. 

The topology for internal nodes fits the T-network. A generalized T-network 

is shown in Figure 9.5, where the model is broken into three sections to enable 

arbitrary connections. The three sections are reattached with two incidence matrices 

that define how the sections come together. The voltages are related according to 

and 

where the incidence matrices za and db are constructed by inspection. For example, 

in Figure 9.6, three left leads join four right leads at two common nodes, and the 

incidence matrices are 
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Die 

System 

System 

Figure 9.4. A BGA-style package inductance model with an internal node. 

Figure 9.5. Generalized T-network for modeling of internal nodes. Note that most 

mutual terms are omitted for clarity. 
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Figure 9.6. Example connections for construction of the incidence matrices za in 

(9.15) and B~ in (9.16). 

and 

Assuming there are N "L" branches, M "R" branches, and P internal nodes, then 
=a 
Q is an N x P matrix and zb is M x P. For the currents, 

and 

The voltage drops across the "L" and "R" branches are 

and 
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=L =L = L  - -R = R  =R 
respectively, where Z = R + jwL and Z = R + jwL . Summing the currents 

at the internal nodes yields 

- - - 
where Y = + p C .  

-a -b -d -c 4 .  
Eliminating V , V , V , 1 , and I yields 

where 

For the case of straight-through connections with no internal nodes, then N = M = 

P, za and zb are N x N identity matrices, and (9.17) simplifies to (9.14). 

The incidence matrices are not square, so some manipulation is required to solve 
- 

for the lumped matrices given Z. Matrix inversions can be performed after forming 

the normal equations from nonsquare incidence matrices, then ( z )  - exists 
- 

even when 3 is not square. If Z is partitioned as 

then and can be found as 
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With these known, then 

and 

The source for Z would likely be an (M + N )  x ( M  + N )  S-parameter matrix 
- 

produced through either simulation or measurement. With 3 known, then chapter 4, 
- 

equation (4.8) can be used to  compute Z. 

9.5 Frequency Dependence 

The lumped models discussed in this chapter can be constructed from data at  a 

single frequency. When the model topology is a close fit to the actual interconnect, 

the model derived at one frequency accurately reproduces the terminal behavior at 

other frequencies over some usable bandwidth. However, if the match is poor, then 

the model is accurate only for n narrow band of frequencies centered on the single 

frequency from which the model was constructed. The model can be recomputed at 

multiple frequencies to extend the fit, but then the model's component values are 

frequency-dependent and can require additional modeling to run in a time-domain 

simulator such as SPICE. 

If frequency-dependence is encountered in a model, a change in topology and a 

new model may enable the elimination of the frequency dependence. However, for 

any given topology there is the extraction problem to obtain the model component 

values from the data. This chapter presents a few lumped models with extraction 
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methods, but general topologies wiIl usually not have a straightlorward extraction 

*lethod. A very common approach is optimization, where the component values 

are varied until a suit,able fit is achieved. While the approach is quite acceptable in 

most instances, the rnodel is rarely unique and is often nonphysical. In other words. 

it represents a black box that simply reproduces the terminal characteristics. If 

the data does not completely cover the bandwidth of the signals t o  be simulated. 

including DC, then care must be taken to ensure that the model extrapolates well. 

As a simple example, consider the reactance of a capacitor. If the frequency- 

dependent reactance is fitted at a single frequency with a capacitor model, then the 

entire set of data can be regenerated from the model. Howevclr, if the reactance is 

instead fitted at a single frequency with an inductor model, the model fits the data 

only at that frequency. In Figure 9.7, the reactance of a 5pF capacitor is plotted 

along with that of an inductor, which can exactly fit the capacitor a t  one frequcncv. 

A -100nH inductor fits at 225MHz) but a t  all other frequencies, the inductor does 

not fit. The nonphysical negative inductance value is a big hint that there is a 

problem with the model. 

0 200 400 600 800 1000 

Frequency, MHz 

Figure 9.7. An inductor can accurately model a capacitor at only one frequency. 
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9.6 Iterative Impedance and Bandwidth 

Several modeling options based on T, T .  and L topologies ha-rt been discussed so far. 

A general discussion of the bandwidth implications of these for thc multiconductor 

case is very difficult. Instead, the single line case is explored. and it is assumed that 

the results are applicable to tne multiple line case. Of the many ways bandwidth 

can be studied, iterative impedance offers a particularly comrcnient framework. 

When loaded by an impedance equal to its characteristic iinpedance (a matched 

load), the input impedance of a transmissio~l line is equal to  that impedance. For a 

lumped model to  behave like a transmission line. it must also exhibit this property. 

The iterative impedance of a lumped interconnect model is the load impedance 

giving rise t o  an equal input impedance. 

The input impedance of the single-section T-network lilmped model in Fig- 

ure 9.8a is 

Figure 9.8. The four possible single-section lumped models for a single lossless 

interconnect. 



Section 9.6. Iterative Impedance and Bandwidth 327 

The iterative impedance, Zi, is defined when Zi = Zi,, = ZL, then (9.18) si~nplifies 

where w, = ?/dm. If the T-network models a transmission line, (9.19) shows 

that at low frequencies, the iterative impedance equals the t mnsrnission line char- 

acteri~t~ic impedance, J ~ C .  However, as the frequency begins to approach w,. the 

iterative impedance starts dropping. For the iterative impedance to stay within 5% 

of the low-frequency value, the bandwidth of the model is 

For the T-network in Figure 9.8b. the input impedancr? is 

Setting Zi = Zin = ZL to find the iterative i~rl-pedarlce yields 

where again w, = 2 / m .  As for the T-network, at low frequencies the itera- 

tive impedance equals the transmission line characteristic impedance dm. As 

frequency increases, the iterative impedance also increases. so for the iterative 

impedance to stay within 5% of the low-frequency value, the Imidwidth is limited 

according to (9.20). 

For the L-network in Figure 9.8c, the iterative impedance is 

As before, at low frequencies the iterative impedance equals the transmission line 

characteristic impedance, d m ,  but as frequency increases. the iterative imped- 

ance becomes complex with a decreasing real part and increasing imaginary part. 
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For the magnitude of the error to be below some small number cu, then 

For a = 0.05, then 

Therefore, because of the reactive component to the iterative impedance, the L- 

network has about a factor of six reduction in bandwidth compared to the T- and 

T-networks. 

For the other L-network in Figure 9.8d, the iterative impedance is 

which has the same error expression and bandwidth criteria as the prior L-network. 

The results using iterative impedance show that the T- and T-networks should 

be used whenever maximum bandwidth is required. The bandwidth penalty for 

using the L-networks is about a factor of six. 

For application of these results to compute bandwidth limits for multiconductor 

interconnects, single L and C values are required. For L it is essential to use an 

inductance and not a partial inductance--the L must represent a closed path. The 

most sensible choice is the inductance of the loop formed by the longest conductor 

returning on ground, where all ground leads are utilized. Beca,use it maximizes C, 

the conscrvative choice for C is to take the longest conductor and assume that 

all other leads are grounded; then the C to use is just the diagonal term of the 

capacitance matrix. 

F'rorn (9.20) i t  can be seen that the bandwidth of a s- or T-lumped model can 

be doubled by halving both L and C. For a transmission line, this can easily be 
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achieved by simply halving the length, so a section of length d can be modeled by 

two lu~nped T- or T-sections of length d /2 .  Such a model is called a multilunzped 

transmission line model, and any bandwidth requirement can be satisfied for any 

line length if enough sections are added. See also chapter 10, section 10.1.2. 

9.7 Model Reduction 

Interconnect models often have a substantial number of leads, hut the nlodel is oft,en 

much larger than the needs of a particular simulation. Smaller models enable faster 

circuit simulation, so it is advantageous to simplify the interconnect model to incor- 

porate known information. Any manipulations of lumped models must rigorously 

account for all mutual terms. 

9.7.1 Parallel Leads 

Models often include many leads of the same function, such as ground, and these 

can be analytically paralleled together to reduce the size of the model. Leads are 

placed in parallel by forcing the voltages a t  their ports to be equal while satisfying 

Kirchhoff's current law. The conversion is derived in chapter 4. section 4.5.2, where 

the operation is cast in terms of the admittance matrix. If reducing a capacitance 

matrix, the operation in (4.20) can be applied directly. If reducing a resistance 

and/or inductance matrix, then the operation must be preceded and followed by 

matrix inversions to convert impedance to admittance and back. 

9.7.2 Open. Short. and Matched Leads 

Leads can be removed from a model by forcing them to be open-circuit? short-circuit. 

or terminated. The mathematical operations are given in chapter 4, section 4.5.1. 

To summarize, a lead is removed by deleting its row and column from the mat,rix. If 

the matrix is admittance, then the deletion produces a short circuit. Deletion from 

an impedance matrix produces an open circuit, and deletion from an S-parameter 

matrix terminates the line in the impedance used t o  normalize the matrix (typically 
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500). Any of the three operations can be performed on any matrix by converting 

the matrix to the correct type, deleting rows and columns, then converting back. 

Resistance/inductanre matrices assume that one side of the interconnect is 

grounded (to form the closed loop necessary for characterization). Short-circuiting 

a lead results in both ends being grounded, so an isolated closed loop is formed that 

conducts eddy currents driven by the other leads through mutual inductances. Con- 

versely, open-circuiting a lead leaves one end open and the other shorted t o  ground, 

so it will not support any current and has no inductive effect on the remaining 

leads. Recall that when constlxcting the mode1 netlist, the grounded connections 

are ungrounded to construct an open-loop model suitable for interconnect work. 

Capacitance matrices assume that one side of the interconnect is open-circuit 

(to float the leads for characterization). Open-circuiting a lead through row and 

column deletion results in both ends of the lead being open. so the conductor is 

floating, but with no static charge. Floating conductors collect charge and affect 

the voltages on surrounding leads through m u t d  capacitance. Short-circuiting a 

lead grounds the conductor and eliminates its ability to collect charge. 

Matching the leads provides a termination to  ground and can be useful for 

building in a driver impedance or termination resistance. The matching value can 

be selected by renormalizing the S-parameters using chapter 4, equation (4.15). 

9.7.3 Excess Leads 

Ideally, an interconnect model is constructed to precisely match the problem at 

hand, but sometimes the model is too large because a scaled down simulation is 

desired or a previously generated model is being used. For example, suppose a 

16-line bus is to be simulated. Even if a 16-line model is specifically generated, a 

2-line simulation may be desired for prototype work before scaling up to  the larger 

simulation. Alternatively, a 32-line model may be available from previous work, but 

now just 16 lines are needed. What is a good procedure for reducing the size of the 

model to fit the smaller ~imulat~ion? 
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The unused lines will affect the simulation, so the best stmtegy is to minimize 

their impact by terminating them in a way consistent with the simulation. For best 

accuracy, the lines can be terminated within the circuit simulation to capture the 

interaction between the termination parasitics and the interco~nect. In many cases. 

ideal terminations can be incorporated directly within the interconnect model to 

eliminate unneeded leads for a smaller and faster simulation. Simulation runtime 

can be greatly improved with a n  analytically reduced model. 

Different cases require different analytical model reductions. Matched termina- 

tions can be used t o  model both terminations and drivers holding low or high. 

Renormalization of the S-parar~ieters will often be needed to achieve the proper 

impedance. Drivers holding in a high-impedance state and receivers can be mod- 

eled as open circuits, although the associated capacitances will be neglected. 

9.7.4 Symmetry 

Packages and interconnects often have considerable symmetry. For example, QFPs 

usually have three-way symmetry, where the entire package can be described from 

one-eighth of the layout. When characterizing packages in the laboratory, symmetry 

cannot be exploited to  reduce the characterization effort. For example, the induc- 

tance matrix for a package that is symmetric about a centerline can be partitioned 

into three blocks as 

- 
If just half of the pachge is characterized, then Za is known but the coupling 

- 
between the two sections, given by EB, is not known. To complete the matrix, it 

- - 
would be necessary to extrapolate ZB from the data in zA. 

In simulation, it is possible to introduce a perfect magnetic conductor (PMC) 
- 

symmetry plane that numerically mirrors LA into the uncharacterized half. The  

key here is that the excitation is also mirrored, so that when one line is driven, its 
- 

mirror is also driven. The find matrix consists of just LA. which has built in the 
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fact that its mirror is driven in tandem, and all coupling is correctly accommodated 

for this specialized excitation. If this mirrored excitation fits the modeling needs of 

the problem, then mirroring c;m dramatically reduce the characterization time. Not 

all simulators provide PMCs, so if one is not available, then symmetry cannot be 

exploited for model simplifications. 

9.8 Approaches for Specific Interconnects 

The theory developed in the chapter up to this point is sufficient to characterize a 

wide variety of interconnects. While an essentially infinite number of variations exist 

for characterizing any one interconnect, this section outlines simple approaches for 

two common interconnects. The techniques rely on the two-sample approach because 

the interiors are difficult to probe. 

9.8.1 QFP 

The QFP presents some difficulties in sample preparation. Ideally, two inserts are 

fabricated with bondable pad locations for the wirebonds. The first insert, used 

for characterizing inductance and resistance, simply shorts all pads together with 

a sheet of good conductor, and an aluminized die is ideal. The second insert, for 

capacitance, has all pads isolated; however, this sample is expensive due to the cost 

of the custom insert. The insert and wirebonds can be omitted, but then the model 

will not incorporate the contribution of the wirebonds to the capacitance. The two 

samples are fabricated with the inserts using the regular assembly process. 

The samples are mounted over a ground plane at the approximate distance 

the part would normally experience. For capacitance, the distance is important 

for obtaining the correct capacitance to ground. For inductance, the distance is 

important for generating the correct strength of the eddy currents (which lower 

inductance) in the ground plane. A setup is suggested in Figure 9.9a. Each lead is 

probed with the probe tip on the lead and the probe ground on the ground plane. 

The two samples are set up and probed in exactly the same way except that the 
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Coaxial Probe 

(Option 2) 

; %p .b " V ,  

9 $E I I 

Open Shorted 
Insert Insert 

. ............. .... .. .......... ..... ; Coaxial Probe 

Shorting Contact 

(b) Edge Connector 

Figure 9.9. Suggested set ups for characterizing QFP packages, edge connectors. 

and similar structures. 
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inductance sample requires a connection to the ground plane to complete the loop. 

The figwe shows two approaches for making this connection for the inductance 

characterization. 

In the first option, one or more of the leads of the package are shorted to groulld. 

Since all of the leads are shorted together on the die insert. then a closed loop is 

formed by each of the remaining leads through this short to ground. The inductances 

of these loops and the mutual inductances between them are then characterized. The 

advantage of this option is that the sample needs no further preparation after sample 

construction. If the pin assignments of the package are known, it can be convenient 

to short all of the ground leads to the ground plane so that no renormalization is 

needed after the model is constructed, although the model is not then reusable for 

different ground pin assignments. 

In the second option, a stud is inserted into the package t,o short the die insert to 

the ground plane. The advantage uf this option is that the leads can be characterized 

to higher frequencies due to the lower loop inductances resulting from smaller loop 

areas. A second advantage is that every lead in the package can be characterized. 

so the model can be used for any pin assignment. 

Using the setup in Figure 9.9, physical interference between the two coaxial 

probes can make characterization of two closely spaced leads difficult. The setup 

described below for BGAs can also be used to characterize QFPs and edge connec- 

tors, and that setup minimizes mechanical interference between the probes. 

9.8.2 Edge Connectors 

Edge connectors can be characterized in the same way as QFPs, except the two 

samples are formed by using different inserts. For capacitance measurements, an 

insert with all of the pads open-circuited is inserted into the connector with the 

connector isolated from the ground plane. It is important to use an insert so that 

the dielectric loading of the PCB is included. For inductance, the insert has all of 

the pads shorted together, and the connector has one or more pins shorted to the 

ground plane to complete the loop. 
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Sample preparation for wireboncltd BGAs proceeds in the same manner as for QFPs. 

For flipchip BGAs, sample preparation is particularly easy. Rather than use die 

inserts, the die site can be left open-circuited for the capacitance sample, while for 

the inductance sample, all connections at the die site can be shorted together with 

a sheet of good conductor soldered or epoxied (with conductive paste) into place. 

Probing of BGA samples will typically be difficult without special hardware 

because of the irregular locations of the ground balls. One approach suggested in 

Figure 9.10 is to fabricate a printed circuit board with vias connecting landing 

pads on one side to probe pads on the other. The probe side has a gridded ground 

plane, isolated from each probe pad site, for contact by the probe ground. This 

setup enables probe contact to each BGA ball (through the via) while contacting 

the ground plane nearby. For the capacitance sample, all probe pads are left open- 

circuited with respect to the gridded ground plane. For the inductance sample the 

loop must be closed, and there are two options. In the first option, one signal lead 

Coaxial Probe 

Short to 
Ground 

Gridding for Via Clearance 

Figure 9.10. Measurement setup for characterizing a BGA. The short to ground 

is needed for inductance/resistance characterization only. 
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probe pad is shorted to the gridded ground, while in the second, all of the ground 

lead pads are shorted to the gridded ground. The advantages and disadvantages of 

each are the same as for the QFP setup. 

The setup in Figure 9.10 is convenient for any package, socket, and connector. 

Its main drawback is the need for custom PCBs to mount the package. For BGAs, 

edge connectors, and sockets on a standard pitch, a single design suffices, but for 

QFPs a new card can be required for every characterization. 

9.8.4 Internal Nodes 

The BGA package in Figure (3.4 has an internal plane connecting several leads to  

the die (Path A) and several to the PCB (Path B). With the two-sample approach, 

it is not possible to resolve the individual partial inductances in Path A, since they 

are shorted together at both ends. Characterization will result in a model similar to 

Figure 9.13c, where the partial inductance of Path A is common to  the individually 

characterized partial indlictances of Path B and appears folded into the partial self- 

and mutual inductances of Path B. 

9.9 General Topology 

Prior sections show how an interconnect topology can be assumed and then fitted to 

a data set with a custom extraction methodology. For more complex networks, the 

interconnect topologies may be a poor fit, and a general-purpose topology can be 

required. Unfortunately, a general topology will usually require frequency-dependent 

components. 

A circuit topology for implementing arbitrary admittance matrices is derivable 

using induction. For a 1 x 1 admittance matrix, a single admittance value is sufficient 

to implement the matrix. Assume that a network exists to implement an arbitrary 

N x N admittance matrix called F N .  An additional port can be added to  the circuit 

by connecting admittances between the new port and all lV of the old ports plus an 

admittance to  ground, then the (N + 1) x (N + 1) circuit in Figure. 9.11 is obtained. 

Solving Kirchhoff's current law a t  each node yields the relations 
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In matrix form, this result can be rewritten as 

The new (N + 1) x (N + 1) admittance matrix is 

Each new entry in the (N + 1)th row and column includes a new and arbitrary 

admittance. Therefore, the new matrix can represent an arbitrary (N + 1) x (N + 1) 

admittance matrix as long as the N x N admittance matrix is also general. Since 

the process can start with the arbitrary 1 x 1 matrix, a general admittance matrix 

of any size can be built up by successively adding one port. 

For any N x N admittance matrix, a circuit representation is constructed by 

tying each port to every other port, and to ground, with an admittance. The value of 

the admittance between port i and port j is just -Kj. The value of the admittance 
N from port i to ground is just C j,l Y,. Note the similarity to the implementation 

of the capacitance matrix. 

As an example, consider the construction of a 2 x 2 network starting with the 

1 x 1 in Figure 9.12a. Adding a second port yields the circuit in Figure 9.12b by 

connecting the second port to the first with the admittance Y2 and to ground with 

Y3. From (9.22), the new admittance matrix is the old with Y2 added to Yll, and 

new elements Yl2 = Y2 1 = - Y2 and Y22 = Y2 + Y3. The resulting admittance matrix 
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Figure 9.12. Construction of a 2 x 2 admittance network (a ii-network) from a 

1 x 1 network. 

This result is derived differently in problem 13 of chapter 4. 

Multidrop Nets 

Multidrop nets connect together several points in a circuit. For example, in Fig- 

ure 9.13a, four nodes in a circuit are connected together with a three-drop net. 

where one node is considered to be the input. Assuming that the lumped approxi- 

mation holds for the net, an intuitive approach models each segment with a resis- 

tor and inductor to achieve the schematic in Figure 9.13b. However, the model's 

component values are not obvious from a multiport S-parameter (or equivalent) 

data set. An extraction strategy is needed, and optimization is often used. A1terna.- 

tively, a general frequency-dependent model using the technique in section 9.9 can 

be constructed, but frequency-dependent models can be difficdt to implement in 

time-domain simulators. 

Or, an equivalent model can be extracted using the theory in section 9.2 to obtain 

a frequency-independent model (within limits) with a straightforward extraction 

methodology. By grounding node 1, the assumed input port, a threeport impedance 



Inductance 
Mutual lnductance Resislance Transresisrance 

Figure 9.13. Multidrop net and modeling approaches: (a) a four-terminal, thwdrop  net, (b) intuitive model by sections, 

(c) model using a lumped extraction methodology. 
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matrix characterization yields a three-conductor resistive/inductive impedance mo- 

del, similar to that in Figure 9.1, through the application of (9.5) and (9.6). By 

tying the ends of the interconnects together at node 1, the model in Figure 9 . 1 3 ~  is 

obtained. 

Planes often have multiple contact points, as shown in Figure 9.4, that can be 

treated as internal nodes. Planes can also be viewed as multidrop nets and modeled 

as such. Givcn the heavier mathematical load with internal node modeling (see 

section 9.4), multidrop net models for planes are simpler to produce. 

9.1 1 Exercises 

1. A five-lead interconnect with a common grounded return is shorted to ground 

at the far end. Port 1 of a 500 VNA is applied at the near end bet,ween lead 3 

and ground, while port 2 is applied between lead 5 and ground. All other leads 

remain open. At lOOMHz, the measured S-parameters are 

Find and sketch a lumped model for these two leads. 

2. (a) Without using vector notation shortcuts, write the mesh analyses equa- 

tions for the three-conductor interconnect in Figure 9.14. 

(b) Rearrange the equations and show how the results are equivalent to (9.2). 

3. (a) Without using vector notation shortcuts, write the nodal analyses equa- 

tions for the three-conductor interconnect in Figure 9.15. 

(b) Rearrange the equations and show how the results are equivalent to (9.3). 

4. A lossless 150Q transmission line with O.lns of delay is to he modeled with 

a n-network. Derive and sketch the circuit. Over what bandwidth can this 

model be used? What is the fastest rise time that the model supports? 
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Figure 9.14. A three-conductor interconnect lumped model with resistance and 

inductance, for problem 2. 

Figure 9.15. A three-conductor interconnect lumped model with capacitance, for 

problem 3. 

5. For a lossless 600 transmission line with c , ~  = 4, what is the longest section 

that can be modeled with a single T- or T-model for signals with edge rates 

down to 2ns? 

6. For a lossless transmission line, the lumped approximation requires that 

tan(pd) FZ pd, where p = w f i .  Define the error in the approximation as 

E = (/?d - t an(pd))/ tan(pd), then what is the allowed bandwidth for 1 r 1 < 5%? 

How does the result compare to (9.20)? 

7. Apply the iterative impedance concept directly to the input impedance of a 
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transmission line given by (2.66) in chapter 2. What happens, and what does 

the result mean? 

8. A branched network is shown in Figure 9.16. 

(a) Use the two-sample method to find a 2 x 2 inductance matrix and a 

capacitor value that describe the network. 

(b) Sketch a model for the circuit using the topology of Figure 9.1. 

Port 3 M3 
Figure 9.16. A branched network, for problem 8. 





Chapter 10 

WIDEBAND MODELING 

Single lumped models with fixed component values are usable over a very broad 

bandwidth, from DC to an upper frequency limit where the lumped approximation 

breaks down. To capture high-frequency detail, including skin effects and propaga- 

tion delays, more complex models are required. Enhanced models that exceed the 

frequency range of fixed-value single lumped models are termed wideband models. 

Transmission lines are describable in precise mathematical terms, so several spe- 

cialized wideband techniques are available for them, including multilumped models 

and modal decompositions. 

General networks described by multiport frequency-dependent data can be im- 

plemented using a variety of techniques. A frequency-dependent circuit can be ex- 

tracted from the network's admittance matrix, but many simulators do not work 

well, if a t  all, with frequency-dependent components. Alternatively, a ladder net- 

work with frequency-independent components can be synthesized after fitting the 

data with a rational function approximation. Or, a circuit topology can be guessed 

and then fitted to the data either manually or semiautomatically. 

Failure to include sufficient bandwidth in interconnect models can lead to  seri- 

ous defects in simulation results. Timing can be affected by inaccurate delay. Noise 

margins can be exceeded due to excessive overshoot, undershoot, and ringing. Lack 

of frequency-dependent losses can cause edge rates that are too fast, leading t o  over- 

stirnations of crosstalk and simultaneous switching noise. Lack of high-frequency 

losses can also lead to nonphysical, high-frequency oscillations in the simulation. 

345 
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10.1 Transmission Line Lumped Modeling 

Because of the uniformity along its length, transmission line lumped models can 

be subdivided into sections to increase bandwidth. While most simulators include 

a transmission line model, lumped models of transmission lines can speed up sim- 

ulations and reduce convergence problems. Many interconnects form approximate 

transmission lines where lumped modeling can be very useful. Bandwidth issues for 

transmission lines provides good insight for many interconnects. 

10.1.1 Limits of Lumped Modeling 

Lumped models are usable only up to  a maximum frequency where the lumped ap- 

proximation fails. In chapter 9, section 9.6 it is shown that the maximum frequency 

for lumped K- and T-models for less than 5% error is (repeated here from (9.20)) 

Assuming that f,,, = l/t,, where t, is the shortest edge rate in the digital signal, 

then (10.1) implies that 

Any simulation with the model must restrict all signals traversing the lumped model 

to edge rates greater than or equal t o  this value. If the T- or T-model represents an 

actual transmission line, then the delay (time of flight) of the transmission line is 

td = and (10.2) yields 

Alternatively, since d = vptd, then 

where w, is the phase velocity of the transmission line. The two inequalities in (10.1) 

and (10.3) provide limits on the model computed in either the frequency or time 

domains. Both state that the rise/fall time must be long compared to the time of 

flight of the transmission line for the lumped model to be valid. 
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10.1.2 Multilumped Models 

Lurllped lnodels can be cascaded to create wide bandwidth interconnect models. 1f a 

line is two times too long for a lumped model, then simply cut it in half and model 

the two parts separately. Because each section is half the length of the original, 

the bandwidth is doubled. This process can be extended to provide the needed 

bandwidth for an interconnect of any length. However, large numbers of lumped 

sections can lead to slow runtimes. 

As an example, consider a 15crn-long transmission line with an effective dielectric 

constant of 4 that will need to support signals with an edge rate as fast as Ins. The 

phase velocity is 3 x 10~/&m/s,  so (10.4) provides that lo-' > 10d/1.5 x 10'. 

or d < 1.5cm. Since the line needs t o  be 15cm long, then a cascade of 10 T- or 

T-models is required. The effects of lumping for this example are clearly visible in 

Figure 10.1, where different levds of lumping are compared to the full transmission 

line simulation using the SPICE transmission line model. The results using the 
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Figure 10.1. Simulation of a transmission line with a multilumped model can be 

very accurate. 
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multilumped model with 10 lumps is almost indistinguishable from that using t,he 

transmission line model. 

Transmission line models can sometimes cause convergence problems and/or 

slow runtimes. In these cases, simulation performance can be improved, sometimes 

dramatically, by replacing the transmission line model with a multilumped model. 

Time-Domain Reflectometry 

Timedomain reflectometry (TDR) offers a convenient met hod to obtain multi- 

lumped models under certain circumstances. When losses are low and coupling 

is minimal, a TDR can provide information on the impedance and total delay of 

sections of an interconnect. Using impedance profile extraction (chapter 8, sec- 

tion 8.4.3) or layer peeling (chapter 8, section 8.4.4), an accurate wideband multi- 

lumped model of an interconnect can be constructed. 

2 0  Simulation of 3D Structures 

Long interconnects routed on an orthogonaI grid (Manhattan routing) over unbro- 

ken ground planes can be accurately modeled using two-dimensional decomposition. 

As suggested in Figure 10.2, the structure is sliced to produce short interconnects 

that satisfy (10.2) or a similar limit. Each slice is then simulated with a 2D elec- 

tromagnetic simulator to  find the inductance, capacitance, and resistance matrices 

per-unit-length for all of the conductors. The results from the slices are cascaded 

to produce a model of the whole interconnect structure. 

Many commercial simulators are based on this technique, and they are very 

accurate as long as the underlying assumptions are satisfied. Compared to full 3D 

simulation, the technique is very fast and can solve very large problems. Full-scale 

printed circuit boards are easily accommodated. 

10.2 Coupled Transmission Lines 

Coupled transmission lines often occur in bus structures and areas of high wiring 

congestion. Because of the strong crosstalk, accurate simulation requires a model 
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Slice 1 

Slice 2 

Slice 3 

Figure 10.2. A section of orthogonal routing can be sectioned to enable charac- 

terization by repeated 2D analyses. 

of the full coupled structure. Multilumped models can be used, but the mathe- 

matics of coupled transmission lines enable an elegant solution based on modal 

decomposition, with powerful applications in modeling and theory. The equations 

of coupled transmission lines are derived first, followed by a derivation of the modal 

decomposition and then some applications. 

10.2.1 Telegrapher Equations 

Consider the lumped L-network in Figure 10.3. Note that this figure is very similar 

to  Figure 9.1 in chapter 9, except that the currents zR are reversed to facilitate 

cascading multiple sections. Kirchhoff 's voltage law requires 

- -L 
vR - -L L =a2 v =-Rz - L -  

at' 

while Kirchhoff's current law requires 
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Figure 10.3. A differential secttion of a multiconductor transmission line suitable for 

cascading. All of the mutual inductors and most of the capacitors and conductances 

are omitted for clarity. 

Divide through each by the length of the segment, Az, to obt,ain 

and 

Let As -+ 0 to shrink the segment to an infinitesimal length to obtain 

and 
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- - - -  
where r ,  l ,  9, and 5 are the per-unit-length resistance, inductance, conductance, 

and capacitance matrices, respectively. Equations (10.5) and (10.6) are collectively 

called the telegrapher equations. By incorporating the telegrapher equations directly 

into the simulator, simulation times of long transmission lines can be significantly 

reduced compared to multilumped models. 

The most common transmission line model in SPICElike simulators is a single 

line with frequency-independent per-unit-length matrices. Therefore, skin effects 

and crosstaIk cannot be modeled. In many circumstances, the dominant electrical 

effects are provided by the impedance and delay of the transmission line, so this 

implementation of the telegrapher equations is still quite useful. 

More complex implementations of the telegrapher equations are the  focus of 

ongoing research projects, and many viable formulations have been proposed. As 

time goes by, the transmission line capabilities built into circuit simulators will 

advance. One of the mature techniques for simulating multiconductor interconnects 

is modal decomposition. 

10.2.2 Modal Decomposition 

In chapter 5, section 5.8, modal decomposition of inductance matrices is used to 

replace the full and dense N x N inductance matrix with N linearly independent cir- 

cuits. The terminal voltages and currents are broken into components corresponding 

to the modes of the inductance matrix (the eigenvectors). The circuit behavior of 

each mode is computed separately using the modal inductances (the eigenvalues), 

and the results of all the modes are recombined to obtain the complete circuit behav- 

ior. With a modal decomposition, the effect of the mutual inductances is completely 

simulated while not actually using a mutual inductance circuit element. 

The same approach can be used to solve the telegrapher equations. The per- 

unit-length inductance and capacitance matrices are processed to produce a modal 

decomposition. Each mode represents a single isolated transmission line that is an- 

alyzed separately. The overall response of the coupled lines is then the recombined 
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modal results. With a modal decomposition, the circuit response is based on simula- 

tions using single uncoupled transmission lines, and i t  is not necessary to implement 

a transmission line solver to cover the general N-line coupled case; the singl+line 

solver can just be reused. In total, N conductors plus a common return path leads 

to N eigenvalues, N modes, and N decoupled transmission lines. 

Consider the loss-free case with F = 3 = 0. Eliminating between (10.5) and 

(10.6) yields the voltage wave equation 

- - 

The product 2 2 forms a new square matrix that is not symmetric even though 7 
- 

and are symmetric. However, & can still be diagonalized as 

- - - 
where contains the eigenvalues of Z F ,  and Tv is constructed as in chapter 5, 

- 
equation (5.57), using the eigenvectors of Z F .  Note that (5.58) does not hold because 
-- =- I 
?F is not symmetric. Substituting (10.8) into (10.7) and multiplying through by T ,  

yields 

Defining the modal voltages as 

then 

- 
which are decoupled since is diagonal. 

If 5 is eliminated between (10.5) and (10.6) instead of 5, then a current wave 

equation is found as 
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Note that and ? are reversed compared to (10.7). The matrix products F I  and Pi? 
have the same eigenvalues but not the same cigenvectors. This follows since a matrix 

=T - - -T,T =- 
and its transpose have the same determinant, i.e., 1 A I = IA/, and (8)T = 7 c = PC 

- 

since and 2 are symmetric. 

The modal currents are then defined as 

A - 
where TI  is constructed from the eigenvectors of ?. The wave equation for each 

modal current is then 

where 7 is shared with (10.10) and 

- 
Since is diagonal, (10.10) and (10.12) are decoupled. Rather than solve one 

N x N multiconductor transmission line problem, the modal decomposition allows 

the simultaneous solution of N single transmission line problems. 

Single transmission lines are characterized by their characteristic impedance. 

Z,, and their total delay, td = d/vp,  where d is the line length and v, is the phase 

velocity or speed of light on the line. So far, i t  has been shown that multiconductor 

transmission lines can be decomposed into decoupled single transmission lines that 

each propagate a single mode. It is now time to find the characteristic impedances 

and delays for the decoupled transmission lines. 

Using (10.9) and (10.11) to replace the voltages and currents in the telegrapher 

equations given by (10.5) and (10.6) (with ? = = 0) yields 

and 
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Define new modal inductance and capacitance matrices as 

and 

- 
If ?, and Em are diagonal, then the needed single transmission line parameters are 

available by inspection. 

From (10.8), 

- - 
A similar manipulation on (10.13) yields X = Zrn 7,. 

- 
Eliminating 2, yields 

- 
Since matrices commute only when both are diagonal, Zc, must be diagonal (1 is 

- 
already known to be diagonal). From a similar derivation, Zrn can also be shown to 

be diagonal. Substituting the diagonal modal inductance and capacitance matrices 

into (10.14) and (10.15) leads to 

and 

These two equations are exactly the same as in chapter 2, (2.5) and (2.6), except 

that the voltage, current, inductance, and capacitance apply to modal quantities. 

The characteristic impedance of the jth modal transmission line is 2, = ,/=, 
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and its phme velocity is 4 = l / , / G .  The length of each modal t,ransrnission 

line is just that of the multiconductor transmission line. 
- - 

A sign ambiguity exists in Tv and T I .  Eigenvalue problems solve the equation 
- - 
A% = XZ. For any solution Xi with its matching eigenvector Ti ,  the vector -Ti is 

- - 
also a solution. When the eigenvectors are assembled into and T I ,  these sign 

ambiguities can cause decomposition into nonphysical modes represented by nega- 

tive modal inductances and capacitances on the diagonals of (10.16) and (10.17). 
- 

The sign ambiguities can be corrected by computing z, and forcing all terms t o  be 
- - - 

positive. Keeping the original Tv and el a corrected version of Tv can be computed 

from (10.16) as 

- 
The corrected F ,  can then be computed from (10.17) using the original T I  and z. 

Homogeneous Materials 

If all of the electric field lines see only a single dielectric, then the phase velocities 

of all of the modes are equal to 

where e, is the dielectric constant of the material and c, = 3 x lo8m/s (speed of 
- 

light in free space). In this case, is known because all diagonal terms equal l/$, 

then (10.8) simplifies as 

If is known, then 
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- 

Similarly. Z can be found from 7. Therefore, the computational load can be halved by 

computing only one matrix then using matrix inversion to find the other. Often the 

trick is t o  compute inductance from capacitance, but since partial inductance formu- 

las are readily available, analytical modeling can often go the other way. However, 

the underlying assumption of (10.18) is that there are no losses, so the inductance 

must not include internal inductance. 

Manual Implementation 

While a hard-coded implementation provides the best performance, multiconduc- 

tor transmission lines can be manually implemented in any circuit simulator. The 

voltages and currents at each end of the multiconductor transmission line are trans- 

formed into the modal voltages and currents, which are then propagated on de- 

coupled transmission lines. I t  is assumed that the per-unit-lengt h inductance and 

capacitance matrices are known. 
- 

Two eigenvalue problems must be solved. The eigenvectors of e? are computed, 

ort hogonalized and normalized through application of the GramSchmidt orthonor- 
- 

malization process. The eigenvectors are then assembled to form Tv.  The process 
- - - 

is repeated for ZZ, and TI  is formed. With F v  and T I  known, the parameters of the 
- 

decoupled lines, zm and Em, are computed. Additional calculations may be required 

to eliminate sign ambiguities. 

For an N-conductor transmission line (not counting the return ~ a t h ) ,  there are 

N decoupled modal transmission lines in a modal decomposition. The voltages and 

currents at each end where the multiconductor transmission line attaches to the 

circuit must be coupled t o  the ends of the modal transmission lines. The approach 

described here takes the currents to the multiconductor transmission line and trans- 

forms them t o  modaI currents, which are then applied as sources to the modal trans- 

mission lines. The modal voltages on these modal current sources are transformed 

to  voltages and applied back to the circuit as sources where the multiconductor 

transmission line attaches. 
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An N-conductor transmission line is sketched in Figure 10.4. A circuit t o  model 

a multiconductor transmission line is shown in Figure 10.5. The two ends of the 

multiconductor transmission line are treated identically. For terminals 1 t o  N, the 

terminal voltages are computed from (10.9) using the modal voltages v,l through 

v , ~  taken from the modal transmission lines. N sources arc required for each 

terminal and are connected in series to allow the circuit simulator to perform the 

summation. The terminal currents il through i N  are detected and used to construct 

the modal currents iml through imN using (10.11). N sources are applied across 

each modal transmission line, where again the simulator perforrrw the su~~matior i .  

For terminals (N+1) to 2 N ,  the same transformations are applied with appropriate 

modifications. 

10.2.3 Modal Decomposition Examples 

Modal decomposition offers a rich framework for examining signal integrity ques- 

tions in detail. A numerical example is followed by two analytical examples. Addi- 

tional analytical work appears in chapter 11, section 11.3 on the subject of multi- 

conductor termination. 

Five-Conductor Transmission Line 

A five-conductor multiconductor transmission line is shown irr Figure 10.6. The in- 

ductance matrix in nH/m computed from a magnetostatic finite-element simulation 

is 
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Figure 10.4. Representative N-conductor transmission line with two sets of iV 

terminals. 

Figure 10.5. Modal decomposition using decoupled transmission lines to model an 

N-conductor transmission line. 
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Figure 10.6. Cross section of a five-conductor multiconductor t,ra,nsmission line. 

All conductors have zero resistivity and all dielectrics are lossless. 

while the capacitance matrix in pF/m from an electrostatic finit P-element simulation 

The program in Appendix D takes this data and produces SPICE subcircuit models. 

also in the Appendix, that implement both a modal decomposition and a brute-force 

multilumped model. The multilumped model is lumped to accommodate edge rates 

down to Ins. Both subcircuits are used in the test circuit in Figure 10.7 to compute 

near-end and far-end noise for an actively switching line and a quiet line. For the 

near-end waveforms, the comput'ed results with 2ns edge rates on t.he voltage sources 

are shown in Figure 10.8, while the far-end waveforms are shown in Figure 10.9. In 

both cases the two models agree quite closely. By dropping the edge rates on the 

voltage sources down to 0.2ns, the lumped model no longer has sufficient bandwidth. 

The near-end waveforms fur. this case are shown in Figure 10.10, where ringing is 

observable on waveforms simulated using the Iumped model. In this example, the 

lumped model does not introduce gross errors; however, the ringing does obscure 

some detail, leading to  less drammatic depiction of pulse reflection and capacitive 

charging. 
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Figure 10.7. Schematic for simulations with the five-conductor transmission line 

models. 

Even and Odd Modes 

Consider a two-conductor transmission line composed of identical single lines that 

are close enough together to couple. Since the physical structure is symmetric, the 

inductance and mpacitance matrices are symmetric, too. Writing 

and 



Time, ns 

Figure 10.8. Waveforms at the inputs of lines 1 and 3 comparing SPICE simula- 

tions using modal decomposition and multilumped modeling. 

Time, ns 

Figure 10.9. Waveforms at the outputs of lines 1 and 3 comparing SPICE simula- 

tions using modal decomposition and multilumped modeling. 
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-1.5 
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0 3 t O  15 20 

Time, ns 

Figure 10.10. Waveforms at the inputs of lines 1 and 3 with insufficient bandwidth 

for the multilumped model. The ringing in the simulation using the lumped model 

is caused by a 0.2ns edge rate signal being driven into a model designed for edge 

rates down to Ins. 

- - 
then the eigenvalue problems for ? F and F 2 yield 

Note that 

From (10.9), the modal voltages are 



Section 10.2. Coupled Transmission Lines 363 

Plane of Symmetry 
I 

Plane of Symmetry 
I 

(a) even mode (b) odd mode 

Figure 10.11. Example of mode excitation for symmetric coupled microstrip lines. 

where zq and u2 are the voltages driving lines 1 and 2, respectively. Two special 

cases are immediately apparent. If vl = vz, then Y,Z = 0, and only the first modal 

transmission line is excited. This case is depicted in Figure 10.1 l a ,  where the exci- 

tation is symmetric with respect to the plane of symmetry for these identical lines. 

Because the excitation is symmetric, the first mode is called the even mode. Sim- 

ilarly, if vl = -v2, then u,l = 0, and only the second modal transmission line is 

excited. As sketched in Figure lO.llb, the driving voltages i11 this case are antisym- 

metric, so the second mode is called the odd mode. If the coupled pair of lines are 

driven with any other voltages, then both the even and odd modes are excited. 

The plane of symmetry can be exploited to compute even- and odd-mode phase 

velocities and impedances. For the even mode, the tangential magnetic field is zero 

on the plane of symmetry. A perfect magnetic conductor (PMC) boundary placed at 

the plane of symmetry can enforce a vanishing tangential magnetic field to enable 

the computation of the properties of the even mode. Similarly, a perfect electric 

conductor (PEC) can enforce a vanishing tangential electric field to facilitate com- 

putations for the odd mode. In addition to delineating the modes, the PMC and 

PEC boundaries cut the computational domain in half for substantial reduction in 

computation time and resources. 

The modal inductance and capacitance matrices can be found using (10.16) and 

(10.17) to obtain 



364 Wideband Modeling Chapter 10 

and 

which are diagonal, as expected. The even- and odd-mode characteristic impedances 

are 

respectively, while the even- and odd-mode phase velocities are 

A schematic implementing the modal decomposition of the symmetric coupled trans- 

mission lines is shown in Figure 10.12 for a line of length d. 

For weak coupling, when l? >> m and c >> c,, then 
I , 

+ 
Vm3 

C-C , 

t d = d  JW fi - 

Figure 10.12. Schematic implementation of symmetric coupled transmission lines 

using modal decomposition into two isolated transmission lines. 
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where 2, = f l  is the characteristic impedance of an isolated line. This relation- 

ship shows that increasing Z,, always means decreasing Zoo. 

Crosstalk on a Symmetric Pair of Lines 

Consider a pair of long, symmetric coupled transmission lines with the ports num- 

bered as  shown in Figure 10.4. For any excitation at ports 1 and 2, the modal 

voltages are given by (10.21). 

Near-end Crosstalk 

The modal currents are derived from impedance relationships as 

The terminal currents at ports 1 and 2 can be found from the modal currents as 

Let port 2 be terminated in an impedance Z2. The voltage at port 2 is then 

where the negative sign accounts for the direction of current flow. Solving for v2/u1 

to obtain a coefficient for the near-end crosstalk noise yields 

It  is readily apparent that the largest crosstalk occurs for port 2 open-circuited. 

then the familiar worst-case near-end crosstalk formula is 
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An endless variety of special cases can be considered. To consider just one. 

assume that Z2 = fi (the matched condition for the isolated line) and that the 

coupling is weak. The even-mode impedance is 

and similarly, the odd-mode impedance is 

Substitnting these into (10.28) along with (10.26) and dropping second order small 

terms yields 

which matches the heuristically derived result in (2.62). 

Far-end Crosstaf k 

The modal voltages injected onto the coupled pair of transmission lines propagate 

to ports 3 and 4 with delays governed by the modal phase velocities. Assuming 

that all the ports are sufficiently matched so that reflected wave amplitudes are 

negligible, then the modal voltages at ports 3 and 4 can be written from (10.21) as: 

where d is the length of the coupled pair of lines. The voltages at ports 3 and 4 are 
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In a homogeneous medium, a11 of the transverse electromag~ietic lnodes have the 

same phase velocity, so for a symmetric two-line system u,  = u,. In this case, the 

voltages from line 1 cancel, leaving 

which is just the time-delayed version of any signal driven at port 2. Specifically, 

there is no dependence on vl, so there is no crosstalk. While a symmetric pair of 

transmission lines in a homogeneous medium has near-end crosstalk, there is no 

far-end crosstalk. 

The far-end cancellation fails when v, # v,, and a pulse crosstalk waveform 

results. Assume that no signal drives port 2 so that just the crosstalk appears at. 

port 4, then from (10.33) 

With longer lines, less cancellation occurs as the two shifted versions of vl get 

farther out of alignment, and a larger pulse results. The generation of a crosstalk 

noise pulse is sketched in Figure 10.13 for a low-to-high transition. Here, the even 

mode is shown slower than the odd mode since, for microstrip-like lines, the even 

waveform at 
odd mode velocity 

Vl ,peak H 

- d - d 
"0 

' crosstalk waveform 
Ue 

Figure 10.13. Sketch of far-end cro~st~alk resulting from unequal even- and odd- 

mode phase velocities after propagating a distance d. 
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mode has more electric flux in the dielectric, leading to a higher effective dielectric 

constant and lower phase velocity. For triangular edges and time shifts less than the 

rise time, then 

For weak coupling, 

and 

Substituting these into (10.35) yields the far-end crosstalk peak voltage 

where 2, = m, the characteristic impedance of the isolated line. This is the 

same result derived heuristically in chapter 2, equation (2.61). 

10.3 Skin Effect Models 

The skin effect and current crowding are, in general, frequency-dependent phenom- 

ena. While the black box modeling technique in section 10.4 can be applied to 

model skin effects, in many cases simple models are sufficient. Two approaches are 

the PEEC method and ladder networks. 

The PEEC method, discussed in chapter 7, section 7.3, can often be used to 

model skin effects and current crowding for short interconnects. To capture f re  

quency dependence in a time-domain simulator, the PEEC model is not reduced 

using (7.6). Given frequency-dependent data, perhaps obtained through measure- 

ment, a PEEC model cannot be synthesized, since (7.6) is not reversible. Therefore, 
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the PEEC method is good for a.nalytica1 work given geometrical information, but 

it is not good for modeling data. 

In chapter 7, section 7.4 it is shown that the frequency-depertdent resistance and 

inductance of coaxial waveguide can be described by a ladder network consisting of 

resistors and inductors, as suggested in Figure 7.9b. For other types uf transmission 

lines, the RL ladder network is still a good description and can be used to model 

frequency-dependence in interconnects. Except for the coaxial line, formulas based 

on geometrical information are not available t o  compute the component values of 

the RL ladder, so the component values must be obtained through optimization. 

Alternatively, a ladder can be synthesized using the technique in section 10.4. Deeper 

ladders provide better square root frequency dependence and wider frequency range. 

10.4 Black Box Modeling 

If nothing is known about a network, or the modeler chooses not to incorporate any 

knowledge, a black box model can be constructed that makes no claim to  a physical 

basis but that accurately reproduces the network's terminal characteristics. For 

each element of a frequency-dependent admittance (or impedance, or S-parameter, 

etc.) matrix, a rational function is fitted over a specified bandwidth. Simply put. 

the rational function is a representation of the network in terms of its complex 

poles and zeros. The rational function can be used directly in a circuit simulator, if 

supported, or a network can be synthesized that implements the rational function 

in terms of standard circuit elements. With this very general method, any network 

can be modeled and incorporated into a simulation. 

For example, consider the input impedance of a lossless transmission line shorted 

a t  the far end. The input impedance is given by 

where 2, = fi, k = w f i ,  and d are the line's characteristic impedance, propa- 

gation constant, and length. The input impedance is zero wheurver kd = nx, and 
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infinite whenever kd = $ + n*. A lumped model consisting of a series inductance 

only provides zero input impedance at w = 0. AS kd nears ~ / 2 ,  the input impedance 

of the rnodel fails to capture the rapidly increasing input impedance because the 

impedance of the inductor increases only linearly with frequency. The bandwidth 

of the lumped model can be improved by adding a capacitance to  ground; then the 

model works well until kd nears n. The bandwidth can be improved in increments 

of ~ / 2  by alternately adding series inductance or shunt capacitance. In pole-zero 

terminology, the problem lies in the fact that (10.37) contains an infinite number 

of poles and zeros. Each added series inductor or shunt capacitor adds a zero and a 

pole. In general, the useful bandwidth of a model is then determined by how many 

poles and zeros are included. 

Black box modeling can also be used to speed up simulations of existing circuits. 

A large linear circuit can be separately characterized and fitted with a rational 

function approximation, The new model is often called a macro model of the original 

circuit. Simulations with the macro model in place of the original circuit can achieve 

dramatic reductions in computation time with little to no loss of accuracy. 

The method outlined in this section uses rational functions consisting of poly- 

nomials. Rational polynomial functions can be difficult to implement for several 

reasons. It can be difficult to determine the orders of the polynomials (i.e., the 

number of poles and zeros); the calculation of the polynomial coefficients can be 

numerically unstable and/or inaccurate if the orders of the polynomials become 

large or the bandwidth of the data becomes too great; and, the user must often 

write, debug, and validate software. Given these difficulties, a rational polynomial 

function may at  times be the only option, and they can often work quite well. 

This section presents a simple but complete method for synthesizing a network 

using rational polynomial function approximation and continued fractions. More 

advanced techniques are needed to overcome some of the method's limitations, but 

these are beyond the scope of this book. The method is a good introduction and 

still quite useful in its own right. 
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10.4.1 Single Port 

Most of the detail required to implement a rational polynorr~ial function approxi- 

mation is illuminated by the one-port problem. Assume that the input admittance 

Y of a one-port network has been obtained at  P frequeixies. A general rational 

polynomial function for Y is 

a0 + als + a2s2 + . - + ~ M S "  
Y ( s )  = (10.38) 

bo + b l s  + b2s2 + . . . + ~ N S ~  ' 

If the data is acquired from a network that is lumped, linear, and time invariant? 

then the coefficients ai and bi are real. 

Evaluating (10.38) at each of the P frequencies and cross-n~ultiplying yields 

To put (10.39) into a convenient matrix form, define the column vectors 

and define the matrices 
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and 

Then, (10.39) can be recast as 

or equivalently, 

So that ii and 6 are computed as real numbers, (10.41) can be rearranged by 
- - 

breaking and B into real and imaginary parts as 

and 

Then (10.41) becomes 

which can be solved using real math. 

There are several approaches to solving (10.42). In a direct approach, choose 

bo = 1 and plug into (10.42) to reduce it to the standard linear algebra problem 
- - 
AT = 6. The result is 
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where 

and 

If 2P = M + N + 1, then (10.43) can be solved by matrix inversion to  find 7i  and 
I - 

b . If 2P > M + N + 1, then a least-squares solution is required, and many options 

are available including inversion of the normal equations, the QR algorithm, or the 

singular value decomposition. 

The set of equations in (10.43) becomes ill-conditioned as the bandwidth in- 

creases and as the orders of the polynomials increase. The condition of the matrix 

can be dramatically improved by scaling the frequency by the maximum frequency. 

The problem should be solved with the best numerical algorithm available in high 

precision, and the QR algorithm can achieve good results. For any given application, 

the bandwidth and polynomial orders require close attention to ensure an accurate 

rational function approximation. Polynomial approximations are generally better 

behaved if they are overconstrained, so oversampling to achieve 2 P  > M + N + 1 

is desirable. 

A fundamental question arises as to the values that should be selected for the 

polynomial orders, M and N. One strategy for automatic selection could start with 

A4 = N = 1, then compute the rational function approximation and the error 

between the approximation and the data. If the error is large, then increase M 

and/or N and repeat until the error drops below some specified cutoff value. For 
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large values of M and/or N ,  numerical instability results in large error, so the 

process is not guaranteed to work. If a sufficient fit has not been achieved, the only 

recourse is to reduce the bandwidth and try again (or switch to a more sophisticated 

fitting method). 

A different approach to solving (10.42) is to treat it as an eigenvalue problem. 

In the general case, 2P > M t N + 2, so (10.42) can be squared up by forming the 

normal equations. Multiplying through by the transpose yields 

and the left-hand side is now a square ( M + N + 2 )  x (M+N+2)  matrix. The standard 
- - 

eigenvalue problem is & = A3, so if X is zero, then &? = 0 and the form of (10.44) 

is recovered. The strategy is then to  solve (10.44) as an eigenvalue problem, pick 

an eigenvalue equal to or sufficiently near zero, and then the eigenvector associated 

with the eigenvalue provides a and 6. 
The eigenvalue method provides some help in choosing the polynomial orders. 

Choose M and N too small, and all of the eigenvalues are large. Choose them too 

large, and many near-zero eige~ivalues will appear. A good solution is obtained when 

there is just one near-zero eigenvalue. 

Even with careful selection of polynomial orders and careful computation of the 

polynomial coefficients, poles on the right-hand side of the complex plane can still 

appear. Interconnects are passive, hence stable, so no right-hand poles should be 

present in the model. Unfortunately, absence of right-hand poles cannot be guaran- 

teed. However, right-hand poles can be easily computed and removed, so a general- 

purpose, robust method can be constructed. Note that absence of right-hand poles 

ensures stability but not passivity. 

Right-Hand Pole Removal 

The first step in right-hand pole removal is the computation of the poles of the 

rational polynomial function given by (10.38). The N zeros of the denominator can 
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easily be found by solving for the eigenvalues of the N x N companion matrix 

Any zero with positive real part is discarded. 

Once the right-hand poles are eliminated, the denominator polynomial must be 

reconstructed from the remaining zeros. Assume that N' of the original N zeros 

remain; then the new polynomial is 

where pi are the remaining zeros. Note that the pi are either real or appear in com- 

plex conjugate pairs, so f (s) is still described by a polynomial with real coefficients. 

The product in (10.45) can be iteratively constructed by noting that 

M+l = ab, + C (abi + bi-l) S" bMs . (10.47) 

Repeated application with the starting polynomial set to f (s) = s + pl yields the 

new denominator polynomial. 

The new denominator means that the numerator coefficients are no longer valid. 

Since the denominator is known. (10.38) can be rearranged as 

where 
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is known. Evaluating (10.48) a t  P frequencies yields 

- t 7 

Y =xi, 
where 

and 7 and E take the same definitions from (10.41). To solve using only real math, 
I I I 

let = 7, + jTI, then (10.39) becomes 

Solution of this linear equation (and generally a least-squares problem) completes 

the rational function approximation with guaranteed absence of right-hand poles. 

Once a rational function approximation has been constructed for a given band- 

width, it is important to utilize the function only over that bandwidth. Particular 

care must be observed when using ramp functions to provide excitation in SPICE 

like simulations, since the corner at the transition from the triangular edge to  the 

flat section produces significant frequency components to very wide bandwidths. It 

may be necessary to provide filtering to limit the bandwidth of ramplike functions. 

Continued Fractions 

Rational polynomial functions can be rewritten as continued fractions. Since net- 

work analysis of ladder networks leads directly to continued fractions, then ladder 

networks can be synthesized from rational polynomial functions through continued 

fractions. To compute a continued fraction from a rational polynomial function, two 

formulas are needed. It is easily verified that 

and 
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which result from extracting the pole at infinity. These two equations to ladders 

in the First Cauer Form. A similar set of equations can be derived by extracting 

the pole at zero, leading to the Second Cauer Form. Because ladder networks are 

not unique, neither form is preferred. 

Each of equations (10.51) and (10.52) reduces the order of the numerator poly - 

nomiaI by one. After extraction of a term, the remaining rational function can be 

inverted to enable the repeated application of the formulas. The process continues 

until the entire rational function has been reduced. 

For example, assume that a rational function fits frequency-dependent admit- 

tance data and that M = N. Applying (10.51) extracts a constant admittance term 

that can be inverted to find a resistance for inclusion in a netlist. The remaining 

rational function represents an admittance in parallel to the resistor. Inverting the 

remaining rational function, it now describes impedance, and applying (10.52) ex- 

tracts an inductance (sL). The remaining rational function represents an impedance 

in series with the inductor. Inverting the remaining rational function yields an ad- 

mittance function, so we are back where we started except that the orders of the 

numerator and denominator have been reduced by one. This process is repeated to 

extract an RL ladder like the one in chapter 7, Figure 7.9b. 

The formulas can be applied differently to obtain a different ladder network. 

Again assume that a rational function fits frequency-dependent admittance data, 

but let N = M+ 1. Applying (10.52) extracts a capacitance (sC),  then immediately 

applying (10.51) (without invert,ing) extracts a parallel admittance. The remaining 

rational function represents admittance in parallel to the parallclcd RC circuit. In- 

verting the remaining rational function yields an impedance, and applying (10.52) 

and (10.51) yields a series resistance and inductance. Inverting the remaining ratio- 

nal function restarts the process. 

Example: Rational Function Approximation and Network Synthesis 

Using the program in Appendix B, the frequency-dependent impedance is computed 

for copper coax with an inner radius of 100pm, an outer radius of 400prn, and an 
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Table 10.1. Rational function approximation for a coaxial line with an inner radius 

of 100pm, an outer radius of 400pm, and an outer conductor thickness of 99pm. 

outer conductor thickness of 9Ypm. As discussed in chapter 7, section 7.4, a ladder 

network can be used to create a SPICE model that can reproduce the frequency- 

dependent terminal impedance while using only frequency-independent components. 

Applying (10.43) to set up and solve for a rational polynomial function a p  

proximation to the simulated terminal admittance yields the expansion listed in 

Table 10.1 when the data is fitted over the frequency range from 0.1OGMHz to 

1.06GHz. Note that frequency scaling of 1 .O6GHz is incorporated into Table 10.1. 

The rational function is converted into a continued fraction through repeated 

application of (10.51) and (lO.52), leading directly to the SPICE netlist. 

.subckt ladder 1 out 

Rpl 1 out 1.9990948+07 

L s l  1 2 2.782367e-07 

Rp2 2 out 3.336287e+01 

Ls2  2 3 4.055090e-09 

Rp3 3 out 1.614620e+Ol 

L s 3  3 4 7.901239e-09 

Rp4 4 out 6.923177e+00 
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L s 4  4 5 -1.467985e-08 

Rp5 5 out 2.205033e+01 

Ls5 5 6 4.368958e- 10 

RpB 6 out -1.810383e+01 

L s 6  6 7 3.073400e-08 

Rp7 7 out 5.538082e+00 

Ls7 7 8 3.162878e-08 

Rp8 8 out 2.493410e+00 

Ls8 8 9 1.090311e-07 

Rp9 9 out 1.302984e+00 

.ends ladder 

The input impedance of this network is computed in SPICE, converted to re- 

sistance and inductance, and plotted against the original computed data in Fig- 

ure 10.14. The agreement between the synthesized network and the data is excel- 

lent. At low frequencies, resistance dominates reactance and is more closely fitted. 

The SPICE model nicely extrapolates the terminal behavior. Note that the ladder 

is stable (no right-hand poles) but active (negative lumped component values). 

100 350 
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280 
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340 

Frequency, Hz 

Figure 10.14. Resistance and inductance comparison between frequency- 

dependent data and a synthesized SPICE model for a coaxial transmission line. 
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10.4.2 Multiple Ports 

An N-port network is described by a frequency-dependent N x N matrix. Funda- 

mentally, a rational function approximation is required for each matrix element. 

Assuming reciprocity, then N(N + 1)/2 rational function approximations are r+ 

quired. Each element can be fitted individually or simultaneously. 

If each element is fitted individually, then the methodology for the one-port 

circuit can be applied to  each matrix element. For each of the elements, the rational 

function approximations can be entirely different, or they can be constrained as 

desired. For example, the denominator polynomial can be computed once and then 

assumed to be the same for all remaining matrix elements by using the formulation 

in (10.50). 

Alternatively, all of the matrix elements can be fitted simultaneously. The fol- 

lowing sections demonstrate both techniques. 

Full Matrix Fit 

Assuming that each matrix element has the same poles, an admittance matrix for 

a Q-port circuit can be fitted as 

Applying the single-port methodology from (10.40), the i j th  ent,ry in the admittance 

matrix can be fitted as 

where 
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- 
A is defined as before, and 

Assembling the equations for all i j  into one expression for a Q-port admittance 

matrix yields 

Assuming a reciprocal admittance matrix, then there are Q(& + 1)/2 matrix 

entries for a Q-port matrix. The size of the matrix on the left-hand side of (10.53) 

is 

while the left-hand column is of size 

A square matrix requires that 

which requires large N for large Q. In practice, an overdetermined system is re- 

quired, but that is desirable anyway. Details remain regarding real math, right-hand 

pole removal, and so on. 
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Matrix Element Fit 

A matrix can be fitted by indjvidually modeling each matrix element. Since no ad- 

ditional derivation is required, the technique is demonstrated by modeling a lossy 

transmission line. Most circuit simulators include a model for the lossless transmis- 

sion line, but few include a general model for the lossy case. 

The exact equations for the 2 x 2 admittance matrix for a lossy transmission 

line are used to generate a data set that is then fitted with a rational polynomial 

function approximation and modeled with SPICE-compatible lumped elements. 

As in the single-port example, the program in Appendix B is used to compute 

the frequency-dependent impedance for copper coax with an inner radius of 100pm. 

an outer radius of 400pm, and an outer conductor thickness of 99pm. These per- 

unit-length resistance and inductance values are used in chapter 4, equation (4.2 1) 

along with an assumed capacitance per-unit-length of 80pF/m to find the complex 

admittance matrix of a 3cm, 600 transmission line. 

To model the two-port network in SPICE, the lumped T-network in chapter 4, 

Figure 4.8a is used with frequency-dependent admittances that are implemented as 

frequency-independent ladder networks. Since the transmission line is symmetric, 

yl = 93. The results from problem 13 in chapter 4 show that the n-network can be 

constructed by inspection once the 2 x 2 admittance matrix is known. 

Using the method in section 10.4.1 with right-hand pole removal, the data for 

yl is fitted over the frequency range from 3.3kHz to  3.0GHz, and the plots in 

Figure 10.15 show the excellent quality of the fit. The SPICE deck for yl is as 

follows: 

.subckt y l  1 out 

Rpl 1 out 1.448679@+03 

Cpl I out 1.385524e-15 

R s l  1 t l  2.3301826+00 

Lsl tl 2 2.306115e-09 

Rp2 2 out -1.696612%+04 

Cp2 2 out 1.346553e-12 

Rs2 2 t 2  7.305309e-02 

Ls2 t 2  3 5.8363480-09 

Rp3 3 out -3.113255e+04 
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Cp3 3 out 1.716403e-12 

R s 3  3 t 3  7.009935e-02 

Ls3 t 3  4 6.4948919-09 

Rp4 4 out -2.145872e+04 

Cp4 4 out 1.910516e-12 

Rs4 4 t4 3.028198e-02 

Ls4 t 4  5 7.4891198-09 

Rp5 5 out -1.041740e+04 

Cp5 5 out 2.371987e-12 

Rs5 5 t 5  -8.2636328-02 

Ls5 t 5  6 1.0410908-08 

Rp6 6 out -2.195519e+03 

Cp6 6 out 4.4576098-12 

.ends y l  

Note the negative component values, meaning that the model is active, but since 

there are no right-hand poles, the network is stable. 

Similarly for y2, the data is fitted over a slightly smaller range of 3.3kHz to 

1.05GHz to achieve better numerical stability, and the excellent fit is shown in 

Figure 10.16. For this example, an RL ladder outperforms an RLC ladder, and the 

resulting SPICE deck is: 

.aubckt y2 1 out 

Rpl 1 out 2.2528866+01 

Lsl  1 2 -1.164067e-10 

Rp2 2 out -2.2496236+01 

Ls2 2 3 -9,6288808-08 

Rp3 3 out -6.1 1 1747 e+O 1 

Ls3 3 4 6.2713Qge- 10 

Rp4 4 out 6.071545e+01 

La4 4 5 9.041897e-07 

Rp6 5 out 2.978254e+02 

Ls5 5 6 -2.304350e-09 

Rp6 6 out -2.974121e+02 

Ls6  6 7 -2.566824e-06 

Rp? 7 out -2.410449e+03 

Ls7 7 8 6.2407739-08 

Rp8 8 out 2.262089e*03 
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Ls8 8 9 1.782445e-06 

Rp9 9 out 1.245023e+00 

L s 9  9 10 2.172213e-08 

RplO 10 out 2.247830e-01 

.ends y2 

Again, the network is stable but active. 
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Figure 10.15. Fitted SPICE model of the one-port frequency-dependent admit- 

tance y I .  
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Figure 10.16. Fitted SPICE model of the one-port frequency-dependent admit- 

tance yz. 



Time, ns 

Frequency-domain Simulation - 
Spice Simulation With Lossy Model ' ' ' ' ' 

Spice Simulation With T-Line Model " - - 

0 5 10 15 20 25 

Time, ns 

Figure 10.17, Comparison of simulation methods for a lossy transmission line. 
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Combining the SPICE decks for yl and into a r-network enables the sim- 

ulation of the transmission line with frequency-dependent losses in a tirne-dornain 

circuit sirnulator. For example, the voltages at the source and load of the above 

transmission line are shown in Figure 10.17 for the nearly matched case. Since 

this example contains no nonlinear elements, a frequency-domain simulation is also 

shown for comparison. The frequency-domain and lossy time-domain results are 

quite close, while the Iossless simulation introduces some error. More dramatic dif- 

ferences can be easily demonstrated with a longer transmission line and/or higher 

losses. 

10.5 Exercises 

1. Derive a set of two continued fraction formulas that reduce rational functions 

by extracting the pole at zero. Application of these formulas leads to  ladder 

networks of the Second Cauer Form. 

2.  Sketch a schematic that implements the following continued fraction, using 

only frequency-independent lumped elements: 

1 
Y(s)  = 5s + 1 

lo + 3sf ,+:,,, 

3. Derive a formulation where a known DC value can be incorporated into a 

rational function approximation. 

4. Derive a formulation where a known high-frequency asymptotic limit can be 

incorporated into a rational function approximation. 

5 .  From chapter 2, equation (2.66) the input impedance of a loaded lossless 

transmission line is 
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(a) Expand the numerator and the denominator in infinite power series about 

Bd and derive a rational function approximation for Zin. 

(b) How many poles and zeros does it take to represent a transmission line? 

(c) Keep two terms in the numerator and denominator and derive a contin- 

ued fraction approximation for Zi, . 

(d) Sketch the circuit suggested by the continued fraction, assuming that the 

load is a frequency-independent resistor. 

A lossless 7552 transmission line with c , ~  = 9.8 is 2.5cm long. Sketch a lumped 

model for the line that is suitable for signals with edge rates as short as 0.51~. 

Derive a modal decomposition for the multiconductor transmission line for 
- 

the case of high resistance, where it is assumed that ? = = 0. On-chip 

interconnects are usually modeled as RC lines. 

In a homogeneous medium, the phase velocities of all modes are identical. For 

the even and odd modes of a pair of symmetric transmission lines, show that 

in a homogeneous medium. From the discussion in chapter 2, section 2.5.3, 

what does this mean regarding crosstalk on these two lines? 

Show that (10.18) holds for a pair of symmetric transmission lines in a homo- 

geneous medium. 

(a) Find the modal characteristic impedances and phase velocities for three 

symmetric transmission lines described by 
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and 

- - 
C = 

(b) Sketch a circuit that implements these three coupled lines using three 

uncoupled transmission line models. 

11. (a) Show that the near-end coupling coefficient to  a, small load, Zz , for sym- 

metric coupled transmission lines is given by 

(b) Show that for weak coupling, this expression simplifies to 

12. The input impedance of a lossless one-port network with a zero at infinity 

must be of the form1 

where 0 5 wo < w l  < w2 - < ~ 2 ~ ~ 2  < W ~ N - I  < W 2 N  < 00 and K is 

a positive constant. Derive a formulation similar to (10.40) to  fit a rational 

function to P pairs of Z and s data. 

1. Norman Balabanian and Theodore Beckart, Linear Network Theory: Analysis, Properties, 

Design, and Synthesis. Chesterland, Ohio: Matrix Publishers, Inc., 1981: p. 484. 





Chapter 11 

ENHANCING SIGNAL 

INTEGRITY 

Up to this point, signal integrity is covered through presentation of basic phenomena 

and general analysis techniques. Many specific topics, such as termination schemes 

for minimizing reflections, are implicitly covered but require the reader to fill in the 

gaps. This chapter fleshes out  a few major signal integrity topics both to spare the 

reader the need to extend the prior material and to serve as detailed examples. 

11.1 Differential Signaling 

The multiconductor interconnects discussed up to this point rely on one conductor 

per signal with a shared return path, such as a ground plane. This type of signaling 

is called single-ended. Voltages generated by one signal on the shared return path 

automatically show up in the others, so single-ended signaling tends to be noisy due 

to  this common-mode noise. Note that SSN is common-mode noise. 

It is possible to dedicate two conductors per signal with each line driven out 

of phase, leading to dzfferentiul signaling on a differential pair. At the receive end, 

a differential amplifier recovers the signal as the difference in the voltages on the 

two lines. A differential pair still shares a common return path, but the common- 

mode noise introduced by the return path is rejected by the differential receiver. 

Therefore, differential signaling is very quiet compared to single-ended signaling and 
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can operate to much higher signaling rates. Because differential signaling offers t,he 

highest signal integrity, it forms the foundation of many high-performance signaling 

standards, including LVDS and ECL. 

The rejection of common-mode noise can be demonstrated using modal decom- 

position. If the signal waveform to be transmitted down a differential pair is called 

~ ( f ) ,  then two new out-of-phase waveforms can be defined as 

1 
v1 ( t )  = vo - p ( t )  

where w, is a constrant voltage. The voltages vl and v2 are launched at one end of 

a pair of symmetric coupled transmission lines as shown in Figure 11.1. According 

to chapter 10, equation (10.21), the voltages of the even and odd modes are 

The even mode carries only a DC component, which generates no noise on reactive 

parasitics, while the odd mode carries a weighted version of the signal. 

If the pair of transmission lines are tightly coupled (a proper design), then an 

external source of noise is impressed equally on both lines as common-mode noise. 

The signal then has high noise immunity to SSN, crosstalk. and EMI. The even mode 

Differential Differentia1 
Driver Differential Pair Receiver 

Figure 11.1. Differential signaling using a symmetric coupled pair of transmission 

lines. 
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collects the common-mode noise, while the odd mode remains relatively noise-free. 

Superimposing common-mode noise onto the far-end mode voltages yields 

2l.E ( t  + At) = JZv, + 21noisr ( t )  

where v, is the odd-mode phase velocity. Based on (10.32). the terminal volt,ages 

at the far end are 

At the far end, a differential receiver is used to  detect only the difference between 

the signals on the two lines, yielding the output 

Therefore, differential signaling enables the transmission of a signal at the odd-mode 

phase velocity without being corrupted by common-mode noise. 

Compared to single-ended signaling, differential signaling requires more complex 

drivers and receivers plus double the interconnect leads. However: the immunity to 

SSN allows a reduction in the number of power and ground pins i n  packages! sockets. 

and connectors. In addition, the excellent noise immunity may a,llow the deletion of 

some bypass capacitors. 

Breaks in the symmetry of the differential pair cause mode conversion between 

the even and odd modes. Common-mode noise is injected onto the differential signal 

whenever symmetry is disrupted. For maximum performance, all components must 

maintain excellent symmetry. Each line must look just like the other. 

Finally, some common-mode noise does get through the receiver to appear as 

noise on the signal. Good differential receivers have a high common-mode rejection 

ratio t o  maximize the rejection of common-mode noise. 
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Figure 11.2. Basic far-end parallel termination. 

11.2 Termination 

When the load impedance does not match the characteristic impedance of a t'rans- 

mission line, a fraction of the signal is reflected from the load and propagates 

back down the line. While the reflected wave can be used to advantage in source- 

terminated second-incidence switching schemes, reflected waves usually serve no 

useful function and simply degrade signal quality. 

A typical receiver has a small input capacitance (roughly 5pF) that leads to a 

reflection coefficient near +l. To minimize reflections, an impedance can be added 

in parallel to  the receiver to create a reflection coefficient near zero. Basic far-end 

parallel termination at the receiver is shown in Figure 11.2. A resistance equal to 

the real part of the transmission line characteristic impedance is sufficient. 

Basic termination is quite s i m p l e a d d  matched resistors in parallel to the loads. 

In practice, several factors, including parasitics and location, power dissipation, and 

rnulticonductor terminat ion, can complicate termination design. 

11.2.1 Parasitics and Location 

Resistors have a small but significant series parasitic inductance. In addition, the 

PCB pads and vias required to mount a resistor introduce additional series induc- 

tance. Both sources of inductance should be minimized to keep the resistance as real 

as possible over the widest band width. Small surface-mount resistors make excellent 

terminators, and a good PCB layout technique is suggested in Figure 11.3. 
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Via to Via to 

Pad Ground Plane Ground Plane 

Figure 11.3. Low-inductance mounting schemes for: (a) surface routes, (b) buried 

routes. 

Termination should be applied as close to the receiver as practical to avoid signal 

integrity loss from the unterminated stub between the termination and the receiver. 

The longer the stub, the greater the effect. For packaged devices, the ideal location 

is inside the package, but in practice, a location on the PCB near the package lead 

is best. 

11.2.2 Static Power Dissipation and Current Carrying 

Requirements 

Power is dissipated in parallel t;erminations even when there is no switching ac- 

tivity, and other than the costs associated with the acquisition and assembly of 

resistors, this is the main disadvantage of parallel termination. The topology of the 

termination can reduce power dissipation in some applications. 

Four options for parallel termination of a transmission Iine of characteristic 

impedance 2, are shown Figure 11.4, which includes the basic configuration in 

Figure 11.2. The transmission line is not shown, while for each case, a switch r e p  

resentation of a totem-pole driver is shown both holding high and holding low. The 
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"DD 

I - - - - /  
_ _ _ - I  

- ecL - 
Holding Law Holding High Holding Low Hold~ng High 

(a) Termination to Ground (b) Termination to Power 

Holding Low 

(c) Thcvenin 

- - 
Holding Low Hold~ng High 

(d) Termination to Voltage 

Figure 11.4. Four parallel termination schemes and DC current paths for totem- 

pole drivers. 

driver impedance is assumed to be R when holding either high or low. The receiver 

is represented by CL, which allows no DC current path. In all cases, sufficient bypass 

capacitance is assumed so that VDD is a good AC ground. 

In Figure 11.4a, the termination resistor is tied to ground, and when holding 

high the static power dissipation is V ' D / ( ~ +  Z,), while the DC power is zero when 

holding low. Therefore, there is an imbalance between the two states, and if a digital 

signal predominately holds low, power can be saved by termination to ground. The 

static power dissipation between the two states can be flipped by termination to 

VDD, as shown in Figure 11.4b; then power can be saved if a signal predominately 

holds high. 

One disadvantage of termination to only power or ground is the level of current 
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that one of the totem-pole tra.nsistors mUSt Source. In Figure 11.4a7 the upper 

transistor must be capable of continuously sourcing VDD/ ( R  4- 20). Similarly, the 

lower transistor in Figure 11.4b must be able to  source the same amount. BY using 

two termination resistors to create a Thevenin termination, as shown in Figure 1 1 . 4 ~ ~  

both holding-low and holding-high states dissipate v ' ,  /(2& + RI 1 22,), so neither 

state is preferred, Each transistor must be able to continuously source v . D / [ ~ ( R  + 
Z ) ]  Therefore, Thevenin termination requires the transistors to source half as 

much current as the single termination. 

Balanced power dissipation is also achieved with termination to a voltage, as 

shown in Figure 11.4d, with VT = VUD/2. Power dissipation in both states is 

Vi ,  / [4(R + Z.)] with current-sourcing requirements of VDD / [2(R + Z,)] . The ad- 

vantages of this termination include small parts count, lower power requirements, 

and a lower current-sourcing requirement. The major disadvantage is the need for 

a good low-impedance power supply voltage at 1/2VDD. 

For Thevenin termination and termination to voltage, care must be taken not 

to  leave the input to a receiver a t  VDD/2 to avoid large crowbar currents and/or 

metastability. For both of these termination types, a failed driver or one set in a 

high-impedance output state allows the receiver input to drift to  the voltage set by 

the termination network. Although it increases power dissipation, a safe design sets 

the termination voltage away from VDD /2. 

The power and current requirements of the various parallel termination schemes 

are summarized in Table 11.1. To facilitate comparison, normalized power and cur- 

rent are also provided, showing in particular that a termination to VDD/2 achieves 

a quarter of the power (worst-case) and half the current-sourcing requirements of s 

single termination. Note that the current requirements are those for the driver and 

not for the power supply. Driver specifications must be checked to make sure that 

the current requirements of parallel termination can be met, 

Static power dissipation can be eliminated by placing a capacitor in series with 

the termination resistor, as shown in Figure 11.5, for an unbalanced termination 

to ground. This scheme is often called A C terminatdon. The capacitor blocks DC 
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Table 11.1. Summary of worst-case static power dissipation and current-sourcing 

Figure 11.5. AC termination with series capacitance to eliminate static power 

dissipation. 

requirements for various parallel termination schemes. 

current, so there is no static power dissipation. However, the capacitor decreases the 

effectiveness of the termination by reflecting low-frequency signal components and 

by providing additional capacit,ive loading on the transmission line. Optimization is 

required to balance termination effectiveness with capacitive loading, and in many 

cases no suitable value for the capacitance will be found. 

11.2.3 Voltage Swing 

Current Normalized 

VD 
R+Zo 1 

Vr> - 1 
2 ( R + Z O )  2 

V n  r> - I 
2 ( R + Z , )  2 

Type 

To Power or Ground 

Thevenin 

To Voltage VT = 9 

Parallel termination creates a voltage divider between the driver source impedance 

and the termination resistance that limits the static voltage swings of totem-pole 

drivers. For the termination schemes in Figure 11.4, the static voltages holding low 

Power Normalized 

v; " 1 
R+Zo 

viD(~+2Z0) R+2Z,  
4Zo(R+Zo) 420 

1 - 
4 
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Table 11.2. Summary of static voltage swings holding low and high with capacitive 

and high are summarized in Table 11.2. To obtain the largest noise margins, the 

widest voltage swing is required. For each case, the voltage swing is maximized when 

R << 2,. A small driver impedance causes a large reflection at the source and, from 

Table 11.1, high power dissipation while requiring large current-sourcing capability. 

loading and parallel termination. 

11.2.4 Diode Termination 

Type 

Single to Ground 

Single to VDD 

Parallel termination can be implemented with diodes, as shown in Figure 11.6, to 

reduce static power dissipation. For the voltage range from Vss - VT to VDD + VT, 

Holding Low Holding High 

0 R 
VDDU - =) 

V ~ d l -  R+>o -1 VD D 

Figure 11.6. Diode termination. 
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where 1/T is the threshold volfiage of the diodes, the diodes are reverse-biased and 

only pass a very small leakage current. The transmission line is then unterminated 

and dissipates no static power. As the voltage drops below Vss -VT, the lower diode 

turns on and behaves like a resistor, with resistance determined by the slope of the 

IV curve. The transmission line is terminated in this resislance while the voltage 

stays below Vss - VT, SO diodes with appropriate slope are needed. The behavior 

is similar while the voltage exceeds VDD + VT. 

Diodes with very steep slope (low resistance) simply clip the waveforms a t  VDD+ 

VT and Vss - VT and reflect high-frequency energy back towards the driver. Noise 

reduction is best achieved by dissipating unwanted energy. Hard-clipping diodes 

limit undershoot and overshoot but dissipate little energy, so a resistive element is 

needed elsewhere. 

Standard ESD protection circuits include diode clamping in a configuration iden- 

tical to diode termination. Therefore, diode termination is almost always prcscnt on 

packaged devices; however, the diode characteristics are selected to optimize ESD 

protection rather than signal integrity. Any diode terminat,ion added to enhance 

signal integrity requires diodes with a Vr lower than the ESD circuits. 

11.2.5 Source Termination 

In contrast to parallel termination a t  the load, source termination (see also c h a p  

ter 2, section 2.2) allows the signal to reflect off of the load and travel back to the 

source, where it is absorbed by series termination. The series termination can be 

implemented as either the output impedance of the driver or as a resistor in series 

with the driver, in which case the driver must have an output impedance lower 

than the characteristic impedance of the transmission line. Thc resistor can be im- 

plemented within the driver itself, where it is often referred to as ballast, or it can 

be implemented externally on the PCB. 

The voltage launched onto the transmission line is determined by the volt- 

age divider between the driver impedance plus termination and the characteristic 
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impedance of the transmission line. Generally, the voltage is 

where VOH is the high voltage output of the driver. To fully absorb the reflected 

wave, the driver plus termination must match the characteristic impedance of the 

transmission line, then Rdriver + Rterm = Zo, and the voltage launched onto the 

transmission line is 1 / 2 V o ~ .  

Unless resistance has been added, the input impedance of receivers looks like 

a small capacitive load with a reflection coefficient near +I. The incident wave is 

almost fully reflected, and the incident and reflected waves combine to double the 

voltage of the incident wave at  the receiver. For a sourcematched driver, the full 

voltage swing is restored at the receiver. If parallel termination is also applied at 

the receiver, then the reflection coefficient is 0 and the voltage at the receiver swings 

to just 1/2VoH. 

The advantage of source termination is that there is no static power dissipation. 

Since the matching resistance is in series with the load capacitance, a driver holding 

high or low supplies no current once the load capacitance is charged. 

The power advantage of source termination diminishes for long transmission 

lines. Until the reflected wave returns to the driver, the load on the driver is strongly 

resistive. The driver sees a terminated circuit, and current consumption and power 

dissipation are equivalent to a far-end parallel terminated circuit. Once the reflected 

wave returns, the load appears capacitive and the current flow and power consump- 

tion stop. Therefore, power consumption peaks when the round-trip time equals half 

the clock period, assuming a 50% duty cycle. Beyond this point,, power dissipation 

cycles up and down, depending on the timing of the return reflections. 

An example of the length-dependence of power dissipation for source termination 

is provided in Figure 11.7, where a 3.3V 5052 driver launches a 50MHz clock signal 

with a 50% duty cycle onto a 50R transmission line that is loaded at  the far end with 

5pF of capacitance. The average power dissipation for zero transmission line length 

is just C V ~  f = 2.72mW for the capacitor plus 2mW for the driver (computed with 
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Transmission Line Delay, ns 

Figure 11.7. Example power dissipation by a source-terminated driver driving a 

long transmission line with the far end both terminated and unterminated. The 

circuit topology is from Figure 11.2. 

no load), for a total of 4.72mW. As the line length increases, the average power 

dissipation increases until the line delay is almost Sns, where the power equals the 

v2/(50 + 50)/2 = 54.5mW static power dissipation of a far-end terminated net. 

11.3 Multiconductor Termination 

Strongly coupled rnulticonductor transmission lines should ideally be terminated 

in a resistor network that individually terminates each mode. Termination of each 

line as if it were in isolation can lead to significant reflections. For lossless coupled 

transmission lines, modal decomposition can be used to find the optimal termination 

network. 

From (10.9) and (10.11), the voltages and currents on a multiconductor trans- 
- - - - - -  

mission line are 'Zi = TvVm and i = Trim, respectively. Since the modal transmission 

lines are decoupied, according to  chapter 2, equations (2.16) and (2.17), the modal 

voltages and currents can be written in terms of forward- and backward-traveling 
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waves, so 

and 

where 

and Zoi is the characteristic impedance of the ith mode. 

Assume that the multiconductor transmission line is terminated with a net- 
- 

work described by the impedance matrix Z. The voltages and currents are related 
- -- 

by 'iT = Z i. Substituting the total voltages and currents with the traveling wave 

representations of the modal voltages and currents yields 

then by rearranging 

The modal reflection coefficient is identified as 

which is very useful for determining reflections of modes and conversions between 

them. In terms of a given load admittance, (1 1.1) can be rearranged to obtain 
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A network implementing Z is the optimal termination. The admittance of the 

matching network can be found by inverting (11.3) t o  obtain 

11.3.1 Single Transmission Line 
- - - 

For a single transmission line, Tv = ?;I = 1, and = Z,, so the termination 

impedance from (1 1.3) is simply Z,, the characteristic impedance of the transmission 

line. 

11.3.2 Differential Pair 

For a symmetric transmission line pair terminated into a balanced T-network, the 

needed inputs are available from chapter 10, equations (10.19) and (10.20), and 

problem 13 in chapter 4 (with ~3 = yl). Evaluating (1 1.4), the optimal termination 

network can be found, then equated to the admittance matrix of the n-network to  

fill out the circuit. 

To view what happens to  the even and odd modes, t'he modal reflection coeffi- 

cient from (11.2) can be evaluated with 

to obtain 
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Figure 11.8. Optimal termination for a pair of symmetric transmission lines. 

Note how there is no coupling between the modes since the off-diagonal terms are 
- 

zero. The optimal termination network with r, = 0 requires that y, = 1/Z, and 

yz = (Z,, - 2oo)/(2Z,eZ,o). The resulting schematic is shown in Figure 11.8. 

Differential pairs are not typically terminated with the network in Figure 11.8, 

so it  is interesting to investigate the reflections generated from imperfect termi- 

nation. Three common termination schemes are shown in Figure 11.9, along with 

the hookup for the differential receiver. These terminations are discussed in the 

following sections. 

Bridged Termination 

As shown in Figure 11.9a, a common termination scheme for differential pairs is 

a single resistor bridging the lines, so yl = 0 and yz = 1/(22,,). From (1 1.5) the 

modal reflection coefficients are 

and it can be seen that bridged termination leads to re = +l and I?, = 0. The odd 

mode is completely absorbed, while the even mode is completely reflected. Since the 

signal is carried in the odd mode and the differential receiver rejects the even mode, 

extra noise on the even mode caused by bridged termination is inconsequential as 

long as the even-mode noise does not couple into the odd mode through mode 

conversion. 



(8) 

Figure 11& Imperfect termination for a differential transmission line pair: (a] bridged, (b) single-ended, (c) AC. 
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Single-Ended Termination 

As shown in Figure 11.9b, the two transmission lines can be individually terminated. 

With yl = 1/ZoO and y, = 0, the modal reflection coefficients from (11.5) are 

so the odd mode is matched while the even-mode reflection is greatly reduced. 

Compared to the bridged termination, the extra damping of the even mode costs 

an additional resistor. 

Differential drivers often provide single-ended termination. If bridged termina- 

tion is used at  the receiver, then the odd mode is absorbed at  both ends for very 

good signal integrity, while the driver damps the even mode to keep it from becom- 

ing a noise and EM1 problem. 

AC Termination 

The AC termination in Figure 11.9~ is a T-network with the impedance matrix 

using the results 

yields the modal 

The odd mode is 

from problem 14 in chapter 4. Applying this to (11.1) with 

reflection coefficient as 

always matched, while the even mode has a frequency-dependent 

reflection coefficient. At low frequencies, I?, = +1, while at high frequencies, I?, = 

(Zoo - Z,,)/(Z, + Z,,) and a large fraction is absorbed. Compared to the bridged 

termination, even-mode attenuation is added without increasing static power dissi- 

pation. However, AC terminat ion requires three components. 
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11.4 Power Distribution 

Signal integrity in digital systems is directly affected by the quality of the power 

distribution system. Noise on the power supply manifests itself as rail collapse and 

SSN, with direct impact on noise margins and timing. There are several aspects 

of power distribution design, including PCB stackup; bypass capacitor selection 

and placement; voltage partitioning; package, socket, and connector selection; pin 

assignments, including selection of the signal-to-power and signal-to-ground ratios; 

and pin placement. The basic goal in power distribution is to minimize inductance 

and resistance while maximizing capacitance over a wide frequency range. Factors 

that complicate the design include cost (because excellent power distribution is easy 

to obtain with an unlimited budget), size limitations, nonideal component behavior 

(especially for capacitors), limits on pin counts, limits on the signal-to-power and 

signal-to-ground ratios, and limits on the layer count of the PCB. This section covers 

a few basics of design methodology, component behavior, and modeling techniques. 

11.4.1 Target Impedance 

The power distribution system must work as a low-impedance source over a band- 

width from DC to several harmonics of the clock frequency. Low impedance is 

needed to minimize the generation of noise, but it is also needed to minimize the 

radiation of electromagnetic energy and the EM1 that would result. One method of 

specifying a power distribution system is in terms of a target impedance,' which is 

the maximum allowed impedance for the system to meet a specified noise level. 

Consider a component operating at  a voltage VDD and dissipating an average of 

P watts. The average current is I,,, = P/VDo. Assuming that the allowed ripple 

on the power supply is xVDD1 where typical values for x are 5% to lo%, then the 

I. This section is based on the work presented in the paper by Larry D. Smith, "Packaging 

and power distribution design considerations for a Sun Microsystems desktop workstation," Proc. 

IEEE 6th Topical Meeting on Electrical Performance of Electronic Packaging, Oct. 27-29, 1997, 

pp. 19-22. 
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target impedance is 

The power distribution system is designed so that the impedance looking into 

the system a t  the site of the component is less than the target impedance over a 

specified bandwidth. The definition of target impedance is sketched in Figure 11.10. 

Component System 

fm, 

Frequency 

Figure 11.10. Target impedance sets the maximum impedance magnitude of the 

power distribution system as seen from the position of a component. 

11 A.2 Design Overview 

The target impedance of a power distribution system can be lowered using several 

techniques. The main areas where significant impact can be made are packaging, 

the PCB stackup, and bypass capacitors. The subject of regulated power supplies 

is beyond the scope of this book. 
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Packaging 

Packaging components include integrated circuit packages, sockets, and edge connec- 

tors. Target impedance is lowered by choosing a packaging component that offers a 

shorter connection, for lower partial self-inductance, and/or by assigning more pins 

to power and ground connections. The number of power and ground pins should be 

equal unless the noise margins at  logic low and high are significantly asymmetrical. 

The power and ground pins should be evenly interleaved across the component. 

The most important design criteria for packaging is the signal-to-ground ratio. 

Lower ratios supply better impedance control and lower power-distribution induc- 

tance to support faster signaling. For a given signaling speed, different styles of 

packaging require different signal-to-ground ratios. For example, a BGA with planes 

can get by with a higher ratio than can a simple QFP. 

The appropriate signal-to-ground ratio for a given application can be determined 

through detailed modeling and simulation of SSN. Good models of drivers, receivers, 

and packaging components are required, so the required level of effort is quite high. 

In most applications, the ratio is selected through experience with prior versions of 

the product or with similar products. 

One paclcage style is not inherently better than another as long as enough pins 

are available to lower the signal-to-ground ratio. BGAs are often seen in high-speed 

applications simply because they have more pins than QFPs. 

PCB 

The PCB stackup strongly affects the impedance of the power distribution system. 

Stackup design is dictated by PCB manufacturing technology, which is itself driven 

by cost since the PCB is often one of the most expensive components in a system. 

The basic elements of a multilayer PCB are two-sided PCBs called cores, dielectric 

sheets called prepreg, and copper sheets. A two-layer PCB consists of a single core 

by itself. A four-layer board can be made by laminating copper sheets onto prepreg, 

then laminating those onto each side of a core. A six-layer board can be made 
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g Copper Sheet 
Prepreg 

Core 

Prepreg 
Copper Sheet 

Figure 11.11. Possible stackups for a four-layer PCB. 

by laminating two cores together with prepreg and then finishing like a four-layer 

board. Generally, an N-layer board has N wiring layers spaced by N - 1 dielectrics. 

and N must be an  even number to prevent warpage. 

High-performance systems require power and ground planes plus routing layers: 

therefore, the simplest stackup for these systems is the four-layer PCB, which leaves 

two routing layers. The power and ground planes form a parallel-plate transmission 

line with characteristic impedance 

(see problem 2 in chapter 2). Product size limits W, the size of the board, while 

cost constraints limit the choice of the dielectric constant E ,  (usually to just FR-4). 

The main variable under the designer's control is H, the separation between the 

planes. The lowest impedance is obtained when the power and ground planes are 

back-to- back. 

A four-layer board has three possible stackups, shown in Figure 11.11. The 

stackup in Figure 11. l la  has two problems. First, for a given line width, the charac- 
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teristic impedance of a line routed on S2 is significantly lower than that for routing 

on S1, due to the closer proximity to the planes. Second, the PCB is susceptible to 

warping under temperature variations since the planes have a much higher loading 

of copper than the routing layers; it lacks symmetry. The stackup in Figure 1l.llb 

is very common since it provides the lowest power distribution impedance with 

uniform characteristic impedance on the routing layers in a symmetric form. The 

alternative stackup in Figure 11.11~ triples the impedance of the power distribu- 

tion but provides for radiation shielding (if the planes are not punched full of holes 

to mount components) for better EM1 control, while also providing symmetry and 

uniform characteristic impedance for routing. 

If a circuit cannot be routed in four layers, then additional layers must be added 

in pairs. The assignment of layers must take into account routability, power distri- 

bution impedance, routing characteristic impedance, EMI, warpage, and cost. 

Copper Weights 

A major option on PCB construction is the thickness of the copper cladding. Thicker 

cladding has lower resistance and represents a good choice for power planes. Thinner 

cladding supports narrow lines with better width control, so thin cladding is good 

for signal layers to obtain higher routing density. Cladding thickness is specified 

by copper weight, where a specified weight of copper spread over a lin x l in area 

provides a certain thickness. The standard copper weights and their thicknesses are 

0 . 5 0 ~  (0.72mil), loz (1.4mil) and 202 (2.8mil), where lmil=O.OOlin. The conductivity 

of copper is approximately 5.7 x 107S/m. 

Bypass Capacitance 

High-performance designs require bypass capacitance for four reasons: supplying 

current bursts for fast switching circuits, providing an AC connection between power 

and ground planes for return currents, controlling EMI, and lowering the impedance 

of the power distribution system. For all of these uses, capacitors connect the power 

and the ground planes. The difference between these uses is the size and quality of 

the capacitors and their locations. 
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TO support the peak current needs of rapidly switching circuits, bypa= CaPac- 

itors accumulate charge over the clock cycle, then rapidly discharge during fast 

transitions. Power supplies cannot fulfill this role because voltage regulators re- 

spond too slowly and because the regulator is typically too far away. The distance 

issue is strictly related to  the speed of light-the demand for the current must 

propagate to  the source of the charge and then the current must propagate back. 

Capacitors fulfilling this role should be located very close to the component needing 

the current bursts and should be sized to supply sufficient capacity without picking 

up too much self-inductance, which limits the ability of the capacitor to quickly 

supply the current. 

Currents return on the power distribution in such a way as to lower the total 

impedance. Low-frequency components spread over every available path to minimize 

resistance. High-frequency components crowd under signals on planes to minimize 

inductance and bridge from ground to power planes and back, as necessary, through 

the capacitive reactance between them. By adding bypass capacitors between the 

planes, current can more easily transition between the planes since the reactance is 

reduced, so generally, inductance is reduced and signal quality improves. Capacitors 

for this role should be located near the power pins of every high-speed component 

and should be sized with relatively small values to obtain low inductance. 

J3MI problems are reduced with a regular grid of capacitors that limits the size 

of current loops. The signal and return path form a loop that will radiate, so the 

larger the loop, the greater the radiation at a given frequency. By placing bypass 

capacitors on a fairly regular grid across a PCB, the size of any return path is 

limited by the grid size. Such a placement strategy is not strictly needed but helps 

avoid problems from unavoidable flaws in the design. Capacitors in this role should 

be evenly distributed and should be sized with relatively small values to obtain low 

inductance. 

After bypass capacitor placement for the uses just discussed, the power distribu- 

tion impedance may still exceed tlhe target impedance. Additional bypass capacitors 
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can be added to Iower the impedance, and the size and locatiorl of the capacitors 

depends on the system design. Detailed modeling and simulation can help complete 

t,he design (see section 11.4.4), but due to the complexity of such an effort, it is not 

common. Product history and experience are often the only source of help in this 

area. 

11.4.3 Capacitor Modeling 

To avoid overly optimistic results, bypass capacitors should not be modeled as a 

pure capacitance. Real capacitors have a frequency response similar to the one in 

Figure 11.12, based on a series RLC circuit. Capacitors have series inductance and 

resistance due to contacts and the spatial dimensions of the capacitor plates. The 

inductance of mounting pads and vias are also significant and should be included 

in the capacitor model. 

Figure 11.12. Example frequency response of a bypass capacitor modeled as a 

series RLC circuit. 
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The series RLC circuit resonates at  the frequency 

Like all resonators, the impedance a t  the resonant frequency is purely resistive. 

Capacitors can be specified by providing the capacitance, the series resistance at 

resonance, called the eflectzve series resistance (ESR), and f,. Given these, the 

eflective series inductance (ESL) can be found. 

Smaller capacitors have lower inductance along with lower capacitance, so the 

resonant frequency is higher. Therefore, small capacitors are more useful for EM1 

and return path management. For supplying burst currents and for lowering ZT,  ca- 

pacitors with larger capacity are needed; however, the lower self-resonant frequency 

can limit their usefulness. It may be necessary to use several smaller capacitors in 

parallel to increase capacitance while taking advantage of the higher f,. (Note that 

N parallel capacitors have total capacitance of N x C and total inductance of L / N ,  

so the resonant frequency (in radians) remains unchanged at l/m). 

The parallel-plate capacitor formed by the power and ground planes in a mul- 

tilayer PCB has a very low ESR and ESL while providing moderate amounts of 

capacitance. This capacitor is very effective in all of the bypass capacitance roles. 

11.4.4 PCB Modeling 

A simulation of the impedance of a power distribution system should include 

1. The geometrical structure of the PCB 

2. Component placement 

3. Passive component models including resonance behavior 

An effective and straightforward approach to achieve items 1 and 2 is to  subdivide 

the PCB into small sections of transmission lines, as shown in Figure 11.13. Each 

subsection is a parallel-plate waveguide with the characteristic impedance given by 

(11.6) and phase velocity c,/,&, where c, is the speed of light (3 x 10'rn/s) and e, 
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Figure 11.13. PCB power distribution system modeling through subdivision into 

transmission lines: (a) original PCB with components, (b) PCB marked for subdi- 

vision, (c) transmission line model. 

is the dielectric constant of the PCB material. Actual transmission line models can 

be used in the simulation (which would be very slow), or the sections can be made 

small enough so that the lumped approximation holds and a network of resistors, 

inductors, and capacitors can be used. 

Once the PCB has been gridded, component models can be added to account for 

packages, sockets, and bypass capacitors. The impedance looking into the model at 

the site of the components is computed and plotted, as in Figure 11.10, from DC to 

the upper frequency of interest to check for satisfaction of the target impedance. If 
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the plot does not satisfy the ZT specification, then component locations and values 

can be modified. 

One of the reasons this technique is so effective is that the inductive coupling 

between transmission line subdivisions is negligible, and the c-apacitive coupling is 

zero, since all of the sections are shorted together. An extension of the technique to 

include signal-line routing would need to reintroduce coupling, which dramatically 

increases the cornpIexity of the met hod. 

An example calculation using this methodology is shown in Figure 11.14. The 

PCB is a four-layer board 1.6rnrn thick, so the power and ground planes are sep- 

arated by 0.533mm. Assuming a dielectric constant of 3.4, then the wavelength 

at 500MHz (representing 5x a 100MHz board-level clock) is 0.325m. Limiting the 

transmission line Iengths to 3 . 2 5 ~ ~ 1  aIlows them to be approximated with Iumped 

components. To obtain sufficient granularity to locate components, the transmission 

line segments are sized to  5 x .5mm2. A 10 x 20 grid of these models a 5 x 10crn2 

PCB. The characteristic impedance of each 5mm transmission line section is 21.80. 

leading to lumped component values of L=0.67nH and C= 1.4 1 pF, using chapter 2. 

equations (2.14) and (2.15). An AC frequency sweep in SPICE enables the calcu- 

lation of the impedance looking into the board at component sites, and the figure 

provides sample results. This simulation shows a reduction in peak impedance from 

almost 100052 to about 10 over the bandwidth of DC to 500MHz. A full-scale prob- 

lem would include a full-size shaped PCB with all capacitor and component models 

in place and a good power supply modeI. 

11.4.5 Core Noise Modeling 

Off-chip drivers can create substantial noise on the core logic's power supply. This 

interaction cannot be directly sjmulaterl heca,use cores have far too many transistors 

to simulate in SPICE. The core must be modeled to enable simulation. 

A large digital component like a microprocessor is essentially a sea of switches 

(the transistors) in parallel with tiny capacitors (mostly gate and nwell capacitance 
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Open Circuit Along Edge 
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Figure 11.14. Example power distribution system modeling using an LC lumped 

approximation for a 5 x 10crn2 PCB. 
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in CMOS). The switches operate over the course of a clock cycle, either charging 

or discharging the capacitors. The current supplied to or from the capacitors is 

supplied from two sources: on-chip capacitance not involved in switching (not all 

transistors switch at every clock cycle) and the power supply. Therefore, a reasonable 

model of tjhe microprocessor suitable for system-level signal integrity simulations is 

a capacitor in parallel with a current source. This model is a Norton equivalent for 

the core. 

A Norton equivalent model requires the capacitance of the core and the current 

profile of the source. The capacitance can be estimated from layout and process 

information, or it can be estimated from average power dissipation. As shown in 

chapter 1, equation (1.1) , the a.verage power dissipated in capacitive loads is 

The power can be measured by monitoring the supply current and voltage. Knowing 

the power, supply voltage, and clock frequency, then the capacitance is 

For example, a core dissipating 5W at 500MHz with a 1.5V supply has approx- 

imately 4.4nF of core capacitance if all circuits are active all the time. Usually, 

much of the core is inactive on any given clock cycle. If on average 10% of the 

core transistors are active at a time, then the actual core capacitance is lox higher 

than that predicted by average power dissipation. Continuing the example, for 10% 

switching activity, the core capaci tame is actually 44nF. 

The current profile for the Norton equivalent is much more difficult to estimate 

than capacitance, yet it is key to good simulations. A zero'th-order model can be 

constructed by assuming that the current ramps from zero to a peak, then back 

down during the course of a clock period, as suggested in Figure 11.15. Integrating 

the instantaneous power over a clock cycle yields the average power delivered by 
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Time 

Figure 11.15. Simple model of current draw for a large core. 

the power supply at voltage V as 

The average power dissipation is used to fill out the model. For the example in the 

prior paragraph, the average current is 3.33A, so the peak current is 6.7A. Since the 

clock period is 2ns, the current slew rate is 6.7A/ns. The core's intrinsic capacitance 

supplies the very high edgerate current while the power supply recharges the core 

capacitarice at a much lower slew rate. 

A Norton equivalent model of the core can be incorporated into a system level 

simulation by tying the model across the on-chip power and ground rails. Modify- 

ing the schematic in chapter 3, Figure 3.2 to add a Norton equivalent yields the 

schematic in Figure 11.16. 

Advanced Packaging 

There exists a huge variety of package styles, and when it comes to electrical per- 

formance, there is a natural tendency to try to rank the various styles from best to 

worst. However, it can be stated unequivocally that no package style has inherently 

higher performance than another. Rat her, for a given application and its contraints 

(size, pin count, die size, reliability, and cost), one package may be a better electrical 

choice than another. 
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Figure 11.16. Simple system-level schematic with a Norton equivalent model of 

the core logic. 

The fundamental issue is the number of power and ground pins that can be 

assigned. Package inductance can always be lowered to achieve better electrical 

performance by assigning more pins to power and ground. Pads can be added to 

the die until there is no more room, at  which point the die must grow in size to 

accommodate more pads. At this point the die is said to be pad 12rnited. Larger 

die are dramatically more expensive, w little t o  no die growth is normally allowed. 

Packages can accommodate more pins by growing in size with relatively little impact 

on cost, but larger packages can tolerate fewer thermal cycles. so reliability issues 

set an upper limit on package size, and hence on pin count. 

Once the pin count is limited, higher performance can be achieved only through 

advanced packaging techniques to lower the inductance. These include packages 
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with ground and/or power planes, area array packages (depending on design), and 

flip-chip die to eliminate wire bonds. Advanced packaging adds considerable cost 

without adding any inherent value to the silicon product-customers pay for func- 

tionality, and the best packaging can do is to not limit performance. 

There are a few basic rules for the electrical design of packages. All connections 

should be as short as possible, and the order of importance in layout is ground, 

power, clock, asynchronous lines, fast digital lines, and finally, slow digital lines. 

Generally, the number and quality of power connections should equal that of the 

ground. Planes should not have any slots. The number of power and ground pins 

is determined by the ratio of the number of fast signals to the number of ground 

pins. The signal-to-ground ratio is typically set by experience with the product. line 

or similar products. As clock speeds increase, the required ratio decreases. Detailed 

simulations can be used to explore the impact of the signal-to-ground ratio on new 

products and on products expecting either a large jump in speed or a redesign into 

lower-cost packaging or interconnects. 

11 6 Exercises 

1. For a differential driver swinging rail-to-rail with impedance R, derive the 

static power dissipations for the optimal, bridged, and single-ended termina- 

tion schemes in section l l .3.2. Which dissipates more power? 

2. Derive and sketch an optimal multiconductor termination scheme for the 

t hree-conductor transmission line described in chapter 10, problem 10. 

3. LVDS uses current-mode signaling with differential detection of the voltage 

drop across the 100R resistor in the following schematic. 

The current source provides f 2.5mA for logic one and zero, respectively. Use 

even- and odd-mode analysis with the modal currents to find the detected 

voltage under the influence of common-mode noise. 
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4. (a) Show that the reflection coefficients for the even a d  odd modes of a 

symmetric differential pa,ir are 

when using bridged terminattion with an impedance of 22,, where 2, = 

(b) How does this result compare to using bridged termination with 22,,? 

(c) For bridged termination with 22,, find I?, for h1 = 0.1L and C, = 0.1C 

for the differential pair. Is this level of reflection acceptable? 

5. A waveform is launched on the even mode of a symmetric differential pair 

towards an unbalanced T-network termination with yl # y;i and yz = 0 (see 

chapter 4, Figure 4.8~~) .  What is the voltage detected by a perfect differential 

receiver? 

6. Derive a T-network that optimally terminates a symmetric differential pair 

7. A fully-cladded PCB forms a cavity that can resonate at high frequencies. If 

one entire edge is driven, the PCB acts like a low-impedance t,ransmission line 

with input impedance 

for the lossless case. 

(a) Compute the fundarnental resonant frequency plus 2 harmonics of a 

square PCB that is 10cm on a side with dielectric thickness of 0.5mm. 

Assume that the dielectric constant is 4 and that the PCB is driven along 

one full edge. 

(b) Use the technique in section 11.4.4 to build a model of the PCB, assuming 

the PCB cladding is 0.502 copper (0.18pm thick) with 0 = 5.7 x 1O7S/m. 
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Compute the input impedance while driving one full edge, and plot the 

result vs. frequency over a sufficient range to cover the fundamental plus 

2 harmonics. 

(c) Compare the computed results for the resonant frequencies to the ana- 

lytical results and explain any differences. 

(d) What are the ESR and ESL for the capacitor model? 

(e) If the PCB is driven at only one point along the side, what happens? 



Appendix A 

SOLUTIONS TO SELECTED 

PROBLEMS 

Chapter 2 

2. The capacitance per-unit-length, neglecting fringing fields, is c = ~ , E , W / H .  

The phase velocity is v, = I/& = 1/ J-. Solving for k! yields the 

required result. Solve for 2, by finding @. Note how l does not depend on 

the dielectric constant. 

3. (a) From (2.22) and (2.25), with the load at z = 0, then 

and 

1 
I(0)  = -(A - B), 

20 

leading to 
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The input impedance is 

Substitute for A/ B, multiply through by ZL - Z,, , and collect terms to 

get 

Then, note that tanh(x) = (ex - e-") /(ex + e l " )  to get the final result,. 

(b) Substitute y = a + 3P with a = 0 and tanh(p)  = I ]  tan(x) to  get the 

result . 

4. (a) At low frequencies, the capacitor looks like an open circuit, so low- 

frequency components of the incident wave are reflected with a reflec- 

tion coefficient of r = +I. At high frequencies, the capacitor looks like 

a short circuit, so these components pass through unchamged. Therefore, 

the reflected signal is a low-passed version of the incident wave, while 

the transmitted signal is a pulse. 
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(b) Results from a SPICE simulation: 

Incident Pulse - Reflected Pulse - 

DuetoRising : :' 

Edge . . 
, . . . Due to Falling 

. Edge . , 
, . - Transrnttted Pulse 

0 10 20 30 40 50 

Time, ns 

- 5 .  The current is continuous through the series capacitance, so v: -v, = v z .  The 

voltage across the capacitor is o: + v; - u z ,  so applying the voltagecurrent 

relationship for the capacitor yields 

d 
v: = Z,c-(v: + 2'; - 21;). 

d t  

Eliminating v; yields 

where T = 2CZo is the time constant for the discontinuity. Taking the Laplace 

transform and solving for I,.',+ gives 
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so inverse transforming finds the transmitted pulse as 

vi = e - t / r  4 t )  3 

which is a positive pulse for a rising edge. The reflected waveform is 

- 
u, = v: - v: = (1 - e-t'T)u(t). 

The total voltages are 

+ 
t l  = u, + v; = (2 - e- t /T )u ( t )  

and 

For weak reflections, vf >> v;, so 

Note that problem 4 does not involve a weak discontinuity, so the estimate 

of this formula for a transmitted voltage of 1V is significantly off from the 

simulated value of about 0.6V. For a discontinuity of IpF, both SPICE and 

the approximate formula predict 0.1V transmitted pulses. 

6. (a) At low frequencies, the inductor looks like a short circuit, so low-freq- 

uency components of the incident wave are reflected with a reflection 

coefficient of I? = -1. At high frequencies, the inductor looks like an 

open circuit, so these components pass through unchanged. Therefore, 

the reflected signal is an inverted, low-passed version of the incident wave, 

while the transmitted signal is a pulse. 
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The large amplitude of the pulse transmitted through the shunt induc- 

tor shows that a good short circuit to ground can require a very low 

inductance connect ion. 

Results from a SPICE simulation: 

0 0 
6ns 

50f2 

Ins Ins lOns lOns 
25nH - 

7. Voltage continuity means that v: + v; = v;. The current into the inductor is 

v:/Z, - v;/Z, - v:/z,, so applying the voltage-current relationship for the 

inductor yields 

1.5 

1 

0.5 
> 
d 
CID 
9 0 
4 

-0.5 

-1 

-1.5 

Eliminating v, gives 

0 I0 20 30 40 50 

Time, ns 

I I I I 

Incident Pulse 
h - 

._ 
Transmitted Pulse 

0; - 
Due to Falling 

: .. Edge . - 

- 

I 

- A 

- - 
Reflected Pulse - 

1 I I I 

- 0 
- . . . . . . . . . . . 
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where T = 2L/Zo is the time constant of the discontinuity. The form for v t  

is the same as for problem 5, so the results are 

and 

For weak reflections, v: 2+ v$, so 

Note that problem 6 does not involve a weak discontinuity, so the estimate 

of this formula for a transmitted voltage of 1V is significantly off from the 

simulated value of about 0.6V. For a discontinuity of 2.5nH, both SPICE and 

the approximate formula predict 0.1V transmitted pulses. 

8. Plotting the voltage a t  t3he receiver computed with SPICE for a. number of 

driver strengths yields 

7 8  
940 

6 
354 - 

Driver Zo, i2 
- 1  - 

0 10 20 30 40 50 60 70 80 90 100 

Time. ns 
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where a running 1V offset is applied to separate the curves. For low-impedance 

drivers, the driver is able to launch a strong pulse, but it also strongly reflects, 

with a reflection coefficient near -1, the full strength signal returning from the 

end of the unterminated line. As the driver strength drops, the initial pulse 

amplitude decreases, as does the magnitude of the reflection. At a driver 

strength of 50Q, the amplitude is halved, but there are no reflections, so signal 

quality is maximized. This is the source termination case. As the impedance 

increases, the initial amplitude continues to drop and reflections pick up again, 

this time with a reflection coefficient of +l. Eventually, the driver is unable 

to launch a pulse with significant amplitude. 

10. (a) The voltage at the source divides on the source resistance and the trans- 

mission line impedance. The launched voltage is 5 r n .  70 This voltage 

arrives at the small load and doubles. For first incidence switching, this 

voltage must equal 2. so it is required that 2 = 2 . 5 -. 70 Solving for R 

yields the source impedance as 280S1. 

(b) For second incidence switching, the wave reflected from the load travels 

back to  the source, where it is reflected with the reflection coefficient 

r = (R - 70)/(R+ 70), so the wave amplitude heading back towards the 

load is I' - 5 .  70/(70 + R). At the load, this wave is fully reflected. The 

total voltage at  the load is the sum of all four waves, and this must equal 

70 2V. So, 2 = 5- + j m  70 + (R - 70)/(R + 70) - 5  - 70/(70 + R) + (R - 

?O)/(R + 70) + 5 - 70/(70 + R). Solving for R yields 8.89R and 5510. The 

largest impedance is then 5510. 

11, A 7052 transmission line 5ns long with a 5pF load is driven by a voltage source 

that rises from 0 to 5V in ins and holds there. The voltage source is connected 

to ground through a 5nH inductor. The source resistance is variable. Plotting 

several quantities of interest yields the plots: 
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Voltage at Transmission Line Center. V Current at Transmission Line Center, A 

On-Chip Ground Voltage, V Driver Power Dissipation, W 

From problem 10, the maximum source resistance for first incidence switching 

is 28052. From the plots, dropping the resistance below this value has the 

following effects: voltage rises more rapidly and then begins t o  ring, but timing 

is not affected because all reach 2V at the same time; capacitive crosstalk is 

worse because of the higher voltage swings in a given amount of time; inductive 

crosstalk is worse because of the higher current swings in a given amount of 

time; SSN is worse because the voltage drop across thc shared ground is 

larger; and the total and average power dissipation is constant (note that the 

waveforms have not completely settled for the lowest source impedances), but 

the instantaneous power required peaks at the source-matched condition. 

12. The voltage launched onto the transmission line is 3.75/(75+ 150) = 1V. After 

Ions, this wave arrives at the load, where it is fully reflected with a reflection 

coefficient of +I. After Ions, the reflected wave arrives back a t  the source and 

is reflected again with a reflection coefficient of (150 - 75)/ (150 + 75) = 0.3333. 

so the wave traveling back towards the load is 0.3333V. After Ions, this wave 

arrives at the load, where it is fully reflected. At 35ns, the reflected wave is 

half way back towards the load. A bounce diagram and waveform sketch is: 
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Source Load 

k ~ ' t  Source 0.5 

Time, ns 

13. Assuming the data is launched on the rising edge, the DDR clock must be 

shifted 90" or doubled in frequency to enable clocking in the data in the cen- 

ter of the eye. The use of either a DLL or a PLL introduces some jitter into 

the timing. The clock and data lose additional synchronization due to de- 

lays introduced by crosstalk and differences in propagation delay. The timing 

diagram is 

I 

DDR CLK \ . . / 
n .  

: :f- 90" . , 

90" Shifted DDR CLK 
. , . , \ 
. . Sample on Rising and Falling Edges . . Implement One 

CLK (Inverted 2X DDR CLK) 1 Sample on Rising Edges 

DATA p 

The requirement on the set,up time for a 50% duty cycle clock is 

The hold time constraint is symmetrical to the setup time constraint, so 
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14. Inserting the far-end crosstalk from (2.61) into the approximation for the 

skew in (2.65) causes the derivative to approximately cancel. The skew is 

then approximately independent of the edge rate. 

15. (a) Set ZL = 0 in (2.67). A plotted result is 

16. Because of the limit operation as the size of the section is reduced to zero, the 

order of the elements in the lumped model is not significant. The results for 

the transmission line equations are unchanged. 

18. The voltages and currents at the junction are related by 

where v(t) is the applied voltage at the junction. For the current, 

To obtain reflection d transmission coefficients, assume that no wave is in- 

cident from the n + l section, so v;++, = 0. Solving for the reflection coefficient 

yields 
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For no reflection, I' = 0 requires that 

19. Using the "0" SPICE element for both lossy and lossless simulations yields 

E 
5' 
I f -  ' *  _- I _ _ _ _ _ - - - - - -  

E 
- _ _ - - -  - .- - 

1 - 

- /-: 6 - - - 
* - *  E Lossy - - - - 

N 
/ Lossless - 

r 

Voltage at Source I 
Time, ns 

fl, '( , _ _ _ _ _ _ _ L _ - -  - - - A  

, / - 
,' 

I / I -  - 
, 

E , 
# , 

Lossy - - - - - 
I 
4 Lossles~ - 
I 

- 

I E 
@ - 
N Voltage at Load 

L I 1  I I I 1 I 1 

0 10 20 30 40 50 60 70 80 90 

Time, ns 

Up to the 90cm line length, the waveforms are close enough for most a p  

plications. For longer lines, the discrepancy approaches the trigger point of 

receivers and could significantly affect timing. 

From (2.37), the maximum length of line for lossless analysis is estimated as 

so take d < 5 0 c q  which is in good agreement with the SPICE simulation. 
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Chapter 3 

4. Voltage measurements across partial inductances are not unique because par- 

tial inductance itself is not unique. For this problem, there is no significant 

bypass capacitance on-chip, so the rail collapse is due either to ground bounce 

from high-to-low transitions or to power droop from low-to-high transitions. 

Therefore, the on-chip rail noise provides a good measure of SSN while avoid- 

ing measurements across partial inductances. 

To obtain three different edge rates, the netlist in Appendix C is run with the 

same 180 driver in parallel. The netlist is augmented with a 500 resistor in 

series with the voltage source vin to  alleviate convergence difficulties induced 

by the parallel drivers. For one, two, and three drivers in parallel, then 

+.., - 

"'. . . . . ... Falling Edge (VSS Bounce) - 
. . .. . . -.. . . .. . . . ^_- - 

- 
Rising Edge (VDD Droop) 

- 

Slew Rate, ns 

From the plot, faster edge rates cause higher SSN. 

5. The three driver setups are simulated with no power supply or signal induc- 

tance; the driver simply drives a 50pF load. The edge rates for the three 

setups are 1.97ns, 1.03ns. and 0.73ns. The driver impedance is computed by 

assuming that t, = 2.2RC, where C = 50pF. The driver impedances are 

then 17.90, 9.452, and 6.6a. For a high-to-low transition, the effective induc- 
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tance is 3.47nH, while for the low-to-high transition, it is 2.15nH. Using the 

impedances, edge rates, effective inductances, and VT = 0.85V, then (3.4) is 

applied to obtain the following results: 

*:.. . . .- . . . . . .  riuung Edge (VSS Bounce) ... - . . .  
' . . . . - .  

. . I . . .  . . . . . . .  Simulation 
. . . 

. a .  -. . 
' ' . . . Estimate 

Slew Rate. ns 

The estimates are not very good, but the trends are correct. Analytic esti- 

mates of SSN are good for spotting trends and for comparison studies. In this 

example, note how lower SSN results for the low-to-high transition due to the 

smaller effective inductance. 

Chapter 4 
= =-1 ==-I = ==-I - 

1. From (4.13),? = ( Z k  + z ) - ' ( ~ k  -k). Noting that ( Z k  f @T = 
--- -- 1 - - 
(2 k *z) because 2 is symmetric and E is diagonal (so it  is symmetric, and 

multiplication is commutative), then 

- - - -- -- 1 - - -- 
I T T  s = [ ( z k  -QT((ZH ' + X I - )  j 

- -- -- 1 - ---I - 
= ( ( Z k  - X ) ( Z E  +%)-'IT, 

-- -- =T=T 
where the relationship ( A  B ) ~  = B A is used. For symmetry, 

- .  --- -- 1 = ==-I --- --- 
(2 k - k) (2 k + %)-I = (ZX I + Z)-'(ZZ ' - f )  is required. Multiplying 
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through to eliminate the matrix inverses and expanding, then 

-- -- -- - - - 
and since XZ = Zk due to E being diagonal, then = zT and 3 is symmetric. 

2. From (4.4), the total incident power is Pi = 4 C lak 1 ', while the reflected 

power is P, = 4 C Jbk 1 2 .  The total dissipated power is then the difference. 

Noting that C ckI2 = zT - F*, then the dissipated power is P = Pi - P, = 
- 

1-T .-* - ~r ,6*.  Since 6 = Sa, then za  a 2 

Note that the dissipated power depends on how the network is driven. 

3. The average power delivered to a port is P,,,,, = ~ R ~ [ v , I ; ] .  Using the fact 

that Re[t] = w, then Pj,avg = f (61; + 1/; 13). Summing across all ports. 
-T-+ -T-* -T=T-* -T=*-* 

then PtOtal = Cj(&1;+y4) = f (V I +I V ) = :(I  Z I +I Z I ) = 
l-T =T =* -* 
-I 4 (2 +z ) I .  

4. The schematic for this problem is 
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Note that rr. = 2. The S-parameters relate the waves as 

a then the first equation yields bl = From the second equation, b2 = 1-z2hL , 
S a S S r  

&la1 + S ~ ' L  or r = Sii + l l Z S ~ ~ r ~ s  
- 

7. Introducing traveling waves, with al and 61 at ports 1 to N on S1, 82 and & 
at ports N + 1 to 2N on 71, and & and & at  ports N + 1 to 2N on ?2, then 

the original S-parameter matrices relate the traveling waves according to 

and 

Expanding, these provide four equations in four unknowns. Eliminate first 62 
and then E2 to get 

Similarly, eliminate E2 then to obtain 
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Both results are equivalent, with slightly different forms. The final result comes 
- - - - 

from pulling ga, TB, and SD from the first result and Sc from the second. 
- =T - 

If the networks are reciprocal, then Sc should equal S ,  . Noting that Sic = 
=T - - =T - =T - =T 
SIB, S2c = S2,, %,4 = S2,, and SID = SID, then it  can be easily shown 

- =T 
that Sc = S,. 

Let the voltages and currents be assigned as shown below: 

Then the Y-parameter matrices can be expanded as 

and 

Collecting terms and assembling into an array yields the desired result. 
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9. Set up the six equations describing the problem as 

and eliminate V2, V3, I2 and 13. 

10. Assign the traveling waves as shown below, 

and since the characteristic impedances of the lines are matched to the port 

impedances, then 
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- 
Since bl = s E 1 ,  then 

Inverting the diagonal matrix yields the desired result. 

11. (a) The voltage and current on a lossless transmission line are 

V(z) = v+e-JPz + v-dPZ 

+ -aPz - V- ,+Pz I ( z )  = YO(V e 1. 

Let port 1 be located at r = 4 with voltage and current 

Vl = v+&' + v - ~ - J P '  

and 

Let port 2 be located at z = 0 with voltage and current 

and 

where the current is reversed to take into account that positive current 

enters the DUT for an admittance matrix. As in problem 1 in chapter 2, 

solving these two for V+ and V- yields 

and 
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Eliminating V +  and V -  from the equa,tions for port 1 and solving for 

the currents yields the desired result. 

(b) Subst,itute P = -gy in the prior result and use the identities cos(p)  = 

cosh(x) and sin(yx) = 3 sinh(x) . 

12. Use the given matrix in (4.8) with Z, = 50 and invert to obtain 

From problem 11, 

so Y,sin(pd) = 0.0143216 and cos(pd) = 0.070737, leading to  pd = 1.5 and 

Yo = 0.014358 or 2, = 69.65G. F'rom (2.24), /3 = wJ-,ff/c,, so solving for the 

effective dielectric constant yields E,R = 4. 

13. The short-circuit admittances at port 1 can be found as 

The short a t  port 2 shorts out 33,  leaving yl in parallel to yz. y11 is just the 

input admittance, and since parallel admittances add, then yll can be directly 

written down as 

The current at port 2 is found by the current divider as 

where the negative sign is needed since positive current flows into the ports. 

Divide through by VI and substitute for yll and yzl. The remainder is filled 

in by observation due to  symmetry. 
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15. Since the characteristic impedance is the same in both transmission lines, the 

voltage traveling waves can be represented directly by a and b. Match port 2,  

then a2 = 0 and Sll and S21 can be found. The voltage is continuous across 

the capacitor, so 

The current through the capacitor is 

where b2 is the voltage across the capacitor. Eliminate b2 to obtain SI1 = 

b l /a l .  Eliminate bl to find Szl = b2/al .  Symmetry then provides SI2 and 

8 2 2 .  

Chapter 5 

2. The partial mutual inductance is defined in (5.47), where the numerator of 
r t - - 

the integrand is d l  . de. If these two vectors are orthogonal, then - a = 0, 

SO Mp = 0. 

3. Define the various vectors as 

- r = x2 

F' = r r  (COS e i  + sin @@) 

I - - 
d l  - dl  = cos Odzdrr , 

then the partial mutual inductance from (5.47) is given by 

a cos edzdr '  

P = $ 1  ~ ( r ' c r s ~  - r)l + ( r ' s i n ~ ) ~ .  

Solution with a symbolic manipulator yields the result. 
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4. The partial self-inductances from three legs must be added to the partial 

mutual inductances between the legs. Using (5.53) and the results above with 
1 cos 60" = 5 ,  then 

Simplification yields the result. 

5. The partial self-inductances from four legs must be added to the partial mu- 

tual inductance between the legs. Noting that the mutual inductance between 

adjacent sides is zero, then from (5.49) and (5.53) 

Simplification yields the required result. 

6. From (5.47), the partial mutual inductance between a closed loop and a con- 

tour is 

The closed integraI over the square can be broken into four path integrals as 

P d -2 
+ -/ 4~ r ight  Lire F-F',' 
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The integrals with the top and bottom vanish due to orthogonality. The re- 

maining two integrals calculate the mutual inductance between two parallel 

straight thin wires with the solution from (5.49). Assuming that this formula 

is written as f (!, s), where l is the length of the two wires and s is the spacing, 

then 

7. In the gap, Ampere's law requires 

Since B = pRfS, then B4 = $. From (5.15) then 

where for external inductance, the integration takes place only over the space 

external to the conductors (the field is zero outside the outer conductor). 

Completing the integration yields the desired result. 

8. From Ampere's law, the magnetic field strength produced external to the inner 

conductor is 

The magnetic field strength produced inside the outer conductor is 

where the area fraction of the current enclosed by the contour modifies the 

magnitude. Note that the sign is reversed because the current direction is 
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reversed from the direction in the center. Summing the two produces the 

total field inside the outer conductor: 

Plugging into (5.15) yields 

where the integration is only over the outer conductor. Completing the inte- 

gration yields the desired result. 

9. Inside the conductor, for uniform current the magnetic field strength is 

Plugging into (5.15) yields 

L a-tt f2 - a2 

l 2a (a + t ) 2  - a2 

Completing the integration yields the desired result. 

12. The trick is to add a third conductor to the problem to act as the return path 

for the two conductors forming the annular coax. The third conductor is a 

conductive ring with radius c and thickness t. The value of c is arbitrary as 

long as c > b + t. 
The partial self-inductance for the inner conductor is just the inductance for 

the annular coax formed from the inner conductor and the added return path. 

All of this inductance is assigned to the inner conductor, thereby transforming 

it into a partial inductance. The same is done for the outer conductor. The 

partial mutual inductance is then defined by the requirement that the loop in- 

ductance using the partial inductances must add up to the correct inductance 

value: 
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Since the value for c is arbitrary, there are an infinite number of valid par- 

tial inductance values for any given geometry, and they all give the correct 

inductance. 

14. The fields above the plane are identical to the fields of the geometry where 

the plane is replaced by an image wire a distance d below the location of the 

plane. This problem is just the two-wire transmission line with a1 = a2 = a 

and S = 2d in (5.55). Take half of the result since the fields actually exist 

only above the plane. 

15. Simulating with SPICE yields: 

Frequency, GHz 

10.5 

If there is no coupling, then there is no eddy current and R and L are constant. 

16. For the mesh with partial inductances, Kirchhoff's voltage law requires 

(if M=O) 
d 1.2 

C _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  icl E. 
Y 

- 1.1 g 
"j 

(if M=O) . . . . . . . . . . . . .  + 3 

No significant eddy current. Significant eddy current. 
8.5 - - 0.9 

8 I .  1 .  I ,  I ,  
0.8 

0.0001 0.001 0.01 0.1 1 10 

- 

- Transition - 
Region 

For the mesh with inductance, 

1.3 

so collecting terms and equating the two expressions provides the required 

formula. 
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=T= 
18. First, find T T as 

-- - -T 
where (zm . in = 0, m # n) is used. Then find T T by noting that 
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20. (a) Working with a symbolic manipulator, the following are found: 

and 
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(b) The circuit must extract modal voltages from total voltages using 8, = 
- =T 

T 5 and total currents from modal currents using i = Em. The resulting 

schematic follows. 

(c) All modal inductances must be positive. For M < 0, L > -AM, while 

for M > 0, L > 2 ~ / & .  

--- ---T 
24. fi is already diagonal, so no substitution is made. Substitute Z = T X T to 
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Rearrange to get 

Noting the modal voltage and current, then 

- 
The term in parenthesis is not diagonal since is diagonal. Therefore, the 

equation does not decouple and a modal decomposition is not available. An- 

other way to look at it is that with no inductance, resistance is diagonal 

and the equation is decoupled. With no resistance, a modal decomposition 

on inductance can decouple the equation. However, when both are present, 

decoupling is not possible. 

25. The voltage drop is 

and since is diagonal, these equations are decoupled and can be solved one 

at a time. The instantaneous power dissipated in the kth resistor is 

pr ( t )  = R& ( t ) .  

The total power dissipated up to time t is 

Due to the square, the integral is always positive, so Ek is positive when Rt 

is positive. 
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Chapter 6 

1. The provided conditions are that vl = 0, v3 = 1, and Qz = 0 since line 2 is 
- 

floating. The relation Q = CD for the 3 x 3 case is 

The second equation requires that 0 = CZ2v2 + C23) or 

which is positive because CZ3 < 0 while C22 > 0 and less than 1 since Cz2 > 

-C23. The charges are found by multiplying out the equation, so 

and 

4. From (6.3), the electric field is constant between the plates, so v = Ed, where 

d is the separation between the plates. With D = EE, (6.8) provides 

where W and L are the width and length of the capacitor, respectively. Inte- 

grating and setting A = WL yields the desired result. 

5. (a) Working with a symbolic manipulator, the following sre found: 
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and 

(b) The circuit must extract modal currents from total currents using a, = 
=T- - 
T i and tot a1 volt ages from modal voltages using F = FF,, . The resulting 

schematic follows. 

(c) All modal capacitances must be positive. Since C > 0 and C, > 0, the 

first two modal capacitances are guaranteed to be positive. Summing the 

second row of the capacitance matrix yields the capacitance to ground for 
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the second lead as  C20 = C - 2C,. Rearranging and subtracting ficm : 
then C- &crn = C20+2Cm-&~m > 0 since C20 > and 2Cm > fi~,,, . 
so the third modal capacitance is guaranteed to be positive as well. 

6. (a) Delete row and column 2 to obtain 

(b) Invert to get 

Delete row and colunln 2, then invert the result to get 

Chapter 7 

1. The impedance matrix to be reduced is given by 

Grounding one end of the three branches leaves just one node, so the incidence 

matrix is a 3 x 1 array given by 
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- 

Because there are no internal nodes, B = I. Then the equivalent matrix can 

be computed as 

2. The impedance matrix to be reduced is given by 

Taking the node voltages as Vl and V leads to the 3 x 2 incidence matrix 

Node V can be eliminated using 

The equivalent impedance is then given by 

5 .  At low frequencies, Ampere's law in integral form is 
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Assume that the a-direction is horizontal along the conductor's width, the 

y-direction is vertical, and the z-direction is the direction of current flow. For 

a wide conductor, is horizontal and constant with respect to  x. If the origin 

is in the center of the slab, then 2 is in the -x direction above the slab and 

+x direction below. Applying Ampere's law, there is contribution to the line 

integral from above and below, yielding 

where W is the width of the slab, and i is the current in the slab between &y. 

Faraday's law in differential form inside a good conductor is 

With 7 and H only in the s and x directions, respectively, then 

Substituting the result from Ampere's law, then 

Let ik represent the sum of the currents from all slabs out to a distance kyk .  

With the slabs numbered from the outside in, then in the kth slab 

where Ak = 2Wtk is the area of the two slabs k a t  f yk . and t are the slabs' 

thicknesses. Rearranging yields (7.16) with 

and 

So, the ladder network is exactly the same, but with different resistor and 

inductor values. 
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Chapter 8 

1. The Yii can be directly measured a t  port i with the IA, with all other ports 

shorted t o  ground. For = Yji, short all ports to ground except for ports i 

and j, then 

y.. y . [;:I = [;; ;.;I [: j .  
Invert the matrix to get 

where A = - I$. Apply the fact that Il 

Apply the fact that V,,,, = Vl - V2 to get 

7 

Then the measured admittance is 

Since Y,i and Yjj are known from prior one-port rneasurcments, Kj can be 

found. 

2.  Measurement a t  ports 1 and 2 produce 
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and 

The bridged measurement yields 

Solve for ZI2, build the 2 x 2 impedance matrix, then imreut to  get 

3. The perfect VNA measures a1 and bl,  while a2 and b2 exist between the in- 

terconnect and the DUT. The traveling waves are related to the S-parameters 

of the interconnect by 

Divide through by the a's, noting that SllM = b l / a l  is the measured re- 

flection coefficient and SllL = a2/b2 is the actual reflection coefficient, then 

eliminating al/a2 yields 

This formula gives the correction from the measured reflection coefficient 

(Sl lM) to the actual reflection coefficient (Sl l L )  if three parameters are known 

for the interconnect: Sll, SZ2, and S12S21. Note that it is not necessary to ac- 

tually find S12 and Szl separately. 

The three unknowns can be found by measuring three known standards. Re- 

arranging the relationship between SllM and S l l ~  yields 
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For a short-circuit load, S l l ~  = -1 and 

For an open-circuit load, SllL = +l and 

For a matched load, Sll L = 0 and 

Solving these three equations yields formulas for Sll, S22, and S12S21 in terms 

of the measured quantities SllMs, SI1 M O ,  and S1 M ~ .  

4. (a) For the inductance matrix, short all terminals on one side to ground. On 

the other side, a two-port TDR can be applied at terminals i and j ,  with 

all others open-circuited. The voltages at terminals i and j are 

and 

The inductances can be found by pulsing terminal i then j, and using 

(8.12) and (8.13) to extract the relevant matrix entries. The measurement 

is repeated for all matrix elements. 

5. The differential equation describing the problem is 

Integrating yields 
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For large t ,  i ( t )  = iDc = ao/(Zo + R). Solving for L yields 

Noting that i ( t )  = (us ( t )  - u, ( t ) ) /Z , ,  then 

Therefore, the time-dependent profile of the source is required in addition 

to the DC value. An open-circuit measurement can yield tr,(t). As before, a 

short-circuit measurement can be used to  de-embed the fixturing. 

7. (a) From chapter 2, equation (2.11), the inductance is L = 60 * 0.1 x lo-' = 

6nH. 

(b) Si 1 = ( Z L  - Zo)/ ( Z L  + Z)  = ( J W ~  x lo-' - 50) / ( jw6 x lo-' + 50). Plug 

in w = 2 ~ 1 0 0  x lo6 and simplify. 

9. For a general 2  x 2  matrix, 

From chapter 4, equation (4.8), 

Chapter 9 

1. Plug the S-parameters into chapter 8, equation (8.5) or into chapter 4 ,  equa- 

tion (4.8) to obtain 
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By inspection, the model for these two leads is 

0 
Lead 1 

0 
Lead 2 

0.1 R 5nH 

Lead 3 
0 

\ 

Lead 4 
0 

0.15 Q 6nH / 
Lead 5 0 

Models for the remaining leads will require more measurements. 

2. (4 

(b) Combining into vectors and matrices, then 

Replacing the vectors and matrices with generalized notation yields (9.2). 
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3- (4 

(b) Collecting terms, then 

Combining into vectors and matrices, then 

Replacing the vectors and matrices with generalized notation yields (9.3). 

4. From chapter 2, equations (2.11) and (2.12), L = 15nH and C = 0.667pF. For 

a T-network, split the capacitance into two 0.333pF pieces. Combining (9.20) 

and (2.10) yields the bandwidth limit 

Using t ,  = 1/BW implies that the minimum edge rate supported by the 

model is Ins. 

5 .  Using t ,  = 1/BW, the bandwidth requirement is 500MHz. Combining (9.20) 

and (2.10) yields the maximum TOF as 
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The length of the line is then given by distance=ratextime as 

6. By trial and error on a calculator, pd = 0.385 to achieve 5% error. Since pd = 

w a d  = w a ,  then the frequency limit is w < 0 . 3 8 5 / m ,  which is a little 

more than half the value in (9.20). The iterative impedance concept is rooted 

more directly in circuit behavior and leads to a less restrictive bandwidth 

limitation. 

7. To find the iterative impedance, set Zin = ZL = Zi to obtain 

Multiply through to get 

then Zi = 2,. This is a restatement of the well known transmission line 

property that the input impedance of a transmission line of any length is 2, 

when loaded by 2,. 

8. Any of the three ports can be grounded for the shorted sample. If port 1 is 

grounded and current is applied only to port 2, the voltages at ports 2 and 3 

at  sufficiently low frequencies are 

and 

V3 = ~wM2312 + JWLI 1 2 .  

Similarly, the current can be applied only to port 3 to obtain 

v2 = JdM2313 -k $&I3 
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and 

Collecting these results yields the impedance matrix looking into ports 2 and 

3 a s  

For the open sample, open port 1 and measure the capacitance, C, at either of 

ports 2 or 3 at a sufficiently low frequency. The circuit model is shown below. 

The original and model topologies are equivalent at low frequencies. 

Chapter 10 

1. 

The numerator is reduced from the bottom. 
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The numerator is again reduced from the bottom. 

2. Answer: 

3. Let the rational function be 

then 

where Yoc is assumed to be known. Incorporating this information into the 

numerator yields 
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Evaluating this equation a,t P frequencies yields the matrix equation 

I - I 

where and 6 are defined as before, and 

and 

is a P x (N + 1) matrix. The matrix equation can be solved with the same 

technique as used for (10.40). 

4. Let the rational function be 

then 

where Y, is assumed to be known. Incorporating this information into the 
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numerator yields 

Evaluating this equation at P frequencies yields the matrix equation 

w h e r e  and 6 are defined as before, and 

and 

The matrix equation can be solved with the same technique as used for (10.40). 

5. (a) Multiply top and bottom by cos(pd) to get 

then using the facts that 
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and 

then Zin becomes 

This is a rational function in the form of 

(b) Because the series goes to oc in the numerator, there are infinitely many 

zeros. Similarly for the denominator, there are infinitely many poles. 

The implication is that a ladder network would require infinitely many 

components to exactly represent a transmission line. In other words, 

transmission lines can only be approximately modeled using resistors, 

inductors, and capacitors. 

(c) Keeping just two terms in the numerator and denominator means keeping 

terms through Dd, so 
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Deriving the continued fraction by applying (10.5 1) and (10.52) yields 

(d) The circuit is 

where R1 = z:/&, R2 = ZL [l-  ( Z ~ / Z ~ ) ' ] ,  and C1 = 

( P d ) /  (2, [I - ( Z , / ~ L ) ~ ] ) .  It is interesting to note that the circuit is 

passive when Zo < ZL and active when 2, > ZL.  When ZL = Zo, the 

input impedance to  the circuit is just Z,, as it should be. 

6. The minimum rise time is 0.5ns, so initially set the delay of each lumped 

section at 0.0511s. The delay of the line is 0.025/(3 x 10'/&%) = 0.26ns) so 

the required number of sections is 0.26/0.05 = 5.2 -- 5. For five sections, the 

delay each 0.5cm section is then 0.052ns. From chapter 2, equations (2.11) 

and (2.12), the lumped inductance and capacitance are 3.9nH and 0.693pF. 

The model is given in the following schematic. 

1,95nH 3.9nH 3.9nH 3.9nH 3.9nH 1.95nH 

7- -- 

0 - * a - A - - 0 

0.693pF 
-- -- 

0.693pF 
-- -- -- -- 

0.693pF 

- 
0.693pF 

-- -- 
0.693pF 
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7 With 7 = 5 = 0, (10.5) and (10.6) become 

and 

Eliminate i to get 

- --- - -- 1 - 
Noting that F = TVX TV , where is diagonal, then 

Defining the modal voltage as before, then 

represents a set of decoupled equations. 
- --- - -- 1 

Eliminating v yields a similar equation in i with Z P  = TIX T I  . The modal 

currents are also defined as before. 

The first-order equations can be rewritten as 

and 

aTm 
-- 

- aEm - 
- -Cm - a~ a t 7  

--I - - -- =-I- = - where ?, = Tv ?:TI and z, = T I  c Tv. 
- 

Since no special properties are used in the prior derivation regarding and 2, 
the conclusions also apply to P and F in this derivation. Namely, Fm and & 
are diagonal. 
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8. Equating the even- and odd-mode phase velocities from (10.24) and (10.25) 

yields the required result. Far-end noise is eliminated for symmetric lines in 

a homogeneous medium. Stripline and buried microstrip are typical examples 

of transmission lines that meet this criteria. 

9. From (10.24) and the fact that mi! = c,/c in a homogeneous medium, the 

even-mode phase velocity is 

A similar derivation shows the same result for the odd mode. Then 

I - -  - 1 
- = l c  - mc, = 

1 - 
v: v; u? ' 

and, again incorporating m/C = c,/c, 

1 O .k - mc, 

10. (a) Working with a symbolic manipulator, it is found that 
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While not needed, it is interesting t o  note that 

which has two identical eigenvalues, reflecting the fact that the problem 

has a high degree of symmetry. 

The modal inductances are then found with (10.16) to be 

while from (10.17) the modal capacitances are 

The modal characteristic impedances are 

and 

while the modal phase velocities are 

and 
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(b) Using 

- 
along with Tv and T I  to convert between total and modal quantities, 

the schematic implementing the modal conversion is given below 

q.. - vd +p 
- 5 f i -  

11. (a) From (10.28), for small Zz the third term in the denominator dominates 

when 2 2  << 2ZoeZoo / (Zoe + Zoo), then 

Rearrange to obtain the given form. 
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(b) Substituting the expressions for the weak forms fbr Z,, and Zoo from 

(10.29) and (10.30) yields 

neglecting the second-order term l/4(m/l) 2 .  

12. Multiply out the numerator and denominator to get 

Multiply through to  get 

Evaluate at P frequencies, then in matrix form 

which is equivalent to (lO.40), where 
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and 

Chapter 11 

1. For all cases, the driver holds one output high at  VDD with driver impedance 

R, and it holds the other low to ground with impedance R. For the optimal 

termination, VDD has a DC path to  ground through the resistance 

- - 2(R + Z O d R  + Z o o )  

The static power dissipation is then 

Poptimal = 
V Z D  (2R + Z o e  + Zoo) 
2(R + Z o e ) ( R  + Zoo) ' 

For bridged termination, the equivalent resistance is Re, = 2(R + Zoo) for a 

static power dissipation of 

Pbridged = %I 
2(R + Z o o )  ' 

For single-ended termination, the power dissipation is determined by the out- 

put holding high, so 

Psingle-ended = Vi? D 

R+ Z o o '  

Looking at the ratios 



A ~ ~ e n d i x  A Solutions to  Selected Problems 477 

and 

both are greater than one, so bridged termination dissipates the least static 

power. 

2. Plugging the results from the solution of chapter 10, problem 10 into (11.4) 

yields 

where 

and 

Using the method in chapter 9, section 9.9 for implementing admittance ma- 

trices, the following circuit is the optimal termination network. 
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3. The quick answer is thttt Vdetected = f 0.0025 X 100 = f 250mV since the 

receiver rejects common-mode noise. The point of the exercise is to practice 

manipulations with modal decompositions. 

Call the current on the top wire il and the current on the bottom wire iz. For 

continuity, i l  (t) = i(t) and iz(t) = -i(t). From chapter 10, equations (10.11) 

and (10.20) 

The odd mode propagates to the far end of the line at the odd-mode phase 

velocity, while the even mode picks up noise. At the far end, the modal currents 

are 

Using (10.19), the total currents at the far end are 
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Using the results from chapter 4, problem 14, the voltage at the load for a 

symmetric T-network termination is 

The receiver detects the differential voltage across the resistor, so 

which matches the quick result above. Note how z2 is left in the termination 

network to avoid mathematical difficulties, but its effect drops out in the end. 

4. (a) Using (11.5) with yl = 0 and yz = 1/(22,) yields the required result. 

(b) The odd-mode reflection coefficient is not zero. 

(c )  The odd-mode impedance is 

Since Zo = a, the odd-mode reflection coefficient is 

Since just 5% of the incident odd-mode wave is reflected, a reflection 

coefficient of 0.05 is good. 
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5. The modal reflection coefficient from (11.2) using (10.19) is 

Multiplying this out yields 

and 

Mode conversion from the incident even mode to the reflected odd mode is 

given by rzl. For no mode conversion, a balanced load is required with yl = ~3 - 

Otherwise, the reflected odd-mode voltage due to the incidence even-mode 

waveform is 

which is the voltage detected by a perfect differential receiver. 

6. From (11.3) with (10.19) and (10.20), 

= A [ zoe + z o o  -Zoe - z o o  

~ o . - ~ o o  & e + z o o  I .  
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Matching up terms with the impedance matrix from chapter 4, problem 14 

yields 

7. (a) The cavity is resonant when the input impedance has no reactance. From 

the given equation, this occurs when cot ( p d )  = 0 ,  or /3d = 7r/2+n7r. Since 

/3 = w/v,, then fld = 0.1 x 27r f /(3 x 108/fl),  so the resonant frequencies 

are 375MHz, 1.125GHz, 1.875GHz, and so on. 

(b) The wavelength at 3GHz is 5cm. For lumped modeling, the maximum 

length of each section is 0.5cm, so a 20 x 20 sectioning of the PCB is 

required. Assuming parallel- plate formulas with DC current distribution. 

the resistance of each section is 

the characteristic impedance from (1 1.6) is 

and the phase velocity is up = 1.5 x lo8rn/s, so the TOF, or t d ,  is 33 .33~s  

(666.7ps/20). F'rom chapter 2, equations (2.11) and (2.12), the inductance 

and capacitance are 0.628nH and 1.77pF. Building and running a SPICE 

model produces the following result: 
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2 
C 

c 

& 

c Refresh Lines j 
Do Not Count 

Y 

10 

Frequency, Hz 

(c) There are slight differences due to the losses included in the SPICE sirn- 

ulation. 

(d) The total capacitance is C = 400 x 1.77pf=70SpE'. At resonance, only the 

resistance is seen, so the ESR is 0.195 x 20/20 = 0.195fi. The ESL can 

be computed from the resonant frequency of 375MHz using the lumped 

formula w = l/m to obtain ESL=0.254nH. Note that the ESL is 

considerably less tha.n 0.628nH because the lumped approximation does 

not apply at 375MHz. For a small component like a ceramic capacitor, 

the ESL will be close to the inductance. 

(e) The currents must spread t o  fill the PCB, so re~ista~nce and inductance 

increase. The higher inductance leads to  significantly lower resonant fre- 

quencies. 
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COAXIAL PEEC 

CALCULATOR 

/* 
Requires the Meschach library of mathematical subroutines 

available from the netlib2.cs.utk.edu archive. 

Computes the resistance and inductance of solid coax as a function of 

frequency. The outer conductor thickness is equal to the radius of the 

center conductor less 1%. Uses the PEEC method with the i ~ e r  and 

outer conductors broken down into concentric current rings of equal 

thickness. 

The program is hard-wired limited to 50 rings for the inner and outer 

conductors. Change the array declarations and the count check to 

increase. 

Once the current has crowded to the inside rings of the inner and outer 

conductors, the resistance and inductance values stop changing with 
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frequency. If enough rings are included, then the inductance can 

be a close approximation of the asymptotic high-f requency value. However, 

the resistance will be completely in error because resistance continues 

increasing with a square root dependence (i . e . there is no asymptotic value) . 
* / 

char current-f ile [8] ="i .datl' ; /* branch currents */ 

char voltage-f ile [B] ="v .datV ; /* branch voltages */ 

double rho=1.77e-8; /* resistivity of copper */ 

//double rhol5.78-8; /* resistivity of molybdenum * /  

double ring-resistance (double , double 1; 

double coax (double , double , double ); 

double annular-coax (double , double , double 1; 

int ring-partials (double , double , double , double , double *, 
double *, double *, double *, double *) ; 

complex equivalent-Z (ZMAT ** , ZMAT **) ; 

void main (int argc , char *argv [I 
I 

int number,of,rings,number-of-frequencies; 

double inner-radius,outer-radius,fmin,fmax; 

VEC *ring-radii , *ring-R; 
HAT *ring-L; 

ZMAT *Zp,*incidence; 

char syscommand [1001 ; 

int i , j , k ;  

double t,a,c,outer~thickness,R1,R2,fmult,frequency,pi; 

complex Zeq; 

/* get the order of the numerator */ 

if (argc != 7) 

< 
printf ("Usage: coax N Ri Ro fmin fmax Nf \n\nN) ; 

printf ("where N is the number of rings per conductor ,\nw) ; 



Appendix B Coaxial PEEC Calculator 485 

pr in t f  ("Ri and Ro are the i m e r  and outer r a d i i  i n  m,\nW); 

printf ("fmin is the lowest frequency t o  compute i n  Hz,\nt'); 

p r in t f  ("f max is  the highest frequency t o  compute in  Hz, \nu) ; 

pr in t f  ("Nf is  the  number of frequency points t o  use. \n") ; 

e x i t  (1); 

1 

sscanf (argvC11 ,"%d" ,&number-of-rings); 

sscanf (argvL21, "%lf"  ,&inner-radius) ; 

sscanf (argv (31 , "%lf It ,&outer-radius) ; 

sscanf (argv C41 , "%lf " , &f m i d  ; 

sscanf (argv 151 , "%If ,&frnax) ; 

sscanf (argv C61, "%d" ,&number-of ,f requencies) ; 

/* remove the  output f i l e s  */ 
sprintf  (syscommand, 'rm -f Xs %s" , current-f ile , voltage-f i le) ; 

system (syscommand) ; 

/* al locate  space f o r  the  r ing  information */ 

ring-radii--get (2*nwnber_of -rings) ; 

ring,R=v,get (2*number-of ,rings) ; 

r i n g , L l ~ l , g e t ( 2 * n u m b e r - o f ~ r i n g s , 2 * n u m b e ~ ~ ;  

Zp=zm-get (2*nwnber_of ,rings, 2*number,of -rings) ; 

incidence=im,get (2,2*number_of -rings) ; 

/* compute r ing  geometries */ 

/* inner conductor */ 

a=inner -r adius/100 ; 

i=o  ; 
while (i c number-of-rings) 
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/ *  outer conductor */  

a=outer-r adius ; 

i = O ;  

while (i < number-of-rings) 

/*  set the reference distance - any value with c>outer-radius+outer-thickness 
is fine as long as it does not cause numerical instability */ 

c=a+outer-thickness; 

/* print out a summary */ 

printf ( "#  inner radius = %i2.4e\n",i~er,radius); 

printf ("# outer radius = %i2.4e\nu,outer-radius) ; 

printf ( I 4#  outer conductor thickness = %l2.4e\nU ,outer-thickness) ; 

printf ( "#  reference radius = %12. 4e\nU, c )  ; 

printf ("# number of rings per conductor = %d\nM,number-of-rings); 

printf ("# DC inductance = %e H/m\nw,coax(inner~radiusJouter~radiusJouter~thichess)); 

printf ( I t# High frequency inductance = %e H/m\n" ,2. e-7*log (outer-radius/imer-radius) ) ; 

printf ("\n# frequency resistance inductance \nN ) ; 

/* compute the ring resistances */ 

i=O ; 

w h i l e  (i < 2*number_of -r ings)  

.I 

ring-R->ve [i] =ring-resistance(ring-radii->ve ii] ,t) ; 
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/* compute the partial inductance matrix * /  

i=O ; 

while (i < 2*number-of-rings-1) 

C 
j = i + l ;  

w h i l e  (j < 2*number-of -rings) 

< 
k==ing-part i d s  (ring-radii->ve [i] ,ring-radii->ve [j] , c ,t , 

$ring-L->me [i] [i] ,&ring-L->me [jl Cjl  ring,^->me Cil Cjl ,&R1,&~2) ; 

if (k ! =  0) exit ( I )  ; 

ring-l->me[jl Cil *ring-L->me Cil [j] ; 

j++; 

1 

i++ ; 

1 

/* build the incidence matrix */  

i=O ; 

while ( i < number-of -rings) 

C 
incidence->me 101 [i] =zmake (1,O) ; 

incidence->me COI Ci+number-of -rings1 =make (0.0) ; 

incidence->me [I] Cil =zmake(-1,O) ; 

incidence->me [I] [i+number-of -rings] =make (-1 ,O) ; 

i++ ; 

1 

/* compute impedance at each frequency */ 

k=O ; f requency=f min; 

while (k < number-of -frequencies) 

/* build the partial impedance matrix */ 
i=O ; 
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while (i < 2*number-of-rings) 

/* compute the equivalent impedance */ 
Zeq-equivalent-Z (&incidence ,&Zp) ; 

/* print out the results */ 

printf ("X12.4e %12.4e ~l2.4e\n",frequency,Zeq.re,Zeq.im/(2*pi*frequencyl); 

f requency*=f mult ; 

k++ ; 

1 

/*  -1 T -1 

/*  Compute (AZ A ) 

complex equivalent-Z (ZMAT **A, ZMAT **Z) 

I 
ZMAT *Zi,*At,*tl,*t2,*t3; 

complex Zeq; 

int i,j; 

/* find the inverse of Z */ 
Zi=zm-copy(*Z, ZMNULL) ; 

zm-inverse(*Z, Zi) ; 
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/* f o r m  the t ranspose  of A * /  

At=zm-get ((*A) ->n, (*A)->m) ; 

i = O  ; 

while (i < At->m) 

C 

j = O ;  

while (j < At->n) 

At->me [i] [j]=(*A)->me [jl [il ; 

j++; 

1 

i++ ; 

1 

Zeq=t3->me COI COI ; 

zm-f r ee (Z i )  ; zm-f r e e  (At) ; zm-f r e e ( t 1 )  ; zn-f r e e  (t2) ; zm-f r e e  ( t 3 )  ; 

r e t u r n  Zeq; 

3 
/**************************************************************************/ 
/*  Computes a s e t  of p a r t i a l  inductances for annular coax based on */ 
/ *  a r e t u r n  pa th  formed by a r i n g  of r a d i u s  c>b+t . Note t h a t  c should be */ 

/ *  cons i s t en t  f o r  a l l  c a l l s  t o  t h i s  subrout ine .  * / 
/ *  Also computes t h e  ring r e s i s t a n c e s .  * / 
/* a - inner  r a d i u s  */ 
/*  b - o u t e r  r a d i u s  * / 
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/ *  c - return radius * / 
/ *  L1 - partial self-inductance for the inner ring */ 

/*  L2 - partial self -inductance for the outer ring * / 
/ *  M - partial mutual inductance between the two rings * / 
/* rho - resistivity of the conductor in m/S */ 
/* R1 - DC resistance for the inner ring */ 
/* R2 - DC resistance for the outer ring * / 
/**************************************************************************/ 
int ring-partials (double a, double b, double c, double t, double *L1, 

double *L2, double *M, double *R1, double *R2) 

C 
double L; 

if (c < b+t) return 1; 

*LI=annular-coax (a, c, t) ; 

*L2=annular_coax (b , c , t) ; 

L=annular-coax(a,b ,t) ; 

return 0 ;  

> 
/**************************************************************************/ 
/* Compute the inductance per-unit-length for annular coax with * / 
/*  DC current distribution. * / 
/* a - inner radius * / 
/* b - outer radius * / 
/* t - shell thickness * / 
/* returns inductance in H/m */ 
/************ **************************************************************/ 
double annular-coax (double a, double b, double t) 

C 

double mu,pi ,L; 
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pi=4.*atan(l.); 

mu=4.e-7*pi; / *  permeability of free space (and nonmagnetic metals) */ 

return L; 

1 
/**************************************************************************/ 
/ *  Compute the inductance per-unit-length for a coax with * / 
/ *  DC current distribution. * / 
/ a - inner radius * / 
/ *  b - outer radius * / 
/ *  t - shell thickness * / 
/ *  returns inductance in H/m * / 
/**************************************************************************/ 
double coax (double a, double b, double t) 

I 

double mu,pi , L; 

pi=$. *atan(l . ) ; 
muf4.e-7*pi; /* permeability of free space (and nonmagnetic metals) */ 

return L; 

1 
/**************************************************************************/ 
double ring-resistance (double radius, double thickness) 

I 

double R,pi; 

R=rho/ (pi*pow(radius+thickness, 2 )  -pi*pow(radius , 2 )  1 ; 

return R; 

3 





Appendix C 

SAMPLE SPICE SSN 

SIMULATIONS 

* SSN demonstration c i r c u i t  

* Run on unmodified SPICE3f4 

* i1 - on-chip vdd 

* i 5  - on-chip vss  

* 01 - off -chip vdd 

* 05 - o f f  -chip ground 

* i 2  - a c t i v e  d r i v e r  

* 13 - quie t  d r i v e r  - holding high 

* 14 - q u i e t  d r i v e r  - holding low 

x i n t  i l  01 i 2  02 i 3  03 i 4  04 i 5  05 in terconnect  

xdrvl  in1  i 2  il i5  d r i v e r  

xdrv2 il i 3  i1 16 d r i v e r  

xdrv3 iS i 4  il i 6  d r i v e r  

xdrv4 i n  i n 1  i l  15 inv 

w d d  t i  0 3.3 

Lsupply tl 01 5n 

vgnd 05 0 0 
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cln 02 05 25p 

c2n 03 05 25p 

c3n 04 05 25p 

clp 02 01 25p 

c2p 03 01 25p 

c3p 04 01 25p 

* off -chip bypass capacitance 
cbypassl 01 05 1Ou 

* on-chip bypass capacitance 
*cbypass2 il i5 1On 

vin i n  i5 pulse 0 3.3 In .5n .5n 9n 20n 

. control 
tran In 5011 

set width=100 

set nobreak 

print v~il)-v(i5)+2,v(o2)+8,v(o3)+2,v(o4)+.6 > results-dat 

quit  

. endc 

. end 

.subckt driver in out ovdd ognd 

* optimized t o  driver a 50pF load in 2ns over 

* a 3.3 volt swing 

* last stage 
mpl out in1 ovdd ovdd pmos-book l=lu v=1500u 

mnl out in1 ognd ognd nmos-book I-lu w=6OOu 

* 2nd to last stage 

mp2 in1 in2 ovdd ovdd pmos-book 1-1u v=750u 
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mn2 in1 in2  ognd ognd nmos-book l = l u  w=300u 

* 3rd t o  l a s t  stage 

mp3 in2  i n 3  ovdd ovdd pmos-book l = l u  w=375u 

mn3 in2  i n 3  ognd ognd nmos-book l = l u  w=l50u 

* 4 t h  t o  l a s t  stage 

mp4 i n 3  in4 ovdd ovdd pmos-book l = l u  w=188u 

mn4 i n3  in4 ognd ognd nmos-book l = l u  w=75u 

* 5 t h  t o  l a s t  s t age  

mp5 in4 in5  ovdd ovdd pmos-book l = l u  w=94u 

mn5 in4  i n 5  ognd ognd nmos-book l = l u  w=37u 

* 6 t h  t o  l a s t  s t age  

mp6 in5  i n  ovdd ovdd pmos-book l = l u  w=47u 

mn6 i n 5  i n  ognd ognd nmos-book l = l u  w=19u 

.ends driver 

.subckt inv i n  out  vdd gnd 

m p l  out i n  vdd vdd pmos-book l = l u  u=23u 

mnl out  i n  gnd gnd nmos-book l = l u  w=9u 

.ends inv 

* 5-wire linear interconnect 

* wires are 3 mm long 

* spaced at 0 . 3  mm 

* rad ius  of 0 .O5 mm 
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* Use the round wire formula f o r  the partial  self inductances. 

* Use the current filament approximation, centered on the vires, 

* for the partial mutual inductances. 

. subckt interconnect il 01 i2 02 i3 03 i4 04 i5 05 
L1 il 01 2.272n 

K12 Ll L2 0.5268 

K13 L1 L3 0.3440 

K14 L1 L4 0.2369 

K15 L1 L5 0.1609 

L2 i2 02 2.27211 

K23 C2 L3 0.5268 

K24 L2 L4 0.3440 

K25 L2 L5 0.2369 

L3 i3 03 2.272n 

K34 L 3  L4 0.5268 

K35 L3 L5 0.3440 

L 4  i4 04 2.272n 

K45 14 LS 0.5268 

L5 i5 05 2.272n 

. ends interconnect 

* NMOS example model for book simulations 
* From Table 4.4 Bakoglu 

* with LD=O 
* 
.model nmos-book amos 

+ LEVEL-i 

+ VTOz0.85 

+ KP=53U 

+ CAMMA=O. 175 

+ PHI=O. 56 

+ LAMBDA=O .03 

+ PB=0.89 

+ CGSO=2.4e-10 

+ CGDO=2.4e-10 
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* PMOS example model for book simulations 
* From Table 4.4 Bakoglu 
* with LD=O 

* 
.model pmos-book pmos 

+ LEVEL=l 

+ VTO=-0.85 

+ KP=21U 

+ GAMMA=0.715 

+ PHI=0.7 

+ LAMBDA=O. 066 

+ PB=1.0 

+ CGSO-3.4e-10 

+ CCDO=3.4e-10 

+ CGBP2.e-10 

+ CJ=23e-5 

+ CJSW=15e-10 

+ NSUB=l.lelG 

+ TOX=400e-10 

*+ XJ=0.5e-6 

+ LD=O. 

+ U0=240 





Appendix D 

SAMPLE MODAL 

DECOMPOSITION CODE 

#include i s t d i o  .h> 

#include < s t d l i b . h >  

#include <s t r ing .h>  

#include xmatrix2. h> 

#include (math. h> 

/ * 
Requires t h e  Meschach l i b r a r y  of mathematical subroutines 

ava i l ab le  from t h e  net l ib2.cs .u tk .edu archive .  

void e igen  (MAT*, MAT*, MAT*, VEC*, VEC*) ; 

void get-mn (FILE*, in t* ,  in t* )  ; 

i n t  eigen-real  (MAT* ,MAT* , VEC* ) ; 

void subckt- l ine  (FILE *,char * , i n t  , i n t , c h a r  *,char *); 

void c a l l - l i n e  (FILE *,char * , i n t  , i n t  , i n t  , i n t  , i n t  ) ;  

double Length=. 2; /* l eng th  of multiconductor transmission l i n e  i n  m */ 

double tr-min=le-9 ; /* minimum edge rate the lumped model w i l l  support */ 
i n t  wrap=5; /* number of  node p a i r s  per l i n e  i n  subc i rcu i t  * / 
#define MAXNORM le-14 /* maximum allowed e r r o r  i n  matrix checks */ 

main 0 
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C 

FILE *fp; 

MAT + C , * L , * L C , * C L , * T V , * T ~ , * ~ T ~ , * ~ T ~ , * T ~ , ~ * C ~ ;  

VEC * l v , * l i ;  

char node [I01 ; 

double 20, TD , vp , vpmax , sub-Length* Cgnd ; 

i n t  i , j ,k ,m,n,p ,q ,n-sub;  

/ *  g e t  t h e  inductance matrix */ 
f p  = fopen("L.matrix",  "r") ; 

get-rnn (fp,&m,&n) ; 

L=m-get (m,d  ; 

m-f input  (f p , L) ; 

f c lose  (f p) ; 

i f  (m !=  n) { p u t s  ("m not equal  t o  n i n  L .  \n") ; exit (1) ; ) 

i = m ;  

/* g e t  t h e  capacitance matrix */ 

f p  = f open("C.matrix". " r")  ; 

get-mn (fp,&m,&n) ; 

C=m,get (m , n) ; 
m-f input  (f p , C) ; 
f c lose  ( f p ) ;  

if (m ! =  n) p u t s  ("m not equal  t o  n i n  C.\nl'); e x i t ( 1 ) ;  ) 

if (m != i) ( p u t s  ("L and C are not  t h e  same s i z e . \ n M ) ;  e x i t ( 1 ) ;  ) 

i f  (eigen-real  (LC,Tv,lv) != 0) e x i t  ( 1 )  ; 

i f  (eigen-real(CL,Ti , l i )  != 0) e x i t  (1) ; 

/* compute the inverse  t ransformat ion */ 
iTv=m-get (m,n) ; iTi=m-get (m,n) ; 
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m-inverse (Tv, iTv) ; m-inverse (Ti, iTi) ; 

/ 4  find the modal inductances and capacitances */ 

Lm=m-get (m, n) ; Cm=m-get (m ,n) ; 

Tl=m-get (m,n) ; T2=m_get (m,d ; 

i=O ; 

do 

.E 

Lm->me Cil Cil =f abs (Lm->me Cil Cil ; /* eliminate negative inductances */ 

i++ ; 

) while (i<m); 

/* recompute Tv to eliminate sign ambiguity */ 
m-inverse (Lm,T2) ; m-mlt (L,Ti,TI) ; m-mlt (Tl,T2,Tv) ; 

/* recompute Cm with new Tv */ 
m,mlt(iTi,C,T2); m,mlt(T2,Tv,Cm); 

/***************************************************/ 
/* write the spice netlist for modal decomposition */ 

/*+*************************************************/ 

fp = fopen("mctl.ckt","v"); 

subckt-line (fp,"mctl",m,l,"i",~~ol~); 

/* put in the voltage sources on the inputs and outputs */ 
i=O; 

do 

.i 
j=O;  p=O; q=O; 

do 
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fprintf ( fp ,  "EL%d-%d TL%d-%d TL%d-%d %d 0 %e\nt' , 

is j ,i,p,i,p+l, j+l,Tv->meCil [jl); 

p++; q++; j++; 

1 while (j  <m) ; 

fprintf (fp,"VL%d,l TL%d-0 i%d O\nW,i,i,i+l); 

fprintf (fp,  ItVL%d-2 TL%d-%d 0 O\nV , i, i ,m) ; 
i++; 

1 while (icm) ; 

fputs ('f\nl',fp); 

i=O ; 

do 

C 

j=O; p=O; q=O; 

do 

x 
f printf (f p, "ER%d-%d TR%d-%d TRXd-%d %d 0 %e\nl*, 

i,j, i,p,i,p+l, j+L+m,Tv->me[il Cjl); 

p++; q++; j++; 

) while ( j < m )  ; 

fprintf (f p,  "VFl%d,l TR%d-0 o%d O\n" , i, i, i+il;  

fprintf (fp, "VR%d,2 Wd-%d 0 O\ntl, i, i ,m); 

i++ ; 

1 while (i<m) ; 

fputs ("\ntt,fp); 

/* put in the decoupled tranmsission lines */ 

ZO=sqrt (Lm->me Cil Eil /Cm->me [i] [i] ) ; 

TD=Length*sqrt (La->me [il Cil *Cm->me [i] Ci] ) ; 

fprintf (fpSt'T%d %d 0 %d 0 ZD=78 TD=%e\nw,i,i+l,i+l+m,~~,~~); 

i++ ; 

3 while (i<m); 
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fputs ("\nu ,fp) ; 

/* put in  t h e  current sources */ 
i=o  ; 
do 

I 

j=O; 

do 

.E 

fprintf ( fp ,  I1FL%d,%d 0 %d EL%d-0 %e\nW , i ,  j ,i+l, j ,iTi->meCi] Cjl) ; 

j++; 

3 while ( j d  ; 

fputs ("\n8',fp); 

i++ ; 

3 while (icm); 

fprintf (fp,  I4FR%d,%d 0 %d ER%d,O %e\n8', i, j ,i+l+m, j , iTi->me [i) [j] ) ; 

j++; 

> while (j <ml ; 

fpute ('I\n1',fp); 

i++ ; 

3 while (i<m); 

fputs (" .ends mctl\nI1 ,fp) ; 

fc lose  (fp); 

/***************************************a******/ 

/* write the spice n e t l i s t  for  a lumped model */ 
/**********************a***********************/ 

/* f ind the max modal phase velocity */ 
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i=O ; 

vpmax=O ; 

do 

vp=l/sqrt (Lm->me [il [il *Cm->me [il f i l l  ; 

i f  (vp > vpmax) vpmaxlvp; 

i++ ; 

) while (icm) ; 

/* use the fastest edge rate to find the length of the subsections */ 

sub-lengthto. l*vpmax*tr-min; 

n-sub=Length/sub-Length; 

if (n-sub -= 0) n,sub=l; 

sub-Lengt h=Length/n_sub ; 

printf ("Number of subsections = %d\nM ,n-sub) ; 

fp=fopen ('lumped. ckt" , "w") ; 

/* plan on a T-circuit, so output the inductance matrix *. 5 */ 
subckt-line (fp, "Lmatrix-by-2",m,l, "i", "o") ; 

i-0 ; 

do 

C 
fprintf ( fp ,  "L%d i%d o%d %e\nl', i+l, i+l ,i+l .L->meCil Cil *sub_Length/2) ; 

j =i+l; 

while (jCm) 

I 
fprintf (fp,"K%d-%d L%d L%d %e\n",i+l,j+l,i+l,j+l, 

L->me Cil Cjl /sqrt (L->me Cil [il *L->me [jl [j J ) ) ; 

j++; 

1 
i++ ; 

) while (i<rn); 

f puts ( " . ends Lmatrix-by-2\n\nW ,f  p) ; 

/* inductance matrix */ 

subckt-line (fp, "Lmatrix",m, I, "i1I,'Io1'); 
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i=O ; 

do 

C 

f printf (fp, "L%d i%d o%d %e\nn , i+l, i+l , i+l ,L->me [i] [i] *sub-Length) ; 
j=i+l; 

while ( j  <m) 

C 
fprintf (fp,I1K%d-%d L%d LXd %e\nR,i+l,j+l,i+l,j+l, 

L->me [il Cjl /sqrt(L->me[i] Ci] *L->me [jl Cjl)) ; 

j++; 

i++ ; 

1 while (icrn) ; 

fputs ( "  .ends Lmatrix\n\nU ,fp) ; 

/* the capacitance matrix */ 
subckt-line ( fp,  "Cmatrix" ,m,2, "i", 'l~'I); 

i=O; 

do 

C 

j=O; 

Cgnd=O ; 

do 

I 
Cgnd=Cgnd+C->me [i] [ j ] ; 

j ++ ; 
) while (j<m) ; 

f printf (fp, "C%d-O i%d 0 %e\nl' , i+l , i+l ,Cgnd+sub-Length) ; 
j=i+l; 

while (j<m) 

4 

f~rintf (fp , "C%d-%d i%d i%d %e\nW , i+l,  j+i ,i+l, j+1, 

-l*C->me [il Cjl *sub-Length) ; 

j++; 

1 

i++; 

1 while (i<m) ; 
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f puts ( "  . ends Cmatrix\n\nl' ,fp) ; 

/* cascade to create the the transmission line */ 
sprintf (node,"%d-",n-sub+l); 

subckt-line ( f p ,  "mctl" ,m, 1,"l-" ,node) ; 

call-line (fp, "Lmatrix-by-2". 1 ,m, 1,1,2) ; 

i=l ; 

while (icn-sub-1) 

< 
i++ ; 

call-line (fp, "Cmatrix" ,i,m,2,i,i) ; 

call-line ( fp ,  "Lmatrix" ,ism, l,i ,i+l) ; 

3 
j.++ ; 

call-line (fp, "Cmatrix" , i Y m , 2 , i , i )  ; 

call-line ( f p ,  "Lmatrix-by-2" ,i ,m, l,i, i+l) ; 

fputs (".ends mctl\n\n8',fp); 

fclose (fp); 

1 

/* output the subcircuit call line */ 

void subckt-line (FILE *f p, char name [I , int m, int option,char nl C1 ,char n2 B 

i 

int i,j; 

fprintf (fp,".subckt %s8',name); 

j = O ;  110; 

do 

C 

if (option-1) f printf (fp, I' %s%d %s%dU,nl ,i+l,n2, i+l) ; 

if (option==2) fprintf (fp, " %e%dN ,nl, i+l) ; 

if (j++==wrap-l&&i+l<m) Ifputs("\n+ ",fp); j=O;) 

i++ ; 

3 while ( i < r n ) ;  

fputs ("\ntl ,fp) ; 
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/* output a line o f  subcircuit call * /  

void call-line (FILE *fp, char subckt [I, int instance, 

int m, int opt ion, int nl , int n2) 

I 
int i,j; 

f printf (fp, "XXs%d" , subckt , instance) ; 
i=O; j=O; 

do 

i 

if (option-1) fprintf (fp, " %d-%d %d-%d" ,nl, i+l,n2,i+l) ; 

if (option==2) fprintf (fp," %d-%dN ,nl ,i+i); 

if (j++==wrap-1 $8 i+l<m) CfputsC1'\n+ " ,fp) ; j-0;) 
i++ ; 

1 while (i<m); 

fprintf (fp,  " %s\nW , subckt) ; 

> 

/* scan the standard matrix format for the array size */ 
void get-mn (FILE *fp, int *m, int *n) 

C 

char line [loo] ,word[l00] ; 

f seek ( f p, 0 ,  SEEK-SET) ; 

while (fgets(line, 100,fp) ! = NULL) 

i 

sscanf (line, "%a" ,word) ; 

if (strcmp(word,"Matrix: 'I) == 0 )  

€ 

sscanf (line,"%~%d%~Xd",word,m,word,n); 

f seek (f p, 0, SEEK-SET) ; 

return; 

1 

> 
1 
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/* solve the eigenvalue problem and do some checks * /  

int eigen-real (MAT *A,MAT *A-re, VEC *ei-re) 

C 

MAT *A-im , *diag ,*TI, *T2 ; 

VEC *ei-im; 

int i,m,n; 

A-im=m-get (m, n) ; ei-im=v-get (m) ; 

eigen (A,A-re,A-im,ei-re,ei-im); / *  solve eigenvalue problem */ 

/* check for imaginary parts */ 
if (m-norm-inf (A-irn) > 1. e -14) return 1 ; 

if (v-norm-inf (ei-im) > 1. e-14) return 2 ; 

/* put eigenvalues into a diagonal matrix */ 
diag=m-get (m ,n) ; 

i=O ; 

do { diag->me [i] [i]=ei-re->ve [i] ; i++; 3 while (i < m) ; 

/* check for orthonormal properties */ 
Tl=m-get (m,nl ; 

T2=m,get (m,n) ; 

rn-inverse (A-re ,TI) ; 

m_mlt(A_re,diag,T2); 

m-mlt (T2, Tl , diag) ; 

m-inverse (diag,Tl) ; 

m-mlt (A, TI, T2) ; 

i = O ;  

do 1 TZ->me Cil ti1 -=l; i++; 1 while (i<m) ; 

if (m-norm-inf (T2) > MAXNORM) return 3; 

return 0; 

3 
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void eigen (MAT *A, MAT *X-re, MAT *X-im, VEC *evals-re, VEC *evals-im) 

MAT *T,*q; 

/* A is  the matrix whose eigenvalues and eigenvectors are sought */ 

/* k'th eigenvector is k'th column of (X-re + i*X-im) * /  

schur(T, Q) ; /* compute Schur form: A = q*T*QeT */ 
schur-evals (T, evals-re, evals-im) ; /* extract eigenvalues */  

schur-vecs(T,Q,X-re,X-im); /* Q not needed for eiegenvalues */ 

3 

* spice subcircuit for modal decomposition 
.subckt mctl il 01 i2 02 i3 03 i4 04 i5 05 

ELO-0 TLO-0 TLO-1 1 0 3.651740e-01 

ELO-1 TLO-1 TL0-2 2 0 5.499348e-01 

ELO-2 TLO-2 TLO-3 3 0 5.570483e-01 

ELO-3 TL0-3 TLO-4 4 0 4.2593840-01 

ELO-4 TLO-4 TLO-5 5 0 -2.3009516-01 

VLO-1 TLO-0 il 0 

VLO-2 TLO-5 0 0 

ELI-0 TL1-0 TL1-1 1 0 4.795472e-01 

ELI-1 TLl-1 TLI-2 2 0 -1.064700e-01 

ELL2 TL1-2 TL1-3 3 0 4.361856e-01 

ELI-3 TL1-3 TL1-4 4 0 -5.627495e-01 

ELI-4 TL1-4 TL1-5 5 0 5.1583948-01 

VL1-1 TL1-0 i2 0 

VL1-2 TLl-5 0 0 

EL2-0 TL2-0 TL2-1 1 0 5.198346e-01 

EL2-1 TL2-1 TL2-2 2 0 -6.073649e-01 

EL22 TL2-2 TL2-3 3 0 2.583636e-03 

EL2-3 TL2-3 TL2-4 4 0 -8-6576326-03 

EL2-4 TL2-4 TL2-5 5 0 -6.117483e-01 

VL2-1 TL2-0 i3 0 
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. ends mct l 

* inductance and capacitance matrices for lumped approximation 
.subckt Lmatrix-by-2 i l  01 i2 02 i3 03 i4 04 i5 05 

L1 il 01 3.710000e-09 

K1-2 L1 L2 2.250156e-01 

K1-3 L1 L3 7.654063e-02 

K1-4 Ll L4 3.380271e-02 

K1-5 L1 L5 1.7717608-02 

L2 i2 02 3.678000e-09 

K2-3 L2 L3 2.2335838-01 

K2-4 L2 L4 7.605328e-02 

K2-5 L2 L5 3.377573e-02 

L3 i3 03 3.677000e-09 

K3-4 L3 L4 2.233519e-01 

K3-5 L3 L5 7.649294e-02 

L4 i4 04 3.680000e-09 

K4-5 L4 L5 2.2492096-01 

L5 i5 05 3.712000e-09 

.ends Lmatrix-by-2 

. subckt Lmatrix il 01 i2 02 i3 03 i4 04 15 05 

Ll il 01 7.420000e-09 

K1-2 L1 L2 2.2501568-01 

K1-3 L1 L3 7.654063e-02 

K1-4 L1 L4 3.380271e-02 

K1-5 L1 L5 1.771760e-02 

L2 i2 02 7.356000e-09 

K2-3 L2 L3 2.2335838-01 

K2-4 L2 L4 7.605328e-02 



514 Sample Modal Decomposition Code Appendix D 

~ 2 - 5  L2 L5 3.377573e-02 

L3 i3 03 7.354000e-09 

K3-4 L3 L4 2.233519e-01 

K3-5 L3 L5 7.649294e-02 

L4 i4 04 7.360000e-09 

K4-5 L4 L5 2.249209e-01 

L5 i5 05 7.424000e-09 

. ends Lmatrix 

.subckt Cmatrix il i2 i3 i4 i5 

C1-0 il 0 1.441976e-12 

C1-2 il i2 2.066000e-13 

C1-3 il i3 1.465600e-14 

C1-4 il i4 5.744000e-15 

C1-5 il i5 3.224000e-15 

C2-0 i2 0 1.274436e-12 

C2-3 i2 i3 2.042000e-13 

C2-4 i2 i4 1.383000e-14 

C2-5 i2 i5 5.7340008-15 

C3-0 i3 0 1.267930e-12 

C3-4 i3 i4 2.040000e-13 

C3-5 i3 i5 1.461400e-14 

C4-0 i4 0 1.274226e-12 

C4-5 i4 i5 2.068000e-13 

C5-0 i5 0 1.443028e-12 

. ends Cmatrix 

.subckt mctl 1-1 11-1 1-2 11-2 1-3 11-3 1-4 11-4 1-5 11-5 

XLmatrix-by-21 1-1 2-1 1-2 2-2 1-3 2-3 1-4 2-4 1-5 2-5 Lmatrix-by-2 

XCmatrix2 2-1 2-2 2-3 2-4 2-5 Cmatrix 

XLmatrix2 2-1 3-1 2-2 3-2 2-3 3-3 2-4 3-4 2-5 3-5 Lmatrix 

XCmatrix3 3-1 3-2 3-3 3-4 3-5 Cmatrix 

XLmatrix3 3-1 4-1 3-2 4-2 3-3 4-3 3-4 4-4 3-5 4-5 Lmatrix 

XCmatrix4 4-1 4-2 4-3 4-4 4-5 Cmatrix 

XLmatrix4 4-1 5-1 4-2 5-2 4-3 5-3 4-4 5-4 4-5 5-5 Lmatrix 

XCmatrix5 5-1 5-2 5-3 5-4 5-5 Cmatrix 

XLmatrix5 5-1 6-1 5-2 6-2 5-3 6-3 5-4 6-4 5-5 6-5 Lmatrix 
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XCmatrix6 6-1 6-2 6-3 6-4 6-5 Cmatrix 

XLmatrix6 6-1 7-1 6-2 7-2 6-3 7-3 6-4 7-4 6-5 7-5 Lmatrix 

XCmatrix7 7-1 7-2 7-3 7-4 7-5 Cmatrix 

XLmatrix7 7-1 8-1 7-2 8-2 7-3 8-3 7-4 8-4 7-5 8-5 Lmatrix 

XCmatrix8 8-1 8-2 8-3 8-4 8-5 Cmatrix 

XLmatrix8 8-1 9-1 8-2 9-2 8-3 9-3 8-4 9-4 8-5 9-5 Lmatrix 

XCmatrix9 9-1 9-2 9-3 9-4 9-5 Cmatrix 

XLmatrix9 9-1 10-1 9-2 10-2 9-3 10-3 9-4 10-4 9-5 10-5 Lmatrix 

XCmatrixlO 10-1 10-2 10-3 10-4 10-5 Cmatrix 

XLmatrix-by-210 10-1 11-1 10-2 11-2 10-3 11-3 10-4 11-4 10-5 11-5 Lmatrix-by-2 

.ends mctl 

* Modal decomposition demonstration c i r c u i t  

* choose t h e  interconnect model 

. include 1umped.ckt 

* . include mctl . ckt 

x i n t  il 01 i 2  02 i3 03 i 4  04 i 5  05 mctl  

v l  n l  0 pulse 0 3.3 i n  2n 2n 8n 20n 

r l  n l  il 50 

v2 n2 0 pulse  0 3.3 In  2n 2n 8n 2011 

r 2  n2 i 2  50 

r3 i 3  0 50 

v 4  n4 0 pulse  0 3 . 3  In 2n 2n 8n 20n 

r4 n4 i 4  50 

v5 n5 0 pulse 0 3.3 i n  2n 2n 8n 20n 

r5 n5 i 5  50 

* capaci t ive  loads  

c l  01 0 6p 

c 2  02 0 6p 

c 3  03 0 6p 

c4 04 0 6p 

c5 05 0 6p 
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tran In 61n 

set width=l50 

set nobreak 

print il,i2,i3.i4,i5 > results-i.dat 

print 01,02,03,04,05 > results-o.dat 

quit 

. endc 

. end 



Appendix E 

SAMPLE LAYER PEELING 

CODE 

/* Sample layer peeling program for removing multiple reflections 

from TDR traces. */ 

int MAXPOINTS=1024; /* Maximum number of data points */ 
int MAXLINE=100; /* Maximum number of characters per line 

in the data files */ 
double sysZo-50; /* characteristic impedance of the TDR */ 

int main (int argc , char *argv [I ) 

C 

FILE *fp; 

char *input, *match , *output , line [ 1001 ; 
int i, j ,maxdata, istart; 

double time [MAXPOINTS] , vpL [MAXPOINTS] , vnL [MAXPOINTSI , 
vpR [MAXPOINTS] , vnR CMAJLPOINTS] . 
Zo [MAXPOI NTSI , Zrau [MAXPOINTSI , vr IMAXPOINTS~ , vm [MAXPOINTS1 ; 
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i f  (argc  != 4) 

C 

p r i n t f  ("usage : pee l  inputf  i l e  matchedf i l e  outputf i l e \n \nN)  ; 

e x i t  (0) ; 

1 

input=argv C11; 

m a t  ch=argv 121 ; 

output=argv C31; 

/*  load t h e  input  d a t a  */ 

fp=fopen( inpu t , " rU) ;  

i=o  ; 
while (f gets(line,~AXLINE,f p) ! = NULL) 

< 
/* assumes t h a t  the  l i n e  conta ins :  i n t e g e r  time s t e p  number, 

double t ime, double vol tage */ 
/*  no blank l i n e s  a r e  allowed */ 

i f  ( i  < MAXPOINTS) sscanf ( l i n e ,  "%d%lf%lf " , & j  ,&time[il  , & v r l i l )  ; 

i++ ; 

> 
f close ( fp)  ; 

i f  (i >= MAXPOINTS) p r i n t f  ("Warning: t o o  many d a t a  p o i n t s .  " )  ; 

maxdat a = i  ; 

/* load t h e  matched d a t a  */ 

f p=f open(match, "r") ; 

i=o;  

while (fgets(line,MAXLINE,fp) != NULL) 

1 

/* assumes t h a t  t h e  l i n e  contains:  in teger  time s t e p  number, 

double t ime, double vol tage */ 
i f  (i < MAXPOINTS) sscanf ( l i n e ,  "%d%lf %If 'I, Rj ,&time Cil ,&vmCil) ; 

i++;  

3 

f c lose  (fp) ; 

i f  ( i  >= MAXPOINTS) p r in t f  ( 'Warning: too many data poin t s  . " ) ; 
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/* f i n d  t h e  i n c i d e n t  and r e f l e c t e d  waves */ 
i = O ;  

while  ( i  < maxdata) 

vpL Cil =MI [ i l  ; 

vnLCil =vr Cil -vmCil ; 

i + + ;  

> 

/* assume t h a t  t h e  f i r s t  s e t  of d a t a  is  a l r e a d y  on t h e  r i g h t  s i d e  * /  

i=O ; 

whi le  ( i  < maxdata) (vpR [i] =vpL[i] ; vnR[i] =vnL [i] ; i++;) 

/*  f i n d  t h e  f i r s t  non-zero d a t a  */ 
i = O  ; 

while (vpR[i] == 0) i++; 

istart=i; 

/* p e e l i n g  loop f o r  t h e  remaining s e c t i o n s  */ 

i=istart ; Zo [ i s t a r t ]  =sysZo; 

whi le  (i < maxdata-1) 

C 

/ *  S t e p  1: propagate  a c r o s s  t h e  s e c t i o n  ( s k i p  i f  f i r s t  set of d a t a )  */ 
i f  ( i  != i s t a r t )  

C 

j=O; 

while (j < maxdata-1) 

C 

vpR[j+lI=vpLCjl; 

if (j > 0) vnRCj-ll=vnL[jl;  

j++; 

1 

1 

/* S t e p  2: compute next  c h a r a c t e r i s t i c  impedance * /  

Zo [i+ll  =Zo [i] *<vpR[i] + v n R C i ]  )/(vpR[i] -vnR[i] ) ; 
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/ *  Step 3: cross  t h e  boundary */ 

j=i ; 

while (j < maxdata) 

C 

vpL [j] =(l+Zo[i+lI /Zo Cil)/2*vpRCjl +(l-Zo Ci+ll /Zo Cil)/2*vnRCj] ; 

v n ~ [ j ]  =(I-Zo[i+l]/Zo [i]  )/2*vpR[j]+(l+Zo Ei+ll /Zo [ i ]  ) / ~ * M R [ J ]  ; 

j++; 

I 

/* compute t h e  bas ic  TDR p r o f i l e  */ 

i=istart ; 

while (i < maxdata) 

C 

Zraw [il =sysZo*vr Cil/ (2*vm [il -vr [il ) ; 

i++; 

1 

/* save t h e  bas ic  TDR impedance p r o f i l e  and t h e  peeled p r o f i l e  * /  

fp=f open(output , "w") ; 

f p r i n t f  (f p ,  It# Time Zo (raw) Zo (Peeled) \nN) ; 

i = i s t a r t  ; 

while (i < maxdata/2) 

C 

f p r i n t f  ( fp ,  "%e Xe %e\n1l,time Cil ,Zraw [2*il ,zo Eil) ; 

i++ ; 

1 

f c l o s e  ( fp);  
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Pv, 175 

a, 264 

2D mode 

8B/10B encoding, 29 

active model, 379, 383 

admittance matrix 

n-network, 1 70 

and topology, 31 1 

conversions 

S to Y, 167 

short interconnects, 288 

Y to S, 167 

definition, 155 

general topology, 337 

measurement, 279, 285 

paralleled, 168 

short, 329 

transmission line, 170 

Y to Z, 155 



522 l ndex 

Z to  Y, 155 

aggressor line, 98 

Alloy 42, 191, 255 

asynchronous, 77, 138 

attenuation constant, 63, 69 

ball-grid array, 30, 335, 410 

ballast, 400 

bandwidth 

domain equivalence, 307 

insufficient, 276, 359, 376 

interconnect, 1 

lumped modeling, 326, 345 

modeling, 42 

multilumped model, 370 

power distribution, 408 

rational function, 373 

BGA. See ball-grid array 

bounce diagram, 61, 79 

boundary condition 

perfect electric conductor, 363 

perfect magnetic conductor, 331, 

363 

transmission line, 70 

boundary scan, 24 

bus, 4, 19, 76, 109, 348 

bus contention, 16 

capacitance 

bypass, 19, 71, 133, 139, 393, 396, 

408, 412 

circuit eqimtion, 240 

circuit model, 235 

coefficients of capacitance, 235 

coefficients of induction, 235 

definition 

energy, 237 

field, 231 

geometric, 231 

frequency dependence. 238 

from inductance, 355 

intrinsic, 420 

loading, 235 

matrix 

definition, 234 

measurerrient , 309 

modal, 354. 363 

model, 316 

measurement, 277, 295 

modal decomposition, 241 

mutual, 235 

parallel-plate, 232 

passivity, 243 

reciprocity. 23 1, 235 

reference, 244 

resonance, 4 15 

two-terminal, 235 

capacitive crosstalk, 98 

capacitive load, 47, 48, 83  
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CBGA, 32 

characteristic impedance 

definition, lossless, 59 

definition, lossy, 64 

loaded, 109 

measurement, 297 

modal, 354, 364, 403 

real formula, 69 

renormalization, 161 

S-parameters, 156 

charge, 230, 239 

charge density, 175, 230 

cladding, 412 

clock generator, 120 

clock jitter, 120 

clock rate, 13, 112, 120 

CMOS, 71 

coax, 483 

coaxial calculator, 483 

coaxial transmission line, 29, 377 

common-mode noise, 25, 391 

common-mode rejection ratio, 393 

companion matrix, 375 

complex propagation constant 

definition, 62 

real formula, 69 

compression, 132 

conductance 

matrix, 316 

measurement, 2 77 

conductivity, 264 

conductor-loss dispersion, 25 1 

continued fraction, 376 

controlled impedance, 5, 29 

convergence, 147, 204 

copper weight, 4 12  

core, 410 

core noise, 417 

coupling coefficient 

capacitance, 100 

inductance, 103 

total, 104 

crossbar, 6 

crosstalk 

bus, 348 

capacitive, 98 

current crowding, 25 1 

differential signaling, 392 

inductive, 101, 173 

measurement, 305 

skew, 125 

total, 103 

unequal impedance, 124 

unequal velocity, 124 

weak coupling, 99 

wiring rules, 110 

crowbar current, 16, 397 

CTE, 255 



current 

crowbar. See crowbar current 

definition, 176 

modal, 202, 353, 365, 402 

current crowding, 249, 255, 368 

current density, 175 

current mirror, 147 

current-mode drivers, 21, 422 

current-steering drivers, 21 

cylindrical coordinates, 266 

daisy chain, 6, 105 

datum node, 155,259 

DCA. See direct chip attach 

DDR. See dual data rate 

delay. See time of flight 

delay adder, 83, 87 

delay-lock loop, 121 

delta-I noise. See SSN 

diagonalization, 201, 202 

dielectric constant, 355 

differential pair, 391 

differential receiver, 9, 393 

differential signaling, 7, 8, 21, 391 

diode clamp, 399, 400 

direct chip attach, 134 

directional coupler, 104, 279 

discontinuity 

basic, 80 

capacitive load, 83 

impedance mismatch, 105 

impedance step, 93 

series capacitor, 123 

series inductance, 84, 158 

shunt capacitance, 91, 171 

shunt inductor, 123 

stub, 105 

TDR, 305 

dispersion, 63, 65 

displacement current, 98, 264 

DLL. See delay-lock loop 

double clocking, 41 

driver 

open-collector, 19 

open-drain, 19 

push-pull, 15 

signaling, 9 

totem-pole, 15 

types, 14 

driver impedance, 77, 400 

dual data rate, 121, 125 

dual stripline, 29 

duality, 93 

DUT, 155,277 

ECL, 7, 10, 74, 392 

eddy current, 219, 330, 332 

edge connector, 334 

edge rate, 305, 346 

effective dielectric constant, 59 
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effective inductance, 142 

effective series inductance, 41 5 

effective series resistance, 41 5 

eigenvalue, 201, 351 

eigenvalue problem, 243, 374 

eigenvector, 201, 351, 355 

electric field strength, 175 

electric flux density, 230 

electric potential, 230 

electric scalar potential, 175 

electrical length, 42 

electromagnetic interference. See EM1 

electrostatic discharge, 6, 400 

EMI, 5, 25, 56, 392, 408, 413 

emitter-coupled logic. See ECL 

energy, 181, 185, 237 

error correction, 55 

ESD . See electrostatic discharge 

ESL. See effective series inductance 

ESR. See effective series resistance 

even mode, 307, 363, 392, 405 

external inductance, 187 

eye diagram, 28, 114 

false signaling, 55 

fan out, 8, 9 

far-end noise, 100, 305, 359,366 

feedback, SSN, 146 

FEN. See far-end noise 

First Cauer Form, 377 

first incidence switching, 78 

flux linkage, 185, 195 

Fourier series, even, 43 

Fourier transform 

domain equivalence, 276, 306 

timeshifting theorem, 66 

transform pair, 48 

FR-4, 411 

frequency dependence, 324 

Gersgorin's circle theorem, 243 

glitch, 27 

Gram-Schmidt orthonormalization, 201, 

356 

ground 

"perfect", 245 

AC, 71 

electrostatic, 234 

parallel leads, 329 

ground bounce, 138 

group velocity, 64 

GTL, 10 

Gunning transceiver logic. See GTL 

Hermitian, 207 

high speed, 53 

high-impedance state, 16 

high-speed transceiver logic. See HSTL 

hold time, 13, 112, 119, 125 

homogeneous material, 355, 367,388 
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HSTL, 10 

IA. See impedance analyzer 

IBIS, 15, 38, 146 

ill-conditioning , 373 

image theory, 224 

impedance analyzer, 276 

impedance boundary, 70 

impedance discontinuity, 41, 71 

impedance matrix 

T-network, 171 

and topology, 31 1 

conversions 

S to Z, 160, 161 

short interconnects, 288 

Z to S, 160, 161 

definition, 153 

measurement, 278, 284 

open, 330 

power dissipation, 166 

series connection, 169 

Y to  Z, 155 

Z to  Y, 155 

impedance step, 93 

incidence matrix, 164, 260, 320 

inductance 

circuit equation, 1 79 

common ground, 213 

comparison, 216 

current crowding, 249, 255 

definition 

energy, 18 1 

field, 181 

geometric, 178 

magnetic vector potential, 181 

effective, 142 

external, 187 

formulas 

coaxial t'ransrnission line, 221, 

222 

equilateral triangle, 220 

from capacitance, 355 

round loop, 191 

round wire over plane, 224 

square, 221 

two-wire transmission line, 198 

frequency dependence, 191 

internal, 186, 190, 356 

matrix 

circuits, 184 

lumped, 31 5 

measurement, 309 

modal, 354, 363 

positive definite, 207 

measurement, 238, 277, 283, 293 

minimization, 180, 198 

modal, 204 

modal decomposition, 200, 202 

mutual, 183 
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mutual inductance. See mutual in- 

ductance 

Neumann's formula. See Neumann's 

formula 

parallel-plate transmission line, 122  

partial. See partial inductance 

passivity, 200, 204 

proximity effect. See current crowd- 

ing 

reciprocity, 184 

reference. See reference 

self-, 183 

skin effect, 249, 252 

symbol, 199 

inductive crosstalk, 101 

internal inductance. See inductance, 

internal 

internal nodes, 320, 336 

intersymbol interference, 119 

intrinsic capacitance. See capacitance, 

intrinsic 

ISI. See intersymbol interference 

iterative impedance, 326 

jitter, 26, 120, 121 

JTAG, 24 

k-factor, 200 

Kelvin probe, 277 

ladder network 

First Cauer Form, 377 

modeling, 308, 345 

round wire. 264 

Second Cauer Form, 387 

skin effect, 369 

synthesis, 376 

Laplace transform, 8 1 

layer peeling, 298, 517 

logic family. 9 

low-voltage differential signaling. See 

LVDS 

LRM, 282 

lumped approximation, 42, 56. 155. 

175, 238, 266, 283, 311, 312. 

343, 345, 346 

lumped element, 175, 3 12 

lumped modeling, 42, 3 11, 346 

LVDS, 7, 10, 392, 422 

LVPECL, 10 

LVTTL. 10 

macro model, 370 

magnetic field strength, 181 

magnetic flux density, 175, 176, 182. 

190 

magnetic vector potential, 175, 181 

manhattan routing, 348 

margin, 119 

matched impedance. 71, 72 

matched load, 156, 163, 282, 287, 301. 
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331 

matrix commutation, 354 

matrix reduction, 219, 329, See also 

model reduction 

null excitation, 163 

parallel leads, 164 

Maxwell's equations 

Ampere's law, 189, 264, 456 

circuits, 173 

constitutive relation, 190, 23 1 

continuity equation, 239 

Faraday's law, 176, 264, 457 

Gauss's law, 230 

good conductors, 264 

Lenz's law, 199 

Ohm's law, 264 

meander routing, 30 

metastabijity, 397 

microstrip, 29, 367 

modal current, 241 

modal decomposition 

capacitance, 24 1 

differential signaling, 392 

example code, 499 

inductance, 202 

matrix, 200 

resistance/inductance, 227 

transmission line example, 357 

transmission lines, 349, 35 1 

modal voltage, 241 

mode, 351 

mode conversion, 393, 403, 407 

model reduction. See matrix reduc- 

tion 

floating conductors, 246 

grounded conductors, 245 

modeling 

ZD, 348 

black box: 369 

core noise, 417 

frequency dependence, 324 

general topology, 336 

lumped, 3 1 1 

model reduction, 329 

multiconductor interconnect, 314, 

316 

multilumped, 329 

open loop, 210 

planes, 341 

wideband, 345 

MOSFET, 145 

multidrop net, 5, 104, 109, 339 

multilumped models, 329, 347 

multiple reflections, 79, 105, 297 

mutual inductance 

k-factor, 200 

circuit equation, 184 

definition 
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energy- based, 186 

field-based, 1 85 

geometric, 183 

Neumann's formula. See Neumann's 

formula 

orthogonal wires, 220 

sign, 186, 195 

near-end cluster, 105 

near-end crosstalk, 365, 389 

near-end noise, 100, 305, 359 

NEN. See near-end noise 

network synthesis, 376 

Neumann's formula 

calculations, 186 

inductance, 178 

mutual inductance, 183 

NFET, 15 

node 0, 213, 259 

noise immunity, 27, 392 

noise margin, 12, 408, 410 

noise, random, 41, 129 

Norton equivalent model, 419 

null excitation. See matrix reduction, 

329 

odd mode, 307, 363, 392,405 

open loop modeling, 210 

orthonormalization, 201, 356 

overshoot, 13, 41, 110, 400 

packaging, 410 

pad limited die, 421 

parallel leads, See also matrix reduc- 

tion, 329 

parity, 55, 153 

partial equivalent electric circuit. See 

PEEC 

partial inductance 

comments, 53, 193 

definition 

magnetic vector potential, 209 

thin-wire, 192 

effective inductance, 143 

formulas 

colinear wires, 197 

parallel wires, 194 

round wire, 195, 264 

V configuration, 220 

ground bounce, 138 

mutual, 192 

nonuniqueness, 208 

package, 132 

reference. See reference 

return at infinity, 195 

skin effect, 252 

symbol, 199 

passivity 

capacitance, 243 

inductance, 204 
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resistance, 227 

pat,h dependence. Scc voltage. path 

dependence 

PBGA, 34 

PCB. See printed circuit board 

PEC, 363 

PECL, 10 

PEEC, 251, 257, 368 

perfect electric conductor. See PEC 

perfect magnetic conductor. See PMC 

permeability, 255 

PFET, 15 

phase velocity 

crosstalk, 103, 124 

definition, 63 

homogeneous material, 355 

loaded, 109 

modal, 355, 364 

phase-lock loop, 121  

PLL. See phase-lock loop 

PMC, 331,363 

point-to-point signaling, 5, 71 

pole, 370, 374, 377, 387 

port, 260 

positive definite, 207 

power dissipation, 7,9,  22,26, 73, 204, 

401, 422 

power distribution, 5, 40, 408 

prepreg, 411 

printed circuit board, 1, 30, 348, 408. 

410, 423 

process corner. 12 ,  52, 55, 110 

propagation cor~st~ant, 63, 70 

propagation delay, 112 

proximity effect. See current crowding 

pseudo-different is1 receiver, 25 

pulse propagat ion. 57 

push-pull driver, 15 

pushout, 120 

PVT. See process corner 

QFP. See quad flat pack 

quad flat. pack, 30: 332, 410 

quasi-static, 175, 183, 209, 233, 238 

quiet line noise, 137 

rail collapse, 132, 408 

rail voltage, 140 

rational function approximation, 308. 

345, 369, 380, 387 

receiver. 9, 24 

reciprocity, 154, 184, 231, 235, 276 

reference 

capacitance. 244 

inductance, 213 

meanings, 245 

open loop, 21 1 

partial inductance, 264 

vector network analyzer, 281 
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reflection coefficient 

definition, 70 

generalized, 160 

modal, 403 

modeling, 3 12 

VNA, 279 

resistance 

contact, 277, 281 

current crowding, 249, 255 

high-frequency formula, 254 

matrix, 270, 315 

measurement, 2 77, 283 

passivity, 227 

proximity effect. See current crowd- 

ing 

skin effect, 249, 252 

transresistance, 270 

resolution, TDR, 305 

resonance, 415, 423 

return at infinity, 195 

return path, 195, 21 1, 275, 314, 391, 

413 

right-hand pole, 374, 379 

ringback, 13 

round wire, 189 

S-parameters 

and topology, 31 1 

cascaded, 167 

circuit calculations, 158 

conversions 

S to Y, 167 

S to Z, 160, 161, 461 

short interconnects, 288 

Y to S, 167 

Z to S, 160, 161 

definition, 156 

matched load, 330 

measurement, 287 

port reference shift, 169 

power, 157 

power dissipation, 166 

renormalization, 162 

symmetry, 166 

unnormalized, 157 

saturation current, 145 

saturation, SSN, 146 

scalar network analyzer, 280 

scattering matrix. See S-parameters 

scattering parameters. See S-parameters 

schematic capture, 200 

Second Cauer Form, 377, 387 

second incidence switching, 78,394 

series inductance, 84 

settling time, 13, 105, 110, 115 

setup time, 13, 112, 119, 125 

shunt capacitance, 91 

signal integrity, 391 

signal-to-ground ratio, 110, 408, 410, 



422 

signaling standards, 9, 41, 114 

simultaneous switching noise. See SSN 

simultaneously switching outputs. See 

SSN 

single-ended signaling, 7, 391 

skew, 119, 125 

skin depth, 254 

skin effect, 67, 249, 252, 345, 368 

slew rate, 7, 9, 40, 110, 112, 120, 133, 

420 

Smith chart, 238, 289 

SOL, 309 

SOLT, 162, 282, 306 

source match, 72 

source synchronous, 124 

spectrum, 44, 48 

SSN 

analytical estimation, 145 

convergence, 147 

definition, 110, 129 

differential signaling, 392 

fast bank simulation, 147 

feedback, 146 

inductance, 173 

power distribution, 408 

receivers, 25 

sample SPICE simulation, 493 

saturation, 146 

skew, 147 

wiring rules, 110 

worst-case, 147 

SSO. See SSN 

stackup, 410 

star cluster, 6, 105 

step function, 82 

Stokes' theorem, 176 

stripline, 29 

strong coupling, 99 

stub, 105 

superposition, 186 

supply droop, 132 

switching activity, 419 

switching incidence, 77 

symbol, 115 

symmetry, 331, 360, 363, 411 

synchronous, 77, 112, 124, 138 

synthesis, 376 

system impedance, 281 

target impedance, 408 

TDR. See time-domain reflectometer 

TDT. See time-domain transmission 

telegrapher equations, 349 

tensor, 154 

termination 

AC, 397 

definition, 394 

differential pair, 404, 423 
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diode, 399 
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time constant, 84 
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totem-pole driver, 15, 395 
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