Essential Skills—Made Eis y!

'3 ____
— Red Hat
= | inux

mm Administration
Il A Beginner’s Guide

Michael Tumer

UK Sysberm Admen:sirator and Sotwane Enginees
Steve Shah

Austhor, Systlorms Admindstraler, Direclor of
Frodud Nanagemeni

T




Red Haf® Linux®

Administration
A Beginner’'s Guide



This page intentionally left blank.



Red Haf® Linux®

Administration
A Beginner’'s Guide

Michael Turner
Steve Shah

McGraw-Hill/Osborne

New York Chicago San Francisco
Lisbon London Madrid Mexico City
Milan New Delhi San Juan

Seoul Singapore Sydney Toronto



The McGraw-Hill Companies

Copyright © 2003 by The McGraw-Hill Companies, Inc.]. All rights reserved. Manufactured in the United States of America. Except
as permitted under the United States Copyright Act of 1976, no part of this publication may be reproduced or distributed in any form or
by any means, or stored in a database or retrieval system, without the prior written permission of the publisher.

0-07-223036-3

The material in this eBook also appears in the print version of this title: 0-07-222631-5.

All trademarks are trademarks of their respective owners. Rather than put a trademark symbol after every occurrence of a trade-
marked name, we use names in an editorial fashion only, and to the benefit of the trademark owner, with no intention of infringe-
ment of the trademark. Where such designations appear in this book, they have been printed with initial caps.

McGraw-Hill eBooks are available at special quantity discounts to use as premiums and sales promotions, or for use in corporate
training programs. For more information, please contact George Hoare, Special Sales, at george_hoare @mcgraw-hill.com or (212)
904-4069.

TERMS OF USE

This is a copyrighted work and The McGraw-Hill Companies, Inc. (“McGraw-Hill”) and its licensors reserve all rights in and to the
work. Use of this work is subject to these terms. Except as permitted under the Copyright Act of 1976 and the right to store and
retrieve one copy of the work, you may not decompile, disassemble, reverse engineer, reproduce, modify, create derivative works
based upon, transmit, distribute, disseminate, sell, publish or sublicense the work or any part of it without McGraw-Hill’s prior con-
sent. You may use the work for your own noncommercial and personal use; any other use of the work is strictly prohibited. Your
right to use the work may be terminated if you fail to comply with these terms.

THE WORK IS PROVIDED “AS IS”. McGRAW-HILL AND ITS LICENSORS MAKE NO GUARANTEES OR WARRANTIES
AS TO THE ACCURACY, ADEQUACY OR COMPLETENESS OF OR RESULTS TO BE OBTAINED FROM USING THE
WORK, INCLUDING ANY INFORMATION THAT CAN BE ACCESSED THROUGH THE WORK VIA HYPERLINK OR
OTHERWISE, AND EXPRESSLY DISCLAIM ANY WARRANTY, EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED
TO IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. McGraw-Hill and its
licensors do not warrant or guarantee that the functions contained in the work will meet your requirements or that its operation will
be uninterrupted or error free. Neither McGraw-Hill nor its licensors shall be liable to you or anyone else for any inaccuracy, error
or omission, regardless of cause, in the work or for any damages resulting therefrom. McGraw-Hill has no responsibility for the con-
tent of any information accessed through the work. Under no circumstances shall McGraw-Hill and/or its licensors be liable for any
indirect, incidental, special, punitive, consequential or similar damages that result from the use of or inability to use the work, even
if any of them has been advised of the possibility of such damages. This limitation of liability shall apply to any claim or cause what-
soever whether such claim or cause arises in contract, tort or otherwise.

DOI: 10.1036/0072230363



7L Professional

Want to learn more?

We hope you enjoy this McGraw-Hill eBook! If you’d like more
information about this book, its author, or related books and
websites, please click here.



Dedicated to Amy, for her understanding,

and to Stephanie, who asked all the right questions.
I couldn’t have done it without you.
—Michael Turner



About the Authors

Michael Turner is a systems administrator, software engineer, author,
and all around geek with over twenty years experience behind a computer
keyboard. He first started working with UNIX in 1988 and has been
working with Linux professionally since 1995. He has managed computer
networks with over 80,000 users and has written software that has flown
on the Space Shuttle Discovery. Currently he is employed at Collabnet Inc.
as an instantiation engineer working on the SourceCast collaborative
development environment.

In his spare time he enjoys reading, watching independent films, listening
to music, and playing with new technological gadgets. Free software advocacy
and programming are also among his interests. He lives with his family in
the Silicon Valley of California and shares his home with two cats, three
snakes and one bearded dragon.

Steve Shah is the director of product management at Array Networks
(www.arraynetworks.net) where he is responsible for the technical direction
of traffic management and security products. His other author credits
include contributions to Unix Unleashed, Red Hat Linux Unleashed, Using
Linux, and Content Delivery Networks. Prior to Array Networks, Steve was
a developer and systems administrator for several companies, including
Alteon Web Systems and the Center for Environmental Research and
Technology. Besides Linux, Steve has been responsible for a variety of
operating systems including Solaris, Irix, FreeBSD, SunOS, HPUX, and
the many flavors of Microsoft Window.

About the Technical Editor

Josh Burke, CISSP, is a network and security analyst with Boeing Employees
Credit Union (BECU) near Seattle. He has held positions in networking,
systems, and security over the past five years. A graduate of the business
school at the University of Washington, Josh concentrates on balancing
technical and business needs in the many areas of information security.

His research interests include improving the security and resilience of the
Domain Name System (DNS) and Internet routing protocol systems. Before
joining BECU, Josh was a security and systems engineer at Internap
Network Services.



For more information about this title, click here.

Contents

ACKNOWLEDGMENTS .. e XX1
INTRODUCTION .o e e e e e e e e e xxiii
PART |

Installing Linux as a Server
1 Technical Summary of Linux Distributions and Windows ............. 3
Critical Skill 1.1 Describing Linux and Linux Distributions . ................... 4
Project 1-1 Investigating Distributions . ............... ... i, 5
Critical Skill 1.2 Defining Free Software and the GNU License ................. 5
What Is the GNU Public License? . ....... ... ..., 6
The Advantages of Free Software ............. .. .. ... .. ... .. ... ...... 7
Ask the EXpert ... 8
Critical Skill 1.3 Determining Technical Differences Between Windows and Linux 9
Single Users vs. Multiusers vs. Network Users ........................... 9
Separation of the GUl and the Kernel .................................. 10
The Network Neighborhood ........ ... .. ... ... ... .. .. .. ... . ..., 11
The Registry vs. Text Files . ............ . i 12
DOMAaINS . oo ottt 13
ACtive DIreCtOrY . ..ottt 14

vii

Copyright 2003 by The McGraw-Hill Companies, Inc. Click Here for Terms of Use.



viii Red Hat Linux Administration: A Beginner’'s Guide

Critical Skill 1.4 Exploring Other Linux Resources ........................... 14
Module Summary . ... ... 15
Module 1 Mastery Check ... ... ... . i e 15
2 Installing Linux in a Server Configuration .......................... 17
Critical Skill 2.1 Performing Preinstallation Evaluation ........................ 18
Hardware . ... 18
Server Design ... ..ot 19
Dual-Booting ISSUES . ... ..ottt e 20
Methods of Installation ........ .. ... .. i 21

IfIt Just Won’t Work Right . .. ... ... ... . 22
Project 2-1 Determining a Server’s Functions .............................. 23
Critical Skill 2.2 Installing Red Hat Linux .......... ... .. .. .. .. .. ..... 24
Creatinga Boot Disk . ... .. ... 25
Starting the Installation ......... ... . .. .. . . 25
Installation TYPe . . ..ottt 29
Project 2-2 Installing @ Server ..............uinininernn i, 54
Finding Additional Help ....... ... .. .. . i 55
Module SUMMATY ... .. 55
Module 2 Mastery Check .. ....... .. 56
3 GNOME and KDE . ... .. .. ... ... 59
Critical Skill 3.1 Understanding the X Window System’s Origins ................ 60
The Downside ... ... 61
Enter KDE and GNOME ... .. ... . . i 62
What This Means for You ...........o. i 63
Critical Skill 3.2 Using and Customizing GNOME . .......................... 63
Starting the X Window System and GNOME . ........................... 64
GNOME BasiCs . ..ottt ettt e e e e e e e 66

The GNOME Start Here Icon . ... .. ... i 67
Project 3-1 Customizing a GNOME Desktop . ........ ... .. .. ... 71
Critical Skill 3.3 Using and Customizing KDE ....... ... .. ... ... ... ... ..... 73
Starting the X Window Systemand KDE ....... ... ... ... .. ... ... ... ... 74

KDE BasiCs .o v vttt ettt e 76

The KDE Control Center . ...........c.iiuniiiiniiiiinennen.. 76
Project 3-2 Customizinga KDE Desktop ............ ... ... ... 84
Module SUMMATY .. ..ot 85
Module 3 Mastery Check . ........ ... 86
4 TInstalling Software . ........... .. .. . . . . . . . . . 87
Critical Skill 4.1 Using the Red Hat Package Manager ........................ 88
Installing a New Package ........... .. .. .. . . . . . i 89
Queryinga Package ....... ... .. .. 91

Uninstalling a Package .......... .. .. . 92



Contents X

Project 4-1 Installing Webmin ........... ... .. .. ... ... ... ..., 93
redhat-config-packages . ............ ... . 93
Project 4-2 Getting APt . . ..ottt 94
Critical Skill 4.2 Compiling Software Yourself .......... ... .. ... ... ... ..... 97
Getting and Unpacking the Package ............. ... ... .. ... ... ...... 97
Looking for Documentation . ................oouirireininenennnnenen... 99
Configuring the Package .......... ... .. .. .. . .. i 100
Compiling Your Package ......... ... .. . . 100
Installing the Package ........... .. .. .. . . i 101
Running the Package .......... ... ... .. . . . 102
Cleaning Up . ..ot e e e 104
Project 4-3 Building and Installing Kgraphspace ........................... 105
Module SUMMATY .. ..ot 106
Module 4 Mastery Check .. ....... . 106
PART Il
Single-Host Administration
S5 Managing USers ... ... ... ...ttt 111
Critical Skill 5.1 Understanding Linux Users ............. .. .. ... ... .. ...... 112
Home DIreCtories . . ... ... ...ttt e e e e 113
Passwords . ... ..o 113
Shells o 115
Startup SCIIPLS . .ottt et 115
Mail 116
Critical Skill 5.2 Managing User Databases .................. ... ..c.oo.... 116
The /etc/passwd File . ... ... 117
The /etc/shadow File .. ... ... 119
The /etc/group File .. ... ... 120
Critical Skill 5.3 Employing User Management Tools ......................... 121
Command-Line User Management ...................c.cuuiunenenan .. 121
Project 5-1 Creating a User Directory ...............uuiinininninenenan .. 126
Using redhat-config-users to Manipulate Users and Groups ................. 127
Project 5-2 Handling Reorganization ............ ... .. .. .. ... .. ... . 130
Critical Skill 5.4 Running Programs as Other Users ................ ... ... ..... 131
SetUID and SetGID Programs . ........... ... it 131
USING SUAO . .ot 132
Critical Skill 5.5 Handling Orphaned Files ................... ... ........... 133
Critical Skill 5.6 Using Pluggable Authentication Modules (PAM) ............... 133
How PAM WoOrKS . ..o 134
PAM’s Files and Their Locations . ........... ... ..., 134
Configuring PAM .. .. 135

Debugging PAM . ... 139



X

Red Hat Linux Administration: A Beginner’s Guide

Module SUMMAry ... ... 139
Module 5 Mastery Check . ..... ... 140
The Command Line . ....... .. .. .. . . . . . . ... ... .. ... 143
Critical SKill 6.1 Switching Users: SU . ............iuitiininnnanann.. 144
Critical Skill 6.2 Usingthe BASH Shell .......... ... .. .. ... .. ........... 145
Job Control . ... o 146
Environment Variables ........... ... .. 147

PIPeS o 149
Redirection . .... ... .. i 149
Command-Line Shortcuts . ............ i 150
Critical Skill 6.3 Reviewing Command-Line Documentation ................... 152
The man Command ............ . i 152

The texinfo System . ... 154
Critical Skill 6.4 Understanding File Listings, Ownerships, and Permissions ....... 154
Listing Files: Is .. ... o 155

File and Directory TYPes .. ..ottt ettt 155
Changing Ownership: chown ........ .. .. .. ... ... ... .. ... 157
Changing Groups: Chgrp ...t 158
Changing Mode: chmod . ....... ... .. .. . i 158
Critical Skill 6.5 Managing and Manipulating Files ........................... 160
Copying Files: Cp ..o v 160
Moving Files: mv .. ... .. 160
Linking Files: In ... ... . 161
Project 6-1 Creating an Export Area ................o i, 161
Converting and Copying a File:dd .......... ... .. .. ... ... .. ... ...... 164

File Compression: gZip ... ...ttt 164
Making Special Files: mknod ......... ... .. .. .. ... .. .. 166
Creating a Directory: mkdir ........... ... ... . .. .. . 166
Removing Directory: rmdir .............. .. .. 167
Showing Present Working Directory: pwd ............. .. ... ... ... ..... 167

Tape Archive: tar .. ... ... o 167
Concatenating Files: cat . .......... ...t 169
Displaying a File One Screen at a Time: more orless ...................... 170

Disk Utilization: du ....... ... .. 170
Showing the Directory Location of a File: which ......................... 171
Locating a Command: whereis ............... ... iiiiinnrnenenan .. 171

Disk Free: df ... .. o 171
Synchronizing Disks: Sync . ............ . 172
Critical SKkill 6.6 Tracking and Terminating Processes ......................... 172
LiSting ProCesses: PS .« vt vt i ettt e 172
Showing an Interactive List of Processes: top ............. ... ... ... .. 175

Sending a Signal to a Process: kill ........... ... .. ... .. .. .. ... ... ..., 176



Contents

Project 6-2 Checking Your Processes .............c..uuiinininnininenann.. 178
Critical Skill 6.7 Using Miscellaneous Command-Line Tools ................... 179
Showing the System Name: uname . ..............uutmterenenennenennn. 179
Learning Who Is Logged In:who ........ ... . ... ... .. . . ... 180
Networking Tools ... ..ot 180
Critical Skill 6.8 Editing Text Files ............ .. ... ... 184
172 S 184
CIMACS .+ . e e ettt e e e e e e e e e e e e 184

JOB e 185

PICO ot 185
Critical Skill 6.9 Reviewing Linux File System Standards ...................... 185
Module Summary .. ... ... 186
Module 6 Mastery Check ... ........ . 187
File Systems ... ... ... 189
Critical Skill 7.1 Understanding File Systems . .............................. 190
ENOAES .« 190
Superblocks . ... 191

X 191
Askthe EXpert .. ... 192
Critical Skill 7.2 Managing File Systems . ............... .. .. ... iiiiinoo... 193
Mounting and Unmounting Local Disks . ............. .. ... ... .. ... .... 193
Using £8CK .ot e 199
Critical Skill 7.3 Adding and Partitioninga Disk ......... ... ... ... ... ... ..... 201
Overview of Partitions . ........... . ... i 202
Where Disks EXiSt ... ... 202
Creating Partitions .. ......... ... .t 203
Making File Systems .. ........ .. . 209
Project 7-1 To Journal, or Notto Journal? .................. ... ... ........ 210
Critical Skill 7.4 Using Network File Systems ............ ... .. ... ........ 211
Mounting NFS Partitions . .............c.iiniineninnan... 211
Using the autofs Service ...t 212
Critical Skill 7.5 Managing Quotas . ................uuiiiininennnnnanan. . 215
Preparing a Disk for Quotas ........... ... .. i 216
Configuring Quota Settings . ........otit ittt 217
Managing QuUoOtAS . .. ..ottt e 219
Project 7-2 Setting Up autofs .......... .. .. i 220
Module Summary .. ...... .. 221
Module 7 Mastery Check .. ........ ... e 221
Core System Services . ............. ..ttt 223
Critical Skill 8.1 Configuring the Boot Manager ............................. 224

Configuring GRUB ... ... . . 225

xi



Xil Red Hat Linux Administration: A Beginner’s Guide

Running LILO ..o 227
Adding a New Kernel to Boot ......... ... .. .. .. .. ... .. . i 228
Project 8-1 Modifying Your GRUB Configuration .......................... 229
Step by SteD .o 229
Critical Skill 8.2 Knowing the Boot Process ............... ... ... ... 230
Kernel EXecution . .......... .. 230

The init Process .. ... ..o 230
Critical Skill 8.3 Learning about the init Service ............................. 232
The /etc/inittab File .. ... ... . 232

The telinit Command . .......... .. e 234
Critical Skill 8.4 Configuring and Using the xinetd Process .................... 234
The /ete/xinetd.conf File ...... ... .. ... .. . . . 235
Critical Skill 8.5 Managing the syslogd Daemon ............................. 240
Invoking syslogd . ...... ... 240

The /etc/syslog.conf File ....... ... .. i 241
Critical Skill 8.6 Using the cron Program . ............... .. ... ..couiino... 246
Thecrontab File . ....... ... 246
Using the kron GUL ... ... . 247

The /etc/cron.® DIr€ctories . ... ... ...t iui i 248
Critical Skill 8.7 Enabling and Disabling Services ............................ 250
Graphical Service Managers . ............ouninirereinina, 250

TC SCTIPES vttt et e e e 252
Project 8-2 Creating an 1C SCript ... .....ut ittt 256
Module Summary .. ... ... 258
Module 8 Mastery Check ... ... ... 258
9 Securing an Individual Server ............... ... ... ... ... ... ....... 261
Critical Skill 9.1 Keeping Your Systemup2date ............ ... ... ........... 262
Using the Red Hat Network ......... ... .. .. .. . .. .. . ... .. .. ... ..... 262
Manually Performing Security Updates ............. ... ... ... ......... 270
Project 9-1 Getting Your Systemup2date .............. .. ..., 270
Critical Skill 9.2 Understanding TCP/IP and Network Security .................. 271
The Importance of Port Numbers ............ ... .. ... .. i .. 271

POrt Dangers . ...t 272
Critical Skill 9.3 Using Tracking Services ................cuuueuiinenennnn.. 273
Using the netstat Command . ................ .0, 274
Security Implications of netstat’s OQutput . ..................coviinin.n.. 275
Shutting Down Services ... ...ttt e 276
Critical Skill 9.4 Monitoring Your System . ................cuuiriinenennnn.. 278
Making the Best Use of syslog . ........ . i 278
Monitoring Bandwidth with MRTG ...... .. ... .. ... .. ... ... ......... 279

COP S 280



Contents
TIIPWITE . .ottt 280
NS SUS ettt e e 280
SAT AN 281
Ask the EXpert . ... 281
Project 9-2 Running a Nessus Scan . ............c..uriimininennnnenenann.. 282
Critical Skill 9.5 Employinga Checklist ........... ... ... ... ... . .. 284
Critical Skill 9.6 Finding Helpful Resources Online .......................... 285
CERT o 285
BugTraq .. ..o 285
LANUX SECUIILY . .ottt ettt et e e e e e e e e 286
Security FOCUS ... i 286
Critical Skill 9.7 Being Aware of Security Miscellany ......................... 286
Module SUMmMary . ....... .. 287
Module 9 Mastery Check ... ....... .. e 287
PART IlI
Internet Services
10 The Domain Name Service (DNS) ............ . ... ... ... 291
Critical Skill 10.1 Understanding the History Behind DNS: The /etc/hosts File ... .. 293
Critical Skill 10.2 Exploring the Guts of DNS . ... ... ... .. ... ... .. .. .... 295
Domains and HOStS ... ..ot 295
Ask the EXpert .. ... 295
Subdomains ... ... 297
in-addr.arpa Domain . ... ... 298
Types Of SEIVerS . ..ottt e 300
Critical Skill 10.3 Installinga DNS Server ......... .. ... . ... 301
Critical Skill 10.4 Configuring Clients ............. ... . i, 304
Client-Side DNS (a.k.a. the Resolver) ................ ... ... .. ......... 304
Critical Skill 10.5 Getting Ready for DNS Servers: The named.conf File .......... 308
The Specifics .. ..ot 309
Critical Skill 10.6 Configuring Servers ............. ...t . 318
Updating the named.conf File for a Primary Zone ........................ 319
Updating the named.conf for a Secondary Zone .......................... 320
Updating the named.conf File for a Caching Zone ........................ 321
DNS Records TYPes ..ottt et e e et 322
Critical Skill 10.7 Putting It All Together ......... ... .. ... ... .. .. ... ...... 327
A Complete Configuration . .............oiuiuiuine . 328
Project 10-1 Configuring a Domain Using the GUI Tool ..................... 331
Critical Skill 10.8 Using the DNS Toolbox ........... .. ... ... i, 333
TG o 333

X



Xiv Red Hat Linux Administration: A Beginner’'s Guide

11

12

Qi e 334
WhOTS o 335
Other References . ....... ... i e e 336
Module SUMmMAry ... ... 337
Module 10 Mastery Check . .........c. i 338
Transferring Files with FTP .. ... ... . ... ... . ... . ... ... .. ... ... 339
Critical Skill 11.1 Defining the Mechanics of FTP ........ ... .. ... ... ... ..... 340
Client/Server Interactions . ..............iuiiin e, 341
Critical Skill 11.2 SettingUp vsftp . ... ... . 343
Read the READMES ... .. . e 344
Fixing Your xinetd.conf File ............ ... .. .. .. ... ... ... .. .. ... .... 344
Critical Skill 11.3 Configuring vsftpd . ....... ... . .. .. . . 346
General Configuration Options . ..........itiiniete e 348
Controlling Accessto FTP . ... ... . 350

Ask the EXpert . ... 350
Configuring HOSt ACCESS . ..ottt e 352
Critical Skill 11.4 Configuring a Virtual FTP Server ......... ... ... ... ... .... 352
Project 11-1 Setting Up Your FTP Server ....... ... ... ... . ... 354
Ask the EXpert . ... 354
Module Summary .. ... 355
Module 11 Mastery Check . ... ... . 356
Setting Up Your Web Server Using Apache ......................... 357
Critical Skill 12.1 Explaining the Mechanics of HTTP ........................ 358
Headers .. ... 359
Nonstandard Ports . ... ... 360
Process Ownership and Security .............. 0o, 360
Critical Skill 12.2 Setting Up the Apache HTTP Server ........................ 362
Changesin Apache 2 ........ . ... . i 362

Ask the EXpert . ... 362
Apache Modules . ... .. ... 363
Starting Up and Shutting Down Apache ........... ... ... ... ... .. ..... 363
Testing Your Installation .......... ... .. i 364
Critical Skill 12.3 Configuring Apache ........... .. .. .. ... ... 365
Project 12-1 Creating a Simple Root-Level Page ........................... 366
Apache Configuration Files ......... ... ... ... .. .. 366
Common Configuration Changes ............... .ttt nnnanan.. 367

Ask the EXpert . ... 367
Configuring Virtual Domains ............. ...ttt 370

GUI Configuration ... .......o.iini ittt 372

Critical Skill 12.4 Performing Basic Troubleshooting with Apache ............... 373



13

14

Contents

Module SUMMAry ... ... 374
Module 12 Mastery Check . .........c. i 375
Sending Mail with SMTP .. ... .. .. .. ... ... .. .. .. . . 377
Critical Skill 13.1 Discovering the Mechanics of SMTP . ...................... 378
Rudimentary SMTP Details ........ ... ... 378
Project 13-1 Using telnet to Examine SMTP . .............................. 380
SMTP vs. POP and IMAP .. ... . 382
Critical Skill 13.2 Exploring Sendmail ........... .. .. .. ... .. ... .. ......... 382
Security Implications . ........... .. 383
Recommended TeXtS .. ...ttt 384

Ask the EXpert .. ... 384
Installing Sendmail . .......... ... . 385
Configuring Sendmail with .mc Files .......... .. ... ... .. .. ... ... ... 386
Enough M4 for Sendmail ......... .. .. .. ... .. 387

The Sendmail Macros . .........oouiiii e 389

A Complete Sample Configuration .................ccuuiiiiniinennnn... 398
Compiling Macros into a Configuration File ............. ... ... ... ... ... 399
Beyond the Primary Configuration File .............. ... .. .. ... ... ... 399
Critical Skill 13.3 Choosing Postfix ........... .. .. .. .. . .. .. . ... 403
Installing Postfix . ... ... i 404
Switching MTAS . ...t e e 404

The Structure of Postfix . ....... ... . 405
Configuration . ... ...ttt 407
Aliases, Virtual Domains, and Fancy Addresses .......................... 412
Additional Reading . ........... .. 414
Critical Skill 13.4 Solving Real-Life MTA Issues ................cooiuuiunon.. 415
MAIlG .. 415

Is the MTA RUNNING? .. ..ottt e e et 416
Where Are Queues and Spools Kept? ........ . ... ... . i 416

How to Remove Entries fromthe Queue ................................ 417
Flushingthe Queue ......... ... .. . i 418

Mail Logging .. ...t 418
Module SUMMAry . ... ... 419
Module 13 Mastery Check . ....... ... 420
Using POP and IMAP for E-Mail Retrieval .......................... 421
Critical Skill 14.1 Comparing the POP and IMAP Protocols .................... 422
Advantages of IMAP over POP . ... ... ... .. .. . . . 423

Ask the EXpert . ... e 424
Critical Skill 14.2 Installing POP and IMAPonRed Hat ....................... 425
Configuring the POP and IMAP Servers ..............c.. i, 425

Starting the POP and IMAP Servers ............ ..., 425

XV



XVi Red Hat Linux Administration: A Beginner’'s Guide

Critical Skill 14.3 Reading Mail with Telnet ................................ 427

Reading POP Mail with Telnet ........... ... ... ... ... ... .. ... ...... 427

Reading IMAP Mail with Telnet ............ ... .. .. ... .. ... .. oo ... 429

Project 14-1 Testing IMAP Using Telnet .......... ... ... .. ... ... ... ... 432

Critical Skill 14.4 Noticing IMAP Quirks ......... ... .. .. ... 433

Don’t Delete This MeSSage ... .. ..ouuini e 433

Critical Skill 14.5 Performing Special Authentication ......................... 434

Setting Up APOP/CRAM-MDS5 USEIS . ...ttt 435

Module Summary .. ... 435

Module 14 Mastery Check . ....... ... 436

15 The Secure Shell (SSH) . ....... ... ... . . . . . . 437

Askthe EXpert .. ... 438

Critical Skill 15.1 Discussing Public Key Cryptography ....................... 439

Key CharacteriStics . ... v it e e e 441

Cryptography References ........... .. .. .. ... 442

Critical Skill 15.2 Exploring SSH Versions and Distributions ................... 442

OpenSSH and OpenBSD ... ... . 443

Alternative Vendors for SSH Clients ............ .. ... ... ... .. ... ... 444

The Weakest Link . ... ... 445

Critical Skill 15.3 Performing Server Setup . ............ .0 iiriiiiienenann.. 445

Askthe EXpert .. ... 445

Server Startup and Shutdown . ........ ... .. .. .. . .. . 446

Configuration . ... ...ttt e 446

Critical Skill 15.4 Using Secure Shell (SSH) ......... ... .. .. .. .. ... .. ... ... 451

Public Key Logins .........ii e 452

Applications Related to SSH . ... ... ... . 454

Module SUMMAry . ... ... 454

Module 15 Mastery Check . ....... ... 455

PART IV

Intranet Services

16 Network File System (NFS) . ...... .. ... ... .. .. ... . . ... 459

Critical Skill 16.1 Examining the Mechanics of NFS . ......................... 460

Mounting and Accessing a Partition ............... ... ... ... .. ... 460

Security Considerations for NFS .. ...... .. ... ... .. .. .. .. .. ... .. ...... 461

Versions of NES . .. 461

Critical Skill 16.2 Enabling NFS ... ... ... ... ... .. . . .. 462

The Components of NFS ... ... . . i 463

Critical Skill 16.3 Configuring NFS Servers .......... ... .. ... 464

Ask the EXpert . ... e 464



17

Contents

The /etc/exports Configuration File ........... .. ... .. .. .. .. ... ... 465
Graphically configuring eXports . .............irirnniennenan. .. 467
Telling the NFS Server Process About /etc/exports . ....................... 468
Common Problems ......... ... .. . 469
Critical SKkill 16.4 Configuring NFS Clients ................ ... ..., 470
The mount Command . ........ ... 470
Critical Skill 16.5 Learning Common Uses for NFS Partitions .................. 473
Critical Skill 16.6 Troubleshooting NFS .. ... ... .. .. .. .. .. ... .. ... ...... 474
Stale File Handles . ........ ... e 474
Permission Denied . ........ ... . 474

Hard vs. Soft Mounts . ...... ... 474
Module SUMMATY .. ... 475
Module 16 Mastery Check . ...... ... . e 475
Network Information Service (NIS) ......... ... ... ... ... .. ... ..... 477
Critical Skill 17.1 Looking Inside NIS . ........ .. .. .. .. .. ... ... .. .. .. .... 478
The NIS Servers ... ... e e e 479
DOMAaINS . ..ottt 480
Critical Skill 17.2 Installing and Configuring the NIS Servers ................... 480
Ask the EXpert . ... 480
Establishing the Domain Name ............. .. .. .. ... i .. 481
Starting NIS . ... 481
Editing the Makefile ......... ... . ... .. . 482
USING YPINIE .« ot et ettt e e e e e e e e e e e e e e 485
Critical Skill 17.3 Configuringan NISClient ............ ... .. .. ... .. ...... 487
Editing the /etc/yp.confFile ....... ... .. ... . . . . . . . 487
Setting Up the Startup Script . ........ . o 489
Editing the /etc/nsswitch.confFile ........... ... .. ... ... .. ......... 489
Testing Your NIS Client Configuration .............. ... ... ... iiviuo... 490
Project 17-1 Setting Upa NIS Server ........ .. ... .. ... 490
Critical Skill 17.4 Configuring a Secondary NIS Server ....................... 491
Setting the Domain Name . ............. .. ... 491
Setting Up the NIS Master to Pushto Slaves .. ........................... 492
Running ypinit . ........ . 492
Critical Skill 17.5 Discovering the NISTools .............. ... .. ... .. ...... 493
USING NEtIOUDPS .« o v ottt e et et e e e e e e e e e et 494
Using NIS in Configuration Files .......... ... ... ... .. .. .. ... ......... 495
Critical Skill 17.6 Implementing NIS ina Real Network . ....................... 496
A Small Network ... ..o 496

A Segmented Network . ........... .. i 497

Networks Bigger than Buildings ........... ... ... ... .. . . .. 497

xvil



xviil

Red Hat Linux Administration: A Beginner’'s Guide

18

19

Module SUMMAry .. ... 498
Module 17 Mastery Check . ... 498
Talking to Windows with Samba .. ..... ... ... ... ... ... ... ... 501
Critical Skill 18.1 Understanding the Mechanicsof SMB ...................... 502
Usernames and Passwords . ....... ... ... .. 503
Encrypted Passwords . ........ ... . 503

The Differences Between smbd andnmbd  ........... ... ... ... .. ... ... 504
Critical Skill 18.2 Installing Samba ........... .. .. .. ... ... ... 504
Ask the EXpert . ... 504
Critical Skill 18.3 Performing Samba Administration ......................... 505
Starting and Stopping Samba . .......... .. ... 505
Critical Skill 18.4 Administering Samba with SWAT ......................... 506
Setting Up SWAT ... o 507

The SWAT MENUS ..o vv ittt e e e e e e e e 508
Project 18-1 Creating a Share with SWAT . ..... ... ... ... ... ... iio... 510
Critical Skill 18.5 Sharing with redhat-config-samba .......................... 511
Project 18-2 Creating a Share with redhat-config-samba ..................... 511
Critical Skill 18.6 Using smbclient ............ .. .. .. .. .. . i, 512
Browsing a Server . ........ ... 512
Remote File ACCESS . ..ottt 513
Remote Printer ACCESS . ... oottt 514
Critical Skill 18.7 Mounting with smbmount ................................ 515
Critical Skill 18.8 Supporting Encrypted Passwords .......................... 515
Allowing NULL Passwords ... ........oiuinirii i, 516
Changing Passwords with smbpasswd .................................. 516
Critical Skill 18.9 Troubleshooting Samba .................................. 516
Module SUMMATY .. ..ot 517
Module 18 Mastery Check .. ...... ... i e 517
Printing . ... .. e 519
Critical Skill 19.1 Knowing the Basicsof Ipd . ........ ... .. .. .. .. ... ..... 521
Critical Skill 19.2 Installing LPRng ....... ... .. .. .. .. i 521
Starting LPRngon Boot . ...... .. ... .. ... . 522
Critical Skill 19.3 Configuring /etc/printcap . .............virineriinenenan... 522
Sample /etc/printcap Files ....... ... ... .. 524
Implementing Your Changes .......... ...ttt 525

Project 19-1 Graphical Printer Configuration .............................. 525


Administrator
Underline


20

21

Contents

Critical Skill 19.4 Understanding the /etc/lpd.perms File ....................... 527
The Format of /etc/Ipd.perms . ... i 527
Defaults .. ..o 528
Permission Keywords . .......... ... 528
Example of /ete/Ipd.perms . ... .. 529
Critical Skill 19.5 Examining the Client Programs of Ipd . ..................... 529
1 P 530

7 530

135 P 531
Critical Skill 19.6 Exploring CUPS . ... ... ... . . i 531
Critical Skill 19.7 Installing CUPS . ... .. ... ... .. . .. .. 532
Ask the EXpert ... 532
Switching Print Systems . ........... .. . . 533
CUPS Server Setup ... ovv i e 533
Critical Skill 19.8 Configuring Clients for CUPS ........ ... .. ... ... ... ...... 538
Module SUMMATY .. ... 540
Module 19 Mastery Check . ...... ... . e 540
Host Configuration with DHCP ........ ... ... . ... ................ 543
Critical Skill 20.1 Discovering BOOTP and the Roots of DHCP ................. 544
Ask the EXpert . ... 544
Critical Skill 20.2 Viewing the Mechanics of DHCP .......................... 545
Critical Skill 20.3 Investigating the DHCP Server ............................ 546
Installing the DHCP Server .......... ... ... 546
Configuring the DHCP Server .............. ..., 546
Project 20-1 Setting Upa DHCP Server .............. ... ..., 553
General Runtime Behavior ........ ... .. .. . . 554
Critical Skill 20.4 Knowing the DHClient ........... ... ... ... .. .. oo .. 554
Client Configuration . ........ ...ttt e 555
Advanced Client Configuration ............. ... ... .. .0t ... 556
Module Summary .. ... 557
Module 20 Mastery Check . ....... ... 557
Backups .. ... 559
Critical Skill 21.1 Evaluating Your BackupNeeds ........... ... .. ... ... ..... 560
Project 21-1 Creatinga BackupPlan ........... .. ... .. ... ... ... ........ 562
Critical Skill 21.2 Managing the Backup Device and Files ..................... 563

Manipulating the Tape Device withmt ................................. 564

Xix



XX

Red Hat Linux Administration: A Beginner’s Guide

Critical Skill 21.3 Exploring Command-Line Tools ........................... 566
dump and restore . ... ... 566
£ P 570
Critical SKkill 21.4 Using Amanda ............ ...ttt 571
Installing Amanda ........... ...t 572
The Amanda Server . ... ...ttt 572
The Amanda Client .......... .t 574
Starting the Amanda Service ................i i 575
Amanda ULIItIes .. ... .. o 575
Module SUMMATY .. ... 577
Module 21 Mastery Check . ...... ... 577
AppendixX A .. 579



Acknowledgments

When I started this project, I seriously underestimated the amount of time and effort
involved. Despite reading similar comments in the acknowledgment section of many
other texts, it is still an exceedingly easy mistake to make. I work with this stuff every day,
and I don’t have a particularly hard time writing, so I thought, “how difficult can it really be?”
Now I understand that when you read about an author thanking his friends and family for
patience and understanding, it’s not just because they’re family and friends, but because it
really does take more support and understanding from those folks than anyone really expects.
Now I truly realize that without all these other people behind the scenes, it would not have
been possible for this book to be in your hands.

First and foremost, I really appreciate everyone who helped, supported, or otherwise put
up with me during this entire project. Someday I’ll find a way to make it up to each of you. In
addition, special thanks go out to Amy and Stephanie, both of whom went well above the call
of duty in keeping me sane.

The people behind the scenes at McGraw-Hill/Osborne were also key to making this book
happen. Betsy Manini and Franny Kelly were instrumental in making this work what it is. Josh
Burke, Emily Rader, and Robert Campbell all earned many thanks for their work on this project.
Michael Miller deserves special recognition for his contributions. My thanks to all of you.

I also would like to acknowledge all the companies who employed me working with Linux,
without whom I wouldn’t have gained the experience and knowledge that I hope to pass on to the
readers of this volume. Special thanks to Collabnet for being such a cool place to work.

xxi

Copyright 2003 by The McGraw-Hill Companies, Inc. Click Here for Terms of Use.



This page intentionally left blank.



Introduction

Systems administrators are a unique bunch. As a group, we are probably the most significant
consumers of reference and training books, and we probably demand the most from them
(at least all of my peers do).

We’re also a curious bunch. Most of my friends are gadget freaks (my wife included). We
love to live on the edge of new technologies and find out what all the buzz is about before our
users do. We like to do this for two very simple reasons: because it’s fun and because we need
to understand the technology before the CEO reads about it in BusinessWeek and demands to
know why we aren’t running it.

The open source and free software movements seem to be a never-ending source of gadgets,
and Linux is the overall platform of choice. In addition, Linux is becoming the buzz in the
business world for several reasons. More and more we’re seeing major corporations look into
Linux in hopes of reducing costs and then sticking with it for more compelling reasons such
as stability or flexibility.

Diehards will argue that Linux has been a buzz since the mid-1990s (it’s been available
since 1991). I personally started using Linux in 1995 when I was looking for a simple firewall
solution for a company for which I was working; I wanted something that could be deployed
with minimal cost. Over time, more and more project leaders at a variety of employers have
found Linux to be the right tool for the job—not because of any coolness factor, but because
the features and capabilities of Linux fit the needs at hand. It’s somewhat validating to see
some large corporations that only slowly move from their comfort zone starting to adopt Linux.

XX
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So, when IBM started porting DB2 to Linux, when Oracle ported its database platform to
Linux, when SGI adopted Linux as its primary desktop operating system, and when even Dell
made Red Hat Linux a preinstallation option on servers... well, that’s what started the real buzz.

Who Should Read This Book

The title of this book says it’s a “Beginner's Guide,” and that’s mostly true. What the title
should really say is that it’s a “Beginner's-to-Linux Guide,” because the book does make a few
assumptions about you, the reader.

First, it assumes you are already familiar with the Windows environment. At the very
least, you should be a strong Windows user and know something about the networked
Windows environment. Although you needn’t be a Windows NT or 2000 expert, some
exposure to NT/2000 will help your understanding of the hairier concepts. The book makes
this assumption in order to avoid wasting time repeating what most folks from a Windows
background already know, and instead focus on the new stuff that Linux brings to the table.

In addition to your Windows background, the book assumes that you’re interested in
having more information about the topics introduced here. After all, the book covers in 30 or
40 pages topics that have entire books devoted to them! So several chapters include references
to other texts. Consider taking advantage of these references, no matter how advanced you
think you’re becoming, because there is always more to learn.

What's in This Book

Red Hat Linux Administration: A Beginner’s Guide is organized into four parts. Part I is
targeted at folks with no experience in Linux who want a hand installing it and getting rolling.
You’ll be introduced to some of the basic differences between Windows and Linux, and then
walked through the basics of installation and software setup.

Part II is geared toward the administration of features common to all Linux systems, not
just servers. Some of these chapters are really tutorials that help you use the system effectively,
while others will delve into some of the more powerful concepts that set Linux (and UNIX in
general) apart from other systems with which you may be familiar.

In Part 11, you’ll study all the services needed to run an Internet site. This includes the
Domain Name System (DNS), the File Transfer Protocol (FTP), the Web, Simple Mail
Transfer Protocol (SMTP) Mail, Post Office Protocol (POP) Mail, and Secure Shell (SSH).

Part IV goes in the opposite direction from Part I1I. Rather than studying services for
everyone on the Internet, it examines services offered only to people on your internal network,
such as the Network File System (NFS), the Network Information Service (NIS), and Samba.



Part

Installing Linux
as a Server
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Module 1

Technical Summary
of Linux Distributions
and Windows

CRITICAL SKILLS

1.1
1.2
1.3
1.4

Describe Linux and Linux Distributions
Define Free Software and the GNU License
Determine Technical Differences Between Windows and Linux

Explore Other Linux Resources
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CRITICAL SKILL

U nless you’ve been stranded on a deserted island somewhere or shunning the media and
ignoring the trade press, you already have a pretty good idea of what Linux is and why you
might be interested in it. To further your understanding of Linux, in this module you’ll take a
look at the technical differences between Linux and Windows 2000 (and its slightly enhanced
successor, Windows .NET Server). This module also explains the GNU (GNU’s Not UNIX)

license, which may help you understand why much of Linux is the way it is.

Describing Linux and Linux Distributions

Usually people understand Linux to be an entire package of developer tools, editors, GUISs,
networking tools, and so forth. More formally, such packages are called distributions. You
may have heard of the Linux distributions named Red Hat, SuSE, Mandrake, and Caldera,
which have received a great deal of press and have been purchased for thousands of installations.
Noncommercial distributions of Linux such as Debian are less well known outside certain
technical circles, and while they have many happy users, they haven’t reached the same scale
of popularity as the commercial distributions.

What’s interesting about all Linux distributions is that almost all of the tools with which
they ship were not written by the companies themselves. Rather, other people have licensed
their programs, allowing their redistribution with source code. By and large, these tools are
also available on other variants of UNIX, and some of them are becoming available under
Windows as well. The makers of the distribution simply bundle them up into one convenient
package that’s easy to install. (Some distribution makers also develop value-added tools that
make their distribution easier to administer or compatible with more hardware, but the software
that they ship is generally written by others.)

So if you consider a distribution to be everything you need for Linux, what then is Linux
exactly? Linux itself is the core of the operating system: the kernel. The kernel is the program
acting as Chief of Operations. It is responsible for such tasks as handling requests for memory,
accessing disks, and managing network connections. The complete list of kernel activities
could easily be a module in itself, and in fact, several books documenting the kernel’s internal
functions have been written.

The kernel is known as a nontrivial program. It is also what puts the Linux into all those
Linux distributions. All distributions use the exact same kernel, and thus the fundamental
behavior of all Linux distributions is the same.

What separates one distribution from the next is the value-added tools that come with each
one. For example, Red Hat includes a very useful tool called redhat-config-xfreeS86 that makes
configuring the graphical interface a very straightforward task. Asking “Which distribution is
better?” is much like asking “Which is better, Coke or Pepsi?” Almost all colas have the same
basic ingredients—carbonated water, caffeine, and high-fructose corn syrup—thereby giving
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the similar effect of quenching thirst and bringing on a small caffeine-and-sugar buzz. In the
end, it’s a question of personal preference.

IEEeRR] Investigating Distributions

This book is an introduction to the use of one particular distribution of Linux: Red Hat Linux
8.0. It’s a very good distribution, and it’s especially popular in the United States. However,
there are many other distributions, and most of them have something interesting to offer. In
this project, you’ll take a look at some of the other available distributions.

Step by Step

1. Using a Web browser, go to http://www.debian.org. Identify a primary distinguishing
characteristic of the Debian distribution.

2. Now go to http://www.slackware.com to identify ZipSlack.
3. Identify the users primarily targeted by Turbolinux. (See http://www.turbolinux.com.)

4. In addition to Turbolinux, determine which companies are members of UnitedLinux
(http://unitedlinux.com). Can you identify the primary objective of UnitedLinux?

5. Look at http://www.linux-mandrake.com and find the kernel version used in the latest
Mandrake release.

6. Consider which hardware platforms are supported by Gentoo Linux
(http://www.gentoo.org).

Project Summary

CRITICAL SKILL

There is a world of information available on the distributions uncovered in this project, and on
many more. If you want to find out more about them, a Google search (http://www.google.com)
can uncover more nonmarketing information you might find useful. And of course, you
shouldn’t forget to see what Red Hat has to say about itself at http://www.redhat.com.

BF Defining Free Software and the GNU License

In the early 1980s, Richard Stallman began a movement within the software industry. He
preached (and still does) that software should be free. Note that by free, he doesn’t mean in
terms of price, but rather free in the same sense as freedom. This meant shipping not just a
product, but the entire source code as well.

Investigating DisTribuﬁonsﬁ Technical Summary of Linux Distributions and Windows =
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Stallman’s policy was obviously a wild departure from the early eighties mentality of
selling prepackaged software, but his concept of free software was in line with the initial
distributions of UNIX from Bell Labs. Early UNIX systems did contain full source code. Yet
by the late 1970s, source code was typically removed from UNIX distributions and could be
acquired only by paying large sums of money to AT&T. The Berkeley Software Distribution
(BSD) maintained a free version but had to deal with many lawsuits from AT&T until it could
be proved that nothing in the BSD was from AT&T.

The idea of giving away source code is a simple one: A user of the software should never
be forced to deal with a developer who might or might not support that user’s intentions for the
software. The user should never have to wait for bug fixes to be published. More important,
code developed under the scrutiny of other programmers is typically of higher quality than code
written behind locked doors. The greatest benefit of free software, however, comes from the
users themselves: Should they need a new feature, they can add it to the program and then
contribute it back to the source, so that everyone else can benefit from it.

From this line of thinking has sprung a desire to release a complete UNIX-like system to
the public, free of license restrictions. Of course, before you can build any operating system,
you need to build tools. And this is how the GNU project was born.

NOTE K{\

GNU stands for GNU’s Not UNIX—recursive acronyms are part of hacker humor.
If you don’t think it's funny, don’t worry. You're sill in the majority.

What Is the GNU Public License?

The most important thing to emerge from the GNU project has been the GNU General Public
License (GPL). This license explicitly states that the software being released is free, and that
no one can ever take away these freedoms. It is acceptable to take the software and resell it,
even for a profit; however, in this resale, the seller must release the full source code, including
any changes. Because the resold package remains under the GPL, the package can be distributed
free and resold yet again by anyone else for a profit. Of primary importance is the liability
clause: The programmers are not liable for any damages caused by their software. More about
GNU and the GPL can be found at http://www.gnu.org.

It should be noted that the GPL is not the only license used by free software developers
(although it is arguably the most popular). Other licenses, such as BSD and Apache, have
similar liability clauses but differ in terms of their redistribution. For instance, the BSD license
allows people to make changes to the code and ship those changes without having to disclose
the added code. (The GPL would require that the added code be shipped.) For more information
about other open-source licenses, check out http://www.opensource.org.
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The curse of a no-registry arrangement is that there is no standard way of writing
configuration files. Each application or server can have its own format. Many applications are
now coming bundled with GUI-based configuration tools, so you can do a basic setup easily
and then manually edit the configuration file when you need to do more complex adjustments.

In reality, having text files to hold configuration information usually turns out to be an
efficient method. Once set, they rarely need to be changed; even so, they are straight text files
and thus easy to view when needed. Even more helpful is that it’s easy to write scripts to read
the same configuration files and modify their behavior accordingly. This is especially true
when automating server maintenance operations, an ability that is crucial in a large site with
many servers.

Because Linux configuration files are text files, configuring systems automatically can
be done quickly and easily without special tools. Simple scripts can be written to set the
configuration values, making deployment of a new operating system, software package, or
utility very easy. Windows requires third-party software (often licensed on a per-machine
basis, which can become very expensive for large projects) to perform similar feats.

Domains

For a group of Windows 2000 systems to work well together, they should exist in a domain.
This requires a Windows 2000 Server system configured as a Domain Controller (DC).
Domains are the basis of the Windows 2000 security model.

The basis of Linux’s network security model is NIS, Network Information Service. NIS is
a simple text file—based database that is shared with client workstations. Each primary NIS
server establishes a domain. Any client workstation wanting to join this domain is allowed to
do so, as long as it can set its domain name. To set the domain name, you must use the root
user—Linux’s equivalent to an Administrator user. Being part of the domain does not,
however, immediately grant you rights that you would otherwise not have. The domain
administrator must still add your login to the master NIS password list so that the rest of the
systems in the network recognize your presence.

The key difference between NIS and Windows 2000 domains is that the NIS server by
itself does not perform authentication the way a DC does. Instead, each host looks up the login
and password information from the server and compares it to the user’s entered information.
It’s up to the individual application to properly authenticate a user. Thankfully, the code
necessary to authenticate a user is very trivial.

Another important difference is that NIS can be used as a general-purpose database and
thus hold any kind of information that needs to be shared with the rest of the network. (This
usually includes mount tables for NFS and e-mail aliases.) The only limitation is that each NIS
map can have only one key, and the database mechanism doesn’t scale well beyond about

—r
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A

ctive Directory

So how does NIS stack up to Active Directory? Good question. The answer is “it doesn’t.”
Active Directory was designed to be much more than what NIS was designed for. This really
places the two into different classes of applications.

Active Directory (AD) is designed to be a generic solution to the problem of large sites
that need to have their different departments share administrative control—something that the
older Windows NT Domain model did very poorly. (Setting up interdomain trusts under NT
often required a great deal of patience and a willingness to fix “broken” trusts on a regular
basis.) AD is also an opportunity for Microsoft to fix many of its broken naming schemes and
move toward an Internet-centric scheme based on DNS. The result is quite beastly and requires
a lot of time to master. Mark Minasi’s book, Mastering Windows 2000 Server, Second Edition
(Sybex, 2000), dedicates well over 100 pages to the subject. However, in a smaller network,
most folks will find that it looks and feels mostly like the old-style NT domains with some
new whiz-bang features thrown in for good measure.

Don’t get me wrong, though—AD is a strong step in the right direction for Windows 2000
and presents solid competition for the Linux camp to think about how directory services can be
better integrated into their designs. But despite what Microsoft tells you, AD will not solve all
the world’s problems, let alone all of yours, in one easy step.

So does Linux have anything that compares to AD? Yes, actually, it does. Several
implementations of LDAP (Lightweight Directory Access Protocol) now exist for Linux, and
work is actively being done to allow NIS to tie into LDAP servers. (The RADIUS authentication
protocol is also becoming more common.) LDAP is also interesting because it uses the same
underlying technology that Active Directory uses in Windows 2000 and Windows .NET
Server. This means that, in theory, it is possible to share LDAP databases between both your
UNIX and Windows systems and possibly unify authentication between them.

CRITICAL SKILL

Module 1:  Technical Summary of Linux Distributions and Windows

20,000 entries. Of course, a site with 20,000 users shouldn’t keep them all in a single NIS
domain, anyway!

Neither Windows nor Linux requires use of domains for the base operating system to
work. Nevertheless, they are key if you need to maintain a multiuser site with a reasonable
level of security.

Exploring Other Linux Resources

If you are interested in getting under the hood of the technology revolution (and it’s always
helpful to know how things work), I recommend the following texts:
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Computer: A History of the Information Machine by Martin Campbell-Kelly and William
Aspray (Harper Collins, 1997)

A Quarter Century of Unix by Peter Salus (Addison-Wesley, 1994)

Neither of these texts discusses Linux specifically. 4 Quarter Century of Unix does tell
the Linux history up to the point where the system was just becoming a serious player. Peter
Salus writes an interesting discussion of why Linus Torvalds saw a need to create Linux in
the first place.

To get the scoop on Linux itself, start with the Linux home page at http://www.linux.org.
For Linux-related news, http://linuxtoday.com is one of several good resources, and the “News
for Nerds” at http://slashdot.org can be an entertaining—and often Linux-related—read.

Module Summary

In this module, you learned about three important topics: Linux distributions, the GNU license
(GPL), and the major design differences between Windows 2000 or Windows .NET Server
and Linux. Linux is a very powerful operating system, capable of many things. Perhaps its
most important feature is being configurable—it’s almost like Silly Putty! You can mold it
into anything from basic to the most complex shapes. And part of the reward for working with
Linux and other Free Software is that it is possible to solve all sorts of problems with many
tools that others have made available. Be sure to keep this in mind as you read the remainder
of this book and when you start working with Linux in any environment. Linux isn’t just a
productive, efficient operating system; it also gives you a chance to think creatively. As a
Linux user, you won’t have to rely on a commercial software vendor to provide you with the
features you need; instead, you can learn to take a quick trip to the World Wide Web and find
out if there isn’t in fact a project already in existence that will solve your problem.

’ Module T Mastery Check

1. What part of the operating system is Linux?
2. What distinguishes one distribution from another?
3. What freedoms does the GPL confer?

A. Freedom to access source code

B. Freedom to redistribute the software

—r
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10.
11.
12.
13.

14.

C. Free technical support

D. Free products

. Describe the differences between single-user, multiuser, and network-user systems.
. Which OS was developed as a single-user system?

. Which OS was developed as a multiuser system?

. Which OS is capable of supporting network users?

. What are the performance implications of separating the GUI from the kernel?

. Which of the following systems support mounting across networks:

A. Attached File System (AFS)

B. Linux File System (Lf5s)

C. Network File System (NFS)

D. Distributed File System (Dfs)

In which directory do Linux configuration files usually reside?
What does NIS stand for?

What function does a DC perform that NIS does not?

What directory technology available on Linux is theoretically compatible with Microsoft’s
Active Directory?

Show a good place to start for more information about Linux.



Module 2

Installing Linux in a
Server Configuration

CRITICAL SKILLS

2.1 Perform Preinstallation Evaluation

2.2 |nstall Red Hat Linux
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A key attribute in Linux’s recent success is the remarkable improvement in installation

CRITICAL SKILL

tools. What once was a mildly frightening process many years back has now become
almost trivial. Even better, there are many ways to install the software; CD-ROMs are no
longer the only choice (although they are still the most common). Network installations are
part of the default list of options as well, and they can be a wonderful help when installing a
large number of hosts.

In most cases, designating a system as a server will enable more services than you want.

A single Linux system is capable of providing all sorts of services: disk, printers, mail, news,
web, chat, and more. Many of these services are turned on automatically. But the reality is that
most servers are dedicated to performing one or two tasks, and any other installed services
simply take up memory and drag on performance, as well as provide hackers another avenue
of attack.

This module discusses the installation process as it pertains to servers. This requires you to
do two things: differentiate between a server and a client workstation and streamline a server’s
operation in terms of its dedicated functions.

You will go through this process for Red Hat Linux, which you will find on the CD-ROM
that came with this book.

Performing Preinstallation Evaluation

Before getting into the actual installation phase, it is important that you take a moment and
evaluate two things:

The hardware the system is going to run on

The server’s ideal configuration to provide the services you need

Let’s start by examining hardware issues.

Hardware

As with any operating system, before getting started with the installation process, you should
determine what hardware configurations would work. Each commercial vendor publishes a
hardware compatibility list (HCL) and makes it available on its web site. Red Hat’s hardware
support site is at http://hardware.redhat.com, where you can search a compatibility database
for systems or components. In general, most popular Intel-based configurations work without
difficulty.

A general suggestion that applies to all operating systems is to avoid cutting-edge hardware
and software configurations. While they appear to be really impressive, they haven’t had the
maturing process some of the slightly older hardware has gone through. For servers, this
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usually isn’t an issue, since there is no need for a server to have the latest and greatest toys,
such as 3-D video cards. After all, your main goal is to provide a highly available server for
your users, not to play Doom. (Although it should be noted that I, myself, during my less
responsible days as a junior-level administrator, found that Linux is wonderfully stable even
while running Doom and being a file server.)

Server Design

When a system becomes a server, its stability, availability, and performance become a
significant issue. These three factors are usually improved through the purchase of more
hardware, which is unfortunate. It’s a shame to pay thousands of dollars extra to get a system
capable of achieving in all three areas when you could have extracted the desired level of
performance out of existing hardware with a little tuning. With Linux, this is not hard. Even
better, the gains are outstanding!

The most significant design decision you must make when managing a server configuration
is not technical but administrative. You must design a server to be unfriendly to casual users.
This means no cute multimedia tools, no sound card support, and no fancy web browsers
(when at all possible). In fact, it should be a rule that casual use of a server is strictly prohibited—
not only to site users but site administrators as well.

Another important aspect of designing a server is making sure that it has a good environment.
As a system administrator, you must ensure the physical safety of your servers by keeping
them in a separate room under lock and key (or the equivalent). The only access to the servers
for nonadministrative personnel should be through the network. The server room itself should
be well ventilated and kept cool. The wrong environment is an accident waiting to happen.
Systems that overheat and nosy users who think they know how to fix problems can be as
great a danger to server stability as bad software (arguably even more so).

Once the system is in a safe place, installing battery backup is also crucial. Backup power
serves two key purposes: to keep the system running during a power failure so that it may
gracefully shut down, thereby avoiding file damage or loss; and to ensure that voltage spikes,
drops, and other noises don’t interfere with the health of your system.

Here are some specific things you can do to improve your server situation:

Take advantage of the fact that the graphical user interface is uncoupled from the core
operating system, and avoid starting the X Window System (Linux’s GUI) unless someone
needs to sit at the console and run an application. After all, like any other application, X
requires memory and CPU time to work, both of which are better off going to the server
processes instead.

Determine what functions the server is to perform, and disable all other functions. Not
only are unused functions a waste of memory and CPU, they complicate the process of
securing the server.

—
0
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Unlike some other operating systems, Linux allows you to pick and choose the features
you want in the kernel. The default kernel will already be reasonably well tuned, so you
won’t have to worry about it; but if you do need to change a feature or upgrade the kernel,
be picky about what you add and what you don’t. Make sure you really need a feature
before adding it.

NOTE K{“

You may hear an old recommendation that you recompile your kernel to make the most
effective use of your system resources. This is no longer true—the only reason fo recompile
your kernel is to upgrade or add support for a new device. Remember: Once a server is
in use, don’t change what's stable and performs reasonably well without a good reason.

Uptime
All of this chatter about taking care of servers and making sure silly things don’t cause them to
crash stems from a long-time UNIX philosophy: Uptime is good. More uptime is better.

The UNIX (Linux) uptime command tells the user how long the system has been running
since its last boot, how many users are currently logged in, and how much load the system is
experiencing. The last two are useful measures that are necessary for day-to-day system health
and long-term planning. (For example, the server load has been staying high lately, so maybe
it’s time to buy a faster/bigger/better server.)

But the all-important number is how long the server has been running since its last reboot.
Long uptimes are a sign of proper care, maintenance, and, from a practical standpoint, system
stability. You’ll often find UNIX administrators boasting about their server’s uptimes the way
you hear car buffs boast about horsepower. This is also why you’ll hear UNIX administrators
cursing at system changes (regardless of operating system) that require a reboot to take effect,
even though applying the latest kernel security patch may justify that reboot. You may deny
caring about it now, but in six months you’ll probably scream at anyone who reboots the system
unnecessarily. Don’t bother trying to explain this phenomenon to a nonadmin, because they’ll
just look at you oddly. You’ll just know in your heart that your uptime is better than theirs.

Dual-Booting Issues

If you are new to Linux, you may not be ready to commit to a complete system when you just
want a test drive. All distributions of Linux can be installed on only certain partitions of your
hard disk while leaving others alone. Typically, this means allowing Microsoft Windows to
coexist with Linux.

Because you are focusing on server installations, the text will not cover the details of
building a dual-booting system; however, anyone with a little experience in creating partitions
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on a disk should be able to figure this out. If you are having difficulty, you may want to refer
to the installation guide that comes with your distribution or another one of the many available
beginner’s guides to Linux.

Some quick hints: If a Windows 95 or Windows 98 partition currently consumes an entire
hard disk as drive C:, you can use the fips tool to repartition the disk. Simply defragment and
then run fips.exe. If you are using Windows NT/2000 with NTFS and have already allocated
all the disk with data on each partition, you may have to move data around a bit by hand to
free up a partition. Don’t bother trying to shrink an NTFS partition, though; because of its
complexity, it doesn’t like being resized, and doing so will lead to corruption.

NOTE K{\

From the perspective of flexibility, NTFS doesn’t sound like a good thing, but in reality it
is. If you have fo run a Windows server, use NTFS.

You may find using a commercial tool such as Partition Magic to be especially helpful,
because it offers support for NTFS, FAT32, and regular FAT, as well as a large number of
other file system types. Its user interface is also significantly nicer than fips.

If you’re going to be installing a dual-boot system, install Linux last. If you install
Windows last, it will clobber the boot information for your Linux system. If you install Linux
last, it will recognize that you have Windows installed and let you choose which one you want
to boot by default. Linux gets an “A” for citizenship.

Methods of Installation

With the improved connectivity and speed of both local area networks and Internet connections,
it is becoming an increasingly popular option to perform installations over the network rather
than using a local CD-ROM.

In general, you’ll find that network installations become important once you’ve decided to
deploy Linux over many machines and therefore require a fast installation procedure in which
many systems can install at the same time.

Typically, server installations aren’t well suited to automation, because each server usually
has a unique task; thus, each server will have a slightly different configuration. For example, a
server dedicated to handling logging information sent to it over the network is going to have
especially large partitions set up for the appropriate logging directories, compared with a file
server that performs no logging of its own. (The obvious exception is for server farms where
you have large numbers of replicated servers. But even those installations have their nuances
that require attention to detail specific to the installation.)

N
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Because of this, you will focus exclusively on the technique for installing a system from a
CD-ROM. Of course, once you have gone through the process from a CD-ROM, you will find
performing the network-based installations to be very straightforward.

I It Just Won’t Work Right . . .

You’ve gone through the installation procedure . . . twice. This book said it should work.
The installation manual said it should work. The Linux guru you spoke with last week said
it should work.

But it’s just not working.

In the immortal words of Douglas Adams, don’t panic. No operating system installs
smoothly 100 percent of the time. (Yes, not even the Mac OS!) Hardware doesn’t always work
as advertised, combinations of hardware conflict with each other, that CD-ROM your friend
burned for you has CRC errors on it (remember: it is legal for your buddy to burn you a copy
of Linux!), or (hopefully not) the software has a bug.

With Linux, you have several paths you can follow for help. If you have purchased your
copy from a commercial vendor such as SuSE or Red Hat, you can always call tech support
and reach a knowledgeable person who is dedicated to working through the problem with you.
If you didn’t purchase a box set, you can purchase support from Red Hat and other distributors
of Linux. Last, but certainly not least, is the option of going online for help. An incredible
number of web sites are available to help you get started. They contain not only useful tips
and tricks but also documentation and discussion forums where you can post your questions.
Obviously, you’ll want to start with the site dedicated to your distribution: www.redhat.com
for Red Hat Linux. Other distributions have their own sites. Check your distribution for its
appropriate web site information.

Here are some recommended sites for installation help:

comp.os.linux.admin This is a newsgroup, not a web site. You can read it with a news
client, or through the web at http://groups.google.com.

comp.os.linux.redhat This is another newsgroup, but Red Hat Linux—specific.
linux.redhat This is another Red Hat Linux newsgroup.

http://www.linuxdoc.org/ This site is a collection of wonderful information about all
sorts of Linux-related topics, including installation guides. Just a warning, though: Not all
documents are up to date. Be sure to check the date of any document’s last update before
following the directions. There is a mix of cookbook-style help guides as well as guides
that give more complete explanations of what is going on.

http://linuxnewbie.org/ This site features “Newbie-ized Help Files” that help with a
variety of hardware and software issues.
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http://everythinglinux.org/ Everything Linux, as you might expect, has a wide variety
of resources for the Linux user, including how-to information and reviews.

m Determining a Server’s Functions

Before installing the Linux server, it’s a useful exercise to determine exactly what purpose the
server will serve. Even though you do not know all the functions available, you may have an
idea of what is or isn’t required of the server you plan to install. Knowing which specific
functions are needed will ensure that the system has all the software it needs, and that it isn’t
bogged down or made exploitable by having unnecessary software installed.

Step by Step
1. Consider each of the following questions, making a list of services that are definitely
needed or definitely not needed:

Will this system’s disk resources will be accessible for mounting by other systems
using NFS? Will it provide print services?

Which Internet-related services will this server provide? For example, will it be used
as a web server? Will it provide mail, IRC, newsgroup, or other such services?

Will the system be a database server?

Will the system perform authentication tasks such as running as an LDAP or NIS server?
Will the system perform any network functions by performing routing, firewalling,
SNMP or traffic monitoring, or the like?

Will program development take place on this system? Which languages will be used?
What compilers, debuggers, libraries, and utilities are necessary?

How will remote users access the system? Do they need FTP or telnet access? Will
SSH or rlogin or rsh be used?

Will the system be accessible from the console, and if so, is the X Window System
necessary? How much work will be done in the GUI, and which windowing
environments are required?

2. Looking at the list of requirements, make a note of any components that are implied by the
must-have items. For example, a web and database server may require tools to interface
from the web pages to the database, so Perl or PHP might be useful.

3. What documentation needs to be installed on this system? If it will be a developer or
end-user resource, there may be more documentation requirements than if it will be just
one of many systems in a large server farm.

(continued)
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4. Ifthis is a test server, what type of functions would you like to try? Make a note of each,
and when it comes time to install the software, you may be able to find packages you didn’t
know existed.

Project Summary

You may feel that you don’t yet know enough about Linux to determine what your server is
going to do. But whether you go through this process before or after you first install Red Hat
Linux, you’ll find that it’s a good way of focusing on real needs. Otherwise, looking at all the
available packages can be a little like going grocery shopping on an empty stomach.

CRITICAL SKILL

B3 |nsialling Red Hat Linux

This section documents the steps necessary to install Red Hat Linux 8.0 on a stand-alone
system. It will take a liberal approach to the process, installing all of the tools possibly relevant
to server operations. Later modules explain each subsystem’s purpose and help you determine
which ones you really need to keep.

You have two ways to start the boot process: you can use a boot floppy or the CD-ROM.
This installation guide assumes you will boot off the CD-ROM to start the Red Hat installation
procedure. If you have an older machine not capable of booting off the CD-ROM, you will
need to use a boot disk and start the procedure from there.

NOTE K{\

Using the boot disk changes the order of some of the installation steps, such as which
language to use and whether to use a hard disk or CD-ROM for installation. Once past
the initial differences, you will find that the graphical steps are the same.

If your system supports bootable CD-ROM:s, this is obviously the faster approach. If your
distribution did not come with a boot disk and you cannot boot from the CD-ROM, you will need
to create the boot disk. You will need a working installation of Windows to create the boot disk.

NOTE i{\

Users who have a working UNIX operating system can use the dd command to create
the boot image onto a floppy disk. Follow the instructions that came with your
distribution for using the dd command with your floppy device.
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Creating a Boot Disk

Once Windows has started and the CD-ROM is in the appropriate drive, open an MS-DOS
Prompt window (Start | Program Menu | MS-DOS Prompt), which will give you a command
shell prompt. Change over to the CD-ROM drive letter and go into the dosutils directory.
There you will find the rawrite.exe program. Simply run the executable; you will be prompted
for the source file and destination floppy. The source file will be on the same drive and is
called /images/boot.img.

You can find more detail on this process at http://www.redhat.com/docs/manuals/linux/
RHL-8.0-Manual/install-guide/s1-steps-install-cdrom.html.

Starting the Installation
To begin the installation process, boot off the CD-ROM. This will present you with a splash
screen introducing you to Red Hat 8.0. At the bottom of the screen will be a prompt that reads

boot:

If you do not press any key, the prompt will automatically time out and begin the graphical
installation process. You can press ENTER to start the process immediately.

NOTE i{\

If you have had some experience with Red Hat installations in the past and do not want
the system to automatically probe your hardware, you can type in expert at the boot:
prompt. For most installations, though, you will want to stick with the default.

If you don’t have a mouse, or if the installer cannot find yours, you will be presented with
a screen that asks whether you want to use the text mode installation or you want to help the
installer figure out what kind of mouse you have. Use the TAB key to select which choice you
want, and press ENTER to continue. If you proceed with the text mode, you will find that the
basic steps to the installation are similar to those for the graphical interface, and you should be
able to follow along with this installation guide. If you need additional help, you can visit Red
Hat’s help page for the text-mode installation at http://www.redhat.com/docs/manuals/linux/
RHL-8.0-Manual/install-guide/s1-guimode-textinterface.html.

N
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Welcome to Red Hat Linux
The installer’s first graphical screen welcomes you to Red Hat Linux (see Figure 2-1). The
interface works much like any other GUI interface. Simply point to your selection and click.
Notice that context-sensitive help appears on the left side of the screen. If you don’t want
to see it, you can click the Hide Help button at the lower-left part of the screen. The Back
button in the lower right of the screen is grayed out at this point, because there have been no
prior options to select.
This screen isn’t very challenging: there aren’t any choices to be made. When you are
ready to continue, click the Next button in the lower-right portion of the screen.

Choosing a Language

The first menu will ask which language you want to use to continue the installation process
(see Figure 2-2). Once you have chosen the desired language, click Next to continue.

Online Help Welcome

Welcome to Red Hat
Linux

Welcome! This installation
process is outlined in detail in
the Red Hat Linux Installation
Guide available from Red Hat,
Inc. Please read through the
entire manual before you begin —
this installation process.

HTML and PDF copies of the
manual are available online at
http:/www.redhat.com/docs.
There is also an HTML copy on
the CD set.

If you have purchased an
official boxed set, be sure to -
register your product through Red Hat Lln UX
our website (http://iwww.redhat.
com/apps/activate/).

Throuahaut this inctallation wan L)

Figure 2-1 The first installer screen welcomes you to Red Hat Linux.
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Language Selection

‘What language would you like to use during the installation
process?

Chinese(Simplified) (32 (& )
Chinese(Traditional) (5 geH )
Czech (Cestina)

Danish (Dansk)

Durch (Nederlands)

English (English)

French (Frangais)
German (Deutsch)
Icelandic (islenska)
Itallan (Itallano)
Japanese (B 755
Korean (3t 304{)
Norwegian (Norsk)
Portuguese (Portugués)
Russian (Pycckui)
Slovenian (slovensgina)
Spanish (Espafiol)

dich (€ lead

[+]

Figure 2-2 Select the language to be used during installation.

Selecting a Keyboard Type

This next menu enables you to select what kind of keyboard you have. For most people,

the keyboard type will be selected according to language and geography (see Figure 2-3).

A Dvorak keyboard layout may be selected here if you prefer it.

np*/l\"

If you ever want to change your keyboard layout or type, you can run the program

/usr/bin/redhat-config-keyboard.

L]

When you are done, click Next to continue, or click Back to go back to the language

selection menu.
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Online Help Keyboard

® Select the appropriate keyboard for the system.

e repreer [2]

Choose the layout type for the Russian (Microsoft)
keyboard (for example, U.S. Russian (rul)
English) that you would like to use
for the system.

Keyboard Configuration

Russian (ru2)
Russian (win)
Slovakian

Slovenian

Spanish

Speakup

Speakup (laptop)
Swedish

Swiss French

Swiss French (latinl)
Swiss German
Swiss German (latinl)
Turkish

Ukrainian

United Kingdom

| .5, Englisk

U.S. Intemational

Figure 2-3 Select the preferred keyboard layout.

Selecting a Mouse
You now can select the type of mouse you want to use with the X Window environment. More
than likely, the autoprobe will have been able to identify what kind of mouse you have.

If you need to help Linux, simply pick your mouse type from the top menu box (see
Figure 2-4). The Generic settings work well in most cases, but you can scroll through the list
of manufacturers and look for the maker of your particular mouse. Click on the triangle to the
left of the vendor’s name to open a new level of choices for that particular brand.

If you have a serial mouse, you will also need to select the serial port it is using, which
you can do in the lower box of the screen.

If you have a two-button mouse, click Emulate 3 Buttons at the bottom of the screen,
because some features of the X Window environment work with a three-button mouse only.
The emulation allows you to click both buttons of a two-button mouse to simulate the third
(middle) button.
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Online Help
Mouse Configuration

Choose the cormrect mouse type
for your system.

Do you have a PS/2, USB, Bus
or seral mouse? (Hint: If the
connector your mouse P'UQS
into is round, itis a PS/2 ora

Mouse Configuration

@ Select the appropriate mouse for the system.

Model |
ATTBUS Molse

= Generic
2 Button Mouse (PS/2)
2 Button Mouse (serial)
2 Button Mouse (USE)
3 Button Mouse (PS/2)

[*]

Bus mouse; if rectangular, itis a

. 3 Button Mouse (serial)
serial mouse.)

3 Button Mouse (USB)

Try to find an exact match. If an Wheel Mouse (P5/2)

exact match cannot be found, Wheel Mouse (USB)
choose one which is compatible — | Genius

with yours. Otherwise, choose
the appropriate Generic mouse
type.

[<]

b K ancinaton

.[F_Jo vice |

¢SO (COM1 under DOS)
S1 (COM2 under DOS)
TyS2 (COM3 under DOS)
TtyS3 (COM4 under DOS)

If you have a serial mouse, pick
the device and portitis
connected to in the next box.

Tip: If you have a scroll mouse, [v] [JEmulate 3 buttons

Figure 2-4 Select the mouse description that most closely matches your hardware.

nP“/H\"

If you change the type of mouse you have later, you can run
/usr/bin/redhat-config-mouse to reconfigure your mouse.

Installation Type

With the language and input devices selected, you are now ready to begin the actual installation
phase of Red Hat Linux. You will see a screen that lets you pick how you want to install Red
Hat Linux. If you are on an upgrade path, this selection is easy—simply click Upgrade and
then click Next. You’ll see some screens informing you of what is being currently upgraded.

This module assumes that you’re doing a clean installation. This will wipe all the existing
contents of the disk before freshly installing Red Hat 8.0.
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(AUTIONT

I mean it. This process will lay waste to your hard disk and leave no data standing. So
please perform this installation on a disk that doesn’t hold the only copy of your late
Great Aunt Sonia’s world-champion pretzel recipe.

Note that under the Install button is an option to install Linux in a Server configuration
(see Figure 2-5). This method has all of the packages selected for you, as well as a disk-
partitioning scheme. While that can be a fine starting point for playing with Linux, for this
module, you want to choose Custom so that you can fine-tune what you install and how you
configure it.

Creating Partitions for Linux
Since you selected the custom installation, you will need to create partitions for Linux to
install on. If you are used to the Windows installation process, you will find that this process
is a little different from how you partition Windows into separate drives.
In short, each partition is mounted at boot time. The mount process makes the contents of
that partition available as if it were just another directory on the system. For example, the root

Online Help Installation Type

Installation Type ® o‘:'_j‘. Install on System

Choose whether you would like . .
: : ‘ersonal Desktop
to perform a full installation or 0 .IE:' Perfect for personal computers or laptops, select this installation type 1o
¢ &

[+]

an upgrade, install a graphical desktop environment and create a system ideal for
home or desktop use.

A full |ns?a||at|on will destroy T

any prevtously saved O a This option installs a graphical desktop environment with tools for

information on the selected software pment and sy stem

partitions. i

sharing, and Web services. Additional services can also be enabled,

An upgrade will preserve and you can choose whether or not to install a graphical environment.

existing Red Hat Linux system

data. Custom
rri-] Select this installation type to gain complete control over the instalation
(s i.-’ process, incliding software package selection and authentication
If you want to perform a full | preferences. i
installation, you must choose
the type of the installation. Your oﬂ‘

options (Personal Desktop, 0 ! '_ Upgrade Existing System
Workstation, Server, or Custom) [

are discussed briefly below.

Server
0 & Select this instalation type if you would like to set up file sharing, print

®

A personal desktop installation
will create a system for your [*]

Figure 2-5 For this module, perform a Custom installation of Red Hat Linux.
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directory (/) is the topmost directory in the structure. In a simple configuration (for example, the
one performed when you choose the Automatically Partition option in a custom installation),
the system’s entire directory structure will be created on a single partition. More complicated
configurations make more sense in most cases. For example, a standard Linux subdirectory
called /usr will exist in the root directory, but it will have nothing in it. A separate partition
can then be mounted such that going into the /usr directory will allow you to see the contents
of the newly mounted partition (see Figure 2-6).

Since all of the partitions, when mounted, appear as a unified directory tree rather than
as separate drives, the installation software does not differentiate one partition from another.
All it cares about is into which directory each file goes. As a result, the installation process
automatically distributes its files across all the mounted partitions, as long as the mounted
partitions represent different parts of the directory tree where files are usually placed. Under
Linux, the most significant grouping of files is in the /usr directory, where all of the actual
programs reside. (In Windows terms, this is similar to C:\Program Files.)

Because you are configuring a server, you need to be aware of the additional large
groupings of files that will exist over the life of the server. They are:

/usr, where all of the program files will reside (similar to C:\Program Files).

/home, where everyone’s home directory will be (assuming this server will house them).
This is useful for keeping users from consuming an entire disk and leaving other critical
components without space (such as log files).

/var, the final destination for log files. Because log files can be affected by outside users
(for instance, individuals visiting a web site), it is important to partition them off so that no
one can perform a Denial of Service (DoS) attack by generating so many log entries that
the entire disk fills up.

root partition

|/

/usr — The “usr” partition /ust/share
/ust/include

- u“ ” s /ust/lib
/home The “home” partition Just/bin
. /ust/sbin

/tmp — The “tmp” partition /ust/doc
[etc.]

/var —— The “var” partition

/boot — Same as the root partition

Figure 2-6 The contents of the /usr directory can be mounted on a separate partition from the

root directory.

w
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/tmp, where temporary files are placed. Because this directory is designed so that it is
writable by any user (similar to the C:\Temp directory under Windows), you need to
make sure arbitrary users don’t abuse it and fill up the entire disk; you ensure this by

keeping it on a separate partition.

Swap. This isn’t a user-accessible file system, but it is where the virtual memory file is
stored. Although Linux (and other UNIXs, as well) can use a normal disk file to hold
virtual memory the way Windows does, you’ll find that having it on its own partition
improves performance.

Now you see why it is a good idea to create multiple partitions on a disk rather than a
single large partition, which you may be used to doing under Microsoft Windows. As you
become more familiar with the hows and whys of partitioning disks under Linux, you may
choose to go back to a single large partition. At that point, of course, you will have enough
knowledge of both systems to understand why one may work better for you than the other.

Now that you have some background on partitioning under Linux, let’s go back to the
installation process itself. The installation screen gives you three options (see Figure 2-7):
automatically partition the disk, manually partition the disk with Disk Druid, or manually
partition the disk with fdisk.

Online Help Disk Partitioning Setup

Disk Partitioning

Setup

One of the largest obstacles for

a new user during a Linux Automatic Partitioning sets partitions based on the selected
installation is partitioning. Red installation type. You also can customize the partitions once
Hat Linux makes this process they have been created.

much simpler by providing an

option for automatic partitioning. The manual disk partitioning tool, Disk Druid, allows you to

create partitions in an interactive environment. You can set the
. . file system types, mount points, parition sizes, and more.
By selecting automatic

partitioning, you will not have to The partitioning tool, fdisk, is a text-based utility only
use partitioning tools to assign lecommended for advanced users who need to perform
mount points, create partitions, specialized tasks.

or allocate space for your () Automatically partition

installation. & il Mo e Eorad

O lly partition with fdisk (experts only)

To partition manually, choose
either the Disk Druid or fdisk
(recommended for experts only)
partitioning tool.

Use the Back button to choose

a differant inctallatinn ar

[+

Figure 2-7 Hard disk partitions can be configured automatically, or manually using Disk
Druid or fdisk.
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You don’t want to use the first option, because you want tight control over how the disk
gets allocated in a server environment. And while using fdisk is extremely powerful, it can
also be a bit daunting at first. (Don’t worry: it is covered in Module 7.) So this leaves you with
Disk Druid. Simply select Disk Druid and click Next. This will take you to Figure 2-8.

The Disk Druid partitioning tool was developed by Red Hat as an easy way to create
partitions and associate them to the directories as which they will be mounted. When starting
Disk Druid, you will see a graphical representation of the disk’s partition layout, as well as
detail on all of the existing partitions on your disk. Each partition entry will show the
following information:

Device Linux associates each partition with a separate device. For the purpose of
installation, you need to know only that under IDE disks, each device begins with
/dev/hdXY. Here, X is either:

a for IDE Master on the first chain
b for IDE Slave on the first chain
¢ for IDE Master on the second chain

d for IDE Slave on the second chain

Online Help Partitioning
for your partitions. Use the Edit [4]
button, once you have selected
a partition, to define its mount
point. Drive /dev/hda (Geom: 555/240/63) (Model: QUANTUM FIREBALL CR4.3A)
hda3 hdas hdab
If you are manually partitioning 1971 M8 070 e
your system, you will see your
current hard drive(s) and
partitions displayed below. Use |
the partitioning tool to add, edit, | New || Edit || Delete || Reset || RAID || LVM |
or delete partitions for your e e
system. . Mount Point/ Size
‘ Device RAIDVolume Type Format MB) Start | End
Nott'a,'you must create a root (/) = Hard Drives
partition bgfore_yo_u can < devjhda
proceed with this installation. If
fdev/hdal /boat ext3 s 22 1 3
you do not create a root
partition, the installation fdev/hda3 / ext3 o 1971 4 270
program will not know where to Free Free space 7 271 271
install Red Hat Linux. = fdev/hda2 Extended 2097 272 555
Partitioning (dev/hdas swap v 1026 272 410
The graphical representation of jdevfhda6  /home ext3 ' 1070 411 555
your hard drive(s) allows you to
see how much space has been
dedicated to the various [+] [] Hide RAID device/LVM Volume Group members

Figure 2-8 The Disk Druid starts by displaying the existing disk partitions.
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Y is the partition number of the disk. For example, /dev/hdal is the first partition on the
primary chain, primary disk. SCSI follows the same basic idea, except instead of starting
with /dev/hd, each partition starts with /dev/sd and follows the format /dev/sd XY, where X
is a letter representing a unique physical drive (a is for SCSI id 1, b is for SCSI id 2, and

so on). The Y represents the partition number. Thus /dev/sdb4 is the fourth partition on the
SCSI disk with id 2. The system is a little more complex than Windows, but each partition’s
location is explicit—no more guessing, “What physical device does E: correspond to?”

Mount point The location where the partition is mounted. Initially, this should not
contain any entries.

Type The partition’s type. Red Hat Linux’s default type is ext3, but Disk Druid also
understands many others, including FAT, FAT32, and NTFS.

Format Indicates whether the partition will be formatted before Linux installation.

Size Partition size in MB.

Start Partition’s initial cylinder number.

End Partition’s ending cylinder number.

In the middle of the screen are the buttons for controlling what you do with Disk Druid.
These buttons are:

New Create a new partition.

Edit Change the parameters on the highlighted partition.

Delete Delete the highlighted partition.

Reset Undo all of the changes you’ve made to the partition table but have not committed to.

RAID Use this button to create a partition in which data is distributed among multiple
drives. This can be useful for increasing disk read performance or providing data redundancy.
While this installation guide does not cover RAID installations, Red Hat provides extensive
information on RAID concepts and configuration at http://www.redhat.com/docs/manuals/
linux/RHL-8.0-Manual/custom-guide/ch-raid-intro.html.

LVM The Logical Volume Manager (LVM) approach to disk space allocation is
designed to make resizing the system’s disk space easier on the fly. Configuring LVM is
beyond the scope of this guide, but more information is available at http://www.redhat.com/
docs/manuals/linux/RHL-8.0-Manual/custom-guide/ch-lvm.html.

Next Commit all changes to disk.

Back Abort all changes made using Disk Druid and exit the program.
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NOTE K{“

The changes made within Disk Druid are not committed to disk until you click Next.

Sizing Partitions The exact amount of space you allocate to each partition depends on
how much space you have and what you plan to do with it. All the same, there are some basic
guidelines for sizing partitions in Red Hat Linux 8.0. If you install all the partitions suggested
in this module, the basic sizing parameters look like this:

Partition Minimum Size Maximum Suggested Size
Swap Same size as amount of installed RAM Double the size of installed RAM
/ 384MB
/home Depends on anticipated usage; 100MB If you allocate it, they will fill it
/tmp 100MB
/usr Depends upon software and documentation to be

installed; 2,000MB
/var 256MB

Adding a Partition  To create a new partition, click New. This will bring up a dialog box
where each of the elements in the dialog box should resemble those in Figure 2-9:

Mount Point The directory where you want this partition to be automatically mounted
at boot time.

File System Type The type of partition that will reside on that disk. By default, you will
want to select ext3 except for the swap partition (which should be of type “swap”).

Allowable Drives Specifies onto which drives the partition can be created.
Size (MB) The size of the partition in megabytes.

Additional Size Options If you know the exact size you wish to make the partition,
select Fixed Size. The second option allows you to instead set a maximum size, while the
last option allows Disk Druid to make the partition as large as possible.

Force to be a primary partition If this box is checked, the partition being added cannot
be an “extended” partition. You are unlikely to have a reason to set this option; let Disk
Druid configure the disk partition details.

Check for bad blocks If you have an old or questionable hard disk, it’s worth setting
this option, but it takes much longer to format the partition if you do. Once you are done
entering all of the information, click OK to continue.

W
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T S

Mount Point: N [+

File System Type: | ext3 b |

hda 4097 MBE QUANTUM FIREBALL CR4.3A

Allowable Drives:

Size (MB): 100 5
Additional Size Options

@) Fixed size

) Fill all space up to (MB): 1 H

() Fill to maximum allowable size

[[] Force to be a primary partition
[] Check for bad blocks

‘ & cancel H @QK ‘

Figure 2-9 Add a new partition using Disk Druid.

At a minimum, you need to have two partitions: one for holding all of the files and the other
for swap space. Swap space is usually sized to be double the available RAM if there are fewer
than 128MB of RAM, or the same size as the amount of RAM if there are more than 128MB.

Ideally, you will want to separate partitions for /usr, /var, /home, and /tmp in addition to a
root partition. Obviously, you can adjust this equation according to the purpose of the server.

Other Partition Manipulation Tasks ~ Once you have gone through the steps of adding a
partition, and you are comfortable with the variables involved (mount points, sizes, types, devices,
and so on), the actual process of editing and deleting partitions is quite simple. Editing an entry
means changing the exact same entries that you established when you added the partition, and
deleting an entry requires only that you confirm that you really want to perform the deletion.

After you have configured the partitions and mount points as you want them, click Next
to continue.

NOTE K{\

One last detail that | have infentionally omitted is the process of adding network drive
mounts (NFS). This requires a more complete explanation and is covered in Module 7.

Installing the Boot Loader
GRUB is the default boot manager for Red Hat Linux 8.0. If you aren’t already familiar with
what it does, a boot manager handles the process of actually starting the load process of an
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operating system. If you’re familiar with Windows NT, you have already dealt with the NT
Loader (NTLDR), which presents the menu at boot time, allowing you to select whether you
want Windows NT or Windows NT (VGA only). You may also have run across NTLDR if
you’ve set up a Windows machine in a dual boot configuration. GRUB performs the same
function for Linux systems.

NOTE K{\

Red Hat Linux also allows the use of the LILO boot loader, but GRUB is the default, and
it works well, so it's used here.

The Red Hat tool’s screen for setting up GRUB has three sections (see Figure 2-10). The
top section includes a list of the bootable partitions and a button for changing the boot loader
to LILO (or for not enabling a boot loader at all).

The middle block of this configuration screen allows you to select whether you want
to enable password protection on the boot loader. You want to enable this to prevent

Online Help Boot Loader Configuration
i =]
Boot Loader The GRUE boot loader will be installed on fdevjhda. |Change boot loader;
Configuration

You can configure the boot loader to boot other operating
systems. It will allow you to select an operating system to

By default, the GRUB boot boot from the list. To add additional operating systems,
loader will be installed on the which are not automatically detected, click 'Add. To

hange the operating system booted by default, select
system. If you do notwantto change ol Y L d
install GRUB as your boot Default’' by the desired operating system.
:oa(‘::ller, select Change boot |Defau|r |Labe| Device add
ioader.

Red Hat Linux /dev/hdag Edit

You can also choose which 0S5 Delete

(if you have more than one)
should boot by default. Select
Default I?g5|de the preferred A boot loader password p ts users from ch
boot partition to choose your options passed to the kemel. For greater system
default bootable OS. You will security, it is recommended that you set a password.
not be able to move forward in
the installation unless you
choose a default boot image.

[[] Use a boot loader password Change password

[_] Configure advanced boot loader options
You may add, edit, and delete
the boot loader entries by
selecting a partition with your
mnuce and then clickinn an the

]

Figure 2-10 Configure the GRUB boot loader to boot Linux.

w
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unauthorized access to the boot settings, so click the check box, which will bring up the
password box as shown.

hd Enter Boot Loader Password E x

Enter Boot Loader Password

Enter a boot loader password and then confirm it.

Password: |‘*“’”*** |
Confirm: |*“"”“““1 |
‘ & Ccancel ‘ ‘ @QK |

-

The check box in the last section of the boot loader configuration screen allows you to set
somewhat more esoteric features of the boot loader. If you check the box and click Next, you
will get an advanced configuration screen (see Figure 2-11).

GRUB sets up on the master boot record (MBR) or the first partition on which Linux
resides. The MBR is the very first thing the system will read when booting a system. It is
essentially the point where the built-in hardware tests finish and pass off control to the

Online Help Advanced Boot Loader Configuration
! Install Boot Loader record on:
Advanced Boot @ (dev/hda Master Boot Record (MER)
Loader Configuration ) fdev/hdal First sector of boot parition
| Change Drive Order

Select where you want the boot
loader to be installed. If your

system will use only Red Hat [[] Eorce LBA32 (not normally required)

Hnux‘;e;:BCth:leFMasl‘er Boot If you wish to add default options to the boot command,
ecord ( - For systems on enter them into the ‘General kemel parameters' field.

which Win95/98 and Red Hat
Linux will reside on a single Generallkemel papimeters J
hard drive, you should also

install the boot loader to the
MER.

If you have Windows NT (and
you want a boot loader to be
installed) you should choose to
install it on the first sector of the
boot partition.

Click Change Drive Order to
rearrange the drive order,
Changing the drive order may

he usaful if van have multinle [+]

Figure 2-11 Set the boot loader’s location and pass parameters to the kernel.
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software. This is the default; if you allow GRUB to be installed here, its graphical boot menu
will load when you power on or reboot your system, and it will allow you to select which
operating system to load. In a server configuration, there may be choices of Linux kernels to
load, but there should just be one operating system option!

NOTE K{\

SMP-based systems will start with two boot image choices. The first choice, Red Hat
Linux, is set up to support multiple processors. In the event that you encounter a problem
with this configuration, Red Hat Linux-up will also be available; it will utilize only one
processor, but at least it will get you up and going.

If you are already using another boot loader and prefer it, then you will want to place GRUB
on the first sector of the root partition. This will allow your preferred boot loader to run first
and then pass control off to GRUB, should you decide to start Linux. Figuring out how to notify
your preferred boot loader that there’s a new operating system available is up to you.

This screen also has an option to Force LBA32, which uses linear mode. This applies only
to some SCSI drives or drives that are accessed in LBA mode, so unless you know that it applies
to you, or are experimenting, leave the box unchecked.

The last option on this advanced configuration screen is a box that allows you to enter
kernel parameters to be used at boot time. Most people can ignore this box. If the documentation

for a particular feature or device requires you to pass a parameter here, add it; otherwise, leave
it blank.

Setting Up Networking

Now Red Hat is ready to configure your network interface cards (see Figure 2-12).

Each interface card recognized by Linux will be listed in the table at the top of your
screen. Ethernet devices are listed as eth0, ethl, eth2, and so on. You can select each interface
and click Edit to configure it using DHCP or to set the IP address by hand, as shown.

hdEdit Interface eth0 EE x

Edit Interface eth0

Configure ethD

Activate on boot

IP Address: |10 |0 .| 2 |1

MNetmask: 255 .| 255 .| 255 |0

‘ X cancel H @QK ‘

|-
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0
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Online Help Network Configuration
Network Devices

[+]

Network Configuration

|Act|ve on Boot |Device |IF'fNElma5k |

Any network devices you have h0  DHC
on the system will be
automatically detected by the
installation program and shown
in the Network Devices list.

To configure the network
device, first select the device
and then click Edit. In the Edit
Interface screen, you can @® automatically via DHCP
choose to have the IP and
Metmask information configured
by DHCP or you can enter it
manually. You can also choose
to make the device active at Gateway:
boot time. Primary DNS: |10 (0 |2 (1

Hosthame
Set the hostname:

) manually

Miscellaneous Settings

Secondary DNS:

If you do not have DHCP client
access or are unsure as to what
this information is, please
contact your Network
Administrator. [+]

Tertiary DNS;

Figure 2-12 Configure network cards and IP settings.

If you choose to configure by hand, be sure to have the IP and netmask values handy.

Check the Activate On Boot button for a card if you want the interface to be enabled at
boot time.

On the bottom half of the screen, you’ll see the configuration choices for giving the machine
a host name, a gateway, and related DNS information. If you have enabled DHCP on one of the
network interfaces, you can opt to have the machine’s name set from the DHCP server.

NOTE K{\

Even if you are not part of a network, you can fill in the host name. If you don't fill in @
host name, your computer will be known as localhost.

Once you have all of this filled in, simply click Next to continue.

Firewall Configuration
The next screen allows you to configure the firewall functionality of your Linux system
(see Figure 2-13).



Online Help
Firewall Configuration

A firewall sits between your
computer and the network, and
determines which resources on
your computer remote users on
the network are able to access.
A properly configured firewall
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Firewall Configuration
Select a security level for the system:

(O High @ Medium
() Use default firewall rules
(@) Customize

Trusted devices: ||:| etho

() No firewall

Allow incoming:

can greatly increase the out-of-
the-box security of your system.

Choose the appropriate security DHCP
level for your system. 1 Mail (SMTP)
[ Telnet

High Security - By choosing
High Security, your system will
not accept connections that are
not explicitly defined by you. By
default, only the following
connections are allowed:

Other ports:

* DNS replies

* DHCP - so any network [+]

Figure 2-13 Configure the firewall properties on the Linux server.

How tightly or loosely you set access to the system will depend entirely on what type of
function the server will perform. For example, if you want your system to serve as an NFS
server so that other systems can mount its drives, you cannot set the high or medium security
levels on this page. On the other hand, if you want this system to act as a web server without
RealAudio content, the High security level may be the best choice.

If you don’t plan to have access to the console of your Linux server, you should be sure
to allow a method of managing the system remotely; enabling SSH can do this. You’ll spend
more time on configuring Red Hat Linux 8.0 to be secure in Module 9.

nP”/l\"

If it turns out you have over-constrained your server and are having problems accessing it or
using it the way you intended, you can temporarily shut off the firewall using the command
/sbin/service iptables stop, but be careful about doing so on a vulnerable network.

When you have configured the firewall properties to your satisfaction, click Next to
continue installation.

4]

Installing Linux in a Server Configuration ™



42  Module 2: Installing Linux in a Server Configuration

Additional Language Support
If you wish to add support for languages in addition to the one you specified for the installation

process, the next screen allows you to do so (see Figure 2-14). You can set up your Linux
server as a virtual Tower of Babel if you so choose.

Click Next after choosing all the additional languages you need.

Time Zone Configuration
The time zone configuration screen (see Figure 2-15) allows you to select in which time zone
the machine is located. If your system’s hardware clock keeps time in UTC, be sure to click the
System Clock Uses UTC button so that Linux can determine the difference between the two
and display the correct local time.

Creating Accounts
The Red Hat Installation tool creates one account for you called root. This user account is
similar in nature to the Administrator account under Windows 2000 and Windows .NET
Server: The user who is allowed access to this account has full control of the system.
Thus, it is crucial that you protect this account with a good password. Be sure not to
pick dictionary words or names as passwords, as they are easy to guess and crack.

Online Help Additional Language Support
[+] select the default language for the system:  English (USA) ]L|

Additional Language -

Su pport Select additional languages to install on the system:

b B[ swean ]

Select a language to use as the [ English (Great Britain)

defaultlanguage. The default [] English (Hong Kong) ’M
language will be the language [ English (india)

used on the system once Reset
installation is complete. If you L1 English ireland) =

choose to install other [ English (New Zealand)

languages, it is possible to [Z] English (Philippines) ]

change the default language [] English (Singapare)

after the installation. [ English (South Africa) =

Red Hat Linux can alternately [ English @imbabwe)
ngiis: Imbal

install and support several

languages. To use more than [ Estonian
one language on your system, [ Faroese (Faroe Islands)
choose specific languages to [ Finnish

be installed, or select all
languages to have all available
languages installed on the
system.

[T] French (Belgium)
[ French (Canada)
[] French (France)
[[] French (Luxemburg)
[I(ﬂ ?"lﬂ Rn‘o’ hll'mﬂm rnnrn| 7 I reamak friinadamnds E

Figure 2-14 Add additional language support for multilingual environments.
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Online Help Time Zone Selection

. . —| |Location |UTC Offset
Time Zone Selection

You can set your time zone
either by selecting your
computer's physical location, or
by your time zone's offset from
Universal Time, Coordinated.
(also known as UTC).

Motice the two tabs at the top of
the screen. The first tab offers
you the ability to configure by
location. With this option, you
can choose your view. In
choosing View, your options

Pacific/Gambier - Gambier Islands

are: World, North America, |j_oca1|on Description =
South America, Pacific Rim, ATTETC M
Europe, Africa, and Asia. America/MNassau

America/New_Y orl Eastern Time
From !he 'merac“\"e_- map, you America/Mipigon Eastern Time - Ontario & Quebec - places that did
Fan click on a specific city, as Amercahome Alaska Time - west Alaska +]
indicated by the yellow dots, [«] | [+]
and a'red X will appear at your [ System clock uses UTC
selection. [+]

Figure 2-15 Select the correct time zone from the map or the text listing.

Part of protecting root means not allowing users to log in as the root user over the network.
This keeps crackers from being able to guess your root password by using automated login
scripts. In order to allow legitimate users to become the root user, you need to log in as yourself,
and then use the su (switch user) command. Thus, setting the root password isn’t enough if
you intend to perform remote administration; you will need to set up a real user, as well.

In general, it is considered a good idea to set up a normal user to do day-to-day work
anyway. This gives you the protection of not being able to accidentally break configuration files
or other important components while you’re just surfing the Net or performing nonadministrative
tasks. The exception to this rule is, of course, certain server configurations where there should
never be any users besides the root user (for example, firewalls).

In Figure 2-16, you see the screen that lets you set the root password as well as create
new users.

Begin by picking a root password and entering it into the Root Password box at the top
of the screen. Enter it again in the Confirm box right below; this protects you from locking
yourself out of the system in case you make a typo. The text Root Password Accepted will
appear below the password boxes once you have entered a password twice the same way.
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Online Help Account Configuration

[+]

Account Confi gu ration O Enter the root (administrator) password for the system.
Note: Setting up a root Root password: || |
account and password is one of Confirm: |
the mostimportant steps during '
your installation. Your root

. . It is recommended that you create a personal account
account enables you to install for normal (non-administrative) use. Accounts can
packages, upgrade RPMs and also be created for add | users.
do most system maintenance. o |Ful| Name e

Logging in as root gives you
complete control over your Edit
system and is very powerful.

Delete

Use the root account only for
administration. Create a non-
root account for your general
use and su - to gain root
access when you need to fix
something quickly. These basic
rules will minimize the chances
of a typo or incorrect command
doing damage to your system.

Enter a password for the root  [+]

Figure 2-16 Set a strong password for the root user and add additional users.

NOTE K{\

You do not need to add the root user.

The remainder of the screen is meant for creating new user accounts. To do so, simply
click Add to bring up the Add A User Account window as shown.

hdAdd a User Account

Add a User Accou

Add a New User

Enter a user name: |rwhite

Enter a user password: |WM**

|
|
Password (confirm): |”’“’“’“’“’* |
|

Eull Name: | Russell White

User password accepted.

‘ X cancel H @QK ‘

L
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Enter the username in the Account Name box, the user’s password in the Password and
Password (confirm) boxes, and the user’s real name in the Full Name box. Click OK to insert
this new user into the list of user accounts. Repeat as desired and then click Next to continue.

NOTE i{\

If you make any mistakes while adding new users, you can delete and edit them, as well.

Authentication Configuration

Linux keeps its list of users in the /etc/passwd file. Each system has its own copy of this file,
and a user listed in one /ete/passwd file cannot log into another system unless that user has an
entry in the other /etc/passwd file. To allow users to log in to any system in a network of
computers, Linux can use the Network Information System (NIS) to handle remote password
file issues.

In addition to listing users, the /etc/passwd file contains all of the passwords for each user
in an encrypted format. For a very long time, this was acceptable because the process of attacking
such files to crack passwords was so computationally expensive, it was almost futile to even
try. Within the last few years, affordable PCs have gained the necessary computational power
to present a threat to this type of security, and therefore a push to use shadow passwords has
come. With shadow passwords, the actual encrypted password entry is not kept in the
/etc/passwd file but rather in an /etc/shadow file. The /etc/passwd file remains readable by
any user in the system, but /ete/shadow is readable by the root user only. Obviously, this is a
good step up in security.

Another method to arise has been a technique utilizing the MD5 hashing function. (Don’t
worry about the details of MD5—all you need to concern yourself with is the fact that it is better
than the stock method.) Unless you have a specific reason not to do this, be sure to check the
Enable MD5 Passwords and Enable Shadow Passwords check boxes (see Figure 2-17).

If your site has an existing NIS infrastructure, enter the relevant NIS domain and server
name in this window. If you don’t know or if you want to deal with this later, you can safely
ignore this step.

Another option is to use a Lightweight Directory Access Protocol (LDAP) server for
storing passwords. This is ideal for an environment where you have many thousands of users
accessing many servers and NIS doesn’t cut it performance-wise. If you aren’t sure about
LDAP or whether you have an LDAP server, you can skip this step.

If you are in a Kerberos environment, you will need to enable the Kerberos authentication
method. If you go this route, contact your Kerberos administrator for the appropriate realm
names, KDC, and admin server. If you aren’t sure about what Kerberos is, then you probably
don’t need it.

If you are in an established Windows environment and have an SMB server in use for
authentication, the Linux system can also make use of this authentication method. If you’re
not sure about SMB authentication, skip it.

N
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Online Help Authentication Configuration

. . [¥] Enable MD5 passwords
Authentication
Enable shadow passwords

Configuration
NIS | LDAP | Kerberos 5 | SME
You can skip this section if you [] Enable NIS

will not be setting up network

passwords. If you are unsure,
ask your system administrator
for assistance.

NIS Domain:
Us

NIS Senver:

broadcast to find NIS server

Unless you are setting up an
NIS password, you will notice
that both MD5 and shadow are
selected. Using both will make
your system as secure as
possible.

* Enable MD5 Passwords -
allows a long password to be
used (up to 256 characters).

* Use Shadow Passwords -
provides a very secure method
of retaining passwords for you.

[+

Figure 2-17 Configure authentication to use MD5 encrypted, shadow passwords, and to
access any network authentication methods that apply.

Once you have selected all pertinent check boxes and filled out the relevant entries, click
Next to continue to the next screen.

Selecting Package Groups
This is where you can select what packages get installed onto the system. Red Hat categorizes
these packages into several high-level descriptions, enabling you to make a quick selection of
what type of packages you want installed and to safely ignore the details. You can also choose

to install all of the packages that come with Red Hat, but be warned: A full install is nearly
5GB of software!

NOTE K{\

If you decide that you underestimated the amount of space you needed for software

(which goes in /usr), you can click Back to repartition the system to make enough room
for what you want.

Looking at the top-level group descriptions (Figure 2-18), you see the broadest set of
options Red Hat gives you. You can simply pick the groups that interest you, or you can scroll
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Online Help Package Group Selection .
i :
Package Group :
Selection (X Window System: [34/35]  Details |- :
&""] Install this group of packages to use the base graphical (X) i .
Select the package (application) user Interface. — :
groups that you wantto install. To [¥] GNOME Desktop Environment [3y31]  Details .
select a package group, click on v¢ GNOME is a powerful, graphical user interface which .
the check box beside it. 'c includes a panel, desktop, system icons, and a graphical :
file manager. .
Once a package group has been [[] KDE Desktop Environment [0/58] .
sel_eaed- click on l_)eta"_s 1o view - KDEisa powerful, graphical user interface which includes .
which packages will be installed 8 a panel, desktop, system icons, and a graphical file .
by default and to add or remove manager. .
optional packages from that group. — .
P P 9 group Applications .
To select individual QaFkages. [ Editors [o/3] :
check the Select Individual Sometimes called text editors, these are programs that
Packages box at the bottom of the allow you to create and edit files. These include Emacs and .
screen. Wi,
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[] Engineering and Scientific [0/7]

This group includes packages for performing mathematical
and scientific computations and plotting, as well as unit
conversion.

[] Select individual packages Total install size: 1,396M

[«

Figure 2-18 Select top-level groups of software to install prepared options.

to the bottom and pick Everything to have all of the packages installed; or you can click the
Details link next to any selected group to select individual packages from that group.
If you choose to click a Details link, you’ll see a screen like the one shown.

b4 Details for '"KDE Desktop Environment'

Details for E Desktop Environme

A package group can have both Base and Optional package members. Base
packages are always selected as long as the package group is selected.

Select the optional packages to be installed:
N PR T N N TS
kscd - Audio-CD player for KDE
ksnapshot - A KDE applet for taking snapshots of the desktop
ktimer - A timer (stop watch).
switchdesk-kde - A KDE interface for the Desktop Switcher.
xinetd - A secure replacement for inetd. B

[2]

] autorun - A CD-ROM mounting utility.
[] kaboodle - A KDE media player
kamera - Digital camera support for KDE

"] karm - Time trarkina tnal

[« o [[>]

Total install size: 1,571M

¥ cancel | | @QK |
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Each such screen lists the packages that are installed automatically, and then shows the
optional packages that you can choose to install or omit.

If you check the Select Individual Packages button, you will see a screen like the one
shown in Figure 2-19. The left side of the screen shows the functional groupings of packages,
and the right side of the screen shows individual packages.

If you opt to select individual packages, Red Hat will go through and verify that all of the
prerequisites necessary for these packages are met. If any are not met, you will be shown these
packages in a screen that looks like Figure 2-20.

If there are any packages that need to be installed to allow all of your selected packages to
work, simply make sure that the radio button labeled Install Packages To Satisfy Dependencies
is selected.

Click Next when you’re done picking packages.

About to Install
The installer now warns you (see Figure 2-21) that it’s about to commence the drastic changes
you’ve been selecting for your new server. If you’re certain you’ve got things the way you
want them, click Next.

Online Help Individual Package Selection
(4] @ Tree View () Elat View []
- . = —— Package ~|Size (MB) I
Individual Package Productivity [« |D| o | |
: Publishing per-DB_File 1
Selection oo O3 per-oB1 L
You can choose to view the Text L] perl-suidper 1
individual packages in tree Utilities [ php 4
view or flat view. <+ Development ] php-imap 1
. Debuggers [ php-ldap 1
Treeview slows youto sce the | |
dckages groupe : %
paciages group v Libraries ~|| php-odbe 1 —
application type.
System [ php-pgsql 1
Flat view allows you to see all Tools [ php-snmp 1
of the packages in an Documentation pygtk2 3 |
alphabetical listing which will < Networking [ pygtk2-devel 1
appear on the right of the Mail pygtk2-libglade 1
screen. =
Utilities [«] (4 Pyat 10 [+]
l:.ls!ng Tree view, you will see a Total install size: 1,626M | Select all in group | Unselect all in group
listing of package groups. When kage: o | —
you expand this list and pick Package: php-mysq M
" Version: 4.2.2
one group, the _|'5t of packages The php-mysql package contains a dynamic shared object that will add MySQL
in that group will appearin the database support to PHP. MySQL is an object-relational database management L
panel on the right. o system. PHP is an HTML-embeddable scripting | If you need MySQL <
b £, [=THT=Y 1i i Al A o i 4ol _plai 1. A las —

Figure 2-19 Select Individual Packages to precisely fine-tune your Linux installation.
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Online Help — Unresolved Dependencies
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has not been installed, -
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Figure 2-20 Red Hat Linux alerts you to unmet dependencies of packages you selected.

Online Help About to Install

About to Install

Caution: Once you click Next,
the installation program will begin
writing the operating system to the
hard drive(s). This process cannot
be undone. If you have decided Click next to begin installation
not to continue with this of Red Hat Linux.
installation, this is the last point at A complete log of the

which you can safely abort the installation can be found in the /
installation process. mﬁ;ltgr?:s:‘;f

To abort this installation, remove
all installation media, and press
your computer's Reset button or
reset using Control-Alt-Delete.

A kickstart file containing the
installation options selected can
be found In the jroot/anaconda-
ks.cfg file after rebooting the
system.

Figure 2-21 As Red Hat Linux is about to be installed, it checks to make sure you are ready.
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Installation Begins

Red Hat will now go through the process of installing all of the packages you have selected as
part of the installation process. Depending on the speed of your hard disk, CD-ROM, and
machine, this could take from just a few minutes to more than 20 minutes. A status indicator
(see Figure 2-22) will let you know how far the process has gotten and how much longer the
system expects to take.

Once the installer has exhausted the files on the CD, it will eject the CD and prompt you
for the next disc. Insert the next disc and click OK to continue.

Boot Disk Creation
Once the installation process is complete, Red Hat gives you the option of creating a boot disk.
Unless you are familiar with recovering a Linux system already, it will make your life easier if
you take a moment and create one.
Following the directions as shown in Figure 2-23, simply insert a blank disk into your

drive and click Next. If you don’t want to create a boot disk, click the button labeled Skip Boot
Disk Creation, and then click Next.

Online Help Installing Packages
Package: ncurses-5.2-28
Installing Packages Size: 10,408 KBytes

Summary: A CRT screen handling and optimization package.
We have gathered all the

information needed to install Red | package Progress: [l

Hat Linux on the system. It may
: : 5 Total Progress: -
take a while to install everything, ]

depending on how many

= Status I Packages Size Time
packages need to be installed.
Tatal 531 1650 M 0:07:05
Completed 50 257 M 0:01:06
Remaining 481 1393 M 0.05:58

&2 Ximian Evolution™

E-mail client, calendaring, contact managen
task manager.

Figure 2-22 The installer keeps you notified about the progress of the installation.
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Online Help Boot Disk Creation

Boot Diskette Creation

To create a boot diskette, insert a
blank diskette into your floppy
drive, and click Next to continue.

The boot diskette allows you to boot your Red Hat Linux
system from a floppy diskette. A boot disk allows you to boot
your system If your bootloader conf stops working, if
you chose not to Install a boot loader, or If your third-party boot
loader does not support Linux.

Itis highly recommended you create a boot disk.

(@) Yes, | would like to create a boot disk

) No, | do not want to creare a boot disk

Figure 2-23 Create a boot disk to simplify system recovery.

WARNING K\j\

If you chose not to install a boot loader, you must create a boot diskette, or you won't

be able to boot Linux.

Configuring the X Window System

The X Window System is the basis for the graphical user interface in Linux. It is what
communicates with the actual video hardware. Programs such as KDE and GNOME (which
you are more likely to have heard about; if not, read the next module) use the X Window

System as a standard mechanism for communicating with the hardware.

What makes the X Window System interesting is that it is not coupled with the base
operating system. In fact, the version of X that Linux uses, Xfree86, is also available for many
other UNIX-based systems, such as those from Sun. This means it is possible to run a server
without ever starting the graphical environment, and it is often a good idea to do so. By having
the GUI turned off, you save memory and system resources that can instead be used for the

actual server processes.
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Of course, this doesn’t change the fact that many nice administrative tools are available
only under X, so getting it set up is still a good idea.

Red Hat will begin by trying to sense the type of graphics card you have (see Figure 2-24).
If you have a nonbleeding-edge, brand-name card, you’ll likely have the easiest time. If Linux
cannot determine the type of video card and its memory, you can enter the necessary
information directly.

Once the video card has been selected, click Next. The option to skip the X Window
System is useful if you don’t have a need for X, or if you want to configure it later. If that’s the
case, you can check the box to skip the X Window System and click Next.

The next screen displays a list of monitor manufacturers. Find your manufacturer and click
the triangle to the left of its name to expand the list of monitor models (see Figure 2-25). Be
sure to select the correct monitor make and model, or find a setting in the Generic list that is
compatible with your monitor’s video modes.

nP“/l\"

If you have an unusual monitor that isn’t in Red Hat's database, have its frequency
information available and enter it in the appropriate fields. Trying to send your monitor
too high of a frequency can cause physical damage. This author managed to toast his
first color monitor this way, back when monitors were far less robust and before the X
Window System configuration tools existed.

Online Help | [Graphical Interface (X) Configuration
21 In most cases, the video hardware can be automatically detected. If
G raphical Interface the detected settings are not comect for the hardware, select the
. right settings. .

(X) Configuration B Jaton [2]

I LeadTek
Although Mebinstallénion _ b MELCO
program probes to determine

. MachSpeed
the best video card for your P MachSpes
system, you can choose ~ Matrox
another video card if needed. Matrax Comet
Matrox Marvel 11

Once you have selected your Matrox Millennium

video card, choose the amount
of video RAM present on your

Matrox Millennium G400

card.
Matrox Millennium G450
If you decide that the values you Matrox Millennium G550
have selected are incorrect, use Matrox Millennium 11
the Restore original values Matrox Mystique
button to le?urn to the suggested Matrox Mystique G200
pmbed settings. Matrox Productiva G100
; -
You can also choose to Skip X (b_Mira =]
Conl’iguration ifvou would || Video card RAM: | aMBE 4 | | Restore original values |

rather configure X after the
inctallatinn ar nat at all

= [ Skip X configuration

Figure 2-24 Red Hat Linux will attempt to automatically detect the graphics card.
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Online Help Maonitor Configuration
'] In most cases, the monitor can be automatically detected. If the

detected settings are not correct for the monitor, select the right
seftings.
Il VIEWSUMIC Fa1u El
The installation program will ViewSonic PE10-3
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Monitor Configuration
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monitor. These values canbe ViewSonic PF77a
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your display. Be careful when ViewSonic PF790

entering these values; if you ViewSonic PF795
enter values that fall outside the ViewSonic PESLS
capabilities of your equipment, fewsanic [+]

you can cause damage to your R — ’730_115 fa
display. Only enter numbers in = e

these fields if the values in your [v] Yertical Sync: 50160 Hz

Figure 2-25 The installer allows you to select your monitor’s manufacturer and model number
or a generic equivalent.

Click Next to bring up a screen similar to Figure 2-26.

The drop-down lists show the color definitions and pixel resolutions supported by your
display subsystem. Configure them to settings that you think will work, and then click the Test
Setting button to see them in action. For some people, high-resolution settings are too high and
make fonts hard to read. Displaying more colors generally makes the display look better, but
may reduce performance.

The choice of using a graphical login is just that: You can have the X Window System
automatically start up on boot so that the first login everyone sees is graphical instead of text
based. This choice is often nice for the novice user who has a Linux system at his or her desk.
However, it’s not as sensible for use on a server, especially one you don’t plan to use from the
console much. When you’re done selecting, click Next to continue.

Installation Completes
That’s it! The installation process is over. You’ll be prompted to click Next one more time to
reboot the system. As the system reboots, be sure to remove any CD-ROMs or floppy disks
you have in your system that are capable of booting before your hard disk does.
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Online Help Customize Graphical Configuration

Customize Graphics
Configuration

Choose the correct color depth
and resolution for your X
configuration. Click Test
Setting to try out this
configuration. If you do not like
what you are presented with
while testing, click No to
choose another resolution.

Color Depth is the number of Color Depth: Screen Resolution;

distinct colors that can be fTrue Color (24 Bit) IL| 1600x1200 M
represented by a piece of b

hardware or software. W Test Setting

Screen Resolution is the the
number of dots (pixels) on the
entire screen.

You can also choose whether Please choose your login type:
you want to boot your system () Graphical @ Text
intn a aranhiral ar tavt [*]

Figure 2-26 Configure and test the X Window System resolution settings.

EEEX] Installing @ Server

While you’ve just covered the process of installing a server fairly exhaustively, you still have
to put all the pieces together when you perform the real installation. Follow these steps to
ensure good results!

Step by Step
1. Review your server hardware to make sure it meets the minimum system requirements and
is on the Hardware Compatibility List.

2. Allocate an IP or DHCP address on your network for the server.

3. Check to see that you have adequate disk space to install and operate your software. You
can check this precisely by starting the installation procedure and moving as quickly to the
software installation step as possible. Without actually installing the software, select all the
packages you wish to use. Make sure you check for dependencies if you select packages
individually, as some dependencies can be very large.
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4. Create a list of users for the system so that their accounts can be added during installation,
if appropriate.

5. Determine the amount of space that users are likely to need in their home directories to
make sure there will be enough room on that partition.

6. Perform the real installation, partitioning the disk as you’ve calculated, and installing the
software you plan to use.

7. If you install and configure the X Window System, be sure to test it, especially if you use
the default graphical login option.

8. Once the system restarts, see if it boots all the way up.

Project Summary

Experimenting with the Linux installation process isn’t difficult, so it is possible to try several
different options without expending too much energy. As will be described in Module 4, it’s
easy to add or remove software after the installation, so it’s not necessary to have things perfect.
But with a little investigation and some planning, the initial installation can be used right away.

Finding Additional Help

If you are still having problems with the installation, be sure to visit Red Hat’s web site
(http://www.redhat.com) and take a look at the manuals available for Red Hat 8.0 (http://
www.redhat.com/docs/manuals/). There you will find the official installation guide for all
possible variations in the installation process. You will also find the latest errata, security
updates, and notes regarding the Red Hat 8.0 distribution.

Module Summary

This module described the process of building up a server, choosing the right hardware,
establishing the right environment, and finally, installing Red Hat 8.0. All of the commentary
before you got to the actual process of installing Red Hat Linux applies to any server you
build, regardless of operating system.

The steps for installing Red Hat itself are also quite straightforward. Anyone who
witnessed the procedure from prior versions should have noted how much easier the process
has become and how many fewer configuration choices need to be made to get going. What
makes Linux wonderful is that even though those options are no longer part of the installation
process, you can still change them and tweak them to your heart’s content once you’ve
completed the install and have started the system for real.

Don’t forget to search those places I mentioned earlier in the module if you need help, and
once you become a Linux whiz, don’t forget to help others.

O
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“ Module 2 Mastery Check

1.
2.
3.

N O OO0 b

11.
12.

What is the HCL, and why is it important?

List the three factors that are most important for a server.

Which of the following are effective means of configuring a Linux server?
A. Recompiling the server’s kernel

B. Avoiding using the X Window System on the server

C. Disabling unused functions

D. Cooling the server with liquid nitrogen

E. Loading as many modules in the kernel as possible

. What command is used to determine how long a Linux system has been running?
. What web site has guides and cookbook-style help for Linux?
. What utility is used to create a Linux boot disk from a Windows system?

. Name the utility used to configure each of these after Red Hat Linux 8.0 is installed

on a system:

A. X Window System
B. Keyboard
C. Mouse

. In Linux terminology, how is the root directory identified?
. What four subdirectories of the root directory are recommended for separate partitions?

. How big should the swap file be?

A. Double the size of the system RAM.

B. If the system has less than 128MB of RAM, double the size of the system RAM. If the
system has more than 128MB of RAM, then the same size as the system RAM.

C. If the system has less than 128MB of RAM, then 128MB of swap. If the system has
more than 128MB of RAM, then the same size as the system RAM.

D. The same size as the system RAM.

How many boot options will a multiprocessing server system have after installation?

Describe the purpose of the Red Hat Linux-up boot option.
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13. What command is used to become the root user?

14. What is a shadow password, and where is it stored?

15.

16.

Which of the following authentication methods are configurable during the Red Hat Linux
installation procedure?

A. Kerberos
B. LDAP
C. NIS

D. RADIUS
E. SMB

In rare instances, what could happen to a monitor set to run at frequencies it’s not designed
to handle?

O
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3.1  Understand the X Window System’s Origins
3.2  Use and Customize GNOME
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< NOME and KDE have both received significant press because they offer a truly easy-to-use

interface to UNIX-based operating systems, most notably Linux. In this module, you will
go over various tips and tricks to make GNOME and KDE work better for you. Since most
distributions come with one (or both) preinstalled, you won’t have to deal with an installation
or configuration process before you can jump in and start using them.

Before you get into the fun stuff, though, you need to step back and understand a little more
about the X Window System and how it relates to GNOME and KDE. This will give you a
better idea of the big picture of Linux and one of its fundamental architectural differences with
Windows NT.

NOTE K{\

CRITICAL SKILL

It is unwise fo run the X Window System as the root user, if for no other reason
than that root should be used only when needed, and giving the root user its own
desktop configuration invites overuse. If you did not create an additional non-root
user during Red Hat installation, you can skip to Module 5 to see how to do so
before continuing this module. All of the changes you read about here can apply
to any user, including root.

Understanding the X Window
System’s Origins

The designers of UNIX-based operating systems, like Linux, take a very different view of the
world when it comes to user environments than do those behind Microsoft Windows or even
Macintosh OS. UNIX folk believe the interface they present the user should be 100 percent
independent of the core operating system. As a result, Linux’s kernel is completely decoupled
from its user interface. This allows you to select the interface that works best for you, rather
than be stuck with the dictated vision of someone else or potentially random “market research.”

More important, however, is the stability that comes from having such a large program
independent of the core operating system. If the GUI crashes under Windows or Mac OS, you
have to reboot. Under Linux, you can kill the GUI and restart it without affecting any other
services being offered by the system (such as network file services).

In the mid-1980s, an OS-independent foundation for graphical user environments was created
and called the X Window System. “X” (as it is commonly abbreviated) simply defines the
method by which applications can communicate with the graphical hardware. Also established
was a well-defined set of functions programmers could call on to perform basic window
manipulation.
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NOTE K{“

The implementation of the X Window System used by Linux is XFree86. Information
about the XFree86 project and its configuration can be found at http://www.xfree86.org.

The simple definition of how windows are drawn and mouse clicks are handled did not
include any model of how the windows should look. (In fact, the X Window System in its
natural state has no real appearance. It doesn’t even draw lines around windows!) Control of
appearance was passed off to an external program called a window manager. The window
manager took care of drawing borders, using color, and making the environment pleasant to
the eye; the window manager was required only to use standard calls to the X subsystem to draw
on the screen. The window manager did not dictate how the application itself utilized the windows.
This meant application programmers had the flexibility to develop a user interface most intuitive
for the application.

Because the window manager was external to the X subsystem, and the X application
programmers interface (API) was open, any programmer who wanted to develop a new window
manager could, and many did. In the context of today, we might associate this form of openness
with MP3 players, like Winamp, that allow developers to build “skins” for the base player.

The icing on the cake was the relationship between applications and X. Typical applications
were written to communicate directly with X, thereby working with any window manager the
user opted to use. Figure 3-1 shows this relationship.

The Downside

As technically interesting and versatile as the X Window System is, it is a pain in the backside
to program for. A Windows programmer might equate programming for X to programming for
the original MS Windows prior to the visual tools and MFC libraries. For example, a simple
program to bring up a window, display the text “Hello World,” and then offer a button to allow
the user to quit could easily be several hundred lines long under both X and MS Windows!

And here the UNIX folks took a lesson from the Macintosh OS and MS Windows families
(who, it should be noted, borrowed their ideas from Xerox’s work back in the late 1970s):
Failure to offer a reasonably consistent user interface for both the user and the programmer
that is easy to use and easy to develop for means a loss of user base.

Commercial UNIX vendors tried to fix this problem with the Common Desktop Environment
so that their users would get a consistent look and feel, and an improved library for X called
Motif was developed, as well. For Linux, both of these developments presented a problem,
because they went against the ideal of being open source. To make matters even more unpleasant,
they weren’t much better than what was available before.

o
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Applications

Window
managers

-

X Window

1 !

Linux kernel

v -

Hardware

Figure 3-1 The relationship between the X Window System, window managers, applications,
and the core operating system

Enter KDE and GNOME

With unfriendly programming environments and unfriendly user interfaces, X had the potential
to one day turn into a legacy interface. This would be extremely unfortunate, because it offers
a design that was (and still is) leaps and bounds better than other commercial offerings. The
protocol is open, which means anyone who wants to write an X client or X server is welcome
to. And, of course, one of the best features of X is that it allows applications to be run on one
host but be displayed on another host.

NOTE i{\

Despite what you might hear in newsgroups and on web sites, the two groups are not
“at war” with each other. Rather, they welcome the open competition. Each group can
feed off of each other’s ideas, and in turn, both groups can offer two excellent choices
for us, the users.
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In the latter 1990s, two groups came out of the woodwork with solutions to the problems
with the X Window System: GNOME and KDE. KDFE offers a new window manager and
necessary libraries to make writing applications for it much easier. GNOME offers a general
framework for other window managers and applications to work with it. Each has its own
ideas for how things should work, but because they both work on top of the X Window System,
they are not entirely incompatible

What This Means for You

CRITICAL SKILL

The key words in the preceding paragraph were “not entirely incompatible.” In order for

KDE and GNOME to offer features such as drag and drop, they must offer a uniform way for
applications to communicate with each other and a set of developer libraries to do so. The good
news is that the two methods are being reconciled so as to offer ever-increasing interoperation. In
fact, Red Hat Linux 8.0 is designed to hide their differences more than ever before. The bad
news is that this burgeoning compatibility is still a work in progress, and thus the Linux desktop is
not as integrated as Apple’s OS X or Microsoft’s Windows XP.

What this means for applications can be a little confusing. Depending on the functionality
the application calls on from its libraries, it may still work in the other environment as long
as the libraries exist. One example is the ksysv program, used by the root user for controlling
the services that run on a system. It was written with KDE in mind, but because the functionality
it relies on is 100 percent available in the library, a system that is running GNOME but has
KDE libraries available (such as Red Hat) will allow the application to run without a problem.
On the other hand, if an application relies on the KDE window manager itself, the application
will not work under GNOME.

This means that picking one environment over the other has the possibility of locking you out
of getting to use certain applications. If you aren’t sure about what you like better, try both. At one
time, people may have perceived the objective as deciding which of the two environments was the
best match, but it is becoming more clear that there are significant advantages to making both
available and using the best tools and methods from each. You will still have to see which you
like better for running as your primary environment, but that’s a personal choice. What I use is
irrelevant. What you like is what matters. And that’s what having two competing systems is all about.

Using and Customizing GNOME

GNOME (GNU Network Object Model Environment) offers a complete desktop environment
and application framework to make development as well as use easier. What makes GNOME
different from KDE is how it achieves these goals. Unlike KDE, GNOME does not provide

o
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a window manager. GNOME provides development libraries and session management—
foundation features that we as users don’t see. On top of this foundation is a window manager
that takes care of the general appearance of the desktop. The default window manager is
Metacity, but there are several choices available.

NOTE K{\

According to the official web site, the correct pronunciation of GNOME is guh-NOME.
This is because the G in GNOME stands for GNU, and the correct pronunciation of
GNU is “guh-new.” In the same paragraph, the GNOME team states that no one will
be offended if you pronounce it “NOME.”

From a developer’s point of view, GNOME is very interesting. It defines its interfaces
with the rest of the world through the CORBA technology. Thus, any development system
that can communicate using CORBA can be used to develop GNOME-compliant applications.
(For more information, see their developer’s web pages at http://www.gnome.org.)

For users, this holds the potential for many applications to be developed to take advantage
of the features in GNOME. Of course, like KDE, GNOME also works with existing X applications
quite nicely.

NOTE K{\

You're starting with GNOME because it is selected by default during the Red Hat installation
process. If you haven't already installed GNOME, you can consult Module 4 for more
information on installing software.

Starting the X Window System and GNOME

If you are using Red Hat Linux and have opted for its defaults, you already have GNOME
installed as your default GUIL. Depending on how X is configured, you may already have a
graphical login prompt. In that case, logging in will automatically place you in the X Window
System environment. If you have a text-based login, simply run startx in order to bring X up,
like so:

[rwhite@tedford ~]$ startx

This should bring up a screen that looks something like Figure 3-2.

How do you know that GNOME has started? In past versions of Red Hat Linux, the
GNOME and KDE desktops looked rather different, but Red Hat has used the same icon set
and similar desktop configuration options to make the differences less marked. However, if
you start X for the first time on a Red Hat Linux 8.0 system and move the cursor over the
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Figure 3-2 Red Hat Linux 8.0 runs GNOME with the Bluecurve theme by default.

Red Hat icon in the lower left-hand corner, you’ll see pop-up text that says “GNOME Menu”
if the GNOME desktop is loaded.

If the default GUI that starts is not GNOME, you can change your personal settings to use
GNOME by editing the .xinitre file in your home directory. Begin by trying to exit out of the
window manager. If you are in KDE, click the red hat in the lower left-hand corner to bring up
a menu. In that menu should be an option to log out. If you’re really stuck, you can also press
CTRL-ALT-BACKSPACE to kill the underlying X system. This will bring you back into text mode.
Edit the .xinitrc file using your favorite editor. If you don’t have a favorite, try pico, like so:

[rwhite@tedford ~]$ pico .xinitrc

NOTE K{\

If you aren’t familiar with pico, don’t worry. All of the available commands are always
shown at the bottom of the screen. Any command that starts with the caret symbol (#)
means you use the CTRL key along with other keys specified. For example, AX means
CTRL-X.
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Most likely, the file will be empty. If that is the case, simply add the following content:

#!/bin/sh
gnome-session

If the file is not empty, go to the very last line. It will probably begin with the string exec,
which tells the system to execute a program. Change that line so that it reads gnome-session
instead.

GNOME Basics

If you are familiar with GUI interfaces such as Microsoft Windows, the GNOME desktop
should make you feel right at home. There are two significant differences: the first is that there
is no My Computer icon on the desktop. This is because Linux does not have the concept of
separate drive letters for each partition. Rather, all of the partitions are made available in

a single directory tree, thereby eliminating the need to select a drive.

The second big difference is the panel at the bottom of the screen. This panel is similar to
the Windows XP taskbar; it shows what applications are currently running, as well as the date
and time, and the red hat button at the left side of the panel is similar to the Start button. The
big difference is that this panel is completely configurable: You can move things around in it,
dock dynamic applications, set up shortcuts to other applications, and move around your virtual
desktops. As in Windows, you can set it to automatically hide itself when it’s not in use. And
if you don’t want it in the way for a particular task, you can click arrow buttons at each end of
the panel and it will slide out of the way until you click the arrow button again.

By default, the buttons available on the panel are, from left to right, the Start Menu, web
browser (Mozilla), e-mail manager (Evolution), word processor (OpenOffice.org Writer),
presentation tool (OpenOffice.org Impress), spreadsheet (OpenOffice.org Calc), and a workspace
switcher for moving between virtual desktops. On the left-hand side of the panel are Red Hat’s
“critical updates notifier” and a clock.

o e
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If you want to change the panel’s appearance, right-click on any blank portion of the
panel. This will bring up a menu as shown; its submenus allow you to configure various
aspects of the panel, including being able to dock running programs into it (applets) and
set up new shortcuts (launchers).
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op Add to Panel >

@@ Delete This Panel...
Properties

] New Panel *
Help

©i About Panels

©7 About GNOME

The blank space on the desktop is not wasted space; you can right-click anywhere on the
empty desktop in GNOME to bring up this menu. Select one of the options to open a window
to browse the contents of your system, or add a folder or application launcher icon to your
desktop, or open a terminal window.

New Window
New Folder
New Launcher
New Terminal

Scripts ¥
Clean Up by Name
M Cut Files

Qop‘_.-' Files
[ Paste Files

Disks »

Use Default Background

Change Desktop Background

The GNOME Start Here Icon

On the GNOME desktop are a Trash icon, a Home icon (a link to the current user’s home
directory), and the Start Here icon. Options available in the Preferences setting under the Start
Here icon enable you to control the appearance and behavior of GNOME, similar to the way
that the Windows Control Panel works.
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If you aren’t sure what a particular button does, simply leave the mouse pointer on the
button for a few seconds. A small description will pop up right next to the pointer.
The description will automatically disappear once you move the mouse off the button.

If you don’t see the Start Here icon on your desktop, you can try clicking the Red Hat icon
on the bottom-left corner of your screen. This will bring up a menu containing the Preferences
option. Selecting Preferences will bring up a submenu with various configuration options (shown
in Figure 3-3).

In this section, you will step through several common tasks. They should give you an idea
of what can be done and the typical method for figuring out how to do it. As was mentioned
earlier, the interface is very Windows-like, so learning to get around in it should be relatively easy.

Changing the Background
To change your background settings, click the Background option. This will bring up a panel
that looks like Figure 3-4.

hd Preferences

File Edit View Go Bookmarks Help

@« TO0 @ &

Back Forward Up Stop Reload Home -

Location: | preferences:/ff =100 |+

T 5 B © @

pres

About Myself Accessibility Background CD Properties Extras
b items
P ) =13 3
File Types and Font Keyboard Keyboard Shortcuts Login Photo
Programs
file o< —J G’
[S13 @ | -
Menus & Toolbars Mouse Network Proxy Password Pilot/Handspring Tool
Screensaver Sound Theme Window Focus

Figure 3-3 The Preferences options allow you to configure various desktop features.
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hd Background Preferences

Select picture:

r You can drag image files
1/ into the window to set the

background picture.

default.png

Picture Options:

Wallpaper Centered Scaled Stretched || No Picture

Background Style:

‘ Vertical gradient | ¥ ‘ Top Color: El Bottom Color: El
L & ep

Figure 3-4 Set the background in Red Hat Linux's GNOME desktop.

The Background window enables you to control the background color and wallpaper. The
Select picture option enables you to choose from a list of images to use for the background,
or you can drag an image file into the Background window to use it instead. The image can
be handled in several different ways; the Picture Options show what the desktop will look like
if each option is selected.

If you like, you can set the background to use no picture, and instead select a single color, or
select two colors and do a horizontal or vertical gradient between them. To select the colors, click
one of the color boxes; this will bring up a color wheel from which you can choose any color
you like.

Setting the Screen Saver
To set the screen saver under GNOME, click the Desktop menu and then the Screensaver
menu. This will bring up a panel that looks like Figure 3-5.
Once there, choosing a screen saver is very easy. Simply select the mode you want to use—
no screen saver, screen-blanking only, one screen saver, or a random screen saver from a list
of possibilities. A sample of what a screen saver will look like will appear in the Description
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bd Screensaver Preferences

Description

Mode: | Random Screen Saver

Anemone

Ant I
Apollonian

- )

Atlantis

Blank After (10 [{minutes

Cycle After |10 = minutes

[] Lock Screen After| 0 : minutes

= =

Figure 3-5 Set the screen saver in Red Hat Linux's GNOME desktop.

area, located in the same window. If the screen saver has customizable settings, they can be set
by clicking the Settings button. The global screen saver settings allow you to select how long
the system should wait before starting the screen saver and how long it should wait before it
moves to another screen saver (if you have enabled multiple screen savers). You can also set
the system to “lock” the screen after some time elapses; when the lock turns on, the current
user’s password must be entered to unlock the screen.

Under the Advanced tab, you’ll find power management features to try to save power
when the system is not in use, diagnostics settings, and other configuration options.

Themes
Themes are the way GNOME allows you to configure the appearance of your window manager.

These changes go beyond simply changing colors; they can change the appearance of the desktop,
windows, borders, and fonts for all applications. (Users of Mac OS 8 or Winamp should be at
home with this technology.) If you aren’t sure how significant a change you can make, visit
http://art.gnome.org, http://themes.freshmeat.net, or http://www.themedepot.org.

To get to the Themes menu in GNOME, simply go to the Preferences menu and then click
the Themes icon. This will bring up a panel that looks like Figure 3-6.
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bd Theme Preferences

Installed themes:

Install new theme...
Metal
) Go to theme folder
Raleigh

Redmondd5

them into the window.

(B TS|

Figure 3-6 Select a theme in Red Hat Linux’'s GNOME desktop.

;P New themes can also be installed by dragging

By default, Red Hat Linux 8.0 starts with the Bluecurve theme. Several additional themes
are available with the Red Hat installation. If you are interested in adding a nonstandard theme,
you can download new ones. You can drag and drop new themes into the Theme Preferences
window’s Application tab, and you can customize window borders under the . . . surprise! . . .
Window Border tab.

EEER] Customizing a GNOME Desktop

Desktop configuration is a very personal issue, as each user seems to have a particular favored
way of doing things. Without trying some changes, however, it’s hard to know how one can do
things. You now know enough to tweak a GNOME desktop a bit; in this project, you’ll change
some commonly altered configuration settings.

Step by Step
1. From the default GNOME desktop, right-click on a blank space on the panel.

2. Click the Properties menu item.

3. You can use this page to reposition the panel to any of the four edges of the desktop, but
leave the location alone for now. In the Size drop-down menu, select Small (36 pixels).

4. Check the Show/Hide Buttons box.

(continued)
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5.
6.

11.
12.

13.

14.

15.

16.

17.

18.
19.

20.

Check the Arrows on the Hide Buttons box.

Click Close. The panel at the bottom of the screen should now be shorter, and its icons
smaller and more widely spaced.

. Right-click on a blank spot on the panel and select Add To Panel.

. Select Utility and then System Monitor. A system monitor area should appear on the panel;

it will graphically show CPU usage.

. Right-click on a blank spot on the panel and select Launcher from the menu.

. Select System Tools and then Terminal. A terminal icon will appear on the panel; clicking

this icon will open a terminal where you can use the command-line interface.
Right-click on a blank spot on the panel and select Launcher from the menu again.

Select the Office menu and then Project Management. A Mr. Project icon should appear on
the panel; this tool is still under development, but it is similar in concept to Microsoft Project.

Right-click on a blank spot on the panel and select New Panel.

Select the Menu Panel option, and a menu bar should appear at the top of the desktop.
Applications and actions can be invoked from this menu bar, and it can also hold additional
launchers, applets, and utilities.

Right-click on the new menu panel at the top of the screen.

Select Add To Panel, and then the Accessories menu, and the Stock Ticker option. A stock
ticker area should appear on the menu panel.

Right-click on the stock ticker area on the panel and select Preferences. A configuration
page should appear.

Type RHAT in the New Symbol field.

Click the Add button, and then click Close. In five minutes, the Red Hat stock price should
begin scrolling in the stock ticker area, along with the default index information.

Move the icons on the panels by left-clicking them and then dragging them to the desired
locations.

(continued)
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Project Summary

CRITICAL SKILL

This project illustrates one way to customize a desktop. While a system monitor utility might
be quite useful if you’re going to be logged in to a server much of the time, the stock ticker
feature is not likely to be there for solid business reasons. The reality is that the options you
select will have relatively little to do with how your Linux server runs, but they can have a
large impact on how efficiently and comfortably you can use its GUI. Experimentation in this
regard won’t hurt anything, so take a little time to explore further.

Using and Customizing KDE

KDE, like GNOME, is a desktop environment (the K Desktop Environment). It is slightly
different from typical window managers: Instead of just describing how the interface should
look, KDE also provides a set of libraries that, if used, allow an application to take advantage
of some of the special features the window manager has to offer. These include drag-and-drop
support, standardized printing support, and so on.

The flip side to this technique of window management is that once an application is designed
to run with KDE, it requires KDE in order to work. This is a big change from earlier window
managers where applications are independent of the window manager.

From a programmer’s point of view, KDE offers a library that is much easier to work with
and more powerful than using the vanilla X interface. KDE also offers a standardized object-
oriented framework that allows one set of tools to build on another, something that was not
available with X alone. Of course, in order for a user to employ applications that use this great
library functionality, the KDE libraries must be installed on the user’s system, so in absolute
terms, the expanded functionality offered by the libraries comes with a cost of portability.
Because KDE is very widely included as the default windowing environment in commercial
Linux distributions, that cost may not be too great.

For this section, I will assume that KDE has already been installed on your system. See
Module 4 for information on how to install additional software if you did not opt to install
KDE initially.

NOTE i{\

For more details and information on KDE, visit their web site at http://www.kde.org.
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Starting the X Window System and KDE

When setting up the X Window System, you may have had a choice of starting up the system
straight into X. If so, all you need to do is log in and you’re there—you’re using KDE and X.
If that option was not selected, you will have a text-based login prompt. To get into the
X environment, simply log in and run startx, like so:

[rwhite@tedford ~]$ startx

In a few moments, you will be in KDE. Your screen will probably look something like
Figure 3-7.

Notice that things look extremely similar to the default GNOME desktop. The icons are
the same (but there may be a few extras, depending on the floppy and CD drives you have on
your system). So how do you tell if KDE has started? One way to tell using the default Red Hat
Linux 8.0 configuration is to move the cursor over the Red Hat icon in the lower left-hand corner.
If the pop-up text that appears after a few moments says “Start Applications,” you are in KDE.

eRsBel] 000 e =

Figure 3-7 Red Hat has a highly customized KDE desktop.
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If the pop-up text on your screen doesn’t look like that but says “GNOME Menu” instead,
then you need to edit the file that decides which window manager you start. To do this, exit
out of GNOME by clicking the red hat in the lower-left corner of the screen and selecting
Log Out. This will bring you back into text mode. Edit the .xinitre file using your favorite
editor. If you don’t have a favorite, try pico, like so:

[rwhite@tedford ~]$ pico .xinitrc

NOTE K{“

If you aren’t familiar with pico, don’t worry. All of the available commands are
always shown at the bottom of the screen. Any command that starts with the caret
symbol () means you use the CTRL key along with other keys specified. For example,
AX means CTRL-X.

Most likely, unless you created the contents of the file when looking at the GNOME
desktop, the file will be empty. If that is the case, simply add the following content:

#!/bin/sh
startkde

If the file is not empty, go to the very last line. It will probably begin with the string exec,

which tells the system to execute a program. Change that line so that it reads startkde instead.

Changing the Deskiop Environment for All Users

While creating or changing the .xinitrc file for each user is one option, you can set the default
desktop environment for all users by editing one file. Using your favorite editor or pico, you can
create or edit the /etc/sysconfig/desktop file so that it specifies the correct desktop. You’ll
need to be the root user to do this, since it’s a system configuration file. If you want KDE to
be the default desktop environment, edit /etc/sysconfig/desktop so that it contains:

DESKTOP="KDE"

If, on the other hand, you want to use GNOME by default, you can either empty the contents of
the /etc/sysconfig/desktop file, delete the file completely, or set its contents to be:

DESKTOP="GNOME"

~N
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KDE Basics

KDE shares many qualities with other graphical desktops, such as Windows or Mac OS. It has
a desktop on which files and folders can exist. One key point to note is that because Linux
places all of the hard disks on the system into a unified directory tree, you won’t find a special
icon allowing you to browse a particular disk as you can under My Computer.

At the bottom of the screen, you will find the kpanel. In non—Red Hat versions of the KDE
software, the Red Hat icon is replaced by the KDE “K” logo. Regardless of the icon on it, this
button is similar to the Windows Start button. By clicking it, you will be presented with a menu
showing you a number of applications that can be started by simply clicking the appropriate
menu entry.

The kpanel is similar to the Windows XP menu in that it is also a shortcut bar to commonly
used applications. You can configure the bar to have any shortcuts you like by clicking the
Red Hat panel button, selecting the Preferences option, then the Look and Feel menu, and
selecting Panel. Under this menu, you will find a number of configuration options.

If you want to hide the panel altogether, you can do so by enabling and clicking the arrow
at the far right or left side of the panel. This will make the panel hide in that direction. Click
the arrow again to bring the panel back. Red Hat Linux does not enable these arrows by
default, so you must select the Hiding tab in the Panel menu, and check the appropriate Hide
Buttons boxes.

The KDE Control Center

The KDE Control Center is a lot like the Control Panel for Windows (see Figure 3-8).

The Control Center offers an impressive array of tools for configuring KDE to your heart’s
delight. This includes support for a variety of themes, colors, backgrounds, screen savers, certain
applications, and certain types of hardware. The best way to see all it has to offer is to go through
it and play—this is one of the rare opportunities you have as a system administrator to play
with the interface without breaking your system.

In this section, you will step through several common tasks, giving you an idea of what
can be done and the typical method for figuring out how to do it. As mentioned earlier, the
interface is very Windows-like, so getting around in it should be relatively easy.

NOTE K{\

KDE'’s background and themes can be changed in much the same way GNOME's

background and themes are (from the Preferences menu, select Look and Feel, and
then Desktop or Theme Manager). For KDE-based themes beyond the set included

with Red Hat Linux 8.0, check out www.kde-look.org, http://themes freshmeat.net,
or http://www.themedepot.org.
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Configure your desktop environment.

Welcome to the "KDE Control Center", a central place to configure your desktop environment.
Select an item from the index on the left to load a configuration module.

K.DE version: 3.0.3-8 Red Hat
User: rwhite
Hostname: tedford
System: Linux

Release: 2.4.18-14
Machine: i686

Click on the "Help" tab on the left to view help for the active
control module. Use the "Search” tab if you are unsure where
to look for a particular configuration option.

Figure 3-8 The KDE Control Center is a single place from which to manage a variety of system

and desktop features.

Using Multiple Desktops
One of the most powerful tools you have at your disposal is the virtual desktop. The only
dangerous thing about it is your aggravation when you work on systems that don’t have

this feature.

The essence of virtual desktops is that they allow you to effectively have multiple screens

at the same time. All you need to do is select which screen you want to use by clicking the
virtual desktop selector at the bottom of the screen.
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Red Hat Linux 8.0’s KDE installations default to four virtual screens. If you want to adjust
that, do the following:

1. Open the Control Center.
. Select Look and Feel.

. Select Panel.

B W N

. Select Number of Desktops from the tab-style window on the right side of the
Control Center.

5. Move the Visible slider to the right to increase the number of desktops. (Of course,
you can also move it left to reduce the number of desktops.)

6. Click the Apply button at the bottom of the window to make the changes take effect.

If each desktop has a specific purpose, you can also change the label of the desktop by
highlighting it and changing the desktop name field on the same panel. In Figure 3-9, you
can see that Desktop 1 has been renamed Administration and Desktop 2 has been renamed
OpenOffice, while the other desktops have remained untouched.

nP"“/i\‘“

If you prefer keyboard shortcuts, you can set up a shortcut that allows you to move from
one desktop to another in the Control Center under the Look and Feel | Shortcuts menu.
Simply click the action you want (switch desktop) and then select the key combination
you want to use to move around. Like a lot of folks who used the fvwm window manager
for a long time, | personally prefer using the CTRL-arrow key to jump from one desktop
to another.

Starting Other Applications
Many applications are available from the panel menu; simply clicking the Red Hat icon and
browsing through what’s available is probably the best way of familiarizing yourself with what
is available by default. But although a wide array of software is available there, you may find
that a tool you’re looking for can’t be found in the generic menus.

There are multiple ways to start a new application. As a system administrator, you are
likely to have a command window up (better known as an “Xterm”), so you may find it convenient
to simply run the application from there. In fact, most of this book assumes you are running
applications from that prompt. Simply open a terminal window box by clicking the Red Hat
logo menu, selecting System Tools, and then clicking Terminal. This starts up konsole, which
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Figure 3-9 Select the number of virtual desktops available within KDE.

is functionally equivalent to an Xterm. Once konsole is open, you can type the name of the

Ereees

Number of Desktops |Eaths |

Number of Desktops: 8

Desktop 1: |Admin istration

| Desktop 9: |

Desktop 2: |0pen0ffice

| Desktop 10: |

Desktop 3: |Deskt0p 3

| Desktop 11: |

Desktop 4: |Deskt0p 4

| Desktop 12: |

Desktop 5: |Deskt0p 5

| Desktop 13: |

Desktop 6: |Desktop 6

| Desktop 14: |

Desktop 7: |Deskt0p 7

| Desktop 15: |

Desktop 8 |Deskt0p 8

| Desktop 16: |

command you wish to run there and press ENTER.

NOTE K\:

Many commands discussed in this book must be run from a terminal window.
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Under KDE, you can also bring up the equivalent of the Run option under the Windows
Start menu by pressing ALT-F2. This brings up a small window in the center of your screen
where you can type in the command you want to run, as shown. The window automatically
goes away once you press ENTER to execute the command or ESC to abort.

hRun Command - KDesktop -
Enter the name of the application you want to run or
the URL you want to view.
Command: || @ |
5 Options >> ; 3¢ Cancel

nP“/l\"

Other ways to open a window fo run a command include going to the Red Hat logo
menu and selecting the Run Command option, or right-clicking on the desktop and
selecting the Run Command option.

The last way to start an application is to search through the directory listing using the file
browser and double-click the application name you want. This method is, of course, the most
tedious, but it can be useful if you can’t remember the name of the application. Common
directories to check are /usr/bin, /usr/sbin, /bin, /sbin, and /usr/X11R6/bin.

Changing the Color Scheme

If you’re fussy about your desktop environment, you’ll probably want to change the appearance
of your desktop color scheme. You can use the Red Hat logo menu and select the Preferences
option, and then Desktop. You can also use KDE’s Control Center. Begin by bringing the
Control Center up, going to the Look and Feel menu, and then clicking the Colors option in
the left window. This will bring up a window that looks like Figure 3-10.

Simply click the color combination you like best. I like the default Bluecurve look, but
if you prefer one of the other settings, you can select it instead. If you want to create a new
combination, click the Add button underneath the list and give your new settings a name.
Highlight this setting and then select the color you want to give each widget in the right side
of the panel. For example, to change the color of normal text, open the Widget Color drop-down
box. Select Normal Text. The bar underneath the drop-down box will show the current color.
Click the bar to bring up a color wheel so that you can select the new color you like best.

As always, click Apply once you are done.
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Figure 3-10 Change the color scheme for the KDE desktop.

Setting Up More Fonts
New to Red Hat Linux 8.0 is a partially automated way to add fonts to either the GNOME
or KDE desktop. Both environments can use antialiased fonts, and although some people like
the default fonts, others have complained loudly about them. If you’re accustomed to using
certain fonts in Windows, you’ll be happy to know that some of them can be used in GNOME
or KDE without too much trouble. You can get some of the standard Windows fonts from
http://corefonts.sourceforge.net.
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To make the fonts available within the X Window System, copy the font files to the .fonts
subdirectory in your home directory, and run the fe-cache script:

[rwhite@tedford ~]$ cp *.TTF ~/.fonts
[rwhite@tedford ~]$ fc-cache ~/.fonts

If you want to make the fonts available for all users on a system, you can (as root) put the
files in the /usr/share/fonts directory instead:

[root@tedford /rootl# cp *.TTF /usr/share/fonts
[root@tedford /root]# fc-cache /usr/share/fonts

If you do this in an Xterm or on a command line within X, you’ll have to log out of the desktop
environment and start X again for the fonts to be available. So if you install the Verdana font
family on your Linux system, you can make it the default font by following these steps:

1. Open the Control Center.
. Select Look and Feel.

. Select Fonts.

B W N

. Select the Choose button to the left of the General font listing from the tab-style window on
the right side of the Control Center.

5. Scroll down and select the Verdana entry.

(hfl Select Font - Control' Center B

— Requested Font

Font Font style Size
Serif
Standard Symbols | Italic

Urw Bookman | Bold

Urw Chancery | Bold Italic

Urw Gothic |

Urw Palladio |

Utopia

The Quick Brown Fox Jumps Over The Lazy

oK 3% Cancel
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6. Click OK to return to the fonts list.

7. Click the Apply button at the bottom of the window to make the changes take effect.

Using Added Fonts in OpenOffice

This process will make the fonts available to most KDE- and GNOME-based programs, but
they will not be available to all X programs, including OpenOffice. While you probably won’t
be using OpenOffice on your Red Hat Linux Server very much, I’ll tell you how to load the
fonts for use there anyway.

1.

T

Use the Run Command option to open a command window, and enter oopadmin. Don’t be
surprised if it takes a few moments for the OpenOffice printer administration tool to load.

When it does, click the Fonts button to list the installed fonts.

Click the Add button to add the new font directory.

Click the . . . button to open the graphical representation of the system’s directory structure.

Find the correct parent directory and type .fonts after it (files and directories that start with
a period are “hidden,” so you won’t be able to select the .fonts directory from the list).

Click Select All to select all the fonts in the directory.

‘ferdana, Bold, Italic (Verdanaz. TTF)

Verdana, Bold (Verdanab. TTF) oK |

Verdana, talic (Verdanai. TTF)

Verdana, Regular (Verdana TTF) Cancel |
Select All |

Source directory

[ihe mesrwhites fonts/

I" Create soft links anly

Please select the folder from which you want o import fonts. Add the selected fonts
by clicking the OK button.

7. Click OK to add all the selected fonts.
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8. A message will pop up telling you how many fonts were added. Click OK to continue.
9. Click Close to close the Fonts window.
10. Click Close to close the OpenOffice printer administration tool.

The fonts you added will now be available for use within the OpenOffice programs. This
is very different from the situation in most Windows applications, where making the fonts
available within the operating system will automatically allow the applications to use them.

Customizing a KDE Desktop

In Project 3-1, you customized a GNOME desktop by following detailed instructions. Now
that you have more background on desktop configuration, and more experience altering it, let’s
try some more unusual effects. Use a system set up to use the KDE desktop environment for
this project.

Step by Step
1. From the KDE desktop, enable the Desktop menu. Start by right-clicking on the desktop,
and find the appropriate menu item.

2. Enable file previews for HTML and text files. Use the KDE Control Center or right-click
on the desktop to configure the desktop settings.

3. Change the focus policy. From the Control Center’s Window Behavior entry, change KDE
from its default of having “focus” (the active window or area) being wherever you clicked
last, as in Windows systems. Instead, have focus follow the mouse cursor, whether it has
clicked somewhere or not, as on UNIX systems.

4. Also in the Window Behavior configuration area, set the desktop’s treatment of double-clicking
the title bar. By default, double-clicking a window’s title bar will shade the window, that is,
roll the window up so that only the title bar is showing. You can set KDE to make a double-
click maximize the window instead. Do so.

5. From the Launch Feedback section of the Control Center, enable the busy cursor behavior
so that KDE behaves more like Windows XP. When an application is loading, the cursor
shows that application’s icon, so you know it’s working on something.

(continued)
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6. Change the icon set from the default Red Hat Bluecurve set to the Conectiva Crystal Icon
theme. You should be able to find the configuration tool to do this in the Control Center.

Project Summary

Again, these customizations may not be to your liking. In particular, if you are used to
Microsoft Windows’ focus policy, having focus follow the mouse can be disorienting.
However, it can be very useful to have focus follow the mouse, as it allows you to actively

use two overlapping windows when clicking on the windows to change focus might obscure
information you need.

Module Summary

In this module, you learned about the X Window System environment, specifically KDE and
GNOME. These are some key points:

The X Window System environment is not part of the core operating system.

Window managers run on top of X, and you can pick whatever window manager works
best for you.

The KDE environment is a combination of both a window manager and an application
framework for developing GUI applications.

KDE’s control panel, called the Control Center, can be found by clicking the K icon in
the lower-left corner of the window.

KDE’s web site is http://www.kde.org.

GNOME defines an application framework for other window managers and libraries.

Therefore, you can use multiple window managers, such as Enlightenment and
Window Maker.

GNOME’s web site is http://www.gnome.org.

GNOME and KDE represent significant advancements in the quality of graphical user
interfaces for Linux and UNIX as a whole. Hopefully, the comfort of working in these two
environments is enough to convince even more folks to turn their dual-boot configurations
into single-boot Linux configurations.

(o]
(0,}
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Modu/e 3 Mastery Check

. What percentage of Linux’s GUI is built into the kernel?
. What is a window manager?

. Can you run KDE applications within GNOME?

. What command is used to start the X Window System?

. What files can be edited to change the GUI that runs when you start X?

o O A W DN

. Which of the following are not standard icons on the Red Hat Linux 8.0 panel:

. Start Menu

. Spreadsheet

. Presentation Tool
. System Monitor
. Email Program

. Web Browser

. Terminal Emulator

I Q@ m m U 0O w >

. Word Processor

7. How do you add a program to the panel in GNOME?
8. What is GNOME’s web site?
9. Name one place to get different themes for GNOME.
10. What is KDE’s web site?
11. Name one place to get different themes for KDE.
12. How do you add a program to the panel in KDE?
13. What is the name of the default set of look and feel elements in Red Hat Linux 8.0?
14. Into what directories can new fonts be added to the system?

15. What is the name of the script to run to add new fonts to the system?
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CRITICAL SKILLS

4.1  Use the Red Hat Package Manager
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Given that a great deal of systems administration centers on installing the software
necessary to provide a service, it is important that you consider the mechanisms for
installing new packages as well as compiling those packages that ship as source code.

In general, most applications have very similar installation patterns. Keeping an eye out
for the typical sources of information, as well as maintaining a healthy dose of common sense,
will make most installation processes go smoothly. Thus, the intent of this module is not only
to show cookbook formulas for installing certain types of packages, but also to include
troubleshooting strategies.

In this module, you will learn the two most common methods of installation: using the
Red Hat Package Manager (RPM) and compiling the source code yourself. All of the commands
entered in this module are entered as the root user. The easiest way to do this is to log in as
root. (Module 6 will show you how to change your user ID to someone else’s ID using the su
command.) In general, if you have logged in as someone other than root, go to the command
line or open a terminal window. At the prompt, type su - root there.

CRITICAL SKILL

WX sing the Red Hat Package Manager

The Red Hat Package Manager’s primary function is to allow the installation and removal of
files (typically precompiled software). It is easy to use, and several graphical interfaces have
been built around it to make it even easier. Red Hat, Mandrake, and other distributions use this
tool to distribute their software. In fact, almost all of the software mentioned in this book is
available in RPM form. The reason for going through the process of compiling software yourself
in other modules is that you can use compile-time options that are not available in an RPM.

Basically, an RPM file is a collection of all the files necessary for a particular program to
run. It also includes descriptions of the program, version information, and the necessary scripts
to perform the installation itself.

NOTE K{\

In this context, | am assuming that the RPM files contain precompiled binaries. Several
groups, such as Red Hat, also make source code available as an RPM, but it is uncommon
to download and compile source code in this fashion.

The RPM tool performs general management of all of the RPM packages that are installed
on a given host. This includes tracking which packages are installed, their version numbers,
and their file locations. All of this information is kept in a simple database file on the host.



Red Hat Linux Administration: A Beginner’'s Guide

In general, software that comes in the form of an RPM is less work to install and maintain
than software that needs to be compiled. The trade-off is that by using an RPM, you accept
the default parameters supplied in the RPM. In most cases, these defaults are acceptable.
However, if you need to be more intimately aware of what is going on with a service, you
may find that compiling the source yourself will prove more educational about what package
components exist and how they work together.

But assuming that all you want to do is install a simple package, RPM is perfect. There are
several great resources for RPM packages, including the following:

http://www.rpmfind.net

http://www.freshrpms.net

http://www.linuxapps.com

ftp://ftp.redhat.com/pub/contrib

Of course, if you are interested in more details about RPM itself, you can visit the RPM

web site at http://www.rpm.org. RPM comes with Red Hat Linux (and derivatives) as well as

Caldera Linux. If you aren’t sure if RPM comes with a particular distribution, check with
your vendor.

NOTE i{\

Although the name of the package manager says “Red Hat,” the software can be used
with other distributions as well. In fact, RPM has even been ported to other operating
systems, such as Solaris and IRIX! The source code to RPM is open-source software, so
anyone can take the initiative fo make the system work for them.

Installing a New Package

The easiest way to install a new package is to use the —i option with rpm. For example, if you
downloaded a package called be-1.06-10.i386.rpm and wanted to install it, you would type

[root@tedford /root]# rpm -i bc-1.06-10.i386.rpm

If the installation went fine, you would not see any errors or messages. This is the most

common method of installing RPMs. On the other hand, if the package already existed, you
would see this message:

error: package bc-1.06-10 is already installed

(o]
0
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Some packages rely on other packages. A KDE applet, for example, may depend on KDE
libraries having already been installed. In those instances, you will get a message indicating
which packages need to be installed first. Simply install those packages and then come back to
the original package.

If you need to upgrade a package that already exists, use the —U option, like so:

[root@tedford /rootl# rpm -U bc-1.06-10.1i386.rpm

Some additional command-line options to rpm are listed in Table 4-1.
For example, to force the installation of a package regardless of dependencies or other
errors, you would type:

[root@tedford /rootl# rpm -ivh --force --nodeps packagename.rpm

where packagename.rpm is the name of the package being installed. Because of the —h and —v
options, the command will also keep you apprised of its progress as the installation progresses.

Command-Line Option |Description

--force This is the sledgehammer of installation. Typically, you use it when
you're knowingly installing an odd or unusual configuration, and RPM'’s
safeguards are trying to keep you from doing so. The --force option tells
rpm to forgo any sanity checks and just do it, even if it thinks you're
trying to fit a square peg into a round hole. Be careful with this option.

-h Prints hash marks to indicate progress during an installation. Use with the
—v option for a pretty display.

--percent Prints the percentage completed to indicate progress. It is handy if you're
running rpm from another program, such as a Perl script, and you want
to know the status of the install.

--nodeps If rpm is complaining about missing dependency files, but you want the
installation to happen anyway, passing this option at the command line
will cause rpm to not perform any dependency checks.

--test This option does not perform a real installation; it just checks to see whether
an installation would succeed. If it anticipates problems, it displays what
they'll be.

-v Tells rpm to be verbose about its actions.

Table 4-1 Common RPM Command-Line Options
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Querying a Package
Sometimes it is handy to know which packages are currently installed and what they do. You
can do that with the RPM query options.
To list all installed packages, simply type

[root@tedford /root]# rpm -ga

Be ready for a long list of packages! If you are looking for a particular package name, you can
use the grep command to specify the name (or part of the name) of the package, like so:

[root@tedford /root]# rpm -ga | grep -i 'be'

NOTE K{\

The —i parameter in grep tells it to make its search case-insensitive.

If you just want to view all of the packages one screen at a time, you can use the more
command, like so:

[root@tedford /rootl# rpm -gqa | more

To find out which package a particular file belongs to, type

[root@tedford /root]# rpm -qgf /usr/bin/bc

where you substitute the name of the file that you want to check on for /usr/bin/be.
To find out the purpose of a package that is already installed, you must first know the
name of the package (taken from the listing in rpm —qa) and then specify it, like so:

[root@tedford /root]l# rpm -gi bc

where you can substitute any packagename in place of be.
To find out what files are contained in a package, type

[root@tedford /rootl# rpm -gl bec

where you can replace be with any packagename you want information about.

0
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You can also identify information about and a list of files included in an uninstalled
package by including the —p option to look at an RPM package file:

[root@tedford /root]# rpm -qgilp bc-1.06-10.i386.rpm | more

Notice that this command combines the —i and —1 options; the resulting output is likely to be
long, so the more command was added to display one screen of information at a time. Press
the ENTER key to display the next screen of data.

Uninstalling a Package
Uninstalling packages with RPM is just as easy as installing them. In most cases, all you will
need to type is

[root@tedford /root]# rpm -e packagename

where packagename is the name of the package as listed in rpm -qa.

0
Progress Check

1. What command-line option is used with the rpm command to install an RPM package?
2. What command-line option is used to upgrade an RPM package?
3. What command-line options, used in combination, show the installation progress?

4. How can you list all installed packages on a system, displaying them one screen at a time?

1. Use the rpm —i option to install a package.
2. Use the rpm —U option to upgrade a package.

3. Use the —v and —h options with either —i or —U to show installation progress. These options can be combined:
rpm —Uvh packagename.

4. The command: rpm —qa | more will list the names of all packages installed on a system, one screen at a time.
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8l Installing Webmin

One popular system management tool available under Linux and several flavors of UNIX
is called Webmin. Webmin provides a variety of functionality for administrators, especially
those who want to manage multiple servers. Installing Webmin can be useful not only for
practicing RPM installation skills, but also for practicing system management skills you’ll
learn about in later modules.

Step by Step
1. Go to the Webmin site at http://webadmin.sourceforge.net.

2. Find the download area and download the latest Webmin RPM package. If you download
from a system with RealPlayer installed, you may have to shift-click or right-click the
download package to download it, because RealPlayer may want to “play” the RPM package.

3. Install the Webmin RPM package using rpm —ivh. (You’ll have to specify the name of the
RPM package file.) You should see the preparation process start and move to 100 percent.
The Webmin package will note the operating system version being run, and then install its
contents. When installation is finished, you should be told what address to put into a web
browser to log in to Webmin as root.

4. Point your browser to http://yourservername:10000 and log in using the root account and
its password. Set yourservername to be the name of the server as described by the Webmin
installation message.

5. Have a look around Webmin and see what options are available!

Project Summary

Installing software via RPM is very easy! Now that you have an operational Webmin package,
you can experiment with it. If you don’t want to use it, you can uninstall it using rpm —e
webmin. To find more potentially interesting RPM packages, you can check out some of the
sites mentioned earlier in this module.

redhat-config-packages
If you like a good GUI tool to help simplify your life, look to redhat-config-packages. It
performs all of the functions of the command-line RPM tool, without forcing you to remember
command-line parameters. Of course, this comes at the price of not being scriptable, but that’s

0
w

Installing Software  +

Installing Webmin i .

Project



Q4  Module 4: Installing Software

why we have the command-line version, too. To run the graphical package management tool,
go to the Red Hat menu, and from System Settings, select Packages. You can also goto a
command line and run:

[rwhite@tedford ~]$ redhat-config-packages

Either way you start the package manager, it will check to see if you are the root user.
If you are not, it will open a window like the one shown, in which you can enter the root
password to run the utility with reot’s permissions.

You are attempting to run "redhat-config-packages”
which requires administrative privileges, but more

information is needed in order to do so.

Password for root |‘““”““”*w |

‘ & cancel H c?gk _‘I

L

Once you have successfully entered the root password, the package manager will check to
see what packages are already installed on the system. You will be able to select packages
for installation or removal in exactly the same way you did during the Red Hat Linux 8.0
installation. This is a welcome update to the look and feel of the package manager. As
during installation, whole groups of packages can be selected (see Figure 4-1), or specific
packages can be manipulated.

Getting Apt

The Debian distribution and a few others use a non-RPM package manager that adherents
much prefer to RPM. The Debian package manager, apt, does a better job of handling
dependencies automatically than RPM does. Some people like to use apt on their RPM-based
systems, too, and so the folks at the Conectiva distribution made a version available that
handles RPM installations. Now the same thing is available for Red Hat users. To install and
use apt, you’ll have to build upon your RPM installation skills.
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‘4
Add or Remove Packages ;e
- 3
[] X software Development [0/18] [~] 3
These packages allow you to develop applications for the X g
Window System. 1o
[] GNOME Software Development [0/47] 2
e

Install these packages in order to develop GTK+ and
GMNOME graphical applications.

KDE Software Development [27/27] Details
57 ¥¢ Install these packages to develop QT and KDE graphical
applications.
System
Administration Tools [12/12] Details

This group is a collection of graphical administration tools
for the system, such as for managing user accounts and
configuring system hardware.

S

System Tools [6/13] Details |||

Thic arnun ic 2 callactinn of wuariooe tanle far tho cuctom

(<]

Figure 4-1 The redhat-config-packages tool uses the same inferface as the package selector Proied
used during Red Hat Linux 8.0 installation.

Step by Step

1. Go to http://psyche.freshrpms.net and find the apt package.

Getting Apt

2. Download the apt package and install it (as root) using rpm —ivh.

3. Run apt-get update to download package information from the freshrpms.net site.
4. Run apt-get —f install to verify apt’s installation integrity.

5. Download an apt GUI manager by running apt-get install synaptic.

6. Test the synaptic installation by running synaptic.

(continued)
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Project Summary

Many other packages can be installed from the command line using apt-get install and
specifying the package name, or by using the synaptic GUI shown.

b4 synaptic 0.24.1

[<]

L

L4

6% B B IS
) dar — = 5\{-\&‘
Update Fiz Broken Upgrace DistUpgrade Proceed! Options Fepositaries
|0 [ Fiters_. | [All Packages = [ EsitFiter.. |
| |Package Installed |Avai|ab|e |Ei
| Keep | nstal || Remove | diffstat 1.26-4 1.28-4 ¢
diffutils 2.8.1-3 2.8.1-3 £
General | Descr, | Depends. diskcheck 21 3-2 L
divxelinus 1:4.0-fr2. 2001 C
dmalloc 461-9 r
dochook-dtds 1.0-14 1.0-14 ¥
dochook-style-dsss! 1.76-6 1.76-6 f-
dochook-style-xs! 1.50.0-3 1.50.0-3 &
dochook-utils 0e11-2 0611-2 z
dochook-utils-pdf 0.6.11-2 0.611-2 £
dosZunix 31-12 31-12 T
dosfstools 2.8-3 2.8-3 L
do=ygen 1:1.2.14-d 11.214-8 £
doxygen-doxywizard 1:1.2.14-8 £
dtach 0.5-5 i
durmp 0.4bza-4 0.4bz28-4 F
dvdrecord 01.2-4 01.2-4 £
Awrrah 101-5 101-5 1] *]

||_1559 packages listed, 825 installed, 0 broken. 0 to installfupgrade, 0 to remove; OB will be used

=

For some purposes, such as loading the many desktop-enhancing files available from

freshrpms.net, these tools are even easier than RPM. Many server installations might not be
good guinea pigs for using apt, however. Consider whether you want to be using non—Red Hat
packages on a server you want to run mission-critical services. In the end, installing apt is not

only a way of practicing use of RPMs, it’s also a way of starting to think about security
policies, which I’ll address in more detail in Module 9.
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®H Compiling Software Yourself

One of the key benefits of open-source software is that you have the source code in your
hands. If the developer chooses to stop working on it, you can continue. If you find a problem,
you can fix it. In other words, you are in control of the situation and not at the mercy of a
commercial developer you can’t control. But having the source code means you need to be
able to compile it, too. Otherwise all you have is a bunch of text files that can’t do much.

Although almost every piece of software in this book is available as an RPM, you should
step through the process of compiling it yourself so that you can pick and choose compile-time
options, which is something that you can’t do with RPMs. Thus, it’s a good idea to become
comfortable with compiling packages yourself.

In this section, you will step through the process of compiling the KDirStat package,
a graphical tool for viewing directory sizes. You can download KDirStat from http://
kdirstat.sourceforge.net. KDirStat is a typical package; you’ll find that most other packages
that you need to compile follow the same general pattern.

NOTE K{\

KDirStat is not an essential package for managing your Red Hat Linux system; its
functionality is similar to that of the du utility, which provides disk usage information
for the directories you specify.

Getting and Unpacking the Package
Software that comes in source form is often made available as a farball—that is, it is archived
into a single large file and then compressed. The tools used to do this are tar and gzip or
bzip2; tar handles the process of combining many files into a single large file, and gzip
or bzip2 is responsible for the compression.

NOTE K{\

Do not confuse gzip and bzip2 with WinZip. They are different programs that use
different methods of compression. It should be noted, though, that WinZip does know
how to handle tarballs.

0
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Typically, a single directory is selected in which to build and store tarballs. This allows the
system administrator to keep the tarball of each package in a safe place in the event he or she
needs to pull something out of it later. It also lets all the administrators know which packages are
installed on the system in addition to the base system. A good directory for this is /usr/local/src,
since software local to a site is generally installed in /usr/local. The downside of using the
/usr/local/src directory to store source code is that the root user must be used to build the
software there, not just install it. In most cases, software installed from tarballs can be built by a
normal user and then installed by the root user, but because of the default directory permissions
in /usr/local/src, normal users cannot build the software there.

When unpacked, most tarballs create a new directory for all of its files. The KDirStat tarball
(kdirstat-2.2.0.tgz), for example, creates the subdirectory kdirstat-2.2.0. Most packages
follow this standard. If you find a package that does not follow it, it is a good idea to create a
subdirectory with a reasonable name and place all the unpacked source files there. This allows
multiple builds to occur at the same time without the risk of the two builds conflicting.

nP"“/i\‘“

While tarballs often end in .tar.gz or .tar.bz2, you may also see files ending in .tgz.
These are also tarballs; their file extension is a sort of contraction of .tar and .gz.

Begin by downloading the KDirStat source tarball. You can fetch it from its web site at
http://kdirstat.sourceforge.net/.

To unpack the KDirStat tarball, first become root, and then move the file into the
/usr/local/sre directory, like so:

[rwhite@tedford ~]$ su -
[root@tedford /root]# mv ~rwhite/kdirstat-2.2.0.tgz /usr/local/src

Once there, use the ed command to change directories to /usr/local/src, like so:

[root@tedford /rootl# cd /usr/local/src

Then unpack the tarball with the following command:

[root@tedford srcl# tar -xvzf kdirstat-2.2.0.tgz

The z parameter in the tar command invokes gzip to decompress the file before the untar
process occurs. The v parameter tells tar to show the name of the file it is untarring as it goes
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through the process. This way, you’ll know the name of the directory where all the sources are
being unpacked. You should now have a directory called /usr/local/src/kdirstat-2.2.0. You
can test this by using the ed command to move into it:

[root@tedford srcl# cd /usr/local/src/kdirstat-2.2.0

Installing Software  +

Looking for Documentation

Once you are inside the directory with all of the source code, begin looking for documentation.
Always read the documentation that comes with the source code! If there are any special compile
directions, notes, or warnings, they will most likely be mentioned here. You will save yourself
a great deal of agony by reading the relevant files first.

So then, what are the relevant files? Typically there are two files in a distribution:
README and INSTALL, both of which are located in the root of the source code directory.
The README file generally includes a description of the package, references to additional
documentation (including the installation documentation), and references to the author of the
package. The INSTALL file typically has directions for compiling and installing the package.

These are not, of course, absolutes. Every package has its quirks. The best way to find out
is to simply list the directory contents and look for obvious signs of additional documentation.
In the case of KDirStat, there is a file named README, and another named INSTALL. Some
packages use different capitalization: readme, README, ReadMe, and so on; some introduce
variations on a theme: README.1ST or README.NOW, and so on.

Another common place for additional information is a subdirectory that is appropriately
called “doc” or “documentation.” In the case of KDirStat, the doc directory contains source
files for building the documentation.

To view a text file, use the more command:

[root@tedford kdirstat-2.2.0]# more README

To view the text file in an editor, use the pico command:

[root@tedford kdirstat-2.2.0]# pico README

nP"“/i\‘“

To get a quick list of all the directories in a source tree, enter the command:
[root@tedford kdirstat-2.2.0]1# 1s -1 | grep drwx



100  Module 4: Installing Software

Configuring the Package
Most packages ship with an autoconfiguration script; it is safe to assume they include one
unless their documentation says otherwise. These scripts are typically named “configure,”
and they take parameters. There are a handful of stock parameters that are available across
all configure scripts, but the interesting stuff occurs on a program-by-program basis. Each
package will have a handful of features that can be enabled or disabled or that have special
values set at compile time, and they must be set up via configure.
To see what configure options come with a package, simply run

[root@tedford kdirstat-2.2.0]# ./configure --help

Yes, those are two dashes (--) before the word “help.” The configure command will
usually return a list (sometimes a very long list) of options that can be set when running the
configuration script.

One commonly available option is --prefix. This option allows you to set the base
directory where the package gets installed. By default, most packages use /usr/local.

Each component in the package will install into the appropriate directory in /usr/local.
For example, the KDirStat executable is called kdirstat, which by default gets installed
into /usr/local/kde/bin.

With all of the options you want set up, a final run of configure will create a special type
of file called a makefile. Makefiles are the foundation of the compilation phase.

Compiling Your Package

Compiling your package is the easy part. All you need to do is run make, like so:

[root@tedford kdirstat-2.2.0]# make

The make tool reads all of the makefiles that were created by the configure script.
These files tell make which files to compile and the order in which to compile them—which
is crucial, since there could be hundreds of source files.

Depending on the speed of your system, the available memory, and how busy it is doing
other things, the compilation process could take a while to complete, so don’t be surprised.

As make is working, it will display each command it is running and all of the parameters
associated with it. This output is usually the invocation of the compiler and all of the parameters
passed to the compiler—it’s pretty tedious stuff that even the programmers were inclined
to automate!

If the compile goes through smoothly, you won’t see any error messages. Most compiler
error messages are very clear and distinct, so don’t worry about possibly missing an error.















Red Hat Linux Administration: A Beginner’'s Guide

Building and Installing Kgraphspace

You have already built one directory information tool, but there are plenty more utilities available
for your benefit and enjoyment. In this project, you’ll build another KDE- and disk space-related
program called Kgraphspace. It displays a pie chart showing the space usage of each mounted
partition, plus a directory tree showing the size of the contents of each branch of the tree.

Step by Step

11.
12.

. Go to the http://kgraphspace.sourceforge.net site and find the version for KDE 3. (At the

time this is being written, that version is 0.3.0-prel.)

. Download the Kgraphspace tarball. For the purposes of this project, don’t use an RPM,

even if one is available.

. Become the root user using the su - command.
. Change directories to the source repository: cd /usr/local/src.

. Unpackage the tarball into /usr/lecal/srec. Since the tarball is packaged using bzip2

compression, use tar xvjf with the tarball name. The —j option tells tar to use bunzip2
to uncompress the file.

. Change directories into the directory created by unpackaging the tarball.

. Read the contents of the README and INSTALL files. Use more README and more

INSTALL.

. Run the configuration script: ./configure.

. Build the software: make.

10.

Install the software: make install.
Clean up after yourself: make clean.

Look for the executable in /usr/local/kde/bin, and use one of the techniques described in
this module to run the file in your GUI desktop environment.

Project Summary

As long as you have the development tools and the X and KDE libraries required to build this
package, it should be very easy to do so. If you encounter problems, the first place to go is into

the redhat-config-packages tool to ensure that you have all the necessary tools and libraries
installed. Unless you’re cramped for disk space, installing each full group will be easiest. Now
you’re ready to find some software you really want to download, build, install, and use!
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Module Summary

In this module, you learned how to install software under Linux using the RPM method and by
compiling software yourself. Hopefully, this information should alleviate any fears you have
of dealing with an open-source system!

These are the key points to remember:

The typical install command with RPM is rpm —i packagename.rpm.

The typical upgrade command with RPM is rpm —U packagename.rpm.

The typical package remove command with RPM is rpm —e packagename.

Most source code is shipped as farballs, which can be unpacked with the tar command.

Once the package is untarred, reading the documentation that comes with it is very
important.

Configure the package with the ./configure command.
Compile the software by running the make command.

Install compiled software by running the make install command.

Module 4 Mastery Check

B~ W

. List the rpm command’s arguments used to install, upgrade, and delete packages.
. What command could you use to find out which package the /bin/gzip file belongs to?
. Once you knew what package the /bin/gzip file belonged to, how could you uninstall it?

. What rpm option can be used to install a package, even if the system thinks it should not

be installed?

. What rpm options can be used to perform a “dry run” of a package installation without

actually installing the software?



6.

10.
11.
12.
13.
14.

15.
16.
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Which of the following commands will list the files contained in an installed RPM package?
A. rpm -qlp be

B. rpm -ql be-1.06-10.i386.rpm

C. rpm -ql mysql

D. rpm -qa | grep “mysql”

. Which graphical tool allows you to manage packages within KDE or GNOME?
. In what Start Menu button would you find the tool in question 7?

. Name at least two web sites from which you can get software to add to your Red Hat

Linux system.

Describe a tarball.

How might you tell from a filename that it is a tarball?

What command would you run to see options available from a standard configure script?
Name one downside to using /usr/local/src as the repository for tarballs and their contents.
Which is the correct order for a standard software build?

A. config, make, make clean, make install

B. make clean, ./configure, make, make install
C. make clean, make, make install, ./configure
D. ./configure, make, make install, make clean

How can you find out what directories are in the current path?

If you have decided you don’t need a directory created by unpacking a tarball, how can you
remove the directory and its contents?
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CRITICAL SKILL

U nder Linux, every file and program must be owned by a user. Each user has a unique
identifier called a user ID (UID). Each user must also belong to at least one group, a
collection of users established by the system administrator. Users may belong to multiple
groups. Like users, groups have unique identifiers called group IDs (GIDs).

The accessibility of a file or program is based on its UIDs and GIDs. A running program
inherits the rights and permissions of the user who invokes it. (SetUID and SetGID, discussed
in “SetUID and SetGID Programs” later in this module, create an exception to this rule.) Each
user’s rights can be defined in one of two ways: a normal user or the root user. Normal users
can access only what they own or have been given permission to run; permission is granted
either because the user belongs to the file’s group or because the file is accessible to all users.
The root user is allowed to access all files and programs in the system, whether or not root
owns them. The root user is often called a superuser.

If you are accustomed to Windows, you can draw parallels between that system’s user
management and Linux’s user management. Linux UIDs are comparable to Windows SIDs
(system IDs), for example. You may find that, in contrast to Windows, the Linux security
model is maddeningly simplistic: Either you’re root or you’re not. Normal users cannot have
root privileges in the same way normal users can be granted Administrator access under NT.
You’ll also notice the distinct absence of Access Control Lists (ACLs) in Linux. Which system
is better? Depends on what you want and whom you ask.

In this module, you will examine the technique of managing users for a single host. Managing
users over a network will be discussed in Module 17. You’ll begin by exploring the actual
database files that contain information about users. From there you’ll examine the system tools
available to manage the files automatically.

Understanding Linux Users

In Linux, everything has an owner attached to it. Given this, it is impossible for a Linux
system to exist without users! At the very least, it needs one root user; however, most Linux
distributions ship with several special users set up. These users work well as self-documentation
tools, since each user owns all of the files related to his or her username—for example, the user
www is set up to own all files related to World Wide Web service. These users are configured
in a way that grants access only to a select few, so you do not have to worry about their abuse.

nP"“/i\‘“

When possible, run applications without root privileges. (The Apache server, for example,
knows how to give up root privileges before it starts accepting connections.) The benefit of
doing this is that if an application is found to have a security problem, it cannot be exploited
to gain system privileges.
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A few things need to be set up for a user’s account to work correctly. In this section, you’ll 5
learn about those items and why they need to be there. The actual process of setting up accounts C
is discussed in “Employ User Management Tools,” later in the module. : O:g
D
el
. £
. . =
Home Directories : 2
Every user who actually logs in to the system needs a place for configuration files that §

are unique to the user. This place, called a home directory, allows each user to work in a
customized environment without having to change the environment customized by another
user—even if both users are logged in to the system at the same time. In this directory, users
are allowed to keep not only their configuration files but their regular work files as well.

For the sake of consistency, most sites place home directories at /home and name each
user’s directory by his or her login name. Thus, if your login name were rwhite, your home
directory would be /home/rwhite. The exception to this is for system accounts, such as a root
user’s account. Here, home directories are usually set to be either / or something specific to the
need for that account (e.g., the www account may want its home directory set to /usr/local/
apache if the Apache web server is installed). The home directory for root is traditionally /
with most variants of UNIX. Many Linux installations use /root.

The decision to place home directories under /home is strictly arbitrary—but it does make
organizational sense. The system really doesn’t care where you place home directories so long
as the location for each user is specified in the password file (discussed in “The /etc/passwd
File,” later in this module). You may see some sites use /users or break up the /home directory
by department, thereby creating /home/engineering, /home/accounting, /home/admin, etc.,
and then have users located under each department. (For example, Dr. Lee from engineering
would be /home/engineering/blee.)

Passwords

Every account should either have a password or be tagged as impossible to log in to. This is
crucial to your system’s security—weak passwords are often the cause of compromised system
security.

The original philosophy behind passwords is actually quite interesting, especially since
we still rely on a significant part of it today. The idea is simple: Instead of relying on protected
files to keep passwords a secret, the system would encrypt the password using an AT&T-
developed (and National Security Agency—approved) algorithm called Data Encryption
Standard (DES) and leave the encrypted value publicly viewable. What originally made this
secure was that the encryption algorithm was computationally difficult to break. The best most
folks could do was a brute-force dictionary attack where automated systems would iterate
through a large dictionary and rely on the tendency of users to pick English words for their
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passwords. Many people tried to break DES itself, but since it was an open algorithm that
anyone could study, it was made very bulletproof before it was actually deployed.

When users entered their passwords at a login prompt, the password they entered would
be encrypted. The encrypted value would then be compared against the user’s password entry.
If the two encrypted values matched, the user was allowed to enter the system. The actual
algorithm for performing the encryption was computationally cheap enough that a single
encryption wouldn’t take too long. However, the tens of thousands of encryptions that would
be needed for a dictionary attack would take prohibitively long. Along with the encrypted
passwords, the password file could then also keep information about the user’s home directory,
UID, shell, real name, and so on without anyone’s having to worry about system security
being compromised if any application run by any user would be allowed to read it.

But then a problem occurred: Moore’s Law on processor speed doubling every 18 months
held true, and home computers were becoming fast enough that programs were able to perform
a brute-force dictionary attack within days rather than weeks or months. Dictionaries got bigger
and the software got smarter. The nature of passwords needed to be reevaluated.

Shadow passwords were one solution. In the shadow password scheme, the encrypted
password entries were removed from the password file and placed in a separate file called
shadow. The regular password file would continue to be readable by all users on the system,
and the actual encrypted password entries would be readable only by the root user. (The login
prompt is run with root permissions.) Why not just make the regular password file readable by
root only? Well, it isn’t that simple. By having the password file open for so many years, the
rest of the system software that grew up around it relied on the fact that the password file was
always readable by all users. Changing this would simply cause software to fail.

Another solution has been to improve the algorithm used to perform the encryption of
passwords. Some distributions of Linux, including Red Hat Linux 8.0, have followed the path
of the FreeBSD operating system and used the MD5 scheme. This has increased the complexity
of being able to crack passwords, which, when used in conjunction with shadow passwords,
works quite well. (Of course, this is assuming you make your users choose good passwords!)

np“/i\‘“

Choosing good passwords is always a chore. Your users will inevitably ask, “What
then, O, Almighty System Administrator, makes a good password?” Here's your
answer: a nonlanguage word (not English, not Spanish, not German, not human-
language word), preferably with mixed case, numbers, and punctuation. Unfortunately,
if a password is too hard to remember, most people will quickly defeat its purpose by
writing it down and keeping it in an easily viewed place. So better make it memorable!
| prefer the technique of choosing a phrase and then picking the first letter of every
word in the phrase. Thus, the phrase “my hero Glenn Seaborg talked to me” becomes
mhGSt2m. The phrase is memorable (for fans of radicisotopes, anyway), even if the
resulting password isn't.
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Shells 5
When users log in to the system, they expect an environment that can help them be productive. . 2
This first program that users encounter is called a shell. If you’re used to the Microsoft side of =
the world, you might equate this to command.com, Program Manager, or Explorer (not to be 2
confused with Internet Explorer, which is a web browser). ?

Under UNIX, most shells are text based. The shell discussed in further detail in Module 6 §

is the default shell for the root user, the Bourne Again Shell, or BASH for short. Linux comes
with several shells from which to choose—you can see most of them listed in the /etc/shells
file. Deciding which shell is right for you is kind of like choosing a favorite beer—what’s right
for you isn’t right for everyone, but still, everyone tends to get defensive about his or her choice!

What makes UNIX so interesting is that you do not have to stick with the list of shells
provided in /etc/shells. In the strictest of definitions, the password entry for each user doesn’t
list what shell to run so much as it lists what program to run first for the user. Of course, most
users prefer that the first program run be a shell, such as BASH.

Startup Scripts

Under DOS, you may have grown used to having the autoexec.bat and config.sys files run
automatically when you started up the system. Since DOS was a single-user system, the two
programs not only performed system functions such as loading device drivers, but they also
set up your working environment.

UNIX, on the other hand, is a multiuser environment. Each user is allowed to have his or
her own configuration files; thus the system appears to be customized for each particular user,
even if other people are logged in at the same time. The configuration file comes in the form
of a shell script—a series of commands executed by the shell that starts when a user logs in.
In the case of BASH, it’s the file .bashrc. (Yes, there is a period in front of the filename—
filenames preceded by periods, also called dot files, are hidden from normal directory listings
unless the user uses a special option to list them.) You can think of shell scripts in the same
light as batch files, except shell scripts can be much more capable. The .bashre script in
particular is similar in nature to autoexec.bat.

When you create a user’s account, you should provide a default set of dot files to get the
user started. If you use the tools that come with Linux, you don’t need to worry about creating
these files—the tools automatically do this for you. However, there is nothing stopping you
from customizing these files to make them site specific. For example, if you have a special
application that requires an environment variable to be set, you can add that to the dot files
that are copied to new user’s home directories.
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Mail
Creating a new user means not only creating the user’s home directory and setting up the
environment. It also means making it possible for the user to send and receive e-mail. Setting
up a mailbox under Linux is quite easy, and if you use the tools that come with Linux to create
the account, you don’t even have to do this yourself!

Mailboxes are kept in the /var/spool/mail directory. Each user has a mailbox that is based
on his or her login name. Thus, if a user’s login is bwoodall, his mailbox will be /var/spool/
mail/bwoodall. All mailboxes should be owned by their respective owners with the permissions
set such that others cannot read its contents. (See the chown, chmod, and chgrp commands in
Module 6 for details on how to do this.)

An empty mailbox is a zero-length file. To create a zero-length file anywhere in the system,
you simply use the touch command like so:

[root@tedford /rootl# touch myfile

This will create a new file called myfile in the current directory.

Progress Check

1. What is the usual location for user home directories?
2. What was the original encryption scheme used for passwords?
3. Name a BASH shell configuration filename.

4. Where would you expect to find user mpawlawski’s mailbox?

CRITICAL SKILL

Managing User Databases

If you’re already used to Windows 2000 or .NET Server user management, you’re familiar
with the Active Directory tool that takes care of the nitty-gritty details of the user database.
This tool is convenient, but it makes developing your own administrative tools trickier, since
the only other way to read or manipulate user information is through a series of LDAP calls.

1. The usual location for user home directories is /home.

2. The Data Encryption Standard (DES) was originally used for encrypting passwords.

3. The .bashre file is a BASH configuration file (as is /etc/profile, although the latter isn’t covered here).
4. You would find mpawlawski’s mailbox at /var/spool/mail/mpawlawski.
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In contrast, Linux takes the path of traditional UNIX and keeps all user information in
straight text files. This is beneficial for the simple reason that it allows you to make changes
to user information without the need of any other tool than a text editor such as pico. In many
instances, larger sites take advantage of these text files by developing their own user administration
tools so that they can not only create new accounts but also automatically make additions to
the corporate phone book, web pages, and so on.

However, users and groups working with UNIX style for the first time may prefer to stick
with the basic user management tools that come with the Linux distribution. You’ll learn about
those tools in “Employ User Management Tools” later in this module. For now, you’ll examine

W
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how Linux’s text files are structured.

The /etc/passwd File

The /etc/passwd file stores the following information for each defined user:

Login name

Encrypted password entry

uID

Default GID

Name (sometimes called GECOS)
Home directory

Login shell

The file contains one user per line, and each entry for the user is delimited by a colon.

For example:

rwhite:boQavhhaCKaXg:100:102:Russell White: /home/rwhite:/bin/tcsh

Earlier in this module, you learned about the details of the password entry. In the preceding
code listing, you can actually see what a DES-encrypted password looks like (the information
following the first column). Many sites disable accounts by altering the encrypted password entry
so that when the disabled account’s user enters her password, it won’t match the value in the
password file. The guaranteed method of altering passwords for this reason is to insert an asterisk
(*) into the entry. The preceding entry, for example, could be altered to boQavhhaCKaXg*.
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When disabling accounts in this manner, you may find it helpful not only to add an
asterisk character, but also to add a string to indicate why the account was disabled in
the first place. For example, if you catch a user downloading proprietary software, you
could disable his account by changing the encrypted entry to boQavhhaCKaXg*caught
violating rules.

The UID must be unique for every user, with the exception of the UID zero. Any user
who has a UID of zero has root (Administrative) access and thus has full run of the system.
Usually, the only user who has this specific UID has the login root. It is considered bad
practice to allow any other users or usernames to have a UID of zero. This is notably different
from the Windows NT 2000, and .NET Server models, in which any number of users can have
Administrative privileges.

NOTE K{\

Some distributions of Linux reserve the UID -1 (also written as 65535) or the
UID -2 (65534) for the user nobody. Red Hat uses the latter.

The user’s name can be any free-form text entry. Although it is possible for nonprintable
characters to exist in this string, it is considered bad practice to use them. Also, the user’s name
may not span multiple lines.

NOTE K{\

Although the entire line for a user’s password entry may not span multiple lines,
it may be longer than 80 characters.

The user’s home directory appears as discussed earlier in this module. Ditto for the last
entry, the user’s shell. A complete password file for a system, then, might look like this:

root:AgQ/IJgASeWlM:0:0:root: /root:/bin/bash
bin:*:1:1:bin:/bin:

daemon: *:2:2:daemon: /sbin:

adm: *:3:4:adm: /var/adm:
lp:*:4:7:1p:/var/spool/lpd:
sync:*:5:0:sync:/sbin: /bin/sync

shutdown: *:6:0:shutdown: /sbin:/sbin/shutdown
halt:*:7:0:halt:/sbin:/sbin/halt
mail:*:8:12:mail:/var/spool/mail:
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news:*:9:13:news: /var/spool/news:

uucp:*:10:14:uucp:/var/spool/uucp:

operator:*:11:0:0perator:/root:

games:*:12:100:games: /usr/games:

gopher:*:13:30:gopher: /usr/lib/gopher-data:

ftp:*:14:50:FTP User:/home/ftp:

pop:*:15:15:APOP Admin:/tmp:/bin/tcsh

nobody:*:99:99:Nobody:/:

rwhite:Kss9Ere9blEjs:500:500:Russell White:/home/rwhite:/bin/tcsh
mpawlawski :bfCAbIvZBIbFM:501:501 :Mike Pawlawski:/home/mpawlawski:/bin/bash
bwoodall:*:502:502:Brent Woodall:/home/bwoodall:/bin/bash

michael: sMs7sGO0rhiWdoU8VabYG7M2:503:503 :Michael Turner:/home/michael:/bin/zsh

The /etc/shadow File

The speed of home computers began making dictionary attacks against password lists easier
for hackers to accomplish. This led to the separation of the encrypted passwords from the
/etc/passwd file. The /ete/passwd file would remain readable by all users, but the passwords
kept in the /etc/shadow file would be readable only by those programs with root privileges,
such as the login program. An x is typically placed in the password field of /etc/passwd to
indicate that the encrypted password actually exists in the shadow file.

In addition to the encrypted password field, the /etc/shadow file contains information
about password expiration and whether the account is disabled. The format of each line in
the /etc/shadow file contains the following:
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Login name

Encrypted password

Days since Jan. 1, 1970, that the password has been changed

Days before the password may be changed

Days after which the password must be changed

Days before the password is about to expire that the user is warned
Days after the password is expired that the account is disabled
Days since Jan. 1, 1970, that the account has been disabled
Reserved field
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Each user has a one-line entry with a colon delimiter. Here’s an example:

rwhite:boQavhhaCKaXg:10750:0:99999:7:-1:-1:134529868

Entries with a —1 imply infinity. In the case where a —1 appears in the field indicating the
number of days before a password expires, you are effectively tagging a user as never having
to change his or her password.

The /etc/group File

As you know, each user belongs to at least one group, that being the user’s default group. Users
may then be assigned to additional groups if needed. The /etc/passwd file contains each user’s
default GID. This GID is mapped to the group’s name and other members of the group in the
/etc/group file. The format of each line in the /etc/group file is

Group name
Encrypted password for the group

GID number

Comma-separated list of member users

Again, each field is separated from the preceding one by a colon. An entry looks similar
to this:

project:baHrE1KPNjrPE:102:rwhite, hdc

Also like the /ete/passwd file, the group file must be world-readable so that applications
can test for associations between users and groups. Group names should not exceed eight
characters, and the GID should be unique for each group. Finally, the comma-separated list
of users is used only for users for whom particular groups are not their default group.

If you want to include a group that does not have a password, you can set the entry like this:

project:baHrE1KPNjrPE:102:rwhite, hdc

If you want a group to exist, but you don’t want to allow anyone to change his working
group to this group (good for applications that need their own group but no valid reason exists
for a user to be working inside that group), use an asterisk in the password field. For example:

project:*:102:
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Progress Check

CRITICAL SKILL

1. Name the fields stored in the /etc/passwd file.
2. Name the fields stored in the /etc/shadow file.

3. Name the fields stored in the /etc/group file.

Employing User Management Tools

The wonderful part about having password database files that have a well-defined format in
straight text is that it is easy for anyone to be able to write his or her own management tools.
Indeed, many site administrators have already done this in order to integrate their tools along
with the rest of their organization’s infrastructure. They can start a new user from the same
form that lets them update the corporate phone and e-mail directory, LDAP servers, web
pages, and so on. Of course, not everyone wants to roll their own tools, which is why Linux
comes with several prewritten tools that do the job for you.

In this section, you’ll learn about user management tools that work from both the
command-line interface and the graphical user interface (GUI). Of course, learning how to use
both is the preferred route, for you never know under what circumstances you may one day
find yourself adding users.

Command-Line User Management

You can choose from among six command-line tools to perform the same actions performed
by the GUI tool: useradd, userdel, usermod, groupadd, groupdel, and groupmod. The
obvious advantage to using the GUI tool is ease of use. However, the disadvantage is that
actions that can be performed with it cannot be automated. This is where the command-line
tools become very handy.

1. The /ete/passwd file contains the following colon-delimited fields: login name; encrypted password; UID; default GID;
full user name; home directory; and login shell.

2. The /etc/shadow file contains the following colon-delimited fields: login name; encrypted password; days since Jan. 1,
1970, that the password was changed; days before the password may be changed; days after which the password must be
changed; days before the password is about to expire that the user is warned; days after the password is expired that the
account is disabled; days since Jan. 1, 1970, that the account has been disabled; and a reserved field.

3. The /etc/group file contains the following colon-delimited fields: group name; encrypted password for the group; GID
number; and a comma-separated list of member users.
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Linux distributions other than Red Hat may have slightly different parameters than the
tools used here. To see how your particular installation is different, read the man page
for the particular program in question.

useradd

As the name implies, useradd allows you to add a single user to the system. Unlike the GUI
tool, it offers no interactive prompts. Instead, all parameters must be specified on the command
line. Here’s how you use this tool:

useradd [-c comment] [-d homedir] [-e expire date] [-f inactive time]
[-g initial group][-G group[,...]] [-m [-k skeleton dir]] [-M]
[-s shell] [-u uid [-0]] [-n] [-r] login

Don’t be intimidated by this long list of options! You’ll examine them one at a time and
discuss their relevance.

Before you dive into these options, take note that anything in the square brackets is optional.
Thus, to add a new user with the login rwhite, you could issue a command as simple as this:

[root@tedford /root]# useradd rwhite

Default values are used for any unspecified values. (To see the default values, simply run
useradd -D; the module will describe how to change the defaults shortly.) Table 5-1 shows the
command options and their descriptions.

Option Description

—c comment | Allows you to set the user’s name in the GECOS field. As with any command-line
parameter, if the value includes a space, you will need to put quotes around the text.
For example, fo set the user’s name to Russell White, you would have to specify —¢
“Russell White”.

-d homedir By default, the user’s home directory is /home/login (for example, if the login is

rwhite, the home directory would be /home/rwhite). When creating a new user,
the user’s home directory gets created along with the user account. So if you want
to change the default to another place, you can specify the new location with this
parameter—for example, -d /home/sysadmin/rwhite.

-e expire-date

It is possible for an account to expire after a certain date. By default, accounts never
expire. To specify a date, be sure to place it in MM/DD/YY format (specify 00 for the
year 2000 for this system)—for example, use —e 04/01/03 for the account to expire
on April 1, 2003.

Table 5-1 Options for the useradd Command
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Description

-f inactive-time

This option specifies the number of days after a password expires that the account is still
usable. A value of O (zero) indicates that the account is disabled immediately. A value

of =1 will never allow the account to be disabled, even if the password has expired (for
exqmple, —f 3 will allow an account fo exist for three dqys after a pdssword has expired).
The default value is 1.

—g initial-group

Using this option, you can specify the default group the user has in the password file.
You can use a number or name of the group; however, if you use a name of a group,
the group must exist in the /etc/group file—for example, —g project.

-G groupl,...]

This option allows you to specify additional groups to which the new user will belong.
If you use the =G option, you must specify at least one additional group. You can,
however, specify additional groups Ey separating them with commas. For example,
to add a user to the project and admin groups, you should specify -G project,admin.

-m [k skel-dir]

By default, the system automatically creates the user’s home directory. This option is
the explicit command to create the user’s home directory. Part of creating the directory
is copying default configuration files into it. These files come from the /etc/skel
directory by default. You can change this by using the secondary option -k skel dir.
(You must specify —m in order to use —k.) For example, to specify the /etc/adminskel
directory, you would use -m -k /etc/adminskel.

If you used the —m option, you cannot use -M, and vice versa. This option tells the
command not to create the user’s home directory.

-n

Red Hat Linux creates a new group with the same name as the new user’s login as part
of the process of adding a user. You can disable this behavior by using this option.

-s shell

A user’s login shell is the first program that runs when a user logs in to a system. This is
usually a command-line environment, unless you are logging in from the X login screen.
By deFauh, this is the Bourne Shell (/bin/bash), though some folks like other s?ne"s such

as the Turbo C Shell (/bin/tesh). This option lets you choose whichever shell you would

like to run for the new user upon login. (A list of shells is available in /etc/shells.)

-u uvid

By default, the program will automatically find the next available UID and use it. If for
some reason you need to force a new user’s UID fo be a particular value, you can use
this option. Remember that UIDs must be unique for all users.

Login

Finally, the only parameter that isn’t optional! You must specify the new user’s login name.

Table 5-1 Options for the useradd Command (continued)

For example, to create a new user whose name is Mike Pawlawski, who is a member of the
admin and support groups (default group admin), and who prefers using the Turbo C Shell and
wants the login name mpawlawski, you would use this line:

[root@tedford /root]# useradd -c "Mike Pawlawski" -g admin -G support \
> -s /bin/tcsh mpawlawski
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userdel
The userdel command does the exact opposite of useradd—it removes existing users. This

straightforward command has only one optional parameter and one required parameter:

userdel [-r] username

By running the command with only the user’s login specified on the command line, for
example, userdel rwhite, all of the entries in the /etc/passwd and /etc/shadow files, and
references in the /etc/group file, are automatically removed. By using the optional parameter
(for example, userdel -r rwhite) all of the files owned by the user in his home directory are
removed as well.

usermod
The usermod command allows you to modify an existing user in the system. It works in

much the same way as useradd. The exact command-line usage is as follows:

usermod [-c comment] [-d homedir] [-m] [-e expire date]
[-f inactive time] [-g initial group]
[-G groupl[,...]] [-1 login] [-s shell]

[-u uid] login

Every option you specify when using this command results in that particular parameter being
changed about the user. All but one of the parameters listed here are identical to the parameters
documented for the useradd program. That one option is —1.

The -1 option allows you to change the user’s login name. This and the —u option are the
only options that require special care. Before changing the user’s login or UID, you must make
sure the user is not logged in to the system or running any processes. Changing this information
if the user is logged in or running processes will cause unpredictable results.

Here’s an example of using usermod to change user mpawlawski such that his comment
field reads Number Nine instead of Mike Pawlawski:

[root@tedford /root]# usermod -c "Number Nine" mpawlawski

groupadd

The group commands are similar to the user commands; however, instead of working on
individual users, they work on groups listed in the /ete/group file. Note that changing group
information does not cause user information to be automatically changed. For example, if you
remove a group whose GID is 100 and a user’s default group is specified as 100, the user’s
default group would not be updated to reflect the fact that the group no longer exists.

The groupadd command adds groups to the /ete/group file. The command-line options
for this program are as follows:

groupadd [-g gid] [-r] [-f] group

Table 5-2 shows command options and their descriptions.
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Description

-g gid

Specifies the GID for the new group as gid. By default, this value is automatically chosen
by finding the first available value.

-r

By default, Red Hat searches for the first GID that is higher than 499. The -r options tell

GID under 499.

groupadd that the group being added is a system group and should have the first available

When adding a new group, Red Hat Linux will exit without an error if the specified group
to add d|rea§y exists. By using this option, the program will not change the group setting
before exiting. This is useful in scripting cases where you want the script fo continue if the
group a|reac?y exists.

group

This option is required. It specifies the name of the group you want to add to be group.

Table 5-2 Options for the groupadd Command

Suppose, for example, that you want to add a new group called research with the GID 800.

To do so, you would type the following command:

[ro

ot@tedford /root]# groupadd -g 800 research

groupdel
Even more straightforward than userdel, the groupdel command removes existing groups
specified in the /etc/group file. The only usage information needed for this command is

gro

updel group

where group is the name of the group to remove. For example, if you wanted to remove the

rese

[ro

arch group, you would issue this command:

ot@tedford /root]# groupdel research

groupmod

The groupmod command allows you to modify the parameters of an existing group. The options

for this command are

gro

where the —g option allows you to change the GID of the group, and the —n option allows you
to specify a new name of a group. Additionally, of course, you need to specify the name of the

exis

upmod -g gid -n group-name group

ting group as the last parameter.
For example, if the superman research group wanted to change its name to batman, you

would issue the command:

[ro

ot@tedford /root]# groupmod -n batman superman
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m Creating a User Directory

Seeing the user management tools in the abstract is all well and good, but when the rubber hits
the road, you’ll have users and groups to organize and implement in your own environment.
In this project, you’ll be working with a list of employees from a small company to configure
the user directory properly.

Step by Step
1. Begin by getting a handle on the employees and their groupings. In this company, there are
two primary organizations: the research and development group, and the customer support
group. Each group will need to share files and resources internally. The research group consists
of three users: blee; dalbers; and pdedood. The support group consists of five users: dgranda;
jwang; pvenet; dnenni; and mmiller.

2. There are some secondary organizational groupings that will require configuration. Three
of the users serve in executive officer roles and will need to share private information not
accessible by the other users. These executives are: dalbers; dnenni; and pdedood.

3. Another secondary grouping is among the application engineers. Users dgranda, jwang,
and mmiller will need to run the bug tracking and documentation databases.

4. One final grouping is among administrative users. Users blee, dalbers, and mmiller have
account information, support contract information, router passwords, and other data that
will need to be kept confidential.

5. Arrange the users by primary and secondary groups.
6. Now use the groupadd command to add each of the groups described in steps 1-4.

7. Use the useradd command to add each of the user accounts and make them members
of their primary group and any additional groups of which they should be members.

Project Summary

Half the battle in this project is simply organizing the group information so that all users are
mapped to the correct groups. The mechanics of adding groups and users are straightforward.
Note that you don’t have the users’ full names, so you can omit the -¢ option when using the
useradd command.
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Using redhat-config-users to
Manipulate Users and Groups

The redhat-config-users utility can be used to create, delete, and modify users and groups
on a Red Hat Linux 8.0 system.

To start redhat-config-users, be sure you have started the X environment. You can start
the utility by going to the Red Hat icon on the panel and selecting System Settings, and then
Users and Groups. If you prefer, you can start the program by entering the command redhat-
config-users from a terminal window.

If you are not logged on as the root user (and you shouldn’t be, remember), you will be
prompted for the root password. Once redhat-config-users has started, you will see the contents
of the current user database, which may look like Figure 5-1.

From this window, you can perform the three basic functions: add, modify, and delete
users and groups.

(hal Red Hat User Manager - 0%

FEile Preferences Help

8 @
Add User Add Group Froperties  Delete Help Refresh
Search filter: | | |Appl',,-' filter|

User Name |User ID V|Pn’maw Group |Full Name |L0gin Shell |H0me Directory

albers 501 users Daniel Albers /binftcsh /home/albers

dedood 502 USEers Paul de Dood /hinftesh /home/dedood

brianl 503 users Brian Lee /binftcsh [home/brianl

millerm 506 users Michael Miller /binftcsh [home/millerm

jermyw 510 users Jerry Wang /binftcsh /homefjerryw

granda 515 USEers David Granda /hinftesh /homefgranda
uvhite 800 users Russell White /binftcsh [homefrwhite J

Figure 5-1 The redhat-config-users tool lists the contents of the current user database.
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Adding a User

To add a user, begin by clicking the Add User button on the redhat-config-users toolbar.
This will change the window, as shown here.

Sl Create New User =IES
[ user Name:  mpawdawski |
Full Name: Mike Pawlawski |
Password: [ |
Confirm Password: | = |
Login Shell |/bin/bash [~]

Create home directory

Home Directory: | /home/mpawlawski |

Create a private group for the user

Specify user ID manually

‘ X cancel H ﬁgi( ‘

These contents of the fields in the windows shown in the next illustration correlate to the
entries in the useradd program. After you have established the parameters to your liking, click
the OK button at the bottom of the window. You are returned to the list of the contents of the
user database, complete with your new addition.

Modifying a User
Modifying a user’s settings is quite simple. In redhat-config-users’s main window, select the
user whose settings you wish to modify, then click the Properties button on the toolbar. You’ll
see a window similar to that shown next, which looks similar to the add user settings, except
that there are some additional tabs for further configuring the user account. Under the Account
Info tab, you can set an expiration date for the account or lock the account immediately. The
Password Info tab allows you to enable password expiration and set the related fields in the
/ete/passwd file. Finally, the Groups tab lists all available groups and allows you to check or
uncheck boxes to configure the user’s group membership.
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Definition

/sbin/pam_filter

Filters that have the opportunity to examine all of the input and output from a
user and a running application. This is a very discrete way of setting up logs
and traps, but it is rarely used.

/sbin Supplementary tools that may be called on from library functions.

/lib The actual PAM library that manages the authentication process. Depending
on the application’s configuration, it calls on the appropriate module in the
/lib/security directory.

/lib/security Dynamically loaded authentication modules called by the actual PAM library.

/usr/include/security

Special header files for developers.

/etc/security

Configuration files for the modules located in /lib/security.

/etc/pam.d

Configuration files for each application that uses PAM. If an application that uses
PAM does not have a specific configuration file, the default is automatically used.

Table 5-3 PAM Configuration File Locations

Well, maybe not. The reason PAM allows this is that not all applications are created equal. For
instance, a POP mail server that uses the Qpopper mail server may want to allow all of a site’s
users to fetch mail, but the login program may only want to allow certain users to be able to
log in to the console. To accommodate for this, PAM needs a configuration file for POP mail
that is different from the configuration for the login program.

Configuring PAM
The configuration files described here are the ones located in the /ete/pam.d directory. If you
want to change the configuration files that apply to specific modules in the /ete/security directory,
you should consult the documentation that came with the module. (Remember, PAM is just a
framework. Specific modules can be written by anyone.)
The nature of a PAM configuration file is very interesting because of its “stackable” nature.
That is, every line of a configuration file is evaluated during the authentication process (with the

exceptions shown next). Each line specifies a module that performs some authentication task and

returns either a success or failure flag. A summary of the results is returned to the application

program calling PAM.

NOTE i{\

By “failure,” | do not mean the program did not work. Rather, | mean that when some
process was done to verify whether a user could do something, the return value was
“NO.” PAM uses the terms “success” and “failure” to represent this information that
is passed back fo the calling application.
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Each file consists of lines in the following format:

module_ type control_flag module_path arguments

where module_type represents one of four types of modules: auth, account, session, or
password. Comments must begin with the hash (#) character. Table 5-4 lists these module
types and their functions.

The control_flag allows you to specify how you want to deal with the success or failure
of a particular authentication module. The control flags are described in Table 5-5.

The module_ path specifies the actual directory path of the module that performs the
authentication task. For a full list of modules, visit PAM’s web site (http:// www.kernel.org/
pub/linux/libs/pam).

The final entry in a PAM configuration line is arguments. These are the parameters passed to
the authentication module. Although the parameters are specific to each module, there are some
generic options that can be applied to all modules. These arguments are described in Table 5-6.

An Example PAM Configuration File

Let’s examine a sample PAM configuration file, /etc/pam.d/login:

$PAM-1.0

auth
auth
auth
account
password
password
session

required /lib/security/pam_securetty.so

required /1lib/security/pam_pwdb.so shadow nullok

required /1lib/security/pam nologin.so

required /1lib/security/pam_pwdb.so

required /1lib/security/pam cracklib.so

required /1lib/security/pam pwdb.so shadow nullok use_authtok

required /1lib/security/pam pwdb.so

You can see that the first line begins with a hash symbol and is therefore a comment.
Thus you can ignore it. Let’s go on to line 2:

auth required /lib/security/pam_securetty.so

Module Type |Function

auth Instructs the cépp“cotion program to prompt the user for a password and then grants
both user and group privileges.

account Performs no authentication but determines access based on other factors such as time
of day or location of the user. For example, the root login can be given only console
access this way.

session Specifies what, if any, actions need to be performed before or after a user is logged
in (for example, logging the connection).

password Specifies the module that allows users to change their passwords (if appropriate).

Table 5-4 PAM Module Type Descriptions
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Description

required

If this flag is specified, the module must succeed in authenticating the individual. If it fails,
the returned summary value must be failure.

requisite

This flag is similar to required; however, if requisite fails authentication, modules listed
after it in the configuration file are not called, and a failure is immediately returned to
the application. This allows you to require certain conditions to hold true before even
accepting a login attempt (for example, the user is on the local area network and
cannot come from over the Internet).

sufficient

If a sufficient module returns a success and there are no more required or sufficient
control flags in the configuration file, PAM returns a success to the calling application.

optional

This flag allows PAM fo continue checking other modules even if this one has failed.
You will want to use this when the user is allowed to log in even if a particular module

has failed.

Table 5-5 PAM Authentication Module Control Flags

Since the module_type is auth, PAM will want a password. The control_flag is set to
required, so this module must return a success, or the login will fail. The module itself,

pam_securetty.so, verifies that logins on the root account can only happen on the terminals

mentioned in the /etc/securetty file. There are no arguments on this line.

auth

required /1lib/security/pam_pwdb.so shadow nullok

Similar to the first auth line, line 3 wants a password for authentication, and if the
password fails, the authentication process will return a failure flag to the calling application.

Argument Description
debug Sends debugging information to the system logs.
no_warn Does not give warning messages to the calling application.

use_first_ pass

Does not prompt the user for a password a second time. Instead, the passworcl
they entered the first time determine their e|i?ibi|iry to enter the system. (This is
for configurations where two different modules require a password to continue.)

try_first_pass

This option is similar to use_first_ pass, where the user is not prompted for a
password the second time. However, if the existing password causes the module
to return a Fai|ure, the user is then asked to enter a second password, and the
module is tried again.

use_mapped_ pass | Passes the password from a previous module into the current one, much like

use_first_ pass. However, the password is then used to generate an encryption
or decryption key.

Table 5-6 PAM Authentication Module Parameters
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The pam_pwdb.so module checks the /ete/passwd file and with the shadow parameter, it
checks the /etc/shadow file as well. The nullok parameter tells it that having no password is
okay. (Normally empty passwords mean that the account is locked.)

auth required /1lib/security/pam _nologin.so

In line 4, the pam_nologin.so module checks for the /etc/nologin file. If it is present, only
root is allowed to log in; others are turned away with an error message. If the file does not exist,
it always returns a success.

account required /lib/security/pam_pwdb.so

In line 5, since the module_type is account, the pam_pwdb.so module acts differently.
It silently checks that the user is even allowed to log in (e.g., “has their password expired?”).
If all the parameters check out okay, it will return a success.

password required /1lib/security/pam_cracklib.so

The module_type of password in line 6 means that this module will only be applied
during password changes. The pam_cracklib.so module performs a variety of checks to see
whether a password is “too easy” to crack by potential intruders.

password required /lib/security/pam_pwdb.so shadow nullok
use_authtok

Line 7 offers another example of the versatility of the pam_pwdb.so module. With the
module_type set to password, it will perform the actual updating of the /etc/passwd file. The
shadow parameters tell it to check for the existence of the /etec/shadow file and update that file
if it does exist. The nullok parameter allows users to change their passwords from empty entries
to real passwords. The last option, use_authtok, forces pam_pwdb.so to use the password
retrieved from a previous module_type entry of password.

session required /1lib/security/pam_pwdb.so

The final usage of the pam_pwdb.so module is for module_type session. This time, it sends
login successes and failures to the system logs.

The “Other” File

As mentioned earlier, if PAM cannot find a configuration file that is specific to an application,
it will use a generic configuration file instead. This generic configuration file is called /etc/pam.d/
other. By default, the “other” configuration file is set to a paranoid setting so that all authentication
attempts are logged and then promptly denied. It is recommended you keep it that way.
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"Doh! | Can't Log In!”

Don’t worry—screwing up a setting in a PAM configuration file happens to everyone. Consider
it part of learning the ropes. First thing to do: Don’t panic. As when dealing with most configuration
errors under Linux, you can fix things by booting into single-user mode (see Module §) and
fixing the errant file.

If you’ve screwed up your login configuration file and need to bring it back to a sane state,
here is a safe setting you can put in:

W
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auth required /lib/security/pam_unix_auth.so
account required /1lib/security/pam_unix_acct.so
password required /1lib/security/pam_unix_passwd.so
session required /1lib/security/pam_unix_session.so

This setting will give Linux the default behavior of simply looking into the /etc/passwd
file for a password. This should be good enough to get you back in, where you can make the
changes you meant to make!

Debugging PAM

Like many other Linux services, PAM makes excellent use of the system log files. (You can
read more about them in Module 8.) If things are not working the way you want them to work,
begin by looking at the end of the log files and see if PAM is spelling out what happened. More
than likely, it is. You should then be able to use this information to change your settings and
fix your problem.

Tw“/i\‘“

If you are running in X, you can monitor the log file in real time by using the tail
command in a window like so:

[root@tedford /root]# tail -f /var/log/messages

where /var/log/messages is the name of the log file that you want to monitor. If you
aren’t sure which file to check, start with /var/log/messages. Then check the /var/log
directory and see what other files are there. You can use the tail command with any

of them. In another window, try doing what you are testing out. If PAM generates any
messages, you will see them in your tail window immediately.

Module Summary

This module documents the nature of users under Linux. Much of what you read here also applies
to other variants of UNIX, which makes administering users in heterogeneous environments much
easier with different UNIXs than NT/UNIX.
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Following are the most significant issues covered in this module:

Each user gets a unique UID.

Each group gets a unique GID.

The /etc/passwd file maps UIDs to usernames.

Linux handles encrypted passwords in multiple ways.
Linux includes tools that help you administer users.

Should you decide to write your own tools to manage the user databases, you’ll now
understand the format for doing so.

PAM, the Pluggable Authentication Modules, is Linux’s generic way of handling
multiple authentication mechanisms.

These changes are pretty significant for an administrator coming from the Windows

environment and can be a little tricky at first. Not to worry, though—the UNIX security model
is quite straightforward, so you should quickly get comfortable with how it all works.

If the idea of getting to build your own tools to administer users appeals to you, definitely

look into books on the Perl scripting language. It is remarkably well suited for manipulating
tabular data (such as the /etc/passwd file). With Perl’s networking facilities and NT/2000
support, Linux even lets you build a cross-platform adduser tool that can create and set up
both UNIX and NT accounts. With so many books on Perl out there, each with a slightly
different angle and assuming a slightly different level of programming background, it’s tough
to make a single book recommendation. Take some time and page through a few books at your
local bookstore.

Modu/e 5 Mastery Check

B W N

. To what does GID refer?
. To what does UID refer?
. What improved encryption scheme can be used to encrypt passwords in Red Hat Linux 8.0?

. In which file would you find the encrypted passwords that use the scheme alluded to in

Question 1?

. Which users can view the contents of the file referenced in Question 3?



11.
12
13.

14.

15.
16.
17.
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. What character can be added to a password field to disable the password so that a user

cannot log into the system?

. By default, in which directory are the configuration files stored for use when a user is

added to the system?

. When adding a system group, how can you tell the system to use the first available GID

lower than 499?

. How could you remove all a user’s files when removing the user’s account?

. Which of the following can be used to graphically manage users and groups in Red Hat

Linux 8.0?

A. redhat-config-group
B. redhat-config-users
C. Xusers

D. KuserGroupManager

What does it mean to run a program SetUID root?
What command provides somewhat more security than using SetUID root?

What command is used to configure a system to use the command referred to in
Question 12?

What does it mean if a directory listing shows files that are owned by a number instead
of'a name?

Where would you find configuration files for programs that use PAM?
What are the four types of PAM modules?

Describe the four PAM control flags.
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Module6

The Command Line

CRITICAL SKILLS

6.1  Switch Users: su

6.2  Use the BASH Shell

6.3  Review Command-Line Documentation

6.4  Understand File Listings, Ownerships, and Permissions
6.5 Manage and Manipulating Files

6.6  Track and Terminating Processes

6.7  Use Miscellaneous Command-Line Tools

6.8  Edit Text Files

6.9  Review Linux File System Standards
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Over time, it’s been UNIX’s command-line options that have given the system its power

and flexibility. Casual observers of UNIX gurus are often astounded at the results of a
few carefully entered commands. Unfortunately, this power makes UNIX less intuitive to the
average user. For this reason, graphical user interfaces (GUIs) have become the de facto
standard for many UNIX tools.

More experienced users, however, find that it is difficult for a GUI to present all of the
available options. Typically, doing so would make the interface just as complicated as the
command-line equivalent. The GUI design is often oversimplified, and experienced users
ultimately return to the comprehensive capabilities of the command line.

TlP“/ﬁ\‘“

Debating the merits of the interfaces is pointless. Each has its weaknesses and benefits.
In the end, the person who chooses to master both methods will come out ahead.

Before you begin your study of the command-line interface under Linux, understand that
this module is far from an exhaustive resource. Rather than trying to cover all the tools without
any depth, this Module describes thoroughly a handful of tools believed to be most critical for
day-to-day work.

NOTE i{\

CRITICAL SKILL

For this module, assume that you are logged in, can become the root user, and have
started the X Window System environment. (Most of these commands, however, will
work without X running, if you log in to the console instead.) You can open a terminal
window by going to the Red Hat menu and then selecting System Tools and then
Terminal. All of the commands you enter in this module should be typed into the
window that appears after the Terminal icon is selected.

Switching Users: su

Once you have logged in to the system as one user, you need not log out and back in again in
order to assume another identity (the root user, for instance). Instead, use the su command to
switch. This command has only two command-line parameters, both of which are optional.

Running su without any parameters will automatically try to make you the root user.
You’ll be prompted for the root password and, if you enter it correctly, will drop down to a
root shell. If you are already the root user and want to switch to another ID, you don’t need
to enter the new password when you use this command.
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For example, if you’re logged in as yourself and want to switch to the root user, type this
command:

[michael@workbox michael]$ su

If you’re logged in as root and want to switch to, say, user rwhite, enter this command:

[root@workbox michaell# su rwhite

" The Command Line &

The optional hyphen (-) parameter tells su to switch identities and run the login scripts for
that user. For example, if you’re logged in as root and want to switch over to user rwhite with
all of his login and shell configurations, type this command:

[root@workbox michael]$ su - rwhite

Some of the commands covered in this module can be used only as root. It’s a bad practice
to do all of your work logged in as root, however. You should assume root only when you
need to. Commands like su make it easier to become root to do the things you need and leave
it behind when you’re finished.

CRITICAL SKILL

W3 sing the BASH Shell

In Module 5, you learned that one of the parameters for a user’s password entry is that user’s
login shell, which is the first program that runs when a user logs in to a workstation. The shell
is comparable to the Windows Program Manager, except that the shell program used, of course, is
arbitrary.

A shell is simply a program that provides an interface to the system. The original shell
common among UNIX systems was the Bourne shell, commonly referred to as sh. The Bourne
Again Shell (BASH) is a free software shell based on the original Bourne shell, but with a few
enhancements. It is a command-line-only interface containing a handful of built-in commands,
the ability to launch other programs, and the ability to control programs that have been launched
from it (job control). Think of it as a command.com or a cmd on steroids.

A variety of shells exist, most with similar features but different means of implementing
them. Again for the purpose of comparison, you can think of the various shells as web
browsers; among several different browsers, the basic functionality is the same—displaying
content from the Web. In any situation like this, everyone proclaims that their shell is better
than the others, but it all really comes down to personal preference.

In this section, you’ll examine some of BASH’s built-in commands. A complete reference
on BASH could easily be a book in itself, so in this module, you’ll stick with the commands that
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most affect the daily operations of a systems administrator. However, I do recommend that you
eventually study BASH’s operations. There’s no shortage of excellent books on the topic.

Job Control

When working in the BASH environment, you can start multiple programs from the same
prompt. Each program is a job. Whenever a job is started, it takes over the ferminal. (This is a
throwback to the days when actual dumb terminals such as VT-100s and Wyse-50s were used
to interface with the machine.) On today’s machines, the terminal is either the straight-text
interface you see when you boot the machine or the window created by the X Window System
on which BASH runs. (A terminal interface in X is called a pseudo tty, or pty for short.) Ifa
job has control of the terminal, it can issue control codes so that text-only interfaces (the pine
mail reader, for instance) can be made more attractive. Once the program is done, it gives full
control back to BASH, and a prompt is redisplayed for the user.

Not all programs require this kind of terminal control, however. Some, including programs
that interface with the user through the X Window System, can be instructed to give up
terminal control and allow BASH to present a user prompt, even though the invoked program
is still running. In the following example, Mozilla receives such an instruction, represented by
the ampersand suffix:

[michael@workbox michael]$ mozilla &

Immediately after you press ENTER, BASH will present a prompt. This is called backgrounding
the task. Folks who remember Windows NT prior to version 4 will remember having to do
something similar with the Start command.

If a program is already running and has control of the terminal, you can make the program
give up control by pressing CTRL-Z in the terminal window. This will stop the running job
altogether and return control to BASH so that you can enter new commands.

At any given time, you can find out how many jobs BASH is tracking by typing this command:

[michael@workbox michael]$ jobs

The running programs that are listed will be in one of two states: running or stopped. If a
job is stopped, you can start it running in the background, thereby allowing you to keep control
of the terminal. Or a stopped job can run in the foreground, which gives control of the terminal
back to that program.

To run a job in the background, type

[michael@workbox michael]$ bg number

where number is the job number you want to background. If you omit the number, the most
recent job is assumed. To run a job in the foreground, type
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[michael@workbox michael]$ £g number

where number is the job number you want in the foreground. Again, omitting the number will
refer to the most recently stopped job.

NOTE K{\

You cannot (usefully) background a task that requires interaction through the
terminal window.

Environment Variables
Every instance of a shell that is running has its own “environment”—settings that give it a
particular look, feel, and, in some cases, behavior. These settings are typically controlled by
environment variables. Some environment variables have special meanings to the shell, but
there is nothing stopping you from defining your own and using them for your own needs.
It is with the use of environment variables that most shell scripts are able to do interesting
things and remember results from user inputs as well as program’s outputs. If you are already
familiar with the concept of environment variables in Windows NT/2000/.NET Server, you’ll
find that many of the things that you know about them will apply to Linux as well; the only
difference is how they are set, viewed, and removed.

Display Environment Variables
To list all of your environment variables, use the printenv command. For example:

[michael@workbox michael]$ printenv

To show a specific environment variable, specify the variable as a parameter to printenv.
For example, here is the command to see the environment variable OSTYPE:

[michael@workbox michael]l$ printenv OSTYPE
Sefting Environment Variables
To set an environment variable, use the following format:

[michael@workbox michael]$ variable=value

where variable is the variable name, and value is the value you want to assign the variable.
For example, here is the command to set the environment variable FOO with the value BAR:

[michael@workbox michael]$ FOO=BAR
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Once the value is set, use the export command to finalize it. The format of the export
command is as follows:

[michael@workbox michael]l$ export variable

where variable is the name of the variable. In the example of setting FOO, you would enter
this command:

[michael@workbox michael]l$ export FOO

nP"“/i\‘“

With BASH you can combine the steps for sefting an environment variable with
the export command, like so:
[michael@workbox michael]$ export FOO=BAR

If the value of the environment variable you want to set has spaces in it, surround the
variable with quotation marks. Using the preceding example, to set FOO to “Welcome to
the BAR of FOO.”, you would enter

[michael@workbox michael]$ export FOO="Welcome to the BAR of FOO."

Unsetting Environment Variables
To remove an environment variable, use the unset command:

[michael@workbox michael]$ unset variable

where variable is the name of the variable you want to remove. For example, here is the
command to remove the environment variable FOO:

[root@tedford] # unset FOO

NOTE K{\

This section assumed that you are using BASH. There are many other shells to choose
from; the most popular alternatives are C-Shell (csh) and its brother Turbo C-Shell (tcsh),
which use different mechanisms for getting and setting environment variables. For more
information, read the manual page (see “The man Command” section later in this
module) for the shell you prefer. | document BASH here because it is the default shell of
all new Linux accounts.
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Pipes
F3Dz‘pes are a mechanism by which the output of one program can be sent as the input to another
program. Individual programs can be chained together to become extremely powerful tools.
Let’s use the grep program to provide a simple example of pipes usage. The grep utility,
given a stream of input, will try to match the line with the parameter supplied to it and display
only matching lines. For example, if you were looking for all environment variables containing
the string “OSTYPE”, you could enter this command:
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[michael@workbox michael]$ printenv | grep "OSTYPE"

The vertical bar (| ) character represents the pipe between printenv and grep.

The command shell under Windows also utilizes the pipe function. The primary difference
is that all commands in a Linux pipe are executed concurrently, whereas Windows runs each
program in order, using temporary files to hold intermediate results.

Redirection
Through redirection, you can take the output of a program and have it automatically sent to a
file. The shell rather than the program itself handles this process, thereby providing a standard
mechanism for performing the task. (Using redirection is much easier than having to remember
how to do this for every single program!)

Redirection comes in three classes: output to a file, append to a file, and send a file
as input.

To collect the output of a program into a file, end the command line with the greater than
symbol (>) and the name of the file to which you want the output redirected. If you are
redirecting to an existing file and you want to append additional data to it, use two > symbols
back-to-back (>>) followed by the filename. For example, here is the command to collect the
output of a directory listing into a file called /tmp/directory_listing:

[michael@workbox michael]$ 1ls > /tmp/directory listing

Continuing this example with the directory listing, you could append the string “Directory
Listing” to the end of the /tmp/directory_listing file by typing this command:

[michael@workbox michael]$ echo "Directory Listing" >> /tmp/directory listing
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The third class of redirection, using a file as input, is done by using the less than sign (<)
followed by the name of the file. For example, here is the command to feed the /ete/passwd
file into the grep program:

[michael@workbox michael]$ grep 'root' < /etc/passwd

Command-Line Shortcuts

One of the difficulties in moving to a command-line interface, especially from command-line
tools such as command.com, is working with a shell that has a good number of shortcuts.
These refinements may surprise you if you’re not careful. This section explains the most
common of the BASH shortcuts and their behaviors.

Filename Expansion
Under UNIX-based shells such as BASH, wildcards on the command line are expanded before
being passed as a parameter to the application. This is in sharp contrast to the default mode of
operation for DOS-based tools, which often have to perform their own wildcard expansion.
The UNIX method also means that you must be careful where you use the wildcard characters.
The wildcard characters themselves in BASH are identical to those in command.com: the
asterisk (*) matches against all filenames, and the question mark (?) matches against single
characters. If you need to use these characters as part of another parameter for whatever reason,
you can escape them by preceding them with a backslash (\ ) character. This causes the shell
to interpret the asterisk and question mark as regular characters instead of wildcards.

NOTE K{\

Most UNIX documentation refers to wildcards as regular expressions. The distinction is
important since regular expressions are substantially more powerful than just wildcards
alone. All of the shells that come with Linux support regular expressions. You can read
more about them either in the shell’s manual page or in the book Mastering Regular
Expressions by Jeffrey E. F. Friedl (O'Reilly & Associates, 1997).

Environment Variables as Parameters
Under BASH, you can use environment variables as parameters on the command line.
(Although command.com does this as well, it’s not a common practice and thus is an often
forgotten convention.) For example, issuing the parameter $ FOO will cause the value of the
FOO environment variable to be passed rather than the string “$ FOO”.



Red Hat Linux Administration: A Beginner’'s Guide

Multiple Commands
Under BASH, multiple commands can be executed on the same line by separating the
commands with semicolons (;). For example, to execute this sequence of commands on
a single line

[michael@workbox michaell$ 1ls -1
[michael@workbox michael]$ cat /etc/passwd

you could instead type this:

[michael@workbox michaell]$ 1ls -1 ;cat /etc/passwd

Backticks

How’s this for wild: You can take the output of one program and make it the parameter of
another program. Sound bizarre? Well, time to get used to it—this is one of the most useful
and innovative features available in all UNIX shells.

Backticks (*) allow you to embed commands as parameters to other commands. As an

example, this can be used to take a number sitting in a file and pass that number as a parameter
to the kill command. A typical instance of this occurs when the DNS server, named, needs to
be killed. When named starts, it writes its process identification number into the file /var/run/

named.pid. Thus, the generic way of killing the named process is to look at the number in

/var/run/named.pid using the cat command, and then issue the kill command with that value.

For example:

[root@workbox /root]# cat /var/run/named.pid
253
[root@workbox /root]# kill 253

One problem with killing the named process in this way is that it cannot be automated—
we are counting on the fact that a human will read the value in /var/run/named.pid in order to

kill the number. Another issue isn’t so much a problem as it is a nuisance: It takes two steps
to stop the DNS server.

Using backticks, however, you can combine the steps into one and do it in a way that can

be automated. The backticks version would look like this:

[root@workbox /rootl# kill “cat /var/run/named.pid’
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When BASH sees this command, it will first run cat /var/run/named.pid and store the
result. It will then run kill and pass the stored result to it. From your point of view, this happens
in one graceful step.

NOTE i{\

So far in this module, you have looked at features that are internal to BASH.
The remainder of the module explores several common commands accessible

outside of BASH.

CRITICAL SKILL

WH Reviewing Command-Line Documentation

Linux comes with two superbly useful tools for making documentation accessible: man and
info. Currently, a great deal of overlap exists between these two documentation systems
because many applications are moving their documentation to the info format. This format is
considered superior to man because it allows the documentation to be hyperlinked together
in a web-like way, but without actually having to be written in HTML format.

The man format, on the other hand, has been around for decades. For thousands of utilities,
their man (short for manual) pages are their only documentation. Furthermore, many applications
continue to utilize man format because many other UNIX-like operating systems (such as Sun
Solaris) use man format.

Both the man and info documentation systems will be around for a long while to come.

I highly recommend getting comfortable with them both.

nP"“/i\‘“

Red Hat, like many other distributions, also includes a great deal of documentation
in the /usr/share/doc directory.

The man Command

You read quite early in this book that man pages are documents found online that cover the
use of tools and their corresponding configuration files. The format of the man command is
as follows:

[michael@workbox michael]$ man program name
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where program_name identifies the program you’re interested in. For example:

[michael@workbox michaell$ man 1ls

While reading about UNIX and UNIX-related information sources (newsgroups and so
forth), you may encounter references to commands followed by numbers in parentheses—
for example, 1s(1). The number represents the section of the manual pages (see Table 6-1).
Each section covers various subject areas, to accommodate the fact that some tools (such as
printf) are commands in the C programming language as well as command-line commands.

To refer to a specific man section, simply specify the section number as the first parameter
and then the command as the second parameter. For example, to get the C programmers’
information on printf, you’d enter this:

[michael@workbox michael]$ man 3 printf

To get the command-line information, you’d enter this:

[michael@workbox michael]$ man 1 printf

By default, the lowest section number gets displayed first.

Unfortunately, this organization is sometimes difficult to use. You may find it helpful to
use the graphical interface for this library of documentation, developed as part of the GNOME
project; it’s called gnome-help. If you have installed GNOME on a system, you can always
start it from a terminal window yourself with this command:

[michael@workbox michael]$ gnome-help

Manual Section | Subject

1 User tools

System calls

C library calls

Device driver information

Configuration files

Games

N OO | MWD

Packages

8 System tools

Table 6-1 Man Page Section Descriptions
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A handy option to the man command is —k preceding the command parameter.
With this option, man will search the summary information of all the man pages
and list pages matching your specified command, along with their section number.
For example:

[michael@workbox michael]$ man -k printf

The fexinfo System

CRITICAL SKILL

Another common form of documentation is texinfo. Established as the GNU standard, texinfo
is a documentation system similar to the hyperlinked World Wide Web format. Because
documents can be hyperlinked together, texinfo is often easier to read, use, and search.

To read the texinfo documents on a specific tool or application, invoke info with the
parameter specifying the tool’s name. For example, to read about emacs, type:

[michael@workbox michael]$ info emacs

In general, you will want to verify that a man page exists before using info (there is still
a great deal more information available in man format than in texinfo). If you run info on a
command that isn’t described in texinfo but does have a man page, the information from man
is often displayed. On the other hand, some man pages will explicitly state that the texinfo
pages are more authoritative and should be read instead.

While info is a much more powerful system, it’s also more complex as a result. A good
starting place may be:

[michael@workbox michael]$ info info

Alternatively you may want to start info, and press CTRL-H to bring up the help menu, and then
press H to start the built-in tutorial.

Understanding File Listings,
Ownerships, and Permissions

Managing files under Linux is different than managing files under Windows 2000/.NET, and
radically different from managing files under Windows 95/98. This section discusses basic file
management tools for Linux. We’ll start with specifics on some useful general-purpose commands
and then step back and look at some background information.
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Listing Files: Is

The Is command is used to list all the files in a directory. Of more than 26 available options,

the ones listed here are the most commonly used. The options can be used in any combination.

See the texinfo page for a complete list.

Option for Is

Description

Long |isting. In addition to the filename, shows the file size, date/time, permissions,
ownership, and group information.

-a All files. Shows dll files in the directory, including hidden files. Names of hidden files
begin with a period.

-1 Single column listing.

-R Recursively lists all files and subdirectories.

To list all files in a directory with a long listing, type this command:

[michael@workbox michaell$ 1ls -la

To list a directory’s nonhidden files that start with A4, type this:

[michael@workbox michael]l$ 1ls A*

File and Directory Types

Under Linux

(and UNIX in general), almost everything is abstracted to a file. Originally this

was done to simplify the programmer’s job. Instead of having to communicate directly with
device drivers, special files (which look like ordinary files to the application) are used as a
bridge. Several types of files accommodate all these file uses.

Normal Files

Normal files are just that—normal. They contain data or executables, and the operating system

makes no assumptions about their contents.

Directories

Directory files are a special instance of normal files. Directory files list the location of other

files, some of which may be other directories. (This is similar to folders in Windows.) In general,
the contents of directory files won’t be of importance to your daily operations, unless you need
to open and read the file yourself rather than using existing applications to navigate directories.

(This would be similar to trying to read the DOS File Allocation Table directly rather than using
command.com to navigate directories, or using the findfirst/findnext system calls.)
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Hard Links
Each file in the Linux file system gets its own i-node. An i-node keeps track of a file’s
attributes and its location on the disk. If you need to be able to refer to a single file using two
separate filenames, you can create a sard link. The hard link will have the same i-node as the
original file and will therefore look and behave just like the original. With every hard link that
is created, a reference count is incremented. When a hard link is removed, the reference count
is decremented. Until the reference count reaches zero, the file will remain on disk.

NOTE i{\

A hard link cannot exist between two files on separate partitions. This is because
the hard link refers to the original file by i-node, and a file’s i-node may differ
among file systems.

Symbolic Links
Unlike a hard link, which points to a file by its i-node, a symbolic link points to another file
by its name. This allows symbolic links (often abbreviated symlinks) to point to files located
on other partitions, even other network drives.

Block Devices
Since all device drivers are accessed through the file system, files of type block device are used
to interface with devices such as disks. A block device file has three identifying traits:

It has a major number.

It has a minor number.

When viewed using the Is -1 command, it shows b as the first character of the permissions.

For example:

[michael@workbox michael]$ 1ls -1 /dev/hda
brw-rw---- 1 root disk 3, 0 May 5 1998 /dev/hda

Note the b at the beginning of the file’s permissions; the 3 is the major number, and the 0 is
the minor number.

A block device file’s major number identifies the represented device driver. When this file
is accessed, the minor number is passed to the device driver as a parameter telling it which
device it is accessing. For example, if there are two serial ports, they will share the same device
driver and thus the same major number, but each serial port will have a unique minor number.
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Character Devices
Similar to block devices, character devices are special files that allow you to access devices
through the file system. The obvious difference between block and character devices is that
block devices communicate with the actual devices in large blocks, whereas character devices
work one character at a time. (A hard disk is a block device; a modem is a character device.)
Character device permissions start with a ¢, and the file has a major and a minor number.
For example:
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[michael@workbox michael]l$ 1ls -1 /dev/ttySO
Crw-----——-— 1 root tty 4, 64 May 5 1998 /dev/ttySO

Named Pipes
Named pipes are a special type of file that allows for interprocess communication. Using the
mknod command (discussed later in this module), you can create a named pipe file that one
process can open for reading and another process can open for writing, thus allowing the two
to communicate with one another. This works especially well when a program refuses to take
input from a command-line pipe, but another program needs to feed the other one data and you
don’t have the disk space for a temporary file.

For a named pipe file, the first character of its file permissions is a p. For example:

[michael@workbox michael]$ 1ls -1 mypipe
prw-r--r-- 1 root root 0 Jun 16 10:47 mypipe

Changing Ownership: chown
The chown command allows you to change the ownership of a file to someone else. Only the
root user can do this. (Normal users may not give away file ownership or steal ownership from
another user.) The format of the command is as follows:

[root@workbox /root]$ chown [-R] username filename

where username is the login of the user to whom you want to assign ownership, and filename
is the name of the file in question. The filename may be a directory as well.

The —R option applies when the specified filename is a directory name. This option tells
the command to recursively descend through the directory tree and apply the new ownership
not only to the directory itself, but to all of the files and directories within it.
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hanging Groups: chgrp
The chgrp command-line utility lets you change the group settings of a file. It works much
like chown. Here is the format:

[root@workbox /rootl# chgrp [-R] groupname filename

where groupname is the name of the group to which you want to assign filename ownership.
The filename may be a directory as well.

The —R option applies when the specified filename is a directory name. As with chown,
the —R option tells the command to recursively descend through the directory tree and apply the
new ownership not only to the directory itself, but also to all of the files and directories within it.

hanging Mode: chmod
Permissions are divided into four parts. The first part is represented by the first character of the
permission. Normal files have no special value and are represented with a hyphen (-) character.
If the file has a special attribute, it is represented by a letter. The two special attributes you
are most interested in here are directories (d) and symbolic links (1).

The second, third, and fourth parts of a permission are represented in three-character
chunks. The first part indicates the file owner’s permission. The second part indicates the group
permission. The last part indicates the world permission. In the context of UNIX, “world”
means all users in the system, regardless of their group settings.

What follows are the letters used to represent permissions and their corresponding values.
When you combine attributes, you add their values. The chmod command is used to set
permission values.

Letter | Permission | Value
R Read 4
w Write 2
X Execute 1

Although chmod does have more readable formats for permissions, it’s important that you
understand the numbering scheme because it is used in programming. In addition, not everyone
uses the letter-naming scheme. It is often assumed that if you understand file permissions, you
understand the numeric meanings as well.

What follows are the most common combinations of the three permissions. Other
combinations, such as —wx, do exist, but they are rarely used.



Red Hat Linux Administration: A Beginner’'s Guide

Letter Permission Value
No permissions 0
r-- Read only 4
rw- Read and write 6
rwx Read, write, and execute |7
r-x Read and execute 5
-X Execute only 1

For each file, three of these three-letter chunks are grouped together. The first chunk
represents the permissions for the owner of the file, the second chunk represents the
permissions for file’s group, and the last chunk represents the permissions for all users
on the system. Table 6-2 describes some common file permission setups.

Permission | Numeric Equivalent | Description

et 600 Owner has read and write permissions. Set for most files.

“rw-r--r-- 644 Owner has read and write permissions; group and world
have read-only permission. Be sure you want to let other
people read this file.

-w-rw-rw- | 666 Everyone has read and write permissions. Not recommended;
this combination allows the file to be accessed and changed
by anyone, anywhere on the system.

-rwWX------ 700 Owner has read, write, and execute permissions. Best
combination for programs the owner wishes to run (files
that result from compiling a C or C++ program).

-rwxr-xr-x | 755 Owner has read, write, and execute permissions. Everyone
else has read and execute permissions.

“-rwxXrwxrwx | 777 Everyone has read, write, and execute privileges. Like the
666 setting, this combination should be avoided.

“r'WX--X--X 711 Owner has read, write, and execute permissions; everyone
else has execute-only permissions. Useful for programs that
you want fo let others run but not copy.

drwx------ 700 This is a directory created with the mkdir command.

Only the owner can read and write into this directory.
Note that all directories must have the executable bit set.

Table 6-2 Common File Permission Descriptions
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Issue this command to compress all files ending in .html using the best compression possible:

[michael@workbox www]$ gzip -9 *.html

Making Special Files: mknod
As discussed earlier, Linux accesses all of its devices through files. A file that the system
understands as an interface to a device must be of type block or character and have major
and minor numbers. To create this kind of file with the necessary values, you use the mknod
command. The mknod command can also be used to create named pipes.
Here’s the command format:

[root@workbox /root]# mknod name type [major] [minor]

where name is the name of the file; #ype is either b for block device, ¢ for character device, or

p for named pipe. If you choose to create a block or character device (when installing a device

driver that requires it), you need to specify the major and minor numbers. The documentation

accompanying that driver should tell you what values to use for the major and minor numbers.
To create a named pipe called /tmp/mypipe, use this command:

[root@workbox /root]# mknod /tmp/mypipe p

Creating a Directory: mkdir
The mkdir command in Linux is identical to the same command in other UNIXs, as well as
in MS-DOS. The only option available is —p, which will create parent directories if none exist.
For example, if you need to create /tmp/bigdir/subdir/mydir and the only directory that exists
is /tmp, using —p will cause bigdir and subdir to be automatically created along with mydir.
To create a directory called mydir, use this command:

[michael@workbox michael]l$ mkdir mydir

NOTE i{\

The mkdir command cannot be abbreviated to md as it can be under DOS.
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Removing Directory: rmdir
The rmdir command offers no surprises for those familiar with the DOS version of the command;
it simply removes an existing directory. The directory must be empty before you can remove
it. The only command-line parameter available for this is —p, which removes parent directories
as well. For example, in a directory named /tmp/bigdir/subdit/mydir, if you want to get rid
of all the directories from bigdir to mydir, you’d issue this command alone:

[root@tedford /tmpl# rmdir -p bigdir/subdir/mydir
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To remove a directory called mydir, you’d type this:

[michael@workbox michaell$ rmdir mydir

NOTE i{\

The rmdir command cannot be abbreviated to rd as it can under DOS.

Showing Present Working Directory: pwd
It is inevitable that you will sit down in front of an already logged-in workstation and not know
where you are in the directory tree. To get this information, you need the pwd command. It has
no parameters, and its only task is to print the current working directory. The DOS equivalent
is typing cd alone on the command line; however, the BASH ed command takes you back to
your home directory.
To get the current working directory, use this command:

[michael@workbox src]# pwd /usr/local/src

Tape Archive: tar
If you are familiar with the WinZip program, you are accustomed to the fact that the compression
tool reduces file size but also consolidates files into compressed archives. Under Linux, this
process is separated into two tools: gzip and tar.

The tar program combines multiple files into a single large file. It is separate from the
compression tool, so it allows you to select which compression tool to use or whether you even
want compression. Additionally, tar is able to read and write to devices in much the same way
dd can, thus making tar a good tool for backing up to tape devices.
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NOTE i{“

Although the name of the tar program includes the word “tape,” it isn’t necessary to
read or write to a tape drive when creating archives. In fact, you'll rarely use tar with a
tape drive in day-to-day situations (backups aside). The reason it was named tar in the
first place was that when it was originally created, limited disk space meant that tape
was the most logical place to put archives. Typically, the —f option in tar would be used
to specify the tape device file, rather than a traditional UNIX file. You should be aware,
however, that you can still tar straight to a device.

Here’s the structure of the tar command, its most common options, and several examples
of its use:

[michael@workbox michael]$ tar [commands and options] filename

Option for tar | Description

- Create a new archive.

—+ View the contents of an archive.

-x Extract the contents of an archive.

-f Specify the name of the file (or device) in which the archive is located.
-v Be verbose during operations.

-z Use gzip to compress or decompress the file.

= Use bzip2 to compress or decompress the file.

To create an archive called apache.tar containing all the files from /usr/src/apache, use
this command:

[root@workbox srcl# tar -cf apache.tar /usr/src/apache

To create an archive called apache.tar containing all the files from /usr/src/apache, and
to show what is happening as it happens, enter the following:

[root@workbox srcl# tar -cvf apache.tar /usr/src/apache

To create a gzipped compressed archive called apache.tar.gz containing all of the files
from /usr/src/apache, and to show what is happening as it happens, issue this command:

[root@workbox srcl# tar -cvzf apache.tar.gz /usr/src/apache
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To extract the contents of a gzipped tar archive called apache.tar.gz, and to show what
is happening as it happens, use this command:

[michael@workbox michael]$ tar -xvzf apache.tar.gz

If you like, you can also specify a physical device to tar to and from. This is handy when
you need to transfer a set of files from one system to another and for some reason you cannot
create a file system on the device. (Or sometimes it’s just more entertaining to do it this way.)
To create an archive on the first floppy device, you would enter this:

[root@workbox src]$ tar -cvzf /dev/£d0 /usr/src/apache

To pull that archive off of a disk, you would type

[root@workbox srcl# tar -xvzf /dev/£40

Concatenating Files: cat

The cat program fills an extremely simple role: to display files. More creative things can be
done with it, but nearly all of its usage will be in the form of simply displaying the contents
of text files—much like the type command under DOS. Because multiple filenames can be
specified on the command line, it’s possible to concatenate files into a single, large continuous
file. This is different from tar in that the resulting file has no control information to show the
boundaries of different files.

To display the /etc/passwd file, use this command:

[michael@workbox michael]$ cat /etc/passwd

To display the /etc/passwd file and the /ete/group file, issue this command:

[michael@workbox michael]$ cat /etc/passwd /etc/group

Type this command to concatenate /etc/passwd with /etc/group into the file
/tmp/complete:

[michael@workbox michael]$ cat /etc/passwd /etc/group > /tmp/complete

To concatenate the /etc/passwd file to an existing file called /tmp/orb, use this:

[michael@workbox michael]$ cat /etc/passwd >> /tmp/orb
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Displaying a File One Screen at a Time: more or less

The more command works in much the same way the DOS version of the program does.
It takes an input file and displays it one screen at a time. The input file can come either from
its stdin or from a command-line parameter.
Additional command-line parameters, though rarely used, can be found in the man page.
To view the /etc/passwd file one screen at a time, use this command:

[michael@workbox michael]$ more /etc/passwd

To view the directory listing generated by the Is command one screen at a time, enter this:

[michael@workbox michaell$ ls | more

An enhanced version of the more command was created, and named less. In addition to
displaying one screen at a time, less will allow you to move backward through a file as well
as forward. When you get to the end of the file, less doesn’t automatically exit the way more
does (after all, you may still want to scroll back). To exit out of less, press q. Once again, see
the man page if you want to know all the available options.

[michael@workbox michael]$ less /etc/passwd
[michael@workbox michaell]$ 1ls | less

Disk Utilization: du

You will often need to determine where and by whom disk space is being consumed, especially
when you’re running low on it! The du command allows you to determine the disk utilization
on a directory-by-directory basis. Here are some of the options available:

Option for du | Description

Produce a grand total at the end of the run.

Print sizes in human readable format.

Print sizes in kilobytes rather than block sizes. (Note: Under Linux, one block
is equal to 1K, but this is not true for all UNIXs.)

=S

Summarize. Print only one output for each argument.

=X

Skip directories that are on other file systems.

To display the amount of space each directory in /home is taking up in human readable
format, use this command:

[root@tedford /root]# du -sh /home/*
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Showing the Directory Location of a File: which

The which command searches your entire path to find the name of the file specified on the
command line. If the file is found, the command output includes the actual path of the file.
This command is used to locate fully qualified paths.

Use the following command to find out which directory the Is command is in:

[michael@workbox michael]$ which 1ls

You may find this similar to the find command. The difference here is that since which
searches only the path, it is much faster. Of course, it is also much more limiting than find,
but if all you’re looking for is a program, you’ll find it to be a better choice of commands.

Locating a Command: whereis

The whereis tool searches your path and displays the name of the program and its absolute
directory, the source file (if available), and the man page for the command (again, if available).
To find the location of the program, source, and manual page for the command grep,

use this:

[michael@workbox michael]$ whereis grep

Disk Free: df

The df program displays the amount of free space, partition by partition. The drives/partitions
must be mounted in order to get this information. NFS information can be gathered this way,
as well. Some parameters for df are listed here; additional (rarely used) options are listed in the
df manual page.

Option for df Description

-h

Generate free space amount in human readable numbers rather than free blocks.

List only the locally mounted file systems. Do not display any information about
network-mounted file systems.

To show the free space for all locally mounted drivers, use this command:

[michael@workbox michaell$ 4df -1

To show the free space in a human-readable format for the file system in which your
current working directory is located, enter

[michael@workbox michael]l$ 4f -h .
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To show the free space in a human-readable format for the file system on which /tmp is
located, type this command:

[michael@workbox michael]l$ df -h /tmp

Synchronizing Disks: sync

Like most other modern operating systems, Linux maintains a disk cache to improve efficiency.
The drawback, of course, is that not everything you want written to disk will have been written
to disk at any given moment.

To schedule the disk cache to be written out to disk, you use the syne command. If sync
detects that writing the cache out to disk has already been scheduled, the kernel is instructed
to immediately flush the cache. This command takes no command-line parameters.

Type this command to ensure the disk cache has been flushed:

[root@workbox /rootl# sync ; sync

CRITICAL SKILL

Tracking and Terminating Processes

Under Linux (and UNIX in general), each running program comprises at least one process.
From the operating system’s standpoint, each process is independent of the others. Unless it
specifically asks to share resources with other processes, a process is confined to the memory
and CPU allocation assigned to it. Processes that overstep their memory allocation (which could
potentially corrupt another running program and make the system unstable) are immediately
killed. This method of handling processes has been a major contributor to the stability of
UNIX systems: User applications cannot corrupt other user programs or the operating system.

This section describes the tools used to list and manipulate processes. They are very
important elements of a system administrator’s daily work.

Listing Processes: ps
The ps command lists all the processes in a system, their state, size, name, owner, CPU time,
wall clock time, and much more. There are many command-line parameters available; the ones
most often used are described in Table 6-5.
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Option for ps | Description )
-a Show all processes with a controlling terminal, not just the current user’s processes. 2
-r Show only running processes (see the description of process states later in this section). ‘_CCJI
-x Show processes that do not have a controlling terminal. ‘g
-u Show the process owners. §
—+f Display parent/child relationships among processes. _|?_:)

- Produce a list in long format.

-w Show a process’s command-line parameters (up to half a line).

-ww Show all of a process’s command-line parameters, despite length.

Table 6-5 Common ps Command Options

The most common set of parameters used with the ps command is —auxww. These
parameters show all the processes (regardless of whether they have a controlling terminal),
each process’s owners, and all the processes’ command-line parameters. Let’s examine the
output of an invocation of ps —auxww.

USER PID %CPU SMEM VSZ RSS TTY STAT START TIME COMMAND

root 1 0.0 0.3 1096 476 2 S JunlO 0:04 init

root 2 0.0 0.0 0 0 2 SW JunlO 0:00 [kflushd]

root 3 0.0 0.0 0 02 SwW Junl0 0:00 [kpiod]

root 4 0.0 0.0 0 0 ? SwW Junl0 0:00 [kswapd]

root 5 0.0 0.0 0 02 SW< JunlO 0:00 [mdrecoveryd]

root 102 0.0 0.2 1068 380 7 S Junl0 0:00 /usr/sbin/
apmd -p 10 -w 5

bin 253 0.0 0.2 1088 288 ? S Junl0 0:00 portmap

root 300 0.0 0.4 1272 548 ? S Junl0 0:00 syslogd -m O

root 311 0.0 0.5 1376 668 ? S Junl0 0:00 klogd

daemon 325 0.0 0.2 1112 284 ? S Junl0 0:00 /usr/sbin/atd

root 339 0.0 0.4 1284 532 7 S Junl0 0:00 crond

root 357 0.0 0.3 1232 508 ? S JunlO 0:00 inetd

root 371 0.0 1.1 2528 1424 S Junl0 0:00 named

root 385 0.0 0.4 1284 516 ? S JunlO 0:00 1pd

root 399 0.0 0.8 2384 1116 ? S Junl0 0:00 httpd

xfs 429 0.0 0.7 1988 908 ? S JunlO 0:00 xfs

root 467 0.0 0.2 1060 384 tty?2 S JunlO 0:00 /sbin/

mingetty tty2
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The very first line of the output provides column headers for the listing, as follows:

Column 1: USER Who owns what process.

Column 2: PID Process identification number.

Column 3: %CPU Percentage of the CPU taken up by a process. Note: For a system
with multiple processors, this column will add up to more than 100 percent.

Column 4: %MEM Percentage of memory taken up by a process.

Column 5: VSZ  The amount of virtual memory a process is taking.

Column 6: RSS The amount of actual (resident) memory a process is taking.

Column 7: TTY The controlling terminal for a process. A question mark in this column

means the process is no longer connected to a controlling terminal.

Column 8: STAT The state of the process:
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S Process is sleeping. All processes that are ready to run (that is, being multitasked,
and the CPU is currently focused elsewhere) will be asleep.

R Process is actually on the CPU.
D Uninterruptible sleep (usually I/O related).
T Process is being traced by a debugger or has been stopped.

Z. Process has gone zombie. This means either (1) the parent process has not
acknowledged the death of its child using the wait system call; or (2) the parent was
improperly Killed, and until the parent is completely killed, the init process (see
Module 8) cannot reap the child itself. A zombied process usually indicates poorly
written software.

" The Command Line &

In addition, the STAT entry for each process can take one of the following modifiers: W =
No resident pages in memory (it has been completely swapped out); <= High-priority
process; N = Low-priority task; L = Pages in memory are locked there (usually signifying
the need for real-time functionality).

Column 9: START Date the process was started.
Column 10: TIME Amount of time the process has spent on the CPU.

Column 11: COMMAND Name of the process and its command-line parameters.

Showing an Interactive List of Processes: top
The top command is an interactive version of ps. Instead of giving a static view of what is
going on, top refreshes the screen with a list of processes every two to three seconds (user
adjustable). From this list, you can reprioritize processes or Kill them. Figure 6-1 shows a
top screen.

The top program’s main disadvantage is that it’s a CPU hog. On a congested system, this
program tends to complicate system management issues. Users start running top to see what’s
going on, only to find several other people running the program as well, slowing down the
system even more.

By default, top is shipped so that everyone can use it. You may find it prudent, depending
on your environment, to restrict top to root only. To do this, change the program’s permissions
with the following command:

[root@workbox /root]# chmod 0700 /usr/bin/top
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b Shell - Konsole <5>
Session Edit View Settings Help
9:38pm up 12:17, 10 users, load average: 0.12, 0.05, 0.01 ed
102 processes: 101 sleeping, 1 running, 0 zombie, 0 stopped
CPUO states: 3.2% user, 3.3% system, O0.0% nice, 92.3% idle
CPU1 states: 2.1% user, 2.2% system, O0.0% nice, 95.0% idle
Mem: 513468K av, 465184K used, 48284K free, 0K shrd, 56164K buff
Swap: 1044216K av, 0K used, 1044216K free 275136K cached
USER PRI 155 AR 7 ] %MEM C
7193 root 5 -10 61284 17M 3308 5 < 2.9 3.4 0:43 X
7769 millerm 15 0 2868 2868 2380 S5 1.7 0.5 0:00 screenshot
7768 rwhite 16 0 1064 1064 840 R 1.3 0.2 0:00 top
7267 millerm 15 0 54052 13M 11056 5 0.9 2.8 0:06 kdeinit
7720 millerm 15 0 54408 13M 11556 5 0.7 2.7 0:01 kdeinit
7294 millerm 15 0 56344 15M 127VBB 5 0.5 3.1 0:12 kdeinit
1113 xfs 16 0 3520 3520 920 5 0.3 0.8 0:14 xfs
7248 millerm 15 0 51852 11M 96582 5 0.3 2.2 0:04 kdeinit
7504 millerm 15 0 17292 16M 4204 5 0.3 3.3 0:03 gimp
7263 millerm 15 0 53888 13M 11184 S 0.1 2.6 0:00 kdeinit
7291 millerm 15 0 54496 13M 11768 S 0.1 2.7 0:04 kdeinit
7304 millerm 15 0 4292 4292 3688 S 0.1 0.8 0:00 pam-panel-icon
7308 millerm 16 0 54508 13M 11576 S 0.1 2.7 0:01 kdeinit
1 root 15 0 480 480 428 8 0.0 0.0 0:04 init
2 root 0K 0 0 0 0 SW 0.0 0.0 0:00 migration_CPUQ
3 root 0K 0 0 0 0 SW 0.0 0.0 0:00 migration_CPUL1
4 root 15 0 0 0 0 SW 0.0 0.0 0:00 keventd
5 root 34 19 0 0 0 SWN 0.0 0.0 0:00 ksoftirqgd CPUO
6 root 34 19 0 0 0 SWN 0.0 0.0 0:00 ksoftirqgd CPUL
7 root 15 0 0 0 0 SW 0.0 0.0 0:02 kswapd
8 root 25 0 0 0 0 SW 0.0 0.0 0:00 bdflush
9 root 15 0 0 0 0 sSW 0.0 0.0 0:00 kupdated
10 root 25 0 0 0 0 sSW 0.0 0.0 0:00 mdrecoveryd
16 root 25 0 0 0 0 SW 0.0 0.0 0:00 scsi_eh 0
19 root 15 0 0 0 0 sSW 0.0 0.0 0:03 kjournald
75 root 16 0 0 0 0 swW 0.0 0.0 0:00 khubd
167 root 15 0 0 0 0 sSW 0.0 0.0 0:00 kjournald
455 root 15 0 1024 1024 744 5 0.0 0.1 0:00 dhelient L
494 root 15 0 536 536 456 S 0.0 0.1 0:00 syslogd [:

Figure 6-1 The top command gives an updated view of running processes.

Sending a Signal to a Process: kill
This program’s name is misleading: it doesn’t really kill processes. What it does do is send
signals to running processes. The operating system, by default, supplies each process a
standard set of signal handlers to deal with incoming signals. From a system administrator’s
standpoint, the most important handlers are for signals number 9 and 15, kill process and
terminate process, respectively. When Kill is invoked, it requires at least one parameter: the
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process identification number (PID) as derived from the ps command. When passed only the
PID, Kkill sends signal 15. Some programs intercept this signal and perform a number of actions
so that they can shut down cleanly. Others just stop running in their tracks. Either way, kill
isn’t a guaranteed method for making a process stop.

Signals
The optional parameter available for kill is —n, where the n represents a signal number.
As system administrators, we are most interested in the signals 9 (kill) and 1 (hang up).

The kill signal, 9, is the impolite way of stopping a process. Rather than asking a process
to stop, the operating system simply kills the process. The only time this will fail is when the
process is in the middle of a system call (such as a request to open a file), in which case the
process will die once it returns from the system call.

The hang up signal, 1, is a bit of a throwback to the VT100 terminal days of UNIX. When
a user’s terminal connection dropped in the middle of a session, all of that terminal’s running
processes would receive a hang up signal (often called a SIGHUP or HUP). This gave the processes
an opportunity to perform a clean shutdown or, in the case of background processes, to ignore
the signal. These days, a HUP is used to tell certain server applications to go and reread their
configuration files (you’ll see this in action in several of the later modules). Most applications
simply ignore the signal.
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Security Issues
The power to terminate a process is obviously a very powerful one, making security precautions
important. Users may kill only processes they have permission to kill. If non-root users attempt
to send signals to processes other than their own, error messages are returned. The root user is
the exception to this limitation; root may send signals to all processes in the system. Of course,
this means root needs to exercise great care when using the kill command.

Examples of kill

Use this command to terminate process number 2059:

[root@workbox /root]# kill 2059

For an almost guaranteed kill of process number 593, issue this command:

[root@workbox /root]# kill -9 593

Type this to send the HUP signal to the init program (which is always PID 1):

[root@workbox /root]# kill -1 1
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ere] Checking Your Processes

Let’s take a break from the theory of process management to see what processes are running
on your Linux system. In this project, you’ll try to discover documentation and configuration
information about active processes by using some of the commands described in this module.

Step by Step
. From within X, check the most active processes on your Linux system. Use the top
command from a terminal window to see what’s taking up the most CPU activity.

2. Note the most active process names and open another terminal window to see what
information you can gather about those top processes. Use the which command to see
where the executables are located. Use the man and info commands to determine whether
there are command-line documents available for each of the most active processes.

3. Try to determine whether these programs have related files. Sometimes this information
can be found in the SEE ALSO section of the man page for the program. Look especially
for man section 5 references.

4. Try using the find command with the -name option and a regular expression to see if there
are related configuration files in the /etc directory, spool or log files in the /var directory,
or program files in the /usr, /sbin, or /bin directories.

5. Try to find configuration files that aren’t named like the program itself by performing
a grep for the program’s name through the contents of the /etc directory.

6. Use the more command to view any configuration files brought to light by your efforts
in steps 4 and 5.

7. Continue your investigation to the less-active programs by running the ps command
and repeating steps 2—6.

Project Summary

Some of the programs that come with Red Hat Linux 8.0 have useful documentation in the
/usr/share/doc directory, so that may be a good place to look for information about the
programs that run on your system. However, even though README files and even web
searches can often turn up exactly the information you need, being able to do a little sleuthing
on your own can be invaluable in certain circumstances!
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Using Miscellaneous Command-Line Tools

The following tools don’t fall into any specific category covered in this module. They all make
important contributions to daily system administration chores.

Showing the System Name: uname

The uname program produces some system details that may be helpful in several situations.
Maybe you’ve managed to remotely log in to a dozen different computers and have lost track
of where you are! This tool is also helpful for script writers, because it allows them to change
the path of a script according to the system information.

Here are the command-line parameters for uname:

Option for uname | Description

-m

Print the machine hardware type (such as 1686 for Pentium Pro and
better architectures).

-n

Print the machine’s host name.

-r

Print the operating system'’s release name.

=S

Print the operating system’s name.

-V

Print the operating system'’s version.

Print all of the above.

To get the operating system’s name and release, enter the following command:

[michael@workbox michael]$ uname -s -r

NOTE i{“

The -s option may seem wasted (after all, we know this is Linux), but this parameter
proves quite useful on almost all UNIX-like operating systems, as well. At an SGI
workstation, uname =s will return IRIX, or SunOS at a Sun workstation. Folks who work
in heterogeneous environments often write scripts that will behave differently according
to the OS, and uname with —s is a consistent way to determine that information.
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Learning Who Is Logged In: who
On systems that allow users to log in to other users’ machines or special servers, you will want
to know who is logged in. You can generate such a report by using the who command:

[michael@workbox michael]$ who

The who report looks like this:

michael ttyl Jun 14 18:22

rwhite pts/9 Jun 14 18:29 (:0)
root pts/11 Jun 14 21:12 (:0)
root pts/12 Jun 14 23:38 (:0)

A Variation on who: w
The w command displays the same information that who does and a whole lot more. The
details of the report include who is logged in, what their terminal is, where they are logged in
from, how long they’ve been logged in, how long they’ve been idle, and their CPU utilization.
The top of the report also gives you the same output as the uptime command.

Networking Tools

If you are starting your experience with Linux in an already networked environment, you may
find some of these tools handy for getting around.

(AUTIONY-

These networking tools are useful, but allowing telnet, rsh, remote X, and ftp
connections fo a server can be risky from a security standpoint. See Module 9
for more information on securing a Linux server.

telnet
As was mentioned in earlier modules, Linux understands the concept of multiple users logged
in to the same workstation at the same time. So in order to allow for someone to log in to another
host from remote, the telnet command was created.
The format of the command is as follows:

[rwhite@workbox rwhite]$ telnet gregory
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where gregory is the name of another computer running either Linux or a variant of UNIX.
Once you run the command, you will get a login prompt from that machine. Logging in to that
machine enables you to run programs on the other host just as if you were running them on
your own. If you aren’t sure where you are logged in, use the uname command (discussed
earlier) to find out where you are.

Due to security concerns, telnet has fallen out of favor as a method for logging in to
remote machines (see Module 15 for a better alternative). However, because of its ability to
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send and receive ASCII text over a network port, telnet is still very useful as a diagnostic tool.
You’ll see some examples of this in later modules.

Remote Shell: rsh

As you’ve seen with telnet, you must enter a username and password in order to log in to
another host. For many people who found the need to log in to other hosts often, this became a
nuisance. They wanted the other host to automatically trust them so that when issued a remote
login request, the system would allow them access without asking for a login and password.
The double-win with a feature like that is the ability to automate tasks that require one host to
invoke a program on another host.

To accommodate this, the rsh command was created. In its simplest form, specify the
name of the host you wish to log in to the way you would for telnet. For example:

[rwhite@workbox rwhite]$ rsh gregory

If you set up your configuration files so that gregory knows to trust you, the system will
automatically give you a shell prompt. If the configuration file does not automatically trust
you, you will need to enter your password again.

To set up the configuration file, edit the .rhosts file (yes, there is a period in front of the
filename) in your home directory. When there, create a line that looks like this:

host_to_trust your_username

If you want to be able to rsh from workbox to gregory without being prompted for a
password, you would create the following file in an .rhosts file in your home directory on gregory:

workbox rwhite

And you’d be ready to go!
Once again, rsh is covered here for completeness, but before you decide to use it for
anything serious, I recommend that you explore ssh in Module 15.
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Remote X Displays
In Module 1, I said that X offers the ability to display content on other hosts’ screens. This
makes it possible to log in to a server that has a special program on it and have the display
redirected to the screen in front of you.
Allowing this to happen is a two-step process. The first step is telling your machine that
it should allow connections from another host for X displays. This is done with the xhost
command:

[michael@workbox michael]$ xhost +ungerer

where ungerer is the name of the host you want to allow X displays to come from in addition
to your own host.

Now that you have allowed ungerer to display to your host, log in to ungerer, and set
your DISPLAY environment variable like so:

[michael@ungerer michael]$ DISPLAY="workbox:0"; export DISPLAY

This will redirect all X displays to the host workbox. If you have two hosts to try this with,
an easy test to see if it worked is to start a web browser on the remote host and watch it display
its content on your host. Neat trick, isn’t it?

Once you are done with whatever work is required to allow other hosts to display to your
screen, you need to explicitly disallow future connections like so:

[michael@workbox michael]$ xhost -ungerer

If you want to disallow everyone, you can use the following shortcut:

michael@workbox michaell$ xhost -

[
CAUTIONY-

Issuing the command xhost + is dangerous because it allows anyone to connect to your
machine and display things on it. While this most often leads only to practical jokes, the
potential for something more serious to happen is there. Be sure to specify from which
hosts you allow X connections, and remember to undo it when you are done.

Mail Preferences: mail, pine, and mutt
Like everyone else, Linux folk need to read their e-mail. And as you can imagine, you have
plenty of choices as to how. Although there are many GUI-based POP mail readers, this
module covers command-line tools.
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The one tool that you will always be able to find is called—you guessed it—mail. Simply
run mail from the command line like so:

[michael@workbox michael]l$ mail

and you’ll see what mail you have available to read. Because this tool does not require any
screen formatting, it is well suited for those instances where you are troubleshooting a host
so broken it has no terminal control.

To exit the mail program, type q and press ENTER. If you want more information about
mail, check out its man page. As you’ll see, for a tool that looks very simple, it actually offers
quite a bit of capability.

Another popular tool is pine, which actually takes control of your terminal window and
makes the display look much nicer. Being a fully menu-driven program where all of your
options are always listed on a menu in front of you, pine tends to be a very popular choice
for people new to UNIX.

From a practical point of view, pine is ideal for communicating with people who use all
sorts of other mail tools, since it understands all of the popular standards in use today (such as
MIME attachments). The pine program also offers a very powerful filing system with which
you can archive your mail easily and find it again at a later date.

My personal favorite mail tool is mutt. To quote mutt’s author, “All mail clients suck.
This one just sucks less.” mutt is another tool that looks simple on the outside but offers a
wealth of capability. Unlike pine, mutt is much less menu-oriented. For folks who are used to
the UNIX environment, this is a very welcome feature because it allows for very efficient use.
Doubly useful is that mutt offers excellent memory management and can therefore handle
extremely large mailboxes. More than once, I’ve used mutt to clean up someone’s mailbox
that Outlook choked on.

Linux offers a very handy command-line version of the FTP client. Anyone used to the Windows
version of the FTP client that runs under command.com will feel right at home with this, since
the Windows version adopted the standard commands in use by the UNIX community since the
late 70s.

To start the FTP client, simply run ftp at the command line like so:

[michael@workbox michael]$ ftp remotehostname

where remotehostname is the name of the host that you would like to FTP to/from.
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CRITICAL SKILL

Editing Text Files

Editors are by the far the bulkiest of common tools, but they are also the most useful. Without
them, making any kind of change to a text file would be a tremendous undertaking. Regardless
of your Linux distribution, you will have gotten a few editors. You should take a few moments
to get comfortable with them before you’re busy fighting another problem.

NOTE K{\

Although all of the editors listed here come with Red Hat 8, not all of them are installed
by default. You may have to specifically install one that you find you like and isn’t one
of the defaults.

The vi editor has been part of UNIX-based systems since the 1970s, and its interface shows it.
It is arguably one of the last editors to actually use a separate command mode and data entry
mode; as a result, most newcomers find it unpleasant to use. But before you give vi the cold
shoulder, take a moment to get comfortable with it. In difficult situations, you may not have

a pretty graphical editor at your disposal, and vi is ubiquitous across all UNIX systems.

The version of vi that ships with Linux distributions is VIM (VI iMproved). It has a lot of
what made vi popular in the first place and many features that make it useful in today’s typical
environments (including a graphical interface if X is running).

To start vi, simply type

[michael@workbox michaell$ wvi
The easiest way to learn more about vi is to start it and enter :help. If you ever find yourself

stuck in vi, press the ESC key several times and then type :qu! to force an exit without saving.
If you want to save the file, type :wq.

emacs

It has been argued that emacs is an operating system all by itself. It’s big, feature-rich, expandable,
programmable, and all-around amazing. If you’re coming from a GUI background, you’ll
probably find emacs a pleasant environment to work with at first. On its cover, it works like
Notepad in terms of its interface. Yet underneath is a complete interface to the GNU development
environment, a mail reader, a news reader, a web browser, and even a psychiatrist (well,
not exactly).
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To start emacs, simply type

[michael@workbox michael]l$ emacs

Once emacs has started, you can visit the psychiatrist by pressing ALT-X and then typing
doctor. To get help using emacs, press CTRL-H. If you want to save a file press CTRL-X and
then CTRL-S. To exit emacs, use CTRL-X followed by CTRL-C.

joe

Of the editors listed here, joe most closely resembles a simple text editor. It works much like
Notepad and offers on-screen help. Anyone who remembers the original WordStar command
set will be pleasantly surprised to see that all those brain cells hanging on to CTRL-K commands
can be put back to use with joe.

To start joe, simply type

[michael@workbox michael]$ joe

pico

CRITICAL SKILL

The pico program is another editor inspired by simplicity. Typically used in conjunction with
the pine mail reading system, pico can also be used as a stand-alone editor. Like joe, it can
work in a manner similar to Notepad, but pico uses its own set of key combinations.
Thankfully, all available key combinations are always shown at the bottom of the screen.

To start pico, simply type

[michael@workbox michaell$ pico

Reviewing Linux File System Standards

One argument you hear regularly against Linux is that there are too many different distributions,
and that multiple distributions lead to fragmentation. This fragmentation will eventuate in
different, incompatible Linux versions.

This is, without a doubt, complete nonsense that plays on “FUD” (Fear, Uncertainty, and
Doubt). These types of arguments usually stem from a misunderstanding of the kernel and
distributions. However, the Linux community has realized that it has grown past the stage of
informal understandings about how things should be done. As a result, two types of standards
are actively being worked on.
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The first standard is the File Hierarchy Standard (FHS). This is an attempt by many of the
Linux distributions to standardize on a directory layout so that developers have an easy time
making sure their applications work across multiple distributions without difficulty. As of this
writing, Red Hat is almost completely compliant, and it is likely that most other distributions
are as well.

The other standard is the Linux Standard Base Specification (LSB). Like the FHS, the LSB
is a standards group that specifies what a Linux distribution should have in terms of libraries
and tools.

A developer who only assumes that a Linux machine complies with the LSB and FHS is
guaranteed to have an application that will work with all Linux installations. All of the major
distributors have joined these standards groups, including organizations like Red Hat, Caldera,
SuSE, Debian, Mandrake, and Turbo Linux. This should ensure that all desktop distributions
will have a certain amount of common ground that a developer can rely on.

From a system administrator’s point of view, these standards are interesting but not crucial
to administering a Linux network. However, it never hurts to learn more about both. For more
information on the FHS, go to their web site at http://www.pathname.com/fhs. To find out
more about the LSB, check out http://www.linuxbase.org.

Module Summary

In this module, you learned about Linux’s command-line interface through BASH, many
command-line tools, and a few editors. As you continue through this book, you’ll find many
references to the information in this module, so be sure that you get comfortable with working
at the command line. You may find it a bit annoying at first, especially if you are used to a
GUI for performing many of the basic tasks mentioned here—but stick with it. You may even
find yourself eventually working faster at the command line than with the GUI!

Obviously, this module can’t cover all the command-line tools available to you as part of
your default Linux installation. I highly recommend taking some time to look into some of the
reference books available, which give complete documentation on this subject. Linux: The
Complete Reference, Fourth Edition, by Richard Petersen (McGraw-Hill/Osborne, 2001) is
an excellent choice for a solid, thorough guide that covers everything available on your Linux
system. For a helpful but less comprehensive approach to the considerable detail of Linux systems,
try Linux in a Nutshell, Third Edition, edited by Ellen Siever (O’Reilly & Associates, 2000). In
addition, there are a wealth of texts on shell programming at various levels and from various
points of view. Get whatever suits you; shell programming is a skill well worth learning even
if you don’t do system administration.
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" Module 6 Mastery Check

1. How would you find out which jobs you are running in a BASH session?

2. How would you move one of the jobs identified in question 1 to the foreground
of the session?

"The Command Line &

3. Match the following functions with these symbols: &, |, >, >>, <, ;,

. Use a file as input

. Use the output of a command as a parameter to another command
. Output data from a program to a file

. Provide the output of one program as input to another program

. Execute two programs consecutively from the same command line

. Execute a command without giving it control of the terminal

@ m m 9 N wm >

. Append program data to a file

4. What command would you use to view the manual page on the passwd program?
5. What command would you use to view the manual page for the /etc/passwd file?

6. Identify the contents of the following directory listing:

crw-rw---- 1 millerm users 27, 18 Dec 17 16:10 zgft?2

—Ym—————— 1 root rwhite 19005 Dec 18 20:55 usage.out
drw-rw---- 30 rwhite admin 4096 Dec 18 21:37 routerconfig/
lrwxrwxrwx 1 root root 27 Dec 9 09:59 a.txt -> /tmp/a.txt
prw-r--r-- 1 tbantac tbantac 0 Dec 4 11:41 flicker

brw-rw---- 1 root disk 13, 73 Dec 17 16:10 xdb9

A. What is the name of the normal file?

B. What is the name of the directory?

C. What is the name of the symbolic link?
D. What is the name of the block device?

E. What is the name of the character device?
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10.

11.
12.
13.
14.
15.
16.

F. What is the name of the named pipe?
G. Which is owned by user rwhite?
H. Which is owned by group rwhite?

I. Which is readable only by user root?

J. Which can be read or written by the group “admin”?

. What commands and options would you use to change the file README to be owned

by user rwhite and group rwhite?

. What command and options would you use to set that same README file to allow

read/write access by its owning user and group, and readable by the rest of the world?

. What command-line instruction would you use to locate all files named README in

the /usr directory and its subdirectories?

How would you create a compressed archive file named ete.tar.gz in /root that preserves
the contents of the /etc directory?

What command would you use to identify the program that runs when you type “top?”
How would you identify the disk usage on a system’s local disks only?

What signal number is used to kill processes with extreme prejudice?

How would you find out what users are currently logged in to the system?

What key combination starts help in the emacs editor?

What command string starts help in the vi editor?



Module

File Systems

CRITICAL SKILLS

7.1 Understand File Systems
7.2 Manage File Systems

7.3  Add and Partitioning a Disk
7.4 Use Network File Systems

7.5 Manage Quotas

189

Copyright 2003 by The McGraw-Hill Companies, Inc. Click Here for Terms of Use.



190  Module 7:  File Systems

L inux is built upon the foundation of file systems. They are the mechanisms by which the disk
gets organized, providing all of the abstraction layers above sectors and cylinders. In this
module, you’ll learn about the composition and management of these abstraction layers supported
by the default Linux file system, ext2, and its more robust counterpart, ext3.

This module covers the many aspects of managing disks. This includes creating partitions,
establishing file systems, automating the process by which they are mounted at boot time, and
dealing with them after a system crash. In addition to the basics, you’ll grow acquainted with
some of the more complex features of Linux, such as mounting network file systems, managing
quotas, and the Autofs service.

NOTE K{\

Before beginning your study of this module, you should already be familiar with files,
directories, permissions, and owners in the Linux environment. If you haven't yet read
Module 6, it's best to read that module before continuing.

CRITICAL SKILL

Understanding File Systems

Let’s begin by going over the structure of file systems under Linux. It will help to clarify
your understanding of the concept and let you see more easily how to take advantage of the
architecture.

i-Nodes

The most fundamental building block of many UNIX file systems (including Linux’s ext2/ext3)
is the i-node. An i-node is a control structure that points either to other i-nodes or to data blocks.

The control information in the i-node includes the file’s owner, permissions, size, time of
last access, creation time, group ID, etc. (For the truly curious, the entire kernel data structure
is available in /usr/src/linux/include/linux/ext3_fs.h—assuming, of course, that you have the
source tree installed in the /usr/src directory.) The one thing an i-node does not keep is the
file’s name.

As mentioned in Module 6, directories themselves are special instances of files. This means
each directory gets an i-node, and the i-node points to data blocks containing information
(filenames and i-nodes) about the files in the directory. The i-nodes are used to provide
indirection so that more data blocks can be pointed to—which is why each i-node does not
contain the filename. (Only one i-node works as a representative for the entire file; thus it
would be a waste of space if every i-node contained filename information.) Each indirect
block can point in turn to other indirect blocks if necessary.
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Superblocks
The very first piece of information read from a disk is its superblock. This small data structure
reveals several key pieces of information, including the disk’s geometry, the amount of available
space, and, most important, the location of the first i-node. Without a superblock, a file system
is useless.

Something as important as the superblock is not left to chance. Multiple copies of this data
structure are scattered all over the disk to provide backup in case the first one is damaged. Under
Linux’s ext2 file system, a superblock is placed after every group of blocks, which contains
i-nodes and data. One group consists of 8,192 blocks; thus the first redundant superblock is at
8193, the second at 16385, and so on.

File Systems

ext3

The ext2 file system is a well-tested subsystem of Linux and has had the time to be very well
optimized. However, other file systems that were considered experimental when ext2 was
created have matured and become available to Linux.

There are four file systems one might consider to replace the aging ext2: ext3, ReiserFS,
XFS, and JFS. All four of these file systems offer features that might be tempting in various
circumstances, but the most important enhancement offered by all four is called journaling.
Traditional file systems (such as ext2) must search through the directory structure, find the
right place on disk to lay out the data, and then lay out the data. (Linux can also cache the
whole process, including the directory updates, thereby making the process appear faster to
the user.)

The problem with this method of doing things is that in the event of an unexpected crash,
the fsck program has to go in and follow up on all of the files that are on the disk in order to
make sure that they don’t contain any dangling references (for example, i-nodes that point to
other, invalid i-nodes or data blocks). As disks expand in size and shrink in price, the availability
of these large capacity disks means more of us will have to deal with the aftermath of having
to fsck a large disk. And as anyone who has had to do that before can tell you, it isn’t fun. The
process can take a long time to complete, and that means downtime for your users.

With journaling file systems, the new way of getting data out to disk, instead of finding the
right place, the file system simply writes the data out in any order it can, as fast as it can. Each
time, it logs the location of these data blocks. You can think of it as being like using the same
spiral notebook for multiple classes without prepartitioning the notebook. It would be wiser to
simply take notes for each class in chronological order instead of grouping all of one class
together. A journaled file system is like such a notebook, with the beginning of the notebook
containing an index telling you which pages contain all the notes for a single class. Once the
data is written, the file system can go move things around to make them optimal for reading
without risking the integrity of the file.



192

Module 7:  File Systems

What this means to you as a system administrator is that the amount of time it takes for the
disk to write out data is much less, while at the same time the safety of getting the data written
out to disk quickly means that in the event of a system crash, you won’t need to run fsck
exhaustively. Even when you do run fsck, it only has to check recently modified data, so
instead of interminable times, you’ll find that the checks go very quickly.

So which of the four journaling systems should you choose? That call is entirely up to you.
But the only one I’ll talk about here is ext3, which is the default file system in Red Hat Linux 8.0.

Ask the Expert

Q:
A:
Q:

Is the ext3 file system the best option for my system?

I don’t know.

Thanks so much. Okay, how does ext3 compare to the other three journaling file
systems you mentioned?

That’s an easier question to answer. Because of its close compatibility with ext2, the
ext3 file system lacks some of the features the other journaling file systems implemented
because they didn’t have to worry about backward compatibility.

For example, the largest file you can create in an ext3 file system is 2,048GB. That’s
mighty large, but if you expect to need something larger, you may want to consider any
of the other three, which can handle files that are orders of magnitude larger. That is,
they could do so if the Linux kernel supported file systems larger than 2,048GB, which
is not the case with the kernel distributed with Red Hat Linux 8.0.

Okay, that’s more helpful. What are the relative strengths of the file systems?

Obviously, ext3 is great from the basis of compatibility. If you already have a Linux
partition, you can add journaling functionality to it without pain. If you have a system
that uses many small files, ReiserFS (see http://www.namesys.com/) may be just the
ticket; it can fit more data onto a partition and handle it much faster than ext2/ext3. If
you’re looking for a super-high-capacity file system with very good performance, the
XFS file system is your choice. Unfortunately, as I mentioned before, Linux won’t
immediately let you take advantage of the storage scale made possible by XFS (see
http://oss.sgi.com/projects/xfs/). Your other option, JES (see http://www-124.ibm.com/jfs/),
is less quick with small files than ReiserFS and not as fast with large files as XFS, but it
offers good all-around performance. Check out the resources I’ve mentioned here and
see what sounds good to you.
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Yes, I claimed earlier that ext2 was the default Linux file system, but when you install Red Hat
you’ll find that the partitions default to ext3 unless you set them to something different. And
that’s a good thing, for the reasons I just explained. Installing journaling file systems by default
was one way Red Hat attempted to answer some of Linux’s critics, who noted that other operating
systems already had that capability.

Managing File Systems

The process of managing file systems is trivial—that is, the management becomes trivial after
you have memorized all aspects of your networked servers, disks, backups, and size requirements
with the condition that they will never again have to change. In other words, managing file
systems isn’t trivial at all.

There aren’t many technical issues involved in file systems. Once the systems have been
created, deployed, and added to the backup cycle, they do tend to take care of themselves for
the most part. What makes them tricky to manage are the administrative issues—such as users
who refuse to do housekeeping on their disks, and cumbersome management policies dictating
who can share what disk and under what condition, depending of course on the account under
which the disk was purchased, and . . . (It sounds frighteningly like a Dilbert cartoon strip, but
there is a good deal of truth behind that statement.)

Unfortunately, there’s no cookbook solution available for dealing with office politics, so
this section will stick to the technical issues involved in managing file systems—that is, the
process of mounting and unmounting partitions, dealing with the /etc/fstab file, and performing
file-system recovery with the fsck tool.

Mounting and Unmounting Local Disks

Linux’s strong points include its flexibility and the way it lends itself to seamless management
of file locations. Partitions are mounted so that they appear as just another subdirectory. Even
a substantial number of file systems look, to the user, like one large directory tree. This
characteristic is especially helpful to the administrator, who can relocate partitions to various
servers but can have the partitions still mounted to the same location in the directory tree;
users of the file system need not know about the move at all.

The file-system management process begins with the root directory (see Figure 7-1).
The partition containing the kernel and core directory structure is mounted at boot time. This
single partition needs to have all the required utilities and configuration files to bring the
system up to single-user mode. Many of the directories on this partition are empty.
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The Root Directory (/)

> /home

—» /var

> /usr ——/dev/hda3
> /boot

—»/lib

Figure 7-1 Manage the file system starting with the root directory.

As the boot scripts run, additional partitions are mounted, adding to the structure of the file
system. The mount process overlays a single subdirectory with the directory tree of the partition
it is trying to mount. For example, let’s say that /dev/hdal is the root partition. It has the
directory /usr, which contains no files. The partition /dev/hda3 contains all the files that you
want in /usr, so you mount /dev/hda3 to the directory /usr. Users can now simply change
directories to /usr to see all the files from that partition. The user doesn’t need to know that
/usr is actually a separate partition.

Keep in mind that when a new directory is mounted, the mount process hides all the
contents of the previously mounted directory. So in the /usr example, if the root partition did
have files in /usr before mounting /dev/hda3, those /usr files would no longer be visible.
(They’re not erased, of course—once /dev/hda3 is unmounted, the /usr files would become
visible once again.)
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Using the mount Command
Like many command-line tools, the mount command has myriad options, most of which you
won’t be using in daily work. You can get full details on these options from the mount man
page. In this section, you’ll explore the most common uses of the command.
The structure of the mount command is as follows:

mount [options] device directory

where [options] may be any of those shown in Table 7-1.

The options available for use with the mount —o parameter are shown in Table 7-2.

The following mount command mounts the /dev/hda3 partition to the /usr directory with
read-only privileges:

[root@tedford /root]# mount -o ro /dev/hda3 /usr

Unmounting File Systems
To unmount a file system, use the umount command. Here’s the command format:

umount [-f] directory

where directory is the directory to be unmounted. For example:

[root@tedford /root]# umount /usr

unmounts the partition mounted on the /usr directory.

Option for mount Description

-a Mounts all the file systems listed in /etc/fstab (this file is examined later in
this section).

—t fstype Specifies the type of file system being mounted. Linux can mount file systems

other than the ext2/ext3 standard, most notably FAT, VFAT, and FAT32. The

mount command can usually sense this information on its own.

—o options Specifies options applying to this mount process. These are usually options
specific to the file system tyre (options for mounting network file systems may
not apply to mounting local file systems).

Table 7-1 Common Options for the mount Command
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Option for the mount —o
Parameter (for Local Partitions)

Description

Ro Mounts the partition as read-only.

Rw Mounts the partition as read/write (default).

Exec Permits the execution of binaries (default).

Noatime Disables update of the access time on i-nodes. For partitions
where the access time doesn’t matter (such as news spoo|5),
this improves performance.

Noauto Disables automatic mount of this partition when the —a
option is specified (applies only to the /etc/fstab file).

Nosuid Disallows application of setuid program bits to the mounted
partition.

Remount Remounts an already-mounted file system with the
now-current settings. This is an alternative fo unmounting
and remounting a partition to update its seﬂin?s (for
example, changing the partition from read-only to
read/write).

loop The loopback option allows you to mount a file as if it was a
device. For example, you could mount an 1ISO of a CD
image without having to burn it to a CD-ROM.

sb=n Tells mount to use block n as the superblock on an ext2/ext3

file system.

Table 7-2 Options for the mount —o Command

nP"“/i\‘"

The command name is umount, with no “n.” What it does is “unmount,” but that's not

its name.

When the File System Is in Use  There’s a catch to umount: If the file system is in use
(that is, when someone has a file open on that partition), you won’t be able to unmount that
file system. To get around this, you have three choices:

You can use Isof or fuser to determine which processes are keeping the files open, and
then kill them off or ask the process owners to stop what they’re doing. (Read about the
kill parameter in fuser on the fuser man page.) If you choose to kill the processes, be
sure you understand the repercussions of doing so (read: don’t get fired for doing this).
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GUI Mounting

Users can make use of the Disk Management tool from one of the Red Hat desktop
environments to mount and unmount certain devices. If you’re working with CD-ROM

or floppy drives within the GUI, you can select the System Tools option from the Red Hat
menu and start Disk Management. As you can see from the illustration, its very simple
interface won’t allow you to mount or unmount the system partitions you’re dealing with in
this module, but it’s a straightforward way to (for example) swap CDs. Just click the mount
button to mount a disc, and click the unmount button to unmount it.

hdUser Mount Tool

Jdevfcdrom fmntjcdrom iso9660

‘ X Close H Eormat H Mount ‘

You can use the —f option with umount to force the unmount process. Any processes with

open files on the partition will be left hanging, and data may be lost.

The safest and most proper alternative is to bring the system down to single-user mode
and then unmount the file system. In reality, of course, you don’t always get this luxury.

The /etc/fstab File

As mentioned earlier, /etc/fstab is a configuration file that mount can use. This file contains a
list of all partitions known to the system. During the boot process, this list is read and the items

in it are automatically mounted.
Here’s the format of entries in the /etc/fstab file:

/dev/device /dir/to/mount fstype parameters fs_freqg
fs_passno

Table 7-3 defines each element in an /etc/fstab entry.
Here is a sample /etc/fstab file:

/dev/hda2 / ext3 defaults 1
/dev/hda8 /home ext3 defaults 1
/dev/hda7 /tmp ext3 defaults 1
/dev/hda5 /usr ext3 defaults 1
/dev/hda6 /var ext3 defaults 1
/dev/hdal /usr/local ext3 defaults 1
/dev/hda3 swap swap defaults 0

o NN NN
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/dev/£d0 /mnt/floppy ext3 noauto 00
/dev/cdrom /mnt /cdrom 1809660 noauto, ro 00
/dev/hdc /mnt /cdrom?2 1509660 noauto, ro 00
none /proc proc defaults 00
none /dev/pts devpts mode=0622 00

Let’s take a look at a few details of /etc/fstab that haven’t been mentioned yet, most notably
the entry of swap for /dev/hda3, and the none for /proc and /dev/pts. In general, you’ll never
have to touch these file systems once the system is installed, so don’t worry about them.

The /dev/hda3 partition is where virtual memory resides. Unlike in Microsoft Windows
and similar systems, in Linux the virtual memory can be kept on a separate partition from
the root partition. This is done to improve performance, since the swap partition can obey
rules different than a normal file system. Since the partition doesn’t need to be backed up
or checked with fsck at boot time, the last two parameters on it are zeroed out. (Note that a
swap partition can be kept in a normal disk file, as well. See the man page on mkswap for
additional information.)

The none entry in conjunction with /proc is for the /proc file system. This is a special
file system that provides an interface to kernel parameters through what looks like any
other file system. Although it appears to exist on disk, it really doesn’t—all the files
represent something that is in the kernel. Most notable is /dev/kcore, which is the system
memory abstracted as a file. People new to the /proc file system often mistake this for

a large unnecessary file and accidentally remove it, which will cause the system to
malfunction in many glorious ways. Unless you are sure you know what you are doing,
it’s a safe bet to leave all the files in /proc alone.

The last entry in a /etc/fstab file, /dev/pts, is for a new mechanism to improve implementation
for network terminal support (ptys). This entry is necessary if you intend to allow remote
login to your host via rsh, telnet, rlogin, or ssh.

/etc/fstab File Entry | Definition

/dev/device Indicates the partition to be mounted (e.g., /dev/hda3).

/dir/to/mount Designates the directory on which to mount the partition (e.g., /usr).

Fstype Specifies the type of file system (e.g., ext3).

parameters Indicates the parameters to be supplied in the —o option of the mount command.

Fs_freq Tells the dump command how often the file system needs to be backed up.

Fs_passno Tells the fsck program at boot time to determine the order in which the file
systems should be checked. (Note that all file systems are checked before they
are mounted.)

Table 7-3 Contents of an /etc/fstab Entry
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When mounting partitions with the /etc/fstab configured, you can run the mount command
with only one parameter: the directory you wish to mount to. The mount command checks
/etc/fstab for that directory; if found, mount will use all parameters that have already been
established there. For example, here’s the command to mount a CD-ROM given the
/etc/fstab shown earlier:

File Systems

[root@tedford /root]# mount /mnt/cdrom

Using fsck
The fsck tool, short for File System CheckK, is used to diagnose and repair file systems that may
have become damaged in the course of daily operations. Such repairs are usually necessary after
a system crash in which the system did not get a chance to fully flush all of its internal buffers
to disk. (Although this tool’s name bears a striking resemblance to one of the expressions often
uttered after a system crash, that this tool is part of the recovery process is strictly coincidence.)
Usually, the system runs the fsck tool automatically during the boot process (much in the
same way Windows runs Scandisk) if it detects a partition that was not cleanly unmounted.
Linux makes an impressive effort to automatically repair any problems it runs across and in
most instances does take care of itself. The robust nature of the ext3 file system helps in such
situations. Nevertheless, it may happen that you get this message:

Your system appears to have shut down uncleanly
Press Y within 5 seconds to force file system integrity check

If you press Y, you’ll see messages appear on the screen telling you how the check is
proceeding. The system will tell you what file system is being checked and how far the check
has progressed. You may see messages such as these:

recovering journal
clearing orphaned inode

These messages are normal; fsck is just doing its thing.

If you find that a file system is not behaving as it should (log messages are excellent hints
to this situation), you may want to run fsck yourself on a running system. The only downside
is that the file system in question must be unmounted in order for this to work. If you choose
to take this path, be sure to remount the file system when you are done.
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NOTE i{“

The name fsck isn't the proper title for the ext2/ext3 repair tool; it's actually just a
wrapper. The fsck wrapper tries to determine what kind of file system needs to be
repqired and then runs the appropriate repair tool, passing any parameters that were
passed to fsck. In ext2 and ext3, the real tool is called e2fsck. When a system crash
occurs, you may need to call e2fsck directly rather than relying on other applications
to call it for you automatically.

Parameters Available for e2fsck
The parameters available for e2fsck are shown in Table 7-4.
For example, to run e2fsck on the /dev/hda3 file system, you would run:

[root@tedford /root]l# e2fsck /dev/hda3

To force a check and automatically answer Yes to any prompts that come up, you would

enter this command:

[root@tedford] # e2fsck -f -y /dev/hda3

nP"“/i\‘“

You won't find an “e3fsck” command. The ext2 and ext3 file systems are so similar that
the e2fsck command works on both of them.

Parameter for e2fsck

Description

-b superblock

Specifies the superblock number from which e2fsck should read partition
information. In most instances, e2fsck is able to find it at block 1, but if that
block becomes corrupted, you'll need to specify an alternative number.
Superblocks occur at every 8,192 blocks, so the next superblock is at 8,193,
then 16,385, and so on.

=C

Runs the badblocks program on the disk before running e2fsck. This searches
the entire disk block-by-block and verifies the block’s integrity. This is a very
thorough way of chec(ing a disk, but it is extremely time consuming.

—j journal

Sets the location of the external journal file, which is ordinarily hidden to
avoid deletion and backup, which don’t make sense for its contents.

i

Forces a check to run even if it thinks the file system is already clean.

-y

Tells e2fsck to automatically assume that all prompts from e2fsck are to be
answered Yes.

Table 7-4 Options for the e2fsck Command
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What If | Get Errors?

First, relax. The fsck check rarely finds problems that it cannot correct by itself. When it does
ask for human intervention, telling fsck to execute its default suggestion is often enough. Very
rarely does a single pass of e2fsck not clear up all problems.

On the rare occasions when a second run is needed, it should not turn up any more errors.
If it does, you are most likely facing a hardware failure. Remember to start with the obvious:
Check for reliable power and well-connected cables. Anyone running SCSI systems should
verify that they’re using the correct type of terminator, that cables aren’t too long, that SCSI
IDs aren’t conflicting, and that cable quality is adequate. (SCSI is especially fussy about the
quality of the cables.)

The lost+found Directory

CRITICAL SKILL

Another rare situation is when e2fsck finds segments of files that it cannot rejoin with the
original file. In those cases, it will place the fragment in the partition’s lost+found directory.
This directory is located where the partition is mounted, so if /dev/hda3 is mounted on /usr,
then /usr/lost+found correlates to /dev/hda3.

Anything can go into a lost+found directory—file fragments, directories, and even special
files. When normal files wind up there, a file owner should be attached, and you can contact
the owner and see if they need the data (typically, they won’t). If you encounter a directory
in lost+found, you’ll most likely want to try to restore it from the most recent backups rather
than trying to reconstruct it from lost+found.

At the very least, lost+found tells you if anything became dislocated. Again, such errors
are extraordinarily rare.

Adding and Partitioning a Disk

The process of adding a disk under Linux on the Intel (x86) platform is relatively easy.
Assuming you are adding a disk that is of similar type to your existing disks (e.g., adding
an IDE disk to a system that already has IDE drives or adding a SCSI disk to a system that
already has SCSI drives), the system should automatically detect the new disk at boot time,
and all that is left is partitioning it and creating a file system on it.

If you are adding a new type of disk (like a SCSI disk on a system that has only IDE
drives), you may need to compile in support for your SCSI card to the kernel. (Note that most
Linux distributions come with support for many popular SCSI cards as part of the standard
installation. If you didn’t recompile the kernel from the original installation, it is unlikely that
you will need to recompile the kernel to add support.) To compile in support for a new type of
disk, see Module 9. Be sure to step through all of the relevant menus and mark the appropriate
driver to be compiled either into the base kernel or as a module (assuming it can be compiled
as a module).
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Once the disk is in place, simply boot the system and you’re ready to go. If you aren’t sure
about whether the system can see the new disk, run the dmesg command and see whether the
driver loaded and was able to find your disk. For example:

[root@tedford /rootl# dmesg | more

Overview of Partitions

For the sake of clarity, and in case you need to know what a partition is and how it works, let’s
do a brief review of this subject. Every disk must be partitioned. Partitions divide up the disk,
and each segment acts as a complete disk by itself. Once a partition is filled, it cannot (without
special software) automatically overflow onto another partition. Usually, the process of partitioning
a disk accomplishes one of two goals: Either the user needs two different operating systems
installed and each operating system requires its own partition, or it may be prudent that the usage
of space on one partition not interfere with space dedicated to other tasks on other partitions.

An example of the latter occurs in user home directories. When users of the system are not
the administrators of the system, the administrator must ensure that users don’t consume the
entire disk for their personal files. This takes up room needed for logging purposes and temporary
files, causing the system to misbehave. To prevent this, a special partition is created for user
files so that they don’t overflow into protected system space.

NOTE K{\

It is acceptable to partition a disk so that only one large partition is taking up the entire
disk. But beware: If this is the boot partition, the entire partition must fit within the 1024
cylinder boundary, or you may not be able to boot. See Module 8 for more information.

Where Disks Exist

Under Linux, each disk is given its own device name. IDE disks start with the name /dev/hdX,
where X can range from a through z, with each letter representing a physical device. For example,
in an IDE-only system with one hard disk and one CD-ROM, both on the same IDE chain,

the hard disk would be /dev/hda, and the CD-ROM would be /dev/hdb. Disk devices are
automatically created during system installation.

When partitions are created, new devices are used. They take the form of /dev/hdXY, where
Xis the device letter (as just described), and Y is the partition number. Thus, the first partition on
the /dev/hda disk is /dev/hdal, the second partition would be /dev/hda2, and so on.

SCSI disks follow the same basic scheme as IDE, except instead of starting with /dev/hd,
they start with /dev/sd. Therefore, the first partition on the first SCSI disk would be /dev/sdal,
the second partition on the third SCSI disk would be /dev/sdc2, and so on.
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Creating Partitions

(AUTIONY

The process of creating partitions is irrevocably destructive to the data already on the

disk. Before creating, changing, or removing partitions on any disk, you must be very
sure of what's on the disk being modified, and you need to have a backup if that data
is still needed.

During the installation process, you probably used a “pretty” tool to create partitions.
Unfortunately, Linux platforms don’t ship with a standard utility for creating and managing
partitions. A basic mechanism that does exist on all Linux distributions is fdisk. Though it’s
small and somewhat awkward, it’s a reliable partitioning tool. Furthermore, in the event you
need to troubleshoot a system that has gone really wrong, you should be familiar with basics
such as fdisk. The only real downside to fdisk is its lack of a user interface.

For this sample run, assume that you want to partition the /dev/hdb device, a 340MB IDE
hard disk. (Yes, they do still exist.) You begin by running fdisk with the /dev/hdb parameter:

[root@tedford /rootl]l# fdisk /dev/hdb

which outputs a simple prompt:

Command (m for help):

Let’s use m to see what your options are. This menu is reasonably self-explanatory:

Command (m for help): m
Command action
toggle a bootable flag
edit bsd disklabel
toggle the dos compatibility flag
delete a partition
list known partition types
print this menu
add a new partition
create a new empty DOS partition table
print the partition table
quit without saving changes
create a new empty Sun disklabel
change a partition's system id
change display/entry units
verify the partition table
write table to disk and exit

x extra functionality (experts only)
Command (m for help):

s dctnQm©COBBROALOANDTO
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You begin by looking at the existing partition, using the p command (print the partition table):

Command (m for help): p
Disk /dev/hdb: 16 heads, 63 sectors, 665 cylinders
Units = cylinders of 1008 * 512 bytes

Device Boot Start End Blocks Id System
/dev/hdbl * 1 664 334624+ 6 FAT16
Command (m for help):

You have a little legacy system here, don’t you think? Time to upgrade this disk—start by
removing the existing partition using the d command (delete a partition):

Command (m for help): 4
Partition number (1-4): 1
Command (m for help):

And use the p (print the partition table) command to verify the results:

Command (m for help): p
Disk /dev/hdb: 16 heads, 63 sectors, 665 cylinders
Units = cylinders of 1008 * 512 bytes
Device Boot Start End Blocks Id System
Command (m for help):

No partition there. Time to start creating partitions. For the sake of discussion, pretend this
disk is large enough to accommodate a full workstation configuration. To set this up, you need
to create the partitions shown in Table 7-5.

So now that you know which partitions to create, let’s do it! Start with the root partition.
Given that you have only 340MB to work with, keep root small—only 35MB.

Command (m for help): n
Command action
e extended
jo) primary partition (1-4)
P
Partition number (1-4): 1
First cylinder (1-665, default 1): 1
Last cylinder or +size or +sizeM or +sizeK (1-665, default 665): +35M
Command (m for help):

Notice the first prompt is for whether you want a primary or extended partition. This is
because of a goofy mess created long ago (pre-Linux) when hard disks were so small that
no one thought more than four partitions would ever be needed. When disks got bigger and
backward-compatibility was an issue, we needed a trick to accommodate more partitions.
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Description

/

The root partition is for those core system files necessary to bring a system to single-user
mode. Once established, the partition’s contents shouldn’t vary at all and definitely shouldn’t
need to grow. The intent is to isolate this file system from other file systems, to prevent
interference with core operations.

Jusr

This partition is used for system software such as user tools, compilers, X, and so forth.
Because you may one day need to find a bigger home for your system software, you put
this in a separate partition.

/var

The /var partition is used to hold files that change a lot—this usually includes spool
directories (mail, print, etc.) and log files. What makes this partition worrisome is that
external events can make its contents grow beyond allocated space. Log files from a web
server, for instance, can grow quickly and beyond your control. To keep these files from
spilling over into the rest of your system, it's wise to keep this partition separate. (A type
of attack via the network can be mounted by artificially generating so much activity on
your server that the disk fills up with system logs and the system behaves unreliably.)

/tmp

Similar to /var, files in /tmp can unexpectedly consume substantial space. This can occur
when users leave files unattended or application programs create large temporary files.
Either way, maintaining this partition is a good safety mechanism.

/home

If you need to store home directories on rour disk, especially for users whose disk
consumption needs to be restricted, you'll definitely want to have this separate partition.

swap

The swap partition is necessary to hold virtual memory. Although it isn’t required, swap is
often a good idea in case you do exhaust all your physical RAM. In general, you'll want
this partition to be the same size as your RAM.

Table 7-5 Partition Descriptions and Configuration

The last partition would be an “extended” partition, unseen by the user but able to contain
additional partitions.

The next question: Which partition number? (You can see the limit of four primary partitions
as part of the question.) You start with one, picking the default starting cylinder, and then specify

that you want 25MB allocated to it.
To create the second partition for swap, type the following:

Command (m for help): n
Command action

e extended

jo) primary partition (1-4)
b
Partition number (1-4): 2

First cylinder (68-665, default 68): 68

Last cylinder or +size or +sizeM or +sizeK (52-665, default 665): +16M

Command (m for help):
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This time, the prompts are identical to those used for the previous partition, with slightly
different numbers. However, by default, fdisk is creating ext2 partitions. You need this partition
to be of type swap. To do this, use the t (change partition type) command:

Command (m for help): t
Partition number (1-4): 2
Hex code (type L to list codes): L

0 Empty 16 Hidden FAT16 61 SpeedStor a6 OpenBSD

1 FATI12 17 Hidden HPFS/NTF 63 GNU HURD or Sys a7 NeXTSTEP

2 XENIX root 18 AST Windows swa 64 Novell Netware b7 BSDI fs

3  XENIX usr 24 NEC DOS 65 Novell Netware b8 BSDI swap

4 FAT16 <32 <N 3c PartitionMagic 70 DiskSecure Mult cl DRDOS/secFAT-
5 Extended 40 Venix 80286 75 PC/IX c4 DRDOS/secFAT-
6 FAT16 41 PPC PReP Boot 80 0ld Minix c6 DRDOS/secFAT-
7 HPFS/NTFS 42 SFS 81 Minix / old Lin c7 Syrinx

8 AIX 4d ONX4.x 82 Linux swap do CP/M / CTOS .
9 AIX bootable de OQONX4.x 2nd part 83 Linux el DOS access
a 0S/2 Boot Manag 4f OQNX4.x 3rd part 84 0S/2 hidden C: e3 DOS R/O

b Win95 FAT32 50 OnTrack DM 85 Linux extended e4 SpeedStor

c Win95 FAT32 (LB 51 OnTrack DM6 Aux 86 NTFS volume set eb BeOS fs

e Win95 FAT16 (LB 52 CP/M 87 NTFS volume set fl SpeedStor

f Win95 Ext'd (LB 53 OnTrack DM6 Aux 93 Amoeba f4 SpeedStor
10 OPUS 54 OnTrackDM6 94 Amoeba BBT f2 DOS secondary
11 Hidden FAT12 55 EZ-Drive a0 IBM Thinkpad hi fe LANstep
12 Compag diagnost 56 Golden Bow a5 BSD/386 ff BBT

14 Hidden FAT16 5c¢ Priam Edisk

Hex code (type L to list codes): 82

Changed system type of partition 2 to 82 (Linux swap)
Command (m for help) :

The first question is, of course, what partition number do you want to change to? Since
you want the second partition to be the swap, you entered 2. The next prompt is a bit more
cryptic: the hexadecimal code for the correct partition. Since people don’t remember hex codes
very well, the L. command lists all available partition types. You spot 82 for Linux Swap, so
enter that, and you’re done.

NOTE K{\

It used to be that Linux’s swap partition was limited to 128M. This is no longer the case.
You can create a single swap partition as large as 2GB. You can create multiple swap
partitions if you like.

Now to create /usr. Make it 100MB in size:
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Command (m for help): n
Command action
e extended
s} primary partition (1-4)
P
Partition number (1-4): 3
First cylinder (85-665, default 85): 85
Last cylinder or +size or +sizeM or +sizeK (85-665, default 665): +100M
Command (m for help):

So at this point, you have three partitions: root, swap, and /usr. You can see them by
entering the p command:

Command (m for help): p
Disk /dev/hdb: 16 heads, 63 sectors, 665 cylinders
Units = cylinders of 1008 * 512 bytes

Device Boot Start End Blocks Id System
/dev/hdbl 1 51 25672+ 83 Linux
/dev/hdb2 52 84 16632 82 Linux swap
/dev/hdb3 85 288 102816 83 Linux

Command (m for help):

Now you need to create the extended partition to accommodate /tmp, /var, and /home.
Do so using the n command, just as for any other new partition:

Command (m for help): n
Command action
e extended
s} primary partition (1-4)
e
Partition number (1-4): 4
First cylinder (289-665, default 289): 289
Last cylinder or +size or +sizeM or +sizeK (289-665, default 665): 665
Command (m for help):

Instead of designating a megabyte value for the size of this partition, you enter the last
cylinder number, thus taking up the remainder of the disk. Let’s see what this looks like:

Command (m for help): p
Disk /dev/hdb: 16 heads, 63 sectors, 665 cylinders
Units = cylinders of 1008 * 512 bytes

Device Boot Start End Blocks Id System
/dev/hdbl 1 51 25672+ 83 Linux
/dev/hdb2 52 84 16632 82 Linux swap
/dev/hdb3 85 288 102816 83 Linux
/dev/hdb4 289 665 190008 5 Extended

Command (m for help):
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Now you’re ready to create the last three partitions:

Command (m for help): n

First cylinder (289-665, default 289): 289

Last cylinder or +size or +sizeM or +sizeK (289-665, default 665): +100M
Command (m for help): n

First cylinder (493-665, default 493): 493

Last cylinder or +size or +sizeM or +sizeK (493-665, default 665): +45M
Command (m for help): n

First cylinder (585-665, default 585): 585

Last cylinder or +size or +sizeM or +sizeK (585-665, default 665): 665
Command (m for help):

Note that for the very last partition, you again specified the last cylinder instead of a megabyte
value, so that you are sure that you have allocated the entire disk. One last p command shows you
what your partitions now look like:

Command (m for help): p
Disk /dev/hdb: 16 heads, 63 sectors, 665 cylinders
Units = cylinders of 1008 * 512 bytes

Device Boot Start End Blocks Id System
/dev/hdbl 1 51 25672+ 83 Linux
/dev/hdb2 52 84 16632 82 Linux swap
/dev/hdb3 85 288 102816 83 Linux
/dev/hdb4 289 665 190008 5 Extended
/dev/hdb5 289 492 102784+ 83 Linux
/dev/hdb6 493 584 46336+ 83 Linux
/dev/hdb7 585 665 40792+ 83 Linux

Command (m for help):

Perfect. Commit the changes to disk and quit the fdisk utility by using the w (write table
to disk and exit) command:

Command (m for help): w

The partition table has been altered!

Calling ioctl() to re-read partition table.

Syncing disks.

WARNING: If you have created or modified any DOS 6.x
partitions, please see the fdisk manual page for additional
information.

[root@tedford /rootl#

If you needed to write an /ete/fstab file yourself for this configuration, it would look
something like this:
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/dev/hdbl / ext3 defaults 11 7
/dev/hdb2 swap swap defaults 00 :

/dev/hdb3 /usr ext3 defaults 12 . é’
/dev/hdb5 /home ext3 defaults 12 .g
/dev/hdbé /var ext3 defaults 1 2 A
/dev/hdb7 / tmp ext3 defaults 12 .
none /proc proc defaults 00 L
none /dev/pts devpts mode=0622 0 0 .

Making File Systems
With the partitions created, you need to put file systems on them. (If you’re accustomed to
Microsoft Windows, this is akin to formatting the disk once you’ve partitioned it.)

Under Linux, you use two tools for this process: mke2fs to create ext3 file systems, and
mKkswap to create swap file systems. There are many command-line parameters available for
the mke2fs tool, many of which are needed only if you have an unusual situation. And if you
have such an unusual need, I’'m confident you don’t need this text for guidance on creating file
systems!

The only command-line parameter you’ll usually have to set is the partition onto which the
file system should go. To create a file system on the /dev/hdb3 partition, you would issue the
command

[root@tedford /root]# mke2fs -j /dev/hdb3

The -j parameter tells mke2fs that you want to set the file system up with a journal file; in
other words, that this is an ext3 partition rather than an ext2 partition. Omit the -j, and you’ll
create an ext2 partition instead.

NOTE i{\

To convert the ext? file system to an ext3 file system, run the command tune2fs -
/dev/hdb3 (of course, substituting your partition name for /dev/hdb3). To convert
an ext3 file system to ext2, edit the /etc/fstab file so that the partition is listed as ext2,
then unmount the partition and mount it again.

Setting up swap space with the mkswap command is equally straightforward. The only
parameter needed is the partition onto which the swap space will be created. To create swap
space on /dev/hdb2, you would use

[root@tedford /root]# mkswap /dev/hdb2
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Al To Journal, or Not to Journal?

In this project, you’ll be taking your very fine, very stable Linux system, and monkeying
shamelessly with it. You’ll convert a partition from the default ext3 file system to the nonjournaling
ext2 file system, and then convert it back. Do this on a test server that nobody else is using.
You shouldn’t lose any data, but there’s no sense in taking any risks.

Step by Step

Exit the GUI on your Red Hat Linux 8.0 system and become the root user at a console prompt.

1

. Look at the contents of your /etc/fstab file, and on a piece of paper, note the name of the

partition on which /home is mounted. If you make a mistake in the text editor, you can
restore the setting from your note.

. Make sure nobody else is using the partition you plan to modify by running the fuser -v

/home/* command.

. Edit the /etc/fstab file and convert the file system type entry on the /home configuration

line from ext3 to ext2. Save the file. It wouldn’t hurt to check again to see whether any
users have snuck back on the system.

. Unmount the file system on /home using the umount command.
. Mount the file system on /home using the mount command.

. You now have an ext2 file system instead of an ext3 file system. Try remounting the /home

file system read-only and forcing an fsck to see how long the process takes.

. Edit the /etc/fstab file again to set ext2 back to ext3.

. Just telling the system that /home should have an ext3 file system isn’t enough; you must

create a journal file for the file system. Use the tune2fs -j home_part command, where
home_part is the device name of the partition you wrote down in step 2.

. Check again for interloping users, and then remount the /home file system. You now have

an ext3 file system again. Amuse yourself further, if you wish, by remounting the file
system read-only and seeing what happens if you force an fsck on it.

Project Summary

The answer to the question is an unequivocal “journal.” Your life will be much better, the sky
will be much brighter, and your systems will run much better if you use ext3 than if you use
ext2. However, the process of migrating between the two file systems isn’t difficult, and it
should give you an idea of what’s involved in working with file systems in general.
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Using Network File Systems

Network file systems make it possible for you to dedicate systems to serving disks while letting
clients handle the compute-intensive tasks of users. Centralized disks mean easier backup
solutions and ready physical security. Under Linux (and UNIX as a whole), disk centralization
is accomplished through the Network File System (NFES). In this section, you’ll learn about
client-side issues of NFS, leaving the server-side issues until later in this book (Module 16).

Mounting NFS Partitions

Option for the mount —o Parameter

Mounting NFS partitions works much the same way as mounting local partitions. The only
difference is in how the partition is addressed. On local disks, partitions are addressed by their
device name, such as /dev/hdal. In NFS mounts, partitions are referenced by their hostnames
and export directories. Thus, if the server named ungerer is allowing your host to mount the
directory /export/SL1200/MK2 and you want to mount this to /projects/topsecret1, you
would use this command:

[root@tedford /root]# mount ungerer:/export/SL1200/MK2
/projects/topsecretl

As you can see, it’s not necessary for your local directory to have the same name as the
server’s directory.

With NFS come some additional options you can use in conjunction with the mount
command’s -0 option, as shown in Table 7-6.

Here’s an example of an NFS mount in the /etc/fstab file:

denon: /export/DN2000F /proj/DN2k nfs bg, intr,hard,wsize=8192,rsize=8192 0 0

(for NFS Partitions) Description

soft “Soft mounts” the partition. If the server fails, the client will

time out after a designated interval and cause the requested
operation to fail.

hard “Hard mounts” the partition. The client will wait as long as it

takes for the server to come back after a failure. If the server
comes up, no data will be lost.

fimeo=n Sets the time-out value to be n seconds.

Table 7-6 Options for the mount —o Parameter for NFS Partitions
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Option for the mount —o Parameter

(for NIFS Partitions) Description

wsize=n Sets the write buffer size to n bytes. Default is 1024;
recommended value is 8192.

rsize=n Sets the read buffer size to n bytes. Default is 1024;
recommended value is 8192.

bg Backgrounds the mount. If the mount does not initially work,

lets the mount process go into the background and keep
trying. If you are placing any NFS mount points in an
/etc/fstab file, you should definitely include this option.

Table 7-6 Options for the mount —o Parameter for NFS Partitions (continued)

Using the autofs Service

As your site grows, you’ll find that maintaining mount tables becomes increasingly complicated.
You may find it appropriate to standardize on a particular set of NFS mounts for all systems to
save yourself some work, but this has the side effect of wasting system resources for both the
client and server.

To combat this problem, you can use the autofs service, also known as the automounter.
As its name implies, it automatically mounts file systems as they are needed. When it is used
in conjunction with NIS (see Module 17), you can produce a centralized set of maps that apply
to your entire site, deploying the autofs service to mount only those partitions needed by users
at the time they are needed.

A good example of this is home directories. Say that for a variety of technical reasons, my
company currently needs to allow everyone in engineering to put their home directories on
their local systems rather than having them all reside on a central server. However, we want
to allow anyone to be able to log in to anyone else’s system and have their home directory
available to them. If we were to use /etc/fstab for this, every new person in engineering would
require a lot of people to get their /etc/fstabs updated, which is bound to be an error-prone task.
Even worse, having to mount several dozen home directories every time would be a waste of
resources, especially if other engineers are not logging in to other people’s machines all the time.

By using the autofs service in conjunction with NIS, I can maintain a very simple /etc/fstab
on each host and run the autofs daemon. When someone logs in to the system, the login program
will try to access her home directory. The autofs service will intercept this request, go look up
where that user’s home directory is located, mount it, and then let the login process continue.
The process happens so quickly the user doesn’t realize that her home directory was just
dynamically mounted for her. Once the user logs off, autofs will notice that there hasn’t been
any activity on that partition for a while and automatically unmount it. Neat, huh?
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And of course, conveniently, all popular distributions of Linux are currently shipping with
the autofs subsystem already set up, ready to accept your configuration files.

The Slightly Bigger Picture

Let’s begin by taking a closer look at the steps taken by the autofs service so that you better
understand how it works.

When autofs starts, it looks for a file called /ete/auto.master. This file tells it what maps it
will need to read for what directory. For example, the auto.master file might contain an entry
that looks like this:

File Systems

/home auto.home

This tells autofs that for any directory accessed in the /home directory, it should consult the
/etc/auto.home file to find out what partition it should mount.

The auto.home file is called a mapfile. Mapfiles in this context are simply text files that
map user’s names to the location of their home directories. The first column of the file contains
the key, which is simply the user’s login. This value is what is used to search the mapfile.

rwhite orb:/export/home/rwhite

In this example, rwhite is the key.
Combining the two files together (auto.master and auto.home), the autofs service will
do the following when someone tries to access the directory /home/rwhite:

1. Check if /home/rwhite is already mounted.
2. If not, create the directory /home/rwhite.

3. Mount orb:/export/home/rwhite to /home/rwhite.

Don’t worry if it takes you a few minutes to wrap your head around this concept—it isn’t
terribly intuitive. But once you get it and see why this feature is useful, you’ll wonder how you
ever managed a network without it.

Starting the autofs Service
Because the way you’re using autofs to mount partitions across the network relies on NFS,

before using it you’ll need to be sure you can do normal NFS mounts. Once you have this
working, just make a simple change to your startup scripts to deploy the autofs service. The
easiest way to do this is to run the redhat-config-services utility to enable the daemon.
Simply start the configuration tool and mark the autofs check box as shown.
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If you need to start autofs by hand, run this command:

[root@tedford /root]# service autofs start

Use this same command to stop the autofs daemon, by changing the start option to stop.
You can also update the configuration files and have the daemon reread them by replacing the
start option to reread.

Configuring /etc/auto.master

The autofs service’s primary configuration file is /etc/auto.master. The format of this file is
as follows:

#

# Sample /etc/auto.master file

# (lines which begin with a '#' are comments)

#

/mount/point map-file global-options
/home auto.home

/usr/local auto.local

/misc auto.misc

The first column tells you the mount point; the second column lists the files containing
details about the mapping for that mount point; and the last column contains any NFS options
you want to apply to all mounts.

The map files look a little different from the auto.master file. For example, here’s the
auto.misc file:

#

# auto.misc

#

# This is an automounter map and it has the following format
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# key [ -mount-options-separated-by-comma ] location

# Details may be found in the autofs(5) manpage

kernel -ro,soft, intr ftp.kernel.org: /pub/linux
cd -fstype=is09660, ro : /dev/cdrom

# the following entries are samples to pigque your imagination
#floppy -fstype=auto :/dev/£d0

#floppy -fstype=ext2 :/dev/£d0

#e2floppy -fstype=ext2 :/dev/£d0

#jaz -fstype=ext2 :/dev/sdcl

Here, the first column is the key, the second column holds the mount options, and the last
column is the location from which to mount. If the location entry begins with a colon, it’s a
signal to the system that the mount is local. Thus, /misc/cd would mount /dev/edrom with the
following mount options:

-fstype=1s09660, ro

NOTE i{\

CRITICAL SKILL

Unlike NFS, which requires that the directory already exist in order for you fo mount it, the
autofs service does not. In the case of the /misc mount point, all that needs to exist is the
/misc directory. All subdirectories would be created by the autofs daemon as needed.

If you change any of the map files while autofs is running, you’ll need to restart the autofs
service so that it can reread the configuration files. This is done by using autofs as follows:

[root@tedford /rootl# /etc/init.d/autofs reload

Managing Quotas

In any multiuser environment, you’re bound to run across users who—either refusing to play
fair or because they’re oblivious to common courtesy—practice the fine art of disk hogging,
taking up more than a reasonable amount of disk space.

This problem can be managed in several ways. The first and most obvious solution is to
beg and plead. This rarely works. The second approach is peer pressure: You regularly and
publicly post the amounts of disk space being hogged by these users. If people are at all sensitive
to what others think of them, this may work. The final and most successful technique is to institute
disk quotas, allowing each user to consume a certain amount of disk space and no more.
Enforcement is done by the operating system.

Disk quotas are usually the best option for system administrators, because the quotas are
automated and don’t require that you confront the offending users. However, technical and/or
political barriers may be standing in the way of using them. (For instance, the CEO may not
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like being told she can use only SMB of the server disk space.) Quotas are, of course, optional—
your system will be quite happy to hum along without them. Whether they will work in your
environment is up to you and your management.

Preparing a Disk for Quotas
Preparing to use disk quotas works in two steps. Step 1 is to make the necessary settings in the
/etc/fstab file and add the necessary files in each partition for which you want quota control.
Step 1 must be repeated for every partition you want under quota control. Step 2 is to run the
quotacheck command to set up the quotas on each of the partitions you’ve configured.

Configuring Individual Partitions
Disk quotas work on either a per-user or per-group basis, with each partition allowing for their
own quotas. For example, it’s possible for all users to have a quota associated with their home
directories on one partition and another quota on another partition for a group project they’re
part of.
For each partition on which you want a quota, you’ll need to set up the usrquota option
and the grpquota option, and then remount the partition.

The usrquota Opﬁon Edit the /etc/fstab file so that, for each partition needing quotas,
the mount options contain the usrquota option. For example, if /dev/hdaS is mounted to the
/home directory and you want that directory to have user quotas, the /etc/fstab entry would
be something like this:

/dev/hdab /home ext3 defaults,usrquota 1 1

The grpquota Option Partitions needing group quota support should have the grpquota
option in the /etc/fstab file, just like the usrquota option as just described. (Note that it’s
acceptable to have both options enabled.) For example, if /dev/hda5 is mounted to the /home
directory and you want that directory to have group quotas, the /etc/fstab entry would be
similar to this:

/dev/hda5 /home ext3 defaults,grpguota 1 1
Remount the partition  Now you simply need to remount the partition using umount and

mount. While this act alone won’t make your quota system ready to use, you can’t skip this step!
To continue this example, remounting /home on the /dev/hda5 partition would look like this:

[root@tedford /root]l# umount /home
[root@tedford /home]# mount /home
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Running quotacheck to Enable Quotas
After you have reconfigured and remounted the partitions, you have to tell Red Hat Linux to

initialize the database files, examine the file system for usage, and turn on quotas. Use the
quotacheck command to perform all these actions:

[root@tedford /root]# quotacheck -avug

The -avug options tell quotacheck to run on all file systems with quotas enabled, with
verbose output so you know what it’s doing, and for both user- and group-based quotas.

nP"“/i\‘“

Red Hat recommends rerunning the quotacheck command periodically. You can do this
by running a “cron” job on a weekly basis (see Module 8 for more about cron jobs).

Configuring Quota Settings

Creating, modifying, and removing quotas on either a per-user or per-group basis is done via

the edquota command. In this section, you’ll look at the usage of this command and run through

some examples as well. First, some terminology:

Soft Limit This requested limit is placed on a user or group. If the user’s account exceeds
the soft limit, a grace period can be imposed as to how long the account can exist over the
soft limit. During this time phase, users can be warned that their accounts are over the limit.

Hard Limit This limit is imposed by the operating system and cannot be overrun.
Any attempts to write data beyond the hard limit are denied.

Grace Period (Time Limit) When a user’s account exceeds the soft limit, a clock starts
tracking. After the grace period expires, the user cannot access the account. The length of

this grace period should depend on the environment. A common value is one week. To

keep the account from being disabled, the user needs to remove or compress files until his

or her disk consumption falls below the soft limit.

Command-Line Options of edquota
The edquota command has only three options when used to manage per-user quotas:

-u login ‘ Sets the quota information for the named user.

-t Sets the ?roce period of a partition. Use it in conH'uncﬁon with —u or —g to set all the grace
periods for users or F?roups, respectively. Note: |
they cannot have different grace periods.

users/groups exist on the same partition,
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-g group ‘ Sets the quota information for the named group.

Allows you to clone one user’s (user login) information to another user. Must be set in
conjunction with the —u option.

—p login

When you invoke the edquota command, it brings up the configuration information for the
particular user, group, or grace period you want to add or edit. By default, the vi editor is used
to display human-readable information. If you prefer another editor, such as emacs or pico,
you can simply change the EDITOR environment variable before running edquota. For example,
if you’re using BASH (the root user’s default shell), you would enter this command:

[root@tedford] # export EDITOR=pico
Once the edquota information is on screen, you can edit it, save the document, and quit.

The edquota process takes that information and places it into the database. Note that edquota
uses the /ete/passwd file to determine the location of a user’s home directory.

Examples of edquota
To place a quota on user blee, I would use the following command:

[root@tedford] # edquota -u blee

This will bring up the editor with a file that looks like the following:

Quotas for user blee:
/dev/hda2: blocks in use: 0, limits (soft = 0, hard = 0)
0, hard = 0)

inodes in use: 0, limits (soft

Zeros in all the limits means there is no quota on blee’s account at the moment. Notice that
there is a limit value for i-nodes as well as blocks. Remember that one block is equal to 1K
under Linux, and i-nodes are the control information needed to store files. You will usually
need only a few i-nodes per file, and more as the file grows larger.

So to set blee’s soft block limit to 5000, the hard block limit to 6000, the soft i-node limit
to 2500, and the hard i-node limit to 3000, I would edit the file to look like this:

Quotas for user blee:
/dev/hda2: blocks in use: 0, limits (soft = 5000, hard = 6000)

2500, hard 3000)
(AUTION\(

The edquota command generates a unique name for the temporary file used to edit this
information. Keep this file—do not write over the quota.user or quota.group file with
this information! The edquota utility will take care of integrating quota information into
those two files for you.

inodes 1in use: 0, limits (soft
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To change the quota for blee, rerun edquota -u blee and change the limits.

Another example of using edquota is to clone one user’s settings to apply to another user.
For example, if you want to clone the user dalbers so that user dedood gets the same quota
values, you would enter this command:

[root@tedford] # edquota -p dalbers dedood

Here’s one more example: To apply quota settings to a large number of users at once, you
can use a little one-line script to do it. Let’s assume that all of the affected users have their
UlDs at greater than (or equal to) 500, and that at least one user has had his or her quota set up
manually. For our example, we’ll call this user arte. The magic line is

[root@tedford] # edquota -p artc “awk -F: '$3 >> 499 print $1' /etc/passwd’

Managing Quotas

Once you have your quotas enabled and working, there are three tools available to help you
manage things: quotacheck, repquota, and quota.

The quotacheck Command
The quotacheck command verifies the integrity of the quota database. In the script presented

earlier for turning on the quota subsystem, you started by running this script with the -avug
option set.
The options you can pass to quotacheck are as follows:

-v Turns on verbose mode. This presents useful and interesting information as the quota
databases are checked.

-u vid Checks the allocation of the user whose UID is vid.

-g gid Checks the allocation of all users whose GID is gid.

-a Checks all file systems that have quotas (as determined by the /etc/fstab file).

-r Used in conjunction with —a. Checks all partitions with quotas, except the root partition.

The repquota Command
The repquota command generates a summary report of quota usage on the system. This

command takes the following options:

-a Reports on dll file systems.

-v Reports on all quotas, even if there is no usage.
-9 Reports on quotas for groups only.

-u Reports on quotas for users only.
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The quota Command

-9

Finally, the quota command is for users. It allows them to view the quota limitations placed
on them. It takes the following options:

Prints quotas on groups of which the user is a member.

-u

Prints quota information about the specific user (default).

-V

Prints quota information as it pertains to the user for dll file systems that support quotas.

-q

Prints a message to the user if he is over quota.

For example, if user rwhite were to run quota —v, he would see this:

[rwhite@tedford ~]% quota -v
Disk quotas for user rwhite (uid 500):

File system Dblocks quota limit grace files quota 1limit grace
/dev/hda8 0 0 0 0 0 0
/dev/hdbl 0 5000 5100 0 1000 1100

Setting Up autofs

In this project, you’ll set up the autofs daemon and set quotas for a group of users. If you can
configure your Red Hat Linux test system to be similar to the situation described, that will
help, but if not, bend the details to fit your situation.

Consider the following situation: User pdedood purchased the Linux system you’re managing
(named tedford), and has several projects running on it. He also wants users jwang, dalbers,
and blee to be able to use space on the system, but he doesn’t want them filling up his disk.
The server, tedford, has a /home partition with 8GB of space. The other users already have
accounts on tedford, and their Linux workstations can already mount /home via NFS, but the
users complain that mounting tedford manually is difficult. Make everybody happy.

Step by Step

. The first step is to configure the disk quotas on tedford. There’s no sense in allowing the
users easy access until the necessary restrictions are in place. Enable group-based disk
quotas on the server by editing the /etc/fstab file as described in this module.

2. Remount the partition and enable quotas on the system by running the quotacheck
command with the appropriate options.

3. Configure the group quota using a suitable edquota command.

4. On each remote system, create an /etc/auto.home file to automount tedford’s /home
partition in the remote system’s /home directory.
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5. On each remote system, create an entry in /etc/auto.master to consult /etc/auto.home if it 7
does not already exist. C

- £

6. Update the autofs daemon on each workstation with the new configuration information. -2
o>

%)

7. Test each workstation by attempting to access tedford’s home directory where the )
LI N

automounter put it in the local /home directory.

Project Summary

This type of project is the meat and potatoes of Linux system administration. Managing
partitions and disk space are two of the common (if somewhat mundane) aspects of system
administration. This is where monitoring disk usage, including free space, is vital. If you
notice that users are filling up the system’s disk space (and they will), you can plan your next
steps: expand storage capacity, add or tighten disk quotas, or start randomly deleting user files.
Use the skills you’ve developed in this module to avoid that last option.

Module Summary

In this module, you covered the process of administering your file systems, from creating them
to applying quotas to them. With this information, you’re armed with what you need in order
to manage a commercial-level Linux server in a variety of environments. :

Like any operating system, Linux undergoes changes from time to time. Although the Project
designers and maintainers of the file systems go to great lengths to keep the interface the same, -
you’ll find some alterations cropping up from time to time. Sometimes they’ll be interface
simplifications. Others will be dramatic improvements in the file system itself. Keep your eyes
open for these changes. Linux provides a superb file system that is robust, responsive, and in
general a pleasure to use. Take the tools described in this module and find out for yourself.

’ Module 7 Mastery Check

1. What is the point of having i-nodes?

=~
N

Setting Up autofs

2. What is a superblock?
3. What feature distinguishes the ext2 and ext3 file systems?

4. What file contains information on how to mount the partitions on a system?



222

Module 7:  File Systems

11.
12.
13.

14.
15.

16.
17.

18.

. What are the six entries on each line of the file referred to in Question 4?
. What commands are used to mount and unmount partitions?

. How could you remount the /dev/hda5 partition, which is currently mounted read/write,

as read-only?

. What command could be used to run a check on a file system that appears to be clean?
. What happens to file segments that cannot be reunited during a file system check?

. What would the device name of the fifth SCSI disk on a system? What would be the name

of its first partition?
What command can be used to delete or create partitions?
What is the system type number for a partition of the type “Linux swap?”’

What command would be used to create the file system on a partition of the type described
in Question 12?

Describe the command used to create an ext3 file system on /dev/hdal.

Show the mount command used to mount server gregory’s /export/foo directory on the
local server’s /mnt/foo directory using NFS?

What is the automounter’s primary configuration file? What does it contain?
Which is the correct procedure for setting up quotas?

A. Edit /etc/edquota, run quotacheck, and then edit /etc/fstab.

B. Edit /etc/fstab, run edquota, and then run quotacheck.

C. Run quotacheck, edit /etc/fstab, and then run edquota.

D. Edit /ete/fstab, run quotacheck, and then run edquota.

Name the command used to summarize quota usage on a file system.
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CRITICAL SKILLS

8.1  Configure the Boot Manager

8.2 Know the Boot Process

8.3  Learn about the init Service

8.4 Configure and Use the xinetd Process
8.5 Manage the syslogd Daemon

8.6  Use the cron Program

8.7 Enable and Disable Services
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As operating systems have become more complex, the process of starting up and shutting

down has become more comprehensive. Anyone who has undergone the transition from a
straight DOS-based system to a Windows 2000 or XP system has experienced this transition
firsthand: Not only is the core operating system brought up and shut down, but also an impressive
list of services must be started and stopped. Like Windows, Linux comprises an impressive list
of services that are turned on as part of the boot procedure.

In this module, you step through the processes of starting up and shutting down the Linux
environment and its basic services. Regardless of distribution, network configuration, and overall
system design, every Linux system has four core services: init, inetd or xinetd, syslog, and cron.
The functions performed by these services may be simple, but they are also fundamental.

In this module, you’ll learn about each one of the core services and its corresponding
configuration file. You’ll also grow acquainted with the scripts that automate the starting and
stopping of services during the boot and shutdown processes. I’ll show you how to specify
which services get started at boot time, and I’ll introduce the process of writing your own
scripts to control services.

CRITICAL SKILL

BX Configuring the Boot Manager

GRUB, the GRand Unified Boot loader, is a boot manager. It allows you to boot multiple
operating systems. In addition to booting multiple operating systems, with GRUB (or LILO,
the LInux LOader, the other boot manager supported out-of-the-box by Red Hat Linux 8.0),
you can choose various kernel configurations or versions to boot. This is especially handy
when you’re trying kernel upgrades before adopting them. What’s the difference between
LILO and GRUB?

LILO reads a configuration file (/ete/lilo.conf) that specifies which partitions are bootable
and, if a partition is Linux, which kernel to load. When the /sbin/lilo program runs, it takes
this partition information and rewrites the boot sector with the necessary code to present the
options as specified in the configuration file. At boot time, a prompt (usually lilo:) is displayed,
and you have the option of specifying the operating system. (Usually, a default can be selected
after a time-out period.) LILO loads the necessary code from the selected partition and passes
full control over to it.

While GRUB performs the same tasks, it offers greater functionality than LILO. For
example, there are more commands available at the grub> prompt. You don’t really want to
use either boot loader’s prompt if you can avoid it (if, like the rest of us, you want your
systems to install and run effortlessly), but because GRUB can read ext2 and ext3 partition
data, it is possible to access disk data without even booting into the operating system. A
further consequence of being able to read ext2 file system data is that GRUB can automatically
find any updates to its configuration. LILO, on the other hand, must be run every time you
change something, or it won’t update its configuration information.
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NOTE K{“

If you have a reason to use LILO, that's okay, but because GRUB is more feature-laden,
nicer-looking, and the Red Hat Linux default, I'm going to assume you want to use it,
and that you've already installed it. In future versions of Red Hat, it may be the only
option. If you haven't already installed it, do so (see Module 4 for more information on
installing software). When you do, it will automatically become your boot manager. It's
pushy, but good.

Configuring GRUB
The GRUB configuration file in Red Hat Linux 8.0 is /boot/grub/grub.conf, and it is
automatically populated during the installation process. This sample file tells you a few things:

Core System Services ©@

# grub.conf generated by anaconda
#
# Note that you do not have to rerun grub after making changes to this file
# NOTICE: You have a /boot partition. This means that
all kernel and initrd paths are relative to /boot/, eg.
root (hd0,0)
kernel /vmlinuz-version ro root=/dev/hda2
initrd /initrd-version.img
#boot=/dev/had
default=0
timeout=10
splashimage=(hd0,0) /grub/splash.xpm.gz
password --md5 $1$MXfipgCyAStmRR3030M46mNXLbM5rci0
title Red Hat Linux (2.4.18-14smp)
root (hd0,0)
kernel /vmlinuz-2.4.18-14smp ro root=LABEL=/ hdd=ide-scsi
initrd /initrd-2.4.18-14smp.img
title Red Hat Linux-up (2.4.18-14)
root (hd0,0)
kernel /vmlinuz-2.4.18-14 ro root=LABEL=/ hdd=ide-scsi
initrd /initrd-2.4.18-14.img

HH H H H

First, the comment line at the beginning of the file notes that it was generated by anaconda
(the Red Hat installer). It also mentions that GRUB does not need to be rerun to update changes
to its configuration file (this message is included because LILO does require rerunning after
every configuration change). It also notes that /boot is on its own partition and points out that
the boot-related files will be found on that partition.

GRUB Device Names

If you’ve just gotten used to the device names described in Module 7, there’s more bad news.
While Linux calls the first IDE hard disk hda and the second SCSI hard disk sdb, GRUB
uses its own identification system. The first hard disk is hd0, whether it’s IDE, SCSI, or
Zoroastrian. The second hard disk is hd1, and so on. If you specify the device name in this
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way, GRUB understands you to be referring to the entire drive. More specifically, you are
referring to the Master Boot Record (MBR) on that drive. This sector describes what to load
first in order to start the operating system. Once loaded, the program stored in the MBR is
expected to take over the boot process. To specify a partition, you add a comma and a partition
number, starting from 0. In other words, the third partition on the fourth hard disk would be

known as hd3,2.

GRUB Configuration Commands

In the /boot/grub/grub.conf file you started reviewing, the first few lines after the comments
gave some cryptic but important instructions. They told GRUB to use the first boot entry as
the default, and to start from that entry if no other input was received within ten seconds. They
also specified a splash screen graphic and gave an MD5-encrypted password required to alter
the boot loader configuration. After that come two boot entries, each of which has a title that
appears as an option when GRUB starts up, a “root” partition for GRUB to load to read files,
a kernel file to load, and a RAM disk. These commands can be found in Table 8-1.

In Project 8-1, you’ll have the opportunity to change a few of the configuration settings on
the boot loader to see what impact they have.

GRUB Command Description

kernel Points to the kernel file used to boot the system and any options to pass to
the loaded kernel.

root Mounts the specified device and partition as GRUB's root partition.

default Sets the default boot entry, which is used if the time-out time is reached.
The number refers to a title command, with O pointing to the first title in the
configuration file, 1 pointing to the second title command, and so on.

fallback Defines the title entry to use if the initial boot attempt fails.

hiddenmenu Hides the GRUB menu. If the user does not unhide the menu b%/ pressing
the ESC k?/ at startup, the time-out time will elapse and the default entry will
be loaded.

password Requires that the user know the password (which is MD5-encrypted in this
file) to edit the boot loader configuration.

timeout Sets the time limit after which GRUB will automatically load the default entry.

splashimage

Points to the image presented when GRUB starts.

title Provides a name for a group of configuration commands. This name is
displayed on GRUB's boot menu.
initrd Points to the initial RAM disk used during booting.

Table 8-1 GRUB Configuration Commands
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Apply a liberal dose of common sense in following this module with a real system. As
you experiment with modifying startup and shutdown scripts, bear in mind that it is
possible to bring your system to a nonfunctional state that cannot be recovered by
rebooting. Don’t fry new processes on production systems; make backups of all the files
you wish to change; and most important, have a boot disk ready in case you make an
irreversible change.

Running LILO

The LILO configuration file is /etc/lilo.conf. In most cases, you won’t need to modify the file
in any significant way. When you do need to change this file, the options are quite plain and
simple to follow. Let’s begin by reviewing a simple configuration. The file shown here is
probably quite similar to what is already in your default lilo.conf file:
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boot=/dev/hda

prompt

timeout=50

image=/boot/vmlinuz-2.4.18-14
label=1inux
root=/dev/hda2
read-only

other = /dev/hdal
label = dos
table = /dev/hda

The first line, boot=/dev/hda, tells LILO where to write the boot sector. Usually, this is
the first sector of the boot drive: /dev/hda for IDE-based disks, and /dev/sda for SCSI-based
disks. The next command is prompt. This instruction tells LILO to give the lilo: prompt at
boot time. At this prompt, the user can either type in the name of the boot image that is to start,
or press TAB to list the available options. By default, LILO will wait indefinitely for user input
unless a time-out command is specified.

The timeout=50 command tells LILO to wait for 50 deciseconds (5 seconds) before
selecting the default boot image and starting the boot process.

The next line begins a small block. The line

image=/boot/vmlinuz-2.4.18-14

indicates a specific boot image. This being the first block, it will be the default boot image.
The image to boot is the file /boot/vmlinuz-2.4.18-14, which is a Linux kernel. Inside the
block is the line label=linux, which is the name that is displayed if the user asks for a list of
available boot options at the lilo: prompt.
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Also inside the block is the line

root=/dev/hda2

which tells LILO the partition on which the /boot/vmlinuz-2.4.18-14 file is located.

Adding a New Kernel to Boot

Part of the process of compiling new kernels to boot requires adding an entry into the
/boot/grub/grub.conf or /etc/lilo.conf file so that the boot loader knows about the new kernel.
More important, this entry allows you to keep the existing, working configuration in case the
new kernel doesn’t work as you’d like it to. You can always reboot and select an older kernel
that does work.

For the sake of discussion, I’ll assume you’ve compiled the 2.5.44 kernel because you
want to try the new Plug and Play patches. You have compiled the new kernel, vmlinuz-2.5.44,
and it is placed in the /boot directory. Your first step is to append the relevant information to
the /boot/grub/grub.conf or /ete/lilo.conf file.

Adding a New Kernel For GRUB

The new section would look something like this in /boot/grub/grub.conf:

title Scary New Kernel (2.5.44)

root (hdo,0)
kernel /vmlinuz-2.5.44 ro root=LABEL=/ hdd=ide-scsi
initrd /initrd-2.5.44.img

When you reboot, the Scary New Kernel option will be available (but not the default).

NOTE K{\

You need the initrd line only to load a SCSI driver or to support the ext3 module, but if
you need it, use the mkinitrd command to create the file.

Adding a New Kernel for LILO

For LILO-based systems, the configuration file could be updated with the following block:

image=/boot/vmlinuz-2.5.44
label=1linux-2.5.44
root=/dev/hdal
read-only
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Once the /etc/lilo.conf file is edited and saved, you need to run /sbin/lilo to update the 8
boot loader. The result will look something like this: C
O]

. O

[root@tedford /boot]# lilo e
Added linux * ]
Added linux-2.5.44 £
=
Y

LILO has taken the information from /etc/lilo.conf and written it into the appropriate o
boot sector. - S

Modifying Your GRUB Configuration

This is a good time for you to do a little test tweaking of your GRUB configuration. In this
project, you’ll change some of the optional settings in the /boot/grub/grub.conf file. You’ll
need GRUB loaded on a system you can reboot a few times, so make sure you don’t have any
active users whose work will get trashed.

Step by Step

1. As the root user, using your favorite text editor, open your /boot/grub/grub.conf file.
Unless you have an SMP system or a multi-OS configuration, you’ll have only one GRUB

title entry. Look at the configuration entries for that entry (or your default Linux entry, if ' e
you’ve got multiple titles). From the boot entry listed, determine which hard disk and

(--)
_—

partition hold your /boot partition.

2. If you change where the kernel and initrd parameters point, this boot entry won’t work any
more, so leave them alone. However, you can alter the title entry if you wish. Customize it
with your name or a pithy saying.

3. Without making any other changes, see what you’ve wrought. Restart your Linux system
and see how the GRUB menu looks.

4. Once you’ve started the system again, log back in as root and edit the configuration file
again. Start by making sure the title entry you changed is something respectable enough
that your mother wouldn’t be offended. Not that I don’t trust you.

Modifying Your GRUB Configuration

5. Now turn your attention to the global options (the ones that don’t appear in a title entry).
Double the timeout setting. Add a line with the hiddenmenu option all by itself.

6. Restart the system again and see what the boot loader looks like in stealth mode. See if
you can open the menu by pressing the ESC key.

(continued)
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7. Re-edit the configuration file to undo any undesired changes. You won’t have to reboot
the system or run any utilities to have the updates take effect the next time the system is
restarted.

Project Summary

CRITICAL SKILL

This project will be even more interesting once you can add your own custom-compiled
kernels to the system. Until you learn about that, it’s important that you be comfortable with
using the GRUB menu, and that you know about the contents of the /boot/grub/grub.conf
file. While you shouldn’t have to touch either one in a production environment (especially if
you update the kernel only with Red Hat’s packages), you never know when knowledge of the
boot loader will come in handy.

Knowing the Boot Process

Once the boot manager has started and you have selected a Linux kernel to boot, that kernel is
loaded. Keep in mind that no operating system exists in memory at this point, and PCs (by their
unfortunate design) have no easy way to access all of their memory. Thus, the kernel must load
completely into the first megabyte of available RAM. In order to accomplish this, the kernel is
compressed. The head of the file contains the code necessary to bring the CPU into protected
mode (thereby removing the memory restriction) and decompress the remainder of the kernel.

Kernel Execution

With the kernel in memory, it can begin executing. It knows only whatever functionality is
built into it, which means any parts of the kernel compiled as modules are useless at this point.
At the very minimum, the kernel must have enough code to set up its virtual memory subsystem
and root file system (usually, the ext2 or ext3 file system). Once the kernel has started, a
hardware probe determines what device drivers should be initialized. From here, the kernel
can mount the root file system. (You could draw a parallel of this process to that of Windows’
being able to recognize and access its C: drive.) The kernel mounts the root file system and
starts a program called init.

The init Process

The init process is the first nonkernel process that is started, and therefore it always gets the
process ID number of 1. init reads its configuration file, /etc/inittab, and determines the runlevel
where it should start. Essentially, a runlevel dictates the system’s behavior. Each level
(designated by an integer between 0 and 6) serves a specific purpose. A runlevel of initdefault
is selected if it exists; otherwise, you are prompted to supply a runlevel value.
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Runlevel Description
0 Halt the system
1 Enter single-user mode (no networking is enabled)

Multiuser mode, but without NFS

Full multiuser mode (normall operation)

Unused

Same as runlevel 3, except using an X login rather than a text-based login

o b | W N

Reboot the system

Table 8-2 Runlevels as Found in /etc/inittab

The runlevel values as used by Red Hat are shown in Table 8-2.

When it is told to enter a runlevel, init executes a script as dictated by the /etc/inittab file.

The default runlevel depends on whether you indicated the system should start with a text-based
or X login during the installation phase.

NOTE i{\

Don't start a server in runlevel 5. It's not morally wrong, but it's silly to have any
GUI processes running on a system that isn’t supposed to be running its GUl on a
regular basis.

Progress Check

1. What is the default boot loader in Red Hat Linux 8.0, and what is its primary
configuration file?

2. What is the standard runlevel for a server?

1. The GRUB boot loader is used by default in Red Hat Linux 8.0, and its configuration file is found at
/boot/grub/grub.conf.

2. Runlevel 3 is the standard runlevel used for servers.

231
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CRITICAL SKILL

Learning about the init Service

The init process is the patron of all processes. It is always the first process that gets started, and its
process 1D is always 1. Should init ever fail, the rest of the system will most definitely follow suit.

The init process serves two roles: The first is being the ultimate parent process. Because
init never dies, the system can always be sure of its presence and, if necessary, make reference
to it. The need to refer to init usually happens when a process dies before all of its spawned
children processes have completed. This causes the children to inherit init as their parent
process. A quick execution of the ps —af command will show a number of processes that will
have a parent process ID (PPID) of 1.

The second job for init is to handle the various runlevels by executing the appropriate
programs when a particular runlevel is reached. This behavior is defined by the /etce/inittab file.

The /etc/inittab File

The /ete/inittab file contains all the information init needs for starting runlevels. The format
of each line in this file is as follows:

id:runlevels:action:process

NOTE i{\

Lines beginning with the number symbol (#) are comments. Take a peek at your own
/etc/inittab, and you'll find that it's already liberally commented. If you ever do need to
make a change to /etc/inittab (and it's unlikely that you'll ever need to), you'll do
yourself a favor by including liberal comments to explain what you've done.

Table 8-3 explains the significance of each of the four items in the /etc/inittab file’s line
format.

/etc/inittab Entry Description

id

A unique sequence of 1-4 characters that identifies this entry in the /etc/inittab file.

runlevels The runlevels at which the process should be invoked. Some events are special enough

that they can be trapped at all runlevels (for instance the CTRL-ALT-DEL key combination to
reboot). To indicate that an event is applicable to all runlevels, leave runlevels blank. If
you want something to occur at multiple runlevels, simply list all of them in this field. For
example, the runlevels entry 123 specifies something that runs at runlevels 1, 2, and 3.

Table 8-3 Entries in the /etc/inittab File
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/etc/inittab Entry ‘ Description

action ‘ Describes what action should be taken. Options for this field are explained in Table 8-4.

process ‘ Names the process (program) to execute when the runlevel is entered.

Table 8-3 Entries in the /etc/inittab File (continued)

Table 8-4 defines the options available for the action field in the /etc/inittab file.

Values for action Field in
/etc/inittab File

Description

respawn The process will be restarted whenever it terminates.

wait The process will be started once when the runlevel is entered, and init
will wait for its completion.

once The process will be started once when the runlevel is entered,' however,
init won’t wait for termination of the process before possibly executing
additional programs to be run at that particular runlevel.

boot The process will be executed at system boot. The runlevels field is
ignored in this case.

bootwait The process will be executed at system boot, and init will wait
for completion of the boot before advancing to the next process
to be run.

ondemand The process will be executed when a specific runlevel request occurs.
(These runlevels are a, b, and ¢.) No change in runlevel occurs.

initdefault Specifies the default runlevel for init on startup. If no default is specified,
the user is prompted for a runlevel on console.

sysinit The process will be executed during system boot, before any of the boot
or bootwait entries.

powerwait If init receives a signal from another process that there are problems
with the power, this process will be run. Before continuing, init will wait
for this process fo finish.

powerfail Same as powerwait, except that init will not wait for the process

to finish.

Table 8-4 Action Options for /etc/inittab
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Values for action Field in
/etc/inittab File

Description

powerokwait

If init receives the same type of signal as powerwait, when a file called
[etc/powerstatus exists with the string “OK” in it, this process will be
executed, and init will wait for its completion.

ctrlaltdel

The process is executed when init receives a signal indicating that
the user has pressed CTRL-ALT-DEL. Keep in mind that most X servers
capture this key combination, and thus init will not receive this signal
if X is active.

Table 8-4 Action Options for /etc/inittab (continued)

Now take a look at a sample line from an /etc/inittab file:

# If power was restored before the shutdown kicked in, cancel it.pr:
12345 :powerokwait: /sbin/shutdown -c "Power Restored; Shutdown Cancelled"

In this case:

pr is the unique identifier.

1, 2, 3, 4, and 5 are the runlevels from which this process can be activated.

powerokwait is the condition under which the process is run.

The /sbin/shutdown . . . command is the process.

The telinit Command
The mysterious force that tells init when to change runlevels is the telinit command. This
command takes two command-line parameters: One is the desired runlevel that init needs to know

about, and the other is -t sec, where sec is the number of seconds to wait before telling init.

CRITICAL SKILL

BX Configuring and Using the xinetd Process

The inetd and xinetd programs are daemon processes. You probably know that daemons are
special programs that, after starting, voluntarily release control of the terminal from which
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they started. The only mechanism by which daemons can interface with the rest of the system
is through interprocess communication (IPC) channels, by sending entries to the system-wide
log file, or by appending to a disk file.

Starting with version 7.0, the Red Hat distribution has been using a newer version of inetd
called xinetd. The xinetd program accomplishes the same task as the older inetd program, but
it includes a new configuration file format and some additional features.

The role of xinetd is as a “superserver” for other network server-related processes, such as
telnet and ftp. It’s a simple philosophy: Not all server processes (including those that accept
new telnet and ftp connections) are called upon so often that they require a program to be
running in memory all the time. So instead of constantly maintaining potentially dozens of

Core System Services ©@

services loaded in memory waiting to be used, they are all listed in xinetd’s configuration file,
/ete/xinetd.conf. On their behalf, xinetd listens for incoming connections. Thus only a single
process needs to be in memory.

A secondary benefit of xinetd falls to those processes needing network connectivity but
whose programmers do not want to have to write it into the system. The xinetd program will
handle the network code and pass incoming network streams into the process as its standard
input (stdin). Any of the process’s output (stdout) is sent back to the host that has connected
to the process. This is primarily useful for programmers or those who want to make a script
available on the network.

As a general rule of thumb, low-volume services (such as Telnet) are usually best run
through xinetd, whereas higher-volume services (such as Web servers) are better run as a
stand-alone process that is always in memory ready to handle requests.

The /etc/xinetd.conf File

The /etc/xinetd.conf file consists of a series of blocks that take the following format:

blockname

{
variable = value

}

where blockname is the name of the block that is being defined, variable is the name of a
variable being defined within the context of the block, and value is the value assigned to the
variable. Every block can have multiple variables defined within.

One special block exists which is called “default.” Whatever variables are defined within
this block are applied to all other blocks that are defined in the file.

An exception to the block format is the includedir directive, which tells xinetd to go
read all the files in a directory and consider them to be part of the /etc/xinetd.conf file.
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Any line that begins with a number sign (#) is the start of a comment. The stock
/ete/xinetd.conf file that ships with Red Hat 8.0 looks like this:

#

# Simple configuration file for xinetd

#

# Some defaults, and include /etc/xinetd.d/

defaults

{
instances = 60
log_type = SYSLOG authpriv
log_on_success = HOST PID
log_on_failure = HOST
cps = 25 30

}

includedir /etc/xinetd.d

Don’t worry if all of the variables and values aren’t familiar to you yet; you will go over
those in a moment. First make sure you understand the format of the file.

In this example, the first four lines of the file are comments explaining what the file is and
what it does. After the comments, you see the first block: defaults. The first variable that is defined
in this block is instances, which is set to the value of 60. Five variables in total are defined in
this block, the last one being log_on_failure. Since this block is titled defaults, the variables
that are set within it will apply to all future blocks that are defined. Finally, the last line of the
file specifies that the /ete/xinetd.d directory must be examined for other files that contain
more configuration information. This will cause xinetd to read all of the files in that directory
and parse them as if they were part of the /ete/xinetd.conf file.

Variables and Their Meanings

The variable names that are supported by xinetd are shown in Table 8-5.

Variable ‘ Description

ID This attribute is used to uniquely identify a service. This is useful because
services exist that can use different protocols and need to be described with
different entries in the configuration file. By default, the service ID is the same
as the service name.

Table 8-5 The Variable Names Supported by xinetd
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Description

Type

Any combination of the following values may be used: RPC if this is an RPC
service, INTERNAL if this service is provided by xinetd, or UNLISTED if this is
a service not listed in the /etc/services file.

Disable

This is either the value yes or no. A yes value means that although the service
is defined, it is not available for use.

socket_type

Valid values for this variable are stream to indicate that this service is a
stream-based service, dgram to indicate that this service is a datagram, or
raw to indicate that this service uses raw IP datagrams. The stream value
refers to connection-oriented (TCP) data streams (for example, telnet and fip).
The dgram value refers to datagram (UDP) streams (for example, the tftp
service is a datagram-based protocol). Other protocols outside the scope of
TCP/IP do exist; however, you'll rarely encounter them.

Protocol

Defermines the type of protocol (either tcp or udp) for the connection type.

Wait

If this is set to yes, only one connection will be processed at a time. If this is
set to no, multiple connections will be allowed by running the appropriate
service daemon multiple times.

User

Specifies the username under which this service will run. The username must
exist in the /etc/passwd file.

Group

Specifies the group name under which this service will run. The group must
exist in the /etc/group file.

Instances

Srecifies the maximum number of concurrent connections this service is
allowed to handle. The default is no limit if the wait variable is set to nowait.

Server

The name of the program to run when this service is connected.

server_args

The arguments passed to the server. In contrast to inetd, the name of the
server should not be included in server_args.

only_from

Specifies the networks from which a valid connection may arrive. (This is the
built-in TCP Wrappers functionality.) You can specify this in one of three
ways: a numeric address, a host name, or a network address with netmask.
The numeric address can take the form of a complete IP address to indicate a
specific host (such as 192.168.1.1). However, if any of the ending octets are
zeros, the address will be treated like a network where all of the octets that
are zero are wildcards (for instance, 192.168.1.0 means any host that starts
with the numbers 192.168.1). Alternatively, you can specify the number of
bits in the netmask after a slash (for instance, 192.168.1.0/24 means a
network address of 192.168.1.0 with a netmask of 255.255.255.0).

no_access

The opposite of only_from in that instead of specifying the addresses from
which a connection is valid, this variable specifies the addresses from which a
connection is invalid. It can take the same type of parameters as only_from.

Table 8-5 The Variable Names Supported by xinetd (continued)
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Variable

Description

log_type

Determines where logging information for that service will go. There are two
valid values: SYSLOG and FILE. If SYSLOG is specified, you must also specify
to which syslog facility to log, as well (see “Managing the syslogd Daemon,”
later in this module, for more information on facilities). For example, you
can specify:

log_type = SYSLOG locall

Optionally, you can include the log level, as well. For example:

log_type = SYSLOG localO info

If FILE is specified, you must specify to which filename to log. Optionally, you
can also specify the soft limit on the file size. The soft limit on a file size is
where an extra log message indicating that the file has gotten too large will
be generated. If the soft limit is specified, a hard limit can also be specified.
At the hard limit, no additional logging will be done. If the hard limit is not
explicitly defined, it is set to be 1% higher than the soft limit. An example of
the FILE option is as follows:

log_type = FILE /var/log/mylog

log_on_success

Specifies which information is logged on a connection success. The options
include PID to log the process ID of the service that processed the request,
HOST to specify the remote host connecting to the service, USERID to log the
remote username (if available), EXIT to log the exit status or termination
signal of the process, or DURATION fo log the length of the connection.

Port

Specifies the network port under which the service will run. If the service is
listed in /etc/services, this port number must equal the value specified there.

Interface

Allows a service to bind to a specific inferface and be available only there.
The value is the IP address of the interface that you wish this service to be
bound to. An example of this is binding less secure services (such as Telnet) to
an internal and physically secure interface on a firewall and not allowing it
the external, more vulnerable interface outside the firewall.

Cps

The first argument specifies the maximum number of connections per second
this service is allowed to handle. If the rate exceed:s this value, the service is
temporarily disabled for the second argument number of seconds. For example:
cps = 10 30

This will disable a service for 30 seconds if the connection rate ever exceeds
10 connections per second.

Table 8-5 The Variable Names Supported by xinetd (continued)

You do not need to specify all of the variables in defining a service. The only required

ones are:
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socket_type
user
server

wait

An Example of a Service Entry

You can see several of the variables in this standard xinetd entry:

# default: off

# description: An echo server. This is the tcp \

# version.
service echo

{
disable = yes
type INTERNAL
id echo-stream
socket_type = stream
protocol = tcp
user = root
wait = no
}

In Red Hat Linux 8.0, you can find this entry in /etc/xinetd.d/echo.

Progress Check

1. To which directory does the /ete/xinetd.conf file point?

2. Why might there be few entries in that directory?

1. The default /etc/xinetd.conf file has an includedir statement that includes the contents of the /ete/xinetd.d directory, so

individual configuration files are stored there.

2. There would be few entries in that directory if the system supports few of the server processes that xinetd manages. For
example, if you don’t have ftp, finger, and telnet on your system as a security measure, their configuration files aren’t

installed, either.
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CRITICAL SKILL

Managing the syslogd Daemon

With so much going on at any one time, especially with services that are disconnected from a
terminal window, it’s necessary to provide a standard mechanism by which special events and
messages can be logged. Linux uses the syslogd daemon to provide this service.

The syslogd daemon provides a standardized means of performing logging. Many other
UNIXs employ a compatible daemon, thus providing a means for cross-platform logging over
the network. This is especially valuable in a large heterogeneous environment where it’s
necessary to centralize the collection of log entries to gain an accurate picture of what’s going
on. You could equate this system of logging facilities to the Windows System Logger.

The log files that syslogd stores to are straight text files, usually stored in the /var/log
directory. Each log entry consists of a single line containing the date, time, host name, process
name, process PID, and the message from that process. A system-wide function in the standard
C library provides an easy mechanism for generating log messages. If you don’t feel like writing
code but want to generate entries in the logs, you have the option of using the logger command.

As you can imagine, a tool with syslogd’s importance is something that gets started as part
of the boot scripts. Every Linux distribution you would use in a server environment will already
do this for you.

Invoking syslogd

If you do find a need to either start syslogd manually or modify the script that starts it up at
boot, you’ll need to be aware of syslogd’s command-line parameters, shown in Table 8-6.

Parameter Description

d

Debug mode. Normally, at startup, syslogd detaches itself from the current terminal and
starts running in the back ground. With the —d option, syslogd retains control of the terminal
and prints debugging information as messages are logged. It's extremely unlikely that you'll
need this option.

—f config Specifies a configuration file as an alternative to the default /etc/ syslog .conf.

-h

By default, syslogd does not forward messages sent to it that were really destined for another
host. Caution: If you use this parameter, you run the risk of being used as part of a denial of
service atfack.

I hostlist This option lets you list the hosts for which you are willing to perform logging. Each host

name should be its simple name, not its fully qualified domain name (FQDN). You can list
multiple hosts, as long as they are separated by a colon; for example,
-1 gregory:tedford:ungerer.

Table 8-6 Command-Line Parameters for syslogd
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Description

-m interval

By default, syslogd generates a log entry every 20 minutes as a “just so you know, I'm
running” message. This is for systems that may not be busy. (If you're watching the system
log and don’t see a single message in over 20 minutes, you'll know for a fact that something
has gone wrong.) By specifying a numeric value for interval, you can indicate the number of
minutes syslogd should wait before generating another message.

-r

By default, as a security precaution, the syslogd daemon refuses messages sent fo it from the
network. This command-line parameter enables this feature.

-s domainlist

If you are receiving syslogd entries that show the entire FQDN, you can have syslogd strip
oﬁ/the domain name and leave just the host name. Simply list the domain names to remove
in a colon-separated list as the parameter to the —s option. For example,

-s x-files.com:conspiracy.com:wealthy.com

Table 8-6 Command-Line Parameters for syslogd (continued)

The /efc/syslog.conf File
The /etc/syslog.conf file contains the configuration information that syslogd needs to run. This
file’s format is a little unusual, but the default configuration file you have will probably suffice
unless you begin needing to seek out specific information in specific files or sent to remote
logging machines.

Log Message Classifications
Before you can understand the /ete/syslog.conf file format itself, you have to understand how
log messages get classified. Each message has a facility and a priority. The facility tells you
from which subsystem the message originated, and the priority tells you how important the
message is. These two values are separated by a period.
Both values have string equivalents, making them easier to remember. The string
equivalents for facility and priority are listed in Tables 8-7 and 8-8, respectively.

Facility String Equivalent Description

auth

Authentication messages.

authpriv Essentially the same as auth.

cron Messages generated by the cron subsystem (see “Using the cron
Program,” later in this module).

daemon Generic classification for service daemons.

kern Kernel messages.

lpr Printer subsystem messages.

mail Mail subsystem messages (including per mail logs).

Table 8-7 Log Message Facility Descriptions
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Facility String Equivalent Description

mark Obsolete, but you may find some books that discuss it; syslogd
simply ignores it.

news Messages through the NNTP subsystem.

security Same thing as auth; should not be used.

syslog Internal messages from syslog itself.

user Generic messages from user programs.

uucp Messages from the UUCP (UNIX to UNIX CoPy) subsystem.

localO-local9 Generic facility levels whose importance can be decided according

to your needs.

Table 8-7 Log Message Facility Descriptions (continued)

NOTE i{“

The priority levels are in the order of severity according to syslogd. Thus debug is not
considered severe at all, and emerg is the most crucial. For example, the combination
facility-and-priority string mail.crit indicates there is a critical error in the mail
subsystem (for example, it has run out of disk space). syslogd considers this message
more important than mail.info, which may simply note the arrival of another message.

Priority String Equivalent Description

debug Debugging statements.

info Miscellaneous information.

nofice Important statements, but not necessarily bad news.
warning Potentially dangerous situation.

warn Same as warning; should not be used.

Err An error condition.

Error Same as err; should not be used.

Crit Critical situation.

Alert A message indicating an important occurrence.
Emerg An emergency situation.

Table 8-8 Log Message Priority Descriptions
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The syslogd process also understands wildcards. Thus, you can define a whole class of
messages; for instance, mail.* refers to all messages related to the mail subsystem.

Format of /etc/syslog.conf
Here is the format of each line in the configuration file:

facility/priority combinations separated by commas
file/process/host to log to

For example:

kern.info,

kern.emerg /ver/log/kerned

The location to which syslogd can send log messages is also quite flexible. It can save
messages to files and send messages to FIFOs, to a list of users, or (in the case of centralized
logging for a large site) to a master log host. To differentiate these location elements, the
following rules are applied to the location entry:

If the location begins with a slash (/), the message is going to a file.

If the location begins with a pipe (| ), the message is going to a FIFO.

If the location begins with an (@, the message is going to a host.

Table 8-9 shows examples of location entries according to these rules.

Location Style

Description

/var/log/logfile

A file.

Note: If you prefix the filename with a dash, syslogd will not synchronize the
file system qﬁer the write. This means you run the risk of losing some data if
there is a crash before the system gets a chance to flush its buffers. On the
other hand, if an application is being overly verbose about its logging, you'll
gain performance using this option.

Remember: If you want messages sent to the console, you need to specify
/dev/console.

| /tmp/mypipe

A pipe. This type of file is created with the mknod command (see Module 7).
With syslogd fgeding one side of the pipe, you can have another program
running that reads the other side of the pipe. This is an effective way to have
programs parsing log output, looking for critical situations, so that you can be
paged if necessary.

@ @loghost

A host name. This example will send the message to loghost. The syslogd
daemon on loghost will then record the message.

Table 8-9 Log Message Destination Descriptions
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If you enter no special character before the location entry, syslogd assumes that the
location is a comma-separated list of users who will have the message written to their screen.

If you use an asterisk (*), syslogd will send the message to all of the users who are logged
in. As usual, any line that begins with a number symbol (#) is a comment.

Now take a look at some examples of configuration file entries:

# Log all the mail messages in one place.
mail.* /var/log/maillog

This example shows that all priorities in the mail facility should have their messages placed in
the /var/log/maillog file.
Consider the next example:

# Everybody gets emergency messages, plus log them on another
# machine.
* . emerg @loghost, rwhite,bwoodall, root

In this example, you see that any facility with a log level of emerg is sent to another system
running syslogd called loghost. Also, if the user bwoodall, rwhite, or root is logged in, the
message being logged is written to the user’s console.

You can also specify multiple selectors on a single line for a single event. For example:

*.info;mail .none;authpriv.none
/var/log/messages

Using redhat-logviewer
There’s nothing wrong with reading a few text files in the /var/log directory, if that’s where
you have your log messages going. However, you can also use the redhat-logviewer utility
within a GUI to bring up the pretty interface shown in Figure 8-1.

You can start the utility by typing its name in a terminal window, or by going to the

System Tools menu and selecting System Logs. Either way, you’ll bring up a window like the
one in Figure 8-1. If you customize your log file locations, you can still use the graphical log
viewer; just go to the viewer’s Edit menu and select Preferences. From there, you can set alert
levels and log file paths.
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Figure 8-1 Use the redhat-logviewer to browse and search log files.

Progress Check

1. How could you start syslogd and tell it to accept log messages for the hosts “peanut”
and “chocolate™?

2. Which priority string is considered the most urgent?

1. Running from the command line, or editing the startup file, use syslogd —1 peanut:chocolate.
2. The emerg priority level is the most urgent.
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CRITICAL SKILL

BX Using the cron Program

The cron program allows any user in the system to schedule a program to run on any date, at
any time, or on a particular day of week, down to the minute. Using cron is an extremely
efficient way to automate your system, generate reports on a regular basis, and perform other
periodic chores. (Not-so-honest uses of cron include having it invoke a system to have you
paged when you want to get out of a meeting!)

Like the other services you’ve considered in this module, cron is started by the boot
scripts and is most likely already configured for you. A quick check of the process listing
should show it quietly running in the background:

[root@tedford /rootl# ps auxw | grep cron | grep -v grep
root 341 0.0 0.0 1284 112 ? S Jun2l 0:00 crond
[root@tedford /rootl#

The cron service works by waking up once a minute and checking each user’s crontab
file. This file contains the user’s list of events that they want executed at a particular date and
time. Any events that match the current date and time are executed.

The ecrond command itself requires no command-line parameters or special signals to
indicate a change in status.

The crontab File

The tool that allows you to edit entries to be executed by crond is crontab. Essentially, all it
does is verify your permission to modify your cron settings and then invoke a text editor so
that you can make your changes. Once you’re done, crontab places the file in the right
location and brings you back to a prompt.

Whether or not you have appropriate permission is determined by crontab by checking the
/etc/cron.allow and /etc/cron.deny files. Neither of these files exists by default in Red Hat
Linux 8.0, and therefore they are not consulted. However, if either of these files exists, a user
must be explicitly listed there for their actions to be effected. For example, if the /etc/cron.allow
file exists, your username must be listed in that file in order for you to be able to edit your
cron entries. On the other hand, if the only file that exists is /etc/cron.deny, unless your
username is listed there, you are implicitly allowed to edit your cron settings.

The file listing your cronjobs (often referred to as the crontab file) is formatted as
follows. All values must be listed as integers.

Minute Hour Day Month DayOfWeek Command
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If you want to have multiple entries for a particular column (for instance, you want a
program to run at 4:00 A.M., 12:00 P.M., and 5:00 P.M.), then you need to have each of these
time values in a comma-separated list. Be sure not to type any spaces in the list. For the
program running at 4:00 A.M., 12:00 P.M., and 5:00 P.M., the Hour values list would read
4,12,17. Notice that cron uses military time format.

For the DayOfWeek entry, 0 represents Sunday, 1 represents Monday, and so on, all the
way to 6 representing Saturday.

Any entry that has a single asterisk (*) wildcard will match any minute, hour, day, month,
or day of week when used in the corresponding column.

When the dates and times in the file match the current date and time, the command is run
as the user who set the crontab. Any output generated is e-mailed back to the user. Obviously,
this can result in a mailbox full of messages, so it is important to be thrifty with your reporting.
A good way to keep a handle on volume is to output only error conditions and have any
unavoidable output sent to /dev/null.

Next look at some examples. The following entry runs the program /usr/bin/ping —c 5

Core System Services ©@

zaphod every four hours:
0 0,4,8,12,16,20 * * * /usr/bin/ping -c 5 zaphod

Here is an entry that runs the program /usr/local/scripts/backup_level 0 at 10:00 P.M. on
every Friday night:

0 22 * * 5 /usr/local/scripts/backup_level_ 0

And finally, here’s a script to send out an e-mail at 4:01 A.M. on April 1 (whatever day that
may be):

141 4 * /bin/mail mpawlawski@cyberbears.org < /home/rwhite/joke

NOTE K{\

When crond executes commands, it does so with the sh shell. Thus, any environment
variables that you might be used to may not work within cron.

Using the kron GUI

While you should be able to decipher and create your own crontab entries, there is a nice
tool for making the job easier that’s included with Red Hat Linux 8.0. The kron program
(see Figure 8-2) can be run by entering its name from a terminal window or by selecting Task
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ladl Task Scheduler -0%
Eile Edit Options Help

‘88 ralk | |
Tasks/Variables |Value |De5cr'ipti0n

-1 Tasks
: -ﬁBackup tar cvzpf /nfs/helium_bak/backup.tar.gz ~ At 02:00, every Sun
(g variables

lEaady.

Figure 8-2 Use the kron tool to manage scheduled jobs.

Scheduler from the System Tools menu. It puts a pretty face on some of the harder-to-remember
aspects of cron jobs, especially their periodicity. If you’re comfortable with using crontab,
you’ll find kron a little clumsy, but if you’re just getting comfortable with scheduled jobs in
Linux, it can be very helpful.

To create a new scheduled task, go to the Edit menu and select New. This will bring up a
configuration window as shown in Figure 8-3, in which you can enter the command, its
schedule, and a descriptive comment.

The /etc/cron.* Directories

Another facility for making crontab more approachable is Red Hat’s use of the /etc/cron.*
directories. There are four of these directories:

/etc/cron.hourly

/etc/cron.daily

/etc/cron.weekly

/etc/cron.monthly

The executable contents of each of these directories are run each hour, day, week, or

month; you don’t have to specify when the jobs run. This is perfect for those cases when you
don’t care exactly when the jobs run, only how frequently they run.
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Figure 8-3 Add a scheduled job using kron.

There’s nothing magical about any of these directories; they are merely holding areas, and

the /etc/crontab file makes them work the way they do. Inside that file are the following lines:

01 * * * * root run-parts /etc/cron.hourly
02 4 * * * root run-parts /etc/cron.daily

22 4 * * 0 root run-parts /etc/cron.weekly
42 4 1 * * root run-parts /etc/cron.monthly

These instructions run the run-parts script periodically with the name of one of the
periodic directories, and run-parts in turn runs all the programs in the directory.
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Progress Check

CRITICAL SKILL

1. When will each of the /etc/crontab entries run the run-parts script?

2. Would you expect your newly installed Red Hat Linux 8.0 system to have /etc/cron.allow
and /etc/cron.deny files?

Enabling and Disabling Services

At times, you may find that you simply don’t need a particular service to be started at boot
time. This is especially true if you are considering Linux as a replacement for a Windows File
and Print server.

As described in the preceding sections, you can cause a service not to be started by simply
renaming the symbolic link in a particular runlevel directory; rename it to start with a K
instead of an S. Once you are comfortable with working the command line and the symbolic
links, you’ll find this to be a quick way of enabling and disabling services.

Graphical Service Managers

While getting your feet wet in this process, however, you may find the graphical interface
introduced in Module 7 easier to deal with. To start it, simply open a terminal window and
type in the redhat-config-services command, or from System Settings menu, select Services.
A window will pop up displaying all of your options, including a help section if you need it
(see Figure 8-4).

Although the GUI tool is a nice way to do this task, you may find yourself in a situation
where there is no graphical interface (for instance, you have logged in to a colocated server
and cannot redirect X through the firewall). There is an interactive console-based tool
available, called ntsysv, for turning the service defaults on or off. You run ntsysv as the root
user, and it provides a simple interface (see Figure 8-5) in which an asterisk means the service
will start when the system boots, and no asterisk means the service does not automatically start
when the system boots.

1. The first line runs every hour, at one minute past the hour. The second line runs every day at 4:02 A.M. The third line runs
every Sunday at 4:22 A.M. The fourth line runs on the first day of each month at 4:42 A.M.

2. No, the /etc/cron.allow and /etc/cron.deny files are not created during the Red Hat Linux 8.0 installation.
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xinetd is a powerful replacement for inetd. xinetd has access control
machanisms, extensive logging capabilities, the ability to make services
available based on time, and can place limits on the number of servers
that can be started, among other things.

Figure 8-4 Use the redhat-config-services tools to enable and disable services.

If you want to do more than turn a service switch on and off, or if you don’t have access to
the “ncurses” text-GUI library required to run ntsysv, you’ll need to get under the hood a little
further. In that case, you will need to know about the /ete/re.d directory.

tsysv 1.3.6 — (C) 2000-2001 Red Hat. Inc.

| Services |
What services should be automatically started?

[ 1 time—udp
1 tuee

[ 1 vware

[ 1 wicserver

[ 1 webmin

[ 1 winhind

[=] xfs

[J] xinetd

ezz <F1> for- more information on a service,

Figure 8-5 Use the ntsysv command to determine which services start when the system boots.



252

Module 8: Core System Services

rc Scripts

The preceding section mentioned that the /etc/inittab file specifies which scripts to run when
runlevels change. These scripts are responsible for either starting or stopping the services that
are particular to the runlevel.

Because of the number of services that need to be managed, re scripts are used. The main
one, /etc/re, is responsible for calling the appropriate scripts in the correct order for each
runlevel. As you can imagine, such a script could easily become extremely uncontrollable!

To keep this from happening, a slightly more elaborate system is used.

For each runlevel, a subdirectory exists in the /etc directory. These runlevel subdirectories
follow the naming scheme of reX.d, where X is the runlevel. For example, all the scripts for
runlevel 3 are in /ete/re3.d.

In the runlevel directories, symbolic links are made to scripts in the /etc/init.d directory.
Instead of using the name of the script as it exists in the /etc/init.d directory, however, the
symbolic links are prefixed with an S if the script is to start a service, or with a K if the script
is to stop (or kill) a service. (See Module 6 for information on symbolic links.) Note that
these two letters are case sensitive. You must use capitals or the startup scripts will not
recognize them.

In many cases, the order in which these scripts are run makes a difference. (You can’t use
DNS to resolve host names if you haven’t yet configured a network interface!) To enforce
order, a two-digit number is suffixed to the S or K. Lower numbers execute before higher
numbers; for example, /etc/S50inet runs before /ete/S55named (S50inet configures the network
settings, and S55named starts the DNS server).

The scripts pointed to in the /etc/init.d directory are the workhorses; they perform
the actual process of starting and stopping services. When /etc/re runs through a specific
runlevel’s directory, it invokes each script in numerical order. It first runs the scripts that begin
with a K, and then the scripts that begin with an S. For scripts starting with K, a parameter of
stop is passed. Likewise, for scripts starting with S, the parameter start is passed.

Disabling a Service

To disable a service, you must first find out two things: the name of the service and the runlevel
at which it starts. More than likely, you’ll already know the name of it, and also more than
likely, the service is started in both runlevels 3 and 5. If you aren’t sure about the runlevel,
use the find command (described in Module 6) to find it. For example,

[root@tedford rc.d]# £ind . -name "*nfs*" -print

will find all files containing the string “nfs”. You’ll likely get three hits (locations containing
the sought file), the first being in the init.d directory. Recall that this is the main script that
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does the work, though it is not directly called. You do not want to remove this script, in the
event that you want to enable it again in the future. Going back to the results of the find
command, you’ll see that you got two hits in the re3.d and re5.d directories.

To remove the service, simply cd into each of those directories and rename the symlink so
that instead of starting with an S, it starts with a K. By renaming the symlink, you’ll be able to
come back later and easily enable it without having to try and figure out the correct order that
entry should be in (for instance, should it be S35nfs or S45nfs?).

Enabling a Service
Enabling a service works just like disabling a service. You find the scripts that actually run at
the appropriate runlevels, except instead of changing them from an S to a K, you’ll change
them 7o an S from a K.
If the symlink you are looking for does not exist but the appropriate script in the init.d
directory does exist, you can simply add a new symlink in the re3.d and re5.d directories.
Be sure to use the correct format for the filename (see previous sections for details).

Starting and Stopping Services
To start or stop a service from the command line, the quick and dirty way to do things is to use
the service command. Become the root user and run:

[root@tedford /root]l# service --status-all

This command shows the currently stopped and running services (complete with process
ID numbers for running services). To start a service that isn’t running, simply tell that service
to start:

[root@tedford /root]# service nfs start

Telling a service to stop works predictably:

[root@tedford /rootl# service nfs stop

You can also check the status of a single service (the full list can be overwhelming):

[root@tedford /root]# service nfs status

Other commands supported by the specific service can be used as well, including restart
to stop and start the service, or reload to reread the configuration file (although sometimes
these two commands are synonymous, as in the script you’ll look at in the next section).
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Writing Your Own rc Script
In the course of keeping a Linux system running, you will, at some point, need to modify the
startup or shutdown scripts. There are two roads you can take to doing this:

If your change is to be effected at boot time only, and the change is small, you may
want to simply edit the /etc/re.local script. This script gets run at the very end of
the boot process.

On the other hand, if your addition is more elaborate and/or requires that the shutdown
process explicitly stop, you should add a script to the /etc/init.d directory. This script
should take the parameters start and stop and act accordingly.

Of course, the first option, editing the /ete/re.local script, is the easier of the two. To make
additions to this script, simply open it in your editor of choice and append the commands you
want run at the end. This is good for simple one- or two-line changes.

If you do need a separate script, however, you will need to take the second option. The
process of writing an re script is not as difficult as it may seem. Let’s step through it using an
example, to see how it works. (You can use this example as a skeleton script, by the way,
changing it to add anything you need.)

Assume you want to start a special program that pops up a message every 60 minutes and
reminds you that you need to take a break from the keyboard (a good idea if you don’t want to
get carpal tunnel syndrome!). The script to start this program will include the following:

A description of the script’s purpose (so you don’t forget it a year later!)
Verification that the program really exists before trying to start it

Acceptance of the start and stop parameters and performance of the required actions

Given these parameters, here’s the script you will write. (Notice that lines starting with a
number sign (#) are only comments and not part of the script’s actions, except for the first line.)

#!/bin/sh

#

# Carpal Start/Stop the Carpal Notice Daemon

#

# description: Carpald is a program which wakes up every 60 minutes and
# tells us that we need to take a break from the keyboard
# or we'll lose all functionality of our wrists and never
# be able to type again as long as we live.

# processname: carpald

e

Source function library.
/etc/rc.d/init.d/functions
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[ -f /usr/local/sbin/carpald ] || exit 0

# See how we were called.
case "S1" in
start)
echo -n "Starting carpald: "
daemon carpald

echo
touch /var/lock/subsys/carpald

i

stop)
echo -n "Stopping carpald services: "
killproc carpald
echo
rm -f /var/lock/subsys/carpald
status)

status carpald
restart|reload)
S0 stop
$0 start
*)
echo "Usage: carpald start|stop|status|restart|reload"
exit 1
esac

exit 0

Once you have a new script written, simply add the necessary symbolic links (symlinks, as
described in Module 6) from the appropriate runlevel directory to have the script either start or
stop. In the sample script, you want it to start only in either runlevel 3 or runlevel 5. This is
because it assumes these are the only two runlevels during which you will do normal
day-to-day work. Lastly, you want the daemon to be shut down when you go to runlevel 6
(reboot). Here are the commands you enter to create the required symlinks:

root@tedford /rootl# cd /etc/re3.d

root@tedford rc3.d]# 1ln -s ../init.d/carpal S99carpal
root@tedford rc3.d]l# cd ../re5.d4

root@tedford rc5.d]# 1n -s ../init.d/carpal S99carpal
root@tedford rc5.d]# ecd ../rc6.d

[
[
[
[
[
[root@tedford rc6.d]# 1ln -s ../init.d/carpal KOOcarpal
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Notice that for runlevels 3 and 5, you used the number 99 after the S prefix; this ensures
that the script will be one of the last things to get started as part of the boot process. For runlevel
6, you wanted the opposite—carpald should shut down before the rest of the components.
(The sequence for starting components generally goes from most critical to least critical,
whereas shutting components down goes from least critical to most critical.)

Seems rather elaborate, doesn’t it? Well, the good news is that because you’ve set up this
re script, you won’t ever need to do it again. More important, the script will automatically run
during startup and shutdown and be able to manage itself. The long-term benefits are well
worth the overhead up front.

Creating an rc Script

This module presents an example of an re script created for a repetitive stress warning
message. In this project, you’ll write an re script for a daemon that monitors a directory and
maintains an archive of its contents. For this project, assume that there exists a program,
/usr/local/sbin/arch_data, that detects changes in a specified directory and creates an archive
of that directory’s contents. The program is called this way: /usr/local/sbin/arch_data
monitored-directory archive-directory.

Step by Step
. Become root to edit the file /etc/init.d/arch_data in your preferred text editor.

2. This will be a shell script, so you need to tell the system that’s the case by starting the file
with the string #!/bin/sh.

3. Add a comment explaining the purpose of this script and the program it points to. You
might want to add additional helpful information, such as what arguments are passed to
the program, the date you’re writing it, and your name.

4. Tell the script to make use of the functions Red Hat has already provided in the
/etc/init.d/functions file by adding the string . /etc/init.d/functions.

5. Make sure the arch_data program exists; if it doesn’t, exit.

6. Set the variable MON_DIR to the name of the directory to be monitored:
MON_DIR=“/export/research/current”.

7. Set the variable SAVE_DIR to the name of the directory to hold the changes:
SAVE_DIR=*“/export/research/archive”.

8. Set up the case statement to read the re instruction, which will be in the $1 variable.

(continued)
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9. If the instruction is start, then echo a message indicating that the service is starting, and
run the daemon command on arch_data, passing SMON_DIR and $SAVE_DIR so the
archive program knows what to do. Use the touch command to create the /var/lock/subsys
/arch_data lock file.

10. If the instruction is stop, then print a message indicating that the service is stopping,
and run the killproec command on arch_data program to stop it. Delete the lock file
you created.

11. If the instruction is status, then run the status command on arch_data.
12. If the instruction is restart or reload, then stop, then start arch_data.

13. If the instruction is anything else, print a message listing the valid instructions and exit
with an error.

14. Don’t forget to close the case statement and exit without an error.

15. Add links to the new script so that it starts and shuts down properly in runlevels
2,3,and 5.

Project Summary

If you’ve never done any script programming, this may not be the world’s easiest project.
That’s okay, but be sure to look at the example in this module to help clarify things. You can
also look at the contents of the /ete/init.d directory for some more advanced examples. Each
of those scripts makes use of functions defined in the /ete/init.d/functions file (including
killproc, status, and daemon), and you can polish your script by following some of the
examples you see there.

By storing the program’s input arguments, monitored-directory and archive-directory,

in variables at the beginning of the script, you make configuration changes easier. But

it would be even better to create a configuration file to hold those values (for instance,
/etc/arch_data.conf) so that changing the daemon’s configuration wouldn’t require editing
the startup script.

Instead of using a background process as you did in this project, you might tackle the same
problem by using a cron job to periodically check the contents of the directory and update the
archive if there are changes. The difference would be in functionality: our mythical backup
process is activated by changes in the directory, while the cron job would be activated at a set
time. But that’s food for thought: one of the beautiful aspects of Linux is the opportunity to
use different tools to solve the same problem.
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Module Summary

This module discussed the five core services that come with every Linux system. These

services do not require network support and can vary from host to host, making them very

useful, since they can work regardless of whether or not the system is in multiuser mode.
A quick recap of the module:

GRUB is Red Hat Linux’s default boot loader; it is responsible for starting the operating
system and uses the /boot/grub/grub.conf configuration file. Red Hat also supports the
LILO boot loader, which uses the /ete/lilo.conf configuration file but, unlike GRUB,
needs to be told each time that configuration file is changed.

The boot process is responsible for getting the operating system running in one of the
defined runlevels.

The init process is the father of all processes in the system with a PID of 1. It also controls
runlevels and can be configured through the /etc/inittab file.

The xinetd process is the “new” version of the classic inetd superserver. It listens to
server requests on behalf of a large number of smaller, less frequently used services. When it
accepts a request for one of those services, xinetd starts the actual service and quietly
forwards data between the network and actual service. Its configuration file is
/ete/xinetd.conf.

The syslog process is the system-wide logging daemon. Along with log entries generated
by the system, syslog can accept log messages over the network (so long as you enable
that feature). Its configuration file is /etc/syslog.conf.

The cron service allows you to schedule events to take place at certain dates and times,
which is great for periodic events such as backups and e-mail reminders. All the
configuration files on which it relies are handled via the crontab program.

System services are controlled by re scripts, which can be created, modified, or controlled
via GUI or the command line.

’ Module 8 Mastery Check

1. Name the four core services that run on a Linux system.

2. If you look at a GRUB configuration file, how can you tell how many boot options will be
displayed on the boot loader menu?
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11.

12.

13.

14.
15.
16.
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. What would GRUB call the fourth partition on the first hard disk?

. How can you bring up the GRUB boot menu if it is hidden?

. What command is used to notify GRUB of changes to its configuration?

. Give the number of the runlevel that starts with a graphical login screen.

. What value could be given to telinit to send the system to single-user mode?
. List the four fields on a line in the /etc/inittab file.

. What action defined in the /etc/inittab file sets the system’s default runlevel?

. What action defined in the /etc/inittab file determines how the system responds to the

CTRL-ALT-DEL keystroke combination?

What file would you edit and what change would you make to limit minor service
concurrent connections to a default of 20?

How could you edit that same file to limit the services to five connections per second,
and set a service lockout period of one minute when that limit is exceeded?

What change would you make to reduce the frequency of default syslogd log entries
to one hour?

Which logging priority would you expect to generate the most messages?
Name two ways to run the program foo once per week.
In which order will these commands be run when the system starts up?

A. S30foo
B. K30bar
C. SO1biz
D. K99bat
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Module9

Securing an
Individual Server

CRITICAL SKILLS

9.1  Keep Your System up2date

9.2  Understand TCP/IP and Network Security
9.3  Use Tracking Services

9.4  Monitor Your System

9.5 Employ a Checklist

9.6  Find Helpful Resources Online

9.7  Be Aware of Security Miscellany
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You don’t have to look hard to find that someone has discovered yet another new and

exciting way to break into your systems. Sites such as http://www.securityfocus.com and
mailing lists such as BugTraq regularly announce such new exploits. And making the situation
even more troublesome for system administrators is the proliferation of “script kiddies.” These
individuals do not themselves possess the technical knowledge to break into other sites; they
use prebuilt scripts instead, motivated by the adolescent thrill of impressing friends and being
a nuisance. The positive result of this behavior is that the Linux community has become very
responsive to security issues that come up. In several cases, security patches have been made
available within 24 hours of the announcement of a vulnerability.

In this module, you’ll learn about basic techniques for securing your server. If you follow
these tips, you’ll be more likely to keep out the script kiddies. But be advised: No system is
perfect. New holes are discovered daily, and new tools to launch attacks come out more often
than we’d like to imagine. Securing your systems is much like fighting off disease—as long
as you maintain basic hygiene, you’re likely to be okay, but you’ll never be invulnerable.

Nearly all system administration texts today have to cover these topics, explaining which
of the neat, network-friendly features you have to turn off so that crackers can’t abuse them.
No matter what operating system you manage, if you have users, you may encounter misuse.
In this module, I’1l help you make it more difficult for the abusers to make headway on your
systems.

CRITICAL SKILL

BA Keeping Your System up2date

It’s swell that programmers are slaving away like busy worker bees to close security holes
as they surface. That’s also useless to you if you never update your system to reflect the
changes they’re making. Red Hat is kind enough to package up security fixes for the software
it distributes, and it makes those packages available to you in a couple of ways.

Making use of these updates is an excellent way of ensuring that known exploits for the
software you need to use can’t be made into open doors for those who attack your systems.
Whether you pay for support via the Red Hat Network and configure your systems to install
the security fixes automatically, or you simply download security updates as they become
available, installing these upgrades is mandatory for ensuring that your systems are as secure
as they can be.

Using the Red Hat Network

The easiest way to manage Red Hat package updates, for security fixes or anything else, is
to use the Red Hat Network (RHN). You can sign up for this service at http://rhn.redhat.com;
there is an annual fee required to entitle more than one system to updates (boxed software
releases come with varying periods of additional free RHN access). When you installed Red
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Hat Linux 8.0, it automatically installed the Red Hat Network Registration Client, which you
can start by going to the panel’s main menu button and running the following command from
a terminal window:

[rwhite@tedford ~]$ up2date

nP/l\"

Even if you're not interested in joining Red Hat Network yet, you can try it out. You can
receive a free demonstration entitlement by creating an account and registering a system.

Securing an Individual Server

Upgrading Using up2date
The first time you execute the up2date command, you’ll see a configuration screen to enable
you to begin the process of registering your server with the Red Hat Network, as shown in the
following illustration. If you run the command as a non-root user, you’ll first have to enter the
root password.

v Red Hat Update Agent

Welcome to Red Hat Update Agent

This is Red Hat Update Agent. It will assist you in updating
your Red Hat Linux system with the latest software available
1 from Red Hat Network.
)
To continue, click "Forward.” To cancel without updating
anything, click "CANCEL."

Click the Forward button to continue with the configuration process. You’ll get another
graphical screen (see Figure 9-1) with some lengthy text describing Red Hat’s privacy
statement. Read it yourself, typos and all, but the bottom line is that you have some control
over the information that Red Hat collects, but they’ll collect your hardware and package
inventory and your IP address.

If you click the Forward button again, you’ll finally arrive at the registration screen
(shown in Figure 9-2), at which you can enter existing Red Hat Network user or organization
account information, or create a user account. You may have to try multiple usernames if your
choices turn out to be popular. Click Forward to continue.
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Step 1: Review the Red Hat Privacy Statement -~

Privacy Statement

When it comes to your privacy, our promise is simple. Your
personal information is yours, not ours. In fact, we feel so
strongly about it that we encourage you to read our complete
privacy policy below, so that you are comfortable with how any
information you provide may be used.

[ ¥

We think our customers understand better than anyone else how Red
Hat can most effectively serve their needs. Because of this, Red
Hat makes every effort to allow our customers to define the
relationship they will have with us. We ask our customers how

they would like Red Hat to communicate with them, if at all. We
disclose how we will be using our customers’ information through
documents like this one, or by answering individual questions
customers may ask. Also, we never sell our customers' information
or provide it to others without making it clear that we intend to

do so at the time the information is collected.

If you have any questions about any of these practices, please
feel free to contact us at feedback @redhat.com.

Information Collected During Web Registration

Our website's registration system requires you to give us some
contact information (like a user name and email address) and

a £ 111 4 .

[«]

Figure 9-1 Read and decipher Red Hat's privacy statement.

Step 2: Register or Update a User Account

Required Information

Are you already registered with redhat.com?
Yes: Enter your current user name and password below.
No: Choose a new user name and password and enter it below.

User name: |

Password again, for verification: |

|
Password: | |
|
|

E-mail address: |

Org Info
If you want this server to be registered as part of an existing organization,
enter the information for that here.

organization 1D | |

organization password | |

Figure 9-2 Register a user name and password with the Red Hat Network.
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On the next screen, you’ll find a list of the hardware on your system, plus an editable field
in which you can enter the name of the system, or give it an identification number, or both.
You can uncheck the box to avoid sending your hardware configuration information to Red

Hat if you so choose. Click Forward to move on.

Step 3: Register a System Profile - Hardware

A Profile Name is a descriptive name that you choose to identify this System Profile on

Red Hat Network web pages. Optionally, include a computer serial or identification number.

Profile name: |tedf0rd

Hardware information is important to determine what updated software and drivers
are relevant to this system. The minimum set of information you can include will contain
your system's architecture and Red Hat Linux version.

Include information about hardware and network
Included information
Red Hat Linux version: 8.0
Hostname: tedford
IP address: 10.0.2.52

CPU model: Pentium Il (Katmai)
CPU speed: 500 MHz
Memory: 512 megabytes

Additional hardware information including PCI devices, disk sizes and mount points will be
included in the profile.

The following screen, shows a list of the packages found on the system. If you want this
information sent to Red Hat, leave the boxes checked. You can unselect individual packages

or the whole lot of them as you see fit. Click Forward when you’re ready.

Step 3: Register a System Profile - Packages

RPM information is important to determine what updated software packages are relevant
to this system.

Include RPM packages installed on this system in my System Profile

Below is a list of packages present on your system that RPM knows about:

N

Package Name |Ver5i0r| |Re|ease
4Suite 0111 10
GConf 1.0.9 6
GConf2 121 3
Glide3 2001052 19
LPRng 389 6
MAKEDEV 331 2
ORBit 0513 5
ORBit2 241 1
omni 07.0 6
oOmni-foomatic 07.0 6
PyXML 071 6

=D

[«]
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When the next screen comes up (shown in the following illustration), you’ll get one last
chance to avoid sending the collected data to Red Hat. If you’ve changed your mind, click the
Back button to change things or the Cancel button to exit up2date. Otherwise, click Forward.

Send Profile Information to Red Hat Network =~

We are finished collecting information for the System Profile.

Click "Forward" to send this System Profile to Red Hat Network. Click
"Cancel" and no information will be sent. You can run the registration
program later by typing rhn__register at the command line.

If you continued, and I hope you did, you will get a list of Red Hat update channels that
apply to your system, shown next. The up2date command shows the list of update channels to
which the system is subscribed. The Red Hat Linux 8.0 channel suited to your system will be
listed and enabled. Click Forward to continue.

Channels .

Description Channel
Red Hat Linux 8.0 i386 redhat-linux-i386-8.0

T
To subscribe or unsubscribe from channels, or for
more information about the channels available, see:

https://rhn.redhat.com
Channel Information
|Red Hat Linux 8.01386 [

The next screen (in Figure 9-3) gives you a list of available update packages that have
been flagged to be skipped. By default, this includes all kernel packages. If you want to install
some or all of the packages listed here, click the appropriate boxes for the packages you want.
Click Forward when you’re ready.
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Packages Flagged to be Skipped

[] select all packages

|Package Name |Ver5i0n |Re|. |Arth |Size |Rea50n Skipped
O kemnel 2418 17.8.0 686 13313 ki Pkg name/pattern

R

Package Information View Advisory

Securing an Individual Server

According to your preferences you have chosen not to automatically
update the above packages. If you would like to override your settings
and include one of the above packages in the list of packages to retrieve,
select its checkbox.

Figure 9-3 The up2date command lists update packages scheduled to be skipped.

The following screen shows the available package updates that apply to your system.
As with previous screens, you can opt to include all the packages or select them one by one.
After selecting the packages you want, click Forward.

Available Package Updates

Select all packages

|Package Name |Verslon |Release |Arch |Slze ]
[ fetchmail 5.9.0 21 i386 423 kB P
[ ggv 1.99.9 5 1386 323 kB 4
O hwdata 0.48 1 noarch 184 kB
[0 mozilla 1.0.1 26 i386 10402 kB
[ mozilla-mail 1.0.1 26 i386 2068 kB
] mozilla-nspr 1.0.1 26 i386 111 kB [*]
Package Information View Advisory

The up2date program will now retrieve the packages you selected. This may take a while
if there are lots of updates or if you have limited bandwidth. Grab a Mountain Dew, trim your
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fingernails, or go over a few mastery checks while you’re waiting. When the packages have
downloaded, the Forward button will be enabled. Click it to continue on to install the packages.
The installation process is straightforward; as with the package download, up2date will
keep you apprised of the progress so far. When the installation process is done, you’ll be able
to click the Forward button again to bring up a screen listing the updates that have been installed.

All Finished

he Red Hat Update Agent has finished installing
the following packages successfully:

‘etchmail-5.9.0-21
gv-1.99.9-5
hwdata-0.48-1

From this screen, click the Finish button to exit up2date back to the desktop of your
up-to-date Linux server!

Configuring up2date
If your network uses an HTTP proxy system, or if you want to make other changes to the
up2date utility’s default configuration, you can use the up2date-config program to set up
things the way you want them. Invoke the program using the following command:

[root@tedford ~]1$ up2date-config

This command brings up the configuration screen shown in the following illustration. The

contents of the General tab allow you to point to a proxy server and enter your authentication
information.

| Retrieval / Installation | Package Exceptions |

ral:

Network Settings
Select a Red Hat Network Server to use

|https:f;'xmIrpc.rhn.redhat.comeMLRF’C |V|

If you need a HTTP proxy, enter it here in the format HOST:PORT
e.g. squid.mysite.org:3128

[[] Enable HTTP Proxy: |

[] Use Authentication

Username: | |

Password: | |

You can also set the package retrieval options from the Retrieval/Installation tab (shown in
Figure 9-4). If you want to check the authenticity of the upgrade packages, prevent installation
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Package Exceptions

General

Package Retrieval Options
[[] Do not install packages after retrieval

Do not upgrade packages when local configuration file has been modified
[] Retrieve source RPM along with binary package

Package Verification Options
Use GPG to verify package integrity

Package Installation Options
After installation, keep binary packages on disk

Enable RPM rollbacks (allows "undo” but requires additional storage space)

Override version stored in System Profile: | | - |

Package storage directory: |[var,.’5pool,’up2d ate | E

Figure 9-4 Configure package retrieval and installation options in up2date-config.

of the packages (just download them), or enable “undo” operations for upgrades about which
you have second thoughts, you can do those things here.

If you want the up2date program to download kernel upgrade packages by default, you
can make that configuration change from the Package Exceptions tab, shown in Figure 9-5.

General |Ret|1eval / Installalion| Package Exceptions |

Package Names to Skip
Add new: | | A
Edit
Remaove
File Names to Skip
Add new: | Add
Edit
Remave

Figure 9-5 Add or remove upgrade packages to skip in up2date-config.
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By default, the kernel-related packages are not automatically downloaded, so there should already
be an entry in the skip list. You can add additional exceptions if you wish, but don’t do this
unless you have a good reason. The whole point of this tool is to keep your system up to date.

NOTE i{\

You can also inifiate system upgrades via the RHN web interface at http://rhn.redhat.com.
The systems will need to be entitled and running the rhnsd daemon for this to work
properly, but it can be more convenient than having to touch each of many systems to
perform updates. Of course, running rhnsd itself may have security implications, but if
you've got to choose, rhnsd is the lesser of two evils.

Manually Performing Security Updates
You don’t have to be a Red Hat Network subscriber or use the up2date command to keep your
system up to date. Instead, you can track Red Hat Linux 8.0 security updates from Red Hat’s
web site at https://rhn.redhat.com/errata/rh8-errata.html. Follow these steps to update your
system the manual way:
1. Find the packages you need on the web site.

2. Download them from the web site to your system.

3. Verify their authenticity by checking their GNU Privacy Guard keys using the
rpm —K *.rpm command in the download directory.

4. Run the package upgrades as described in Module 4.

] Getting Your System up2date

You’ve seen the screens in this module; now see them on your very own Linux server’s
screen. In the course of this project, you will create a Red Hat Network account, register your
computer, and update its packages. Even if you have already burned your one demonstration
run of up2date, you can make this project a reality by registering another account name.

Step by Step
1. Run the up2date program to set up your account and register your Red Hat Linux 8.0
system (if you haven’t already).

2. Select at least one, but not all, of the available packages for download.

3. Once the packages have been downloaded, install them.
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4. Now that you’ve used the “manual” version of the up2date process, check to see if the
RHN daemon process is activated. If it isn’t, start it up.

5. Log onto your account at http://rhn.redhat.com and find your registered system. Set it up to
perform the remainder of the upgrade installations.

6. The RHN daemon process checks for updates every two hours by default. Track the
progress of the update you scheduled using the Red Hat Network web site.

7. Once the packages are listed as having been updated, check a list of the locally installed
packages and look for the updated versions.

8. If the kernel has been upgraded during this process, reboot and ensure that the system still
comes up properly.

Project Summary

CRITICAL SKILL

Now that was an easy project. Maintaining packages on a Red Hat Linux server is not difficult,
because of the automation that the Red Hat Network provides. If you do lots of customization
of startup scripts or make other significant changes, you may run into problems because
certain packages won’t be upgraded (otherwise they would clobber your changes). This can
cascade into a larger problem if the nonupgrading packages are required for other upgrades to
be installed. Fortunately, this problem can be avoided by using tools to change the startup
scripts, rather than moving them around willy-nilly.

Understanding TCP/IP
and Network Security

This module assumes you have experience configuring a system for use on a TCP/IP network.
Because the focus here is on network security and not an introduction to networking, this
section discusses only those parts of TCP/IP affecting your system’s security.

The Importance of Port Numbers

Every host on an [P-based network has at least one IP address. In addition, every Linux-based
host has many individual processes running. Each process has the potential to be a network
client, a network server, or both. Obviously, if a packet’s destination were identified with the
IP address alone, the operating system would have no way of knowing to which process the
packet’s contents should be delivered.
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To solve this problem, TCP/IP adds a component identifying a TCP (or UDP) port. Every
connection from one host to another has a source port and a destination port. Each port is
labeled with an integer between 0 and 65535.

In order to identify every unique connection possible between two hosts, the operating
system keeps track of four pieces of information: the source IP address, the destination IP
address, the source port number, and the destination port number. The combination of these
four values is guaranteed to be unique for all host-to-host connections. (Actually, the operating
system tracks a myriad pieces of connection information, but only these four elements are
needed to uniquely identify a connection.)

The host initiating a connection specifies the destination IP address and port number.
Obviously, the source IP address is already known. But the source port number, the value
that will make the connection unique, is assigned by the source operating system. It searches
through its list of already open connections and assigns the next available port number. By
convention, this number is always greater than 1024 (port numbers from 0 to 1023 are reserved
for system uses). Technically, the source host can also select its source port number. In order
to do this, however, another process cannot have already taken that port. Generally, most
applications let the operating system pick the source port number for them.

Knowing this arrangement, you can see how source Host A can open multiple connections
to a single service on destination Host B. Host B’s IP address and port number will always be
constant, but Host A’s port number will be different for every connection. The combination of
source and destination IPs and port numbers (a 4-tuple) is therefore unique, and both systems
can have multiple independent data streams (connections) between each other.

Port Dangers

For a server to offer services, it must run programs that listen to specific port numbers. Many
of these port numbers are called well-known services because the port number associated with
a service is an approved standard. For example, port 80 is the well-known service port for the
HTTP protocol.

All these ports allowing incoming connects are not just an opportunity for productive,
predictable use of your system, they’re also an opportunity for the unscrupulous or clueless
to gain unintended access on your system. Legitimate users’ systems know the default port
numbers for the services you’ll offer, but so will crackers’ tools. So by default, you’ll want
to restrict access as much as possible, allowing only your real users to access your system.

In “Using the netstat Command,” later in this module, you’ll look at the netstat command
as an important tool for network security. When you have a firm understanding of what port
numbers represent, you’ll be able to easily identify and interpret the network security statistics
provided by the netstat command.
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For More Information on TCP/IP

There are many great books that discuss TCP/IP in greater detail. The Network Administrator’s
Reference by Tere’ Parnell and Christopher Null (/McGraw-Hill/Osborne, 1999) is a good
place to start. This book discusses network administration from a high-level point of view
and is a solid text all by itself (despite being very Windows NT—centric). It discusses TCP/IP
but doesn’t get too far into the nuts and bolts.

The ultimate TCP/IP “bible” (referenced by network developers and administrators
around the world) is W. Richard Stevens’ TCP/IP [llustrated series (Addison-Wesley,
1994-96). These books step you through TCP/IP and related services in painstaking detail.
As a systems administrator, you’ll be interested mostly in Volume 1: The Protocols, which
addresses the suite of protocols and gives a strong explanation of IP stacks. If there’s a
kernel-hacker inside of you who’s curious about TCP/IP implementation, check out Stevens’
line-by-line analysis of the BSD network code in Volume 2: The Implementation. (Although
there’s little resemblance between Linux’s networking code and the code documented in
Volume 2, the general guidance and philosophy offered are still invaluable.)

Another excellent book, TCP/IP Network Administration by Craig Hunt (O’Reilly &
Associates, 2002), is a solid network administration reference. It has a much greater breadth
of topics (but less technical depth) than Stevens’ Volume 1.

Finally, if you’re responsible for implementing a firewall (and I recommend you do
implement one), the O’Reilly & Associates text on firewall design, Building Internet
Firewalls (O’Reilly & Associates, 2000), edited by D. Brent Chapman, et al., is a good one.

Using Tracking Services

The services provided by a server are what make it a server. These services are provided by
processes that bind to network ports and listen to incoming requests. For example, a web

server might start a process that binds to port 80 and listens for requests to download the pages

of a site. Unless a process exists to listen to a specific port, Linux will simply ignore packets
sent to that port.
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NOTE K{\

Remember that when a process makes a request to another server, it opens a
connection on a port, as well. The process is, in effect, listening to data coming
in from that port. However, on the client the process knows to whom it's talking
because it initiated the request. The client process will automatically ignore any
packets sent fo it that do not originate from the server to which it's connected.

This section discusses the usage of the netstat command, a tool for tracking network
connections (among other things) in your system. It is, without a doubt, one of the most useful
debugging tools in your arsenal for troubleshooting security and day-to-day network problems.

Using the netstat Command
To track what ports are open and what ports have processes listening to them, you use the
netstat command. For example:

[root@tedford /root]# netstat -natu
Active Internet connections (servers and established)

Proto Recv-Q Send-Q Local Address Foreign Address State
tcp 1 0 209.179.251.53:1297 199.184.252.5:80 CLOSE_WAIT
tep 0 209.179.251.53:1296 199.184.252.5:80 CLOSE_WAIT
tcp 57 0 209.179.158.93:1167 199.97.226.1:21 CLOSE_WAIT
tcp 0 0 192.168.1.1:6000 192.168.1.1:1052 ESTABLISHED
tcp 0 0 192.168.1.1:1052 192.168.1.1:6000 ESTABLISHED
tcp 0 0 0.0.0.0:4242 0.0.0.0:%* LISTEN
tcp 0 0 0.0.0.0:1036 0.0.0.0:%* LISTEN
tcp 0 0 0.0.0.0:1035 0.0.0.0:%* LISTEN
tcp 0 0 0.0.0.0:1034 0.0.0.0:* LISTEN
tcp 0 0 0.0.0.0:1033 0.0.0.0:* LISTEN
tcp 0 0 0.0.0.0:1032 0.0.0.0:* LISTEN
tep 0 0 0.0.0.0:1031 0.0.0.0:* LISTEN
tcp 0 0 0.0.0.0:1024 0.0.0.0:%* LISTEN
tcp 0 0 0.0.0.0:6000 0.0.0.0:%* LISTEN
tcp 0 0 0.0.0.0:80 0.0.0.0:%* LISTEN
tcp 0 0 0.0.0.0:515 0.0.0.0:* LISTEN
tep 0 0 192.168.1.1:53 0.0.0.0: LISTEN
tcp 0 0 127.0.0.1:53 0.0.0.0:* LISTEN
tcp 0 0 0.0.0.0:98 0.0.0.0:* LISTEN
tep 0 0 0.0.0.0:113 0.0.0.0:* LISTEN
tcp 0 0 0.0.0.0:23 0.0.0.0:%* LISTEN
tcp 0 0 0.0.0.0:21 0.0.0.0:%* LISTEN
tcp 0 0 0.0.0.0:111 0.0.0.0:%* LISTEN
udp 0 0 0.0.0.0:1024 0.0.0.0:*
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udp 0 0 192.168.1.1:53 0.0.0.0:%*
udp 0 0 127.0.0.1:53 0.0.0.0:*
udp 0 0 0.0.0.0:111 0.0.0.0:%*

[root@tedford /root]#

By default (with no parameters), netstat will provide all established connections for both
network and domain sockets. That means you’ll see not only the connections that are actually
working over the network, but also the interprocess communications (which, from a security
monitoring standpoint, are not useful). So in the command illustrated, you have asked netstat to
show you all ports (—a), whether they are listening or actually connected, for TCP (-t) and UDP
(—u). You have told netstat not to spend any time resolving hostnames from IP addresses (—n).

In the netstat output, each line represents either a TCP or UDP network port, as indicated
by the first column of the output. The Recv-Q (receive queue) column lists the number of
bytes received by the kernel but not read by the process. Next, the Send-Q column tells you
the number of bytes sent to the other side of the connection but not acknowledged.

The fourth, fifth, and sixth columns are the most interesting in terms of system security.
The Local Address column tells you your own server’s IP address and port number. Remember
that your server recognizes itself as 127.0.0.1 and 0.0.0.0 as well as its normal IP address. In
the case of multiple interfaces, each port being listened to will show up on both interfaces and
thus as two separate [P addresses. The port number is separated from the IP address by a colon.
In the output from the preceding netstat example, one Ethernet device has the IP address
192.168.1.1, and the PPP connection has the address 209.179.251.53. (Your IP addresses will
vary depending on your setup.)

The fifth column, Foreign Address, identifies the other side of the connection. In the case
of a port that is being listened to for new connections, the default value will be 0.0.0.0:*. This
IP address means nothing, since you’re still waiting for a remote host to connect to you!

The sixth column tells you the State of the connection. The man page for netstat lists all
of the states, but the two you’ll see most often are LISTEN and ESTABLISHED. The LISTEN
state means there is a process on your server listening to the port and ready to accept new
connections. The ESTABLISHED state means just that—a connection is established between
a client and server.

Securing an Individual Server

Security Implications of netstat’'s Output

By listing all of the available connections, you can get a snapshot of what the system is doing.
You should be able to explain and justify all ports listed. If your system is listening to a port
that you cannot explain, this should raise suspicions.

If you’ve been using your memory cells for other purposes and haven’t memorized the
services and their associated port numbers, you can look up the matching info you need in the
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/etc/services file. However, some services (most notably those that use the portmapper) don’t
have set port numbers but are valid services. To see which process is associated with a port,
use the —p option with netstat. Be on the lookout for odd or unusual processes using the network.
For example, if the BASH shell is listening to a network port, you can be fairly certain that
something odd is going on.

Finally, remember that you are interested only in the destination port of a connection; this
tells you which service is being connected to and whether it is legitimate. Unfortunately, netstat
doesn’t explicitly tell you who originated a connection, but you can usually figure it out if you
give it a little thought. Of course, becoming familiar with the applications that you do run and
their use of network ports is the best way to determine who originated a connection to where.
In general, you’ll find that the rule of thumb is that the side whose port number is greater than
1024 is the side that originated the connection. Obviously, this general rule doesn’t apply to
services typically running on ports higher than 1024, such as X (port 6000).

Shutting Down Services

One purpose for the netstat command is to determine what services are enabled on your
servers. Making Linux easier to install and manage right out of the box has led to more and
more default settings that are unsafe, so keeping track of services is especially important.

When you’re evaluating which services should stay and which should go, answer the
following questions:

1. Do I need the service? The answer to this question is very important. In most situations,
you should be able to disable a great number of services that start up by default. A stand-
alone Web server, for example, should not need to run NFS.

2. If I do need the service, is the default setting secure? This question can also help you
eliminate some services—if they aren’t secure and they can’t be made secure, then chances
are they should be removed. The Telnet service, for instance, is often a candidate for early
removal because it requires that passwords be sent over the network without encryption.

3. Does the service software need updates? All software needs updates from time to time,
such as that on web and FTP servers. This is because as features get added, new security
problems creep in. So be sure to remember to track the server software’s development and
get upgrades installed as soon as security bulletins are posted.

Shutting Down an xinetd Service
To shut down a service that is started via the xinetd program, simply edit the service’s
configuration file in /ete/xinetd and set disable equal to Yes. See Module 8 for more
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information on xinetd. Send a SIGUSR2 signal to reload xinetd. Red Hat Linux makes this
simple using the following command:

[root@tedford /root]# service xinetd reload

NOTE K{\

If you have a system using the older inetd, edit the /etc/inetd.conf file and comment
out the service you no longer want. To designate the service as a comment, start the line
with a number sign (#). Remember to send the HUP signal to inetd once you've made
any chan