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PREFACE

Information networking has emerged as a multidisciplinary diversified area of research over
the past few decades. From traditional wired telephony to cellular voice telephony and from
wired access to wireless access to the Internet, information networks have profoundly
impacted our lifestyle. At the time of writing, over 3 billion people are subscribed to cellular
services and close to a billion residences have Internet connections. More recently, the
popularity of smartphones enabling the fusion of computers, networking, and navigation for
location-aware multimedia mobile networking has opened a new way of attachment
between the human being and information networking gadgets. In response to this growth,
universities and other educational institutions have to prepare their students in understand-
ing these technologies.

Information networking is a multidisciplinary technology. To understand this industry
and its technology, we need to learn a number of disciplines and develop an intuitive feeling
for how these disciplines interact with one another. To achieve this goal, we describe
important networking standards, classify their underlying technologies in a logical manner,
and give detailed examples of successful technologies. The selection of detailed technical
material for teaching in such a large and multidisciplinary field is very challenging, because
the emphasis of the technology shifts in time. In the 1970s and 1980s the emphasis of
industry and, subsequently, the interest in teaching networks were primarily based on
queuing techniques [Kle75, Sch87, Ber87] because, at that time, medium access control was
playing an important role in differentiating local-area network (LAN) technologies such as
Ethernet, token ring and token bus. At that time, researchers and educators were interested in
understanding the random behavior of traffic in contention access on computer resources
and performance issues such as throughput and delay. The next generation of textbooks in
the 1990s was around details of protocols used in the seven-layer ISO model, and they were
written mostly by professors of computer science [Tan03, Pet07, Kur01]. During this period,
authors with an electrical engineering education would introduce similar material with more
emphasis on physical channels [e.g. Sta00]. These books described the Internet and
asynchronous transfer mode as examples for wide-area networks (WANs) and provided
details of a variety of LAN technologies at different levels of depth. They lacked adequate
details in describing the cellular and other wireless networks that have been the center of
attention in recent years for innovative networking.

The success of wireless information networks in the 1990s was a motivation behind
another series of textbooks describing wide- and local-area wireless networks [Pah95,

XV
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Go0097, Wal99, Rap03, Pah02]. The technical focus of these books was on describing wide-
area cellular networks and local wireless networks. These books were written by professors
of electrical engineering and computer engineering with different levels of emphasis on
detailed descriptions of the lower layers issues and system engineering aspects describing
details of implementation of wireless networks. These books do not cover the description of
local wired technologies such as Ethernet or details of the implementation of bridges,
switches, and routers which are used to form the Internet.

The emergence of wireless access and the dominance of the Ethernet in LAN technolo-
gies have shifted the innovations in networking towards the physical layer and character-
istics of the medium. Currently, there is no single textbook that integrates all the aspects of
current popular information networks together and places an emphasis on the details of
physical layer aspects. In this book we pay attention to the physical layer while we provide
fundamentals of information networking technologies which are used in wired and wireless
networks designed for local- and wide-area operations. The book provides a comprehensive
treatment of the wired Ethernet and Internet, as well as of cellular networks, wireless LANs
(WLANS5), and wireless personal area network (WPAN) technologies. The novelty of the
book is that it places emphasis on physical layer issues related to formation and transmission
of packets in a variety of networks. The structure and sequence of material for this book was
first formed in a lecture series by the principal author at the graduate school of the Worcester
Polytechnic Institute (WPI), Worcester, MA, entitled ““Introduction to WANs and LANs.”
The principal author also taught shorter versions of the course at the University of Oulu,
Finland, focused on the wired LANs and WLANSs. The co-author of the book has taught
material from this book at the University of Pittsburgh in several courses, such as “Mobile
data networks,” “Network security,” and ‘“Foundations of wireless communications.”
These courses were taught for students with electrical engineering, computer science,
information science, and networking backgrounds, both from academia and industry.

We have organized the book as follows: we start with an overview of telecommunications
followed by four parts each including several chapters. Part I contains Chapters 2-5 and
explains the principles of design and analysis of information networks at the lowest layers.
In particular, this part is devoted to the characteristics of the transmission media, applied
transmission and coding, and medium access control. Part II and Part III are devoted to
detailed descriptions of important WANs and LANs respectively. Part II describes the
Internet and cellular networks and Part III covers popular wired LANs and WLANS, as well
as WPAN technologies. Part IV describes security, localization, and sensor networking as
other important aspects of information networks that have been important topics for
fundamental research in recent years. The partitioned structure of the book allows flexibility
in teaching the material. We believe that the most difficult part of the book for the students is
Chapters 2-5, which provide a summary through mathematical descriptions of numerous
technologies. Parts II and III of the book appear mathematically simpler but carry more
details of how systems work. To make the difficult parts simpler for the students, an
instructor can mix these topics as appropriate. For example, the lead author teaches similar
material in one of his undergraduate courses in wireless networking by first introducing the
channel behavior (Chapter 2), then describing assigned access methods (Chapter 5) before
describing time-division multiple access cellular networks (Chapter 7). Then he introduces
spread-spectrum coding techniques (Chapters 3 and 4) and code-division multiple access
cellular networks (Chapter 7), and finally covers multidimensional constellations (Chap-
ter 3) before discussing WLANSs (Chapter 9). In fact, we believe that this is an effective
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approach for enabling the understanding of the fundamental concepts in students.
Therefore, depending on the selection of the material, depth of the coverage, and
background of the students, this book can be used for senior undergraduate or first- or
second-year graduate courses in computer science, telecommunications, electrical and
computer engineering, or electrical engineering departments as one course or a sequence of
two courses.

The idea of writing this book and the first table of contents was developed between the
lead author and Professor Mika Ylianttila of the University of Oulu, Finland, during the
late summer of 2006 in Helsinki and Oulu, Finland, with some input from Dr. Sassan Iraji
of Nokia. The basic idea was that the most interesting parts of the current networking
issues evolve around physical layer aspects of wireless networks. Therefore, it is a good
idea to write a new book describing the fundamentals of networks with emphasis on lower
layers of communication protocols and technologies. To have a practical model, we
started using the structure of the current authors’ previous book, Principles of Wireless
Network - A Unified Approach, and expanded that to include physical layer aspects of the
wired medium as it is applied to the Ethernet and the Internet. Initially, we had the entire
modulation and coding aspects of transmission in one chapter. Dr. Mohammad Heidari of
the Center for Wireless Information Network Studies at WPI helped us to extract the
coding parts from that chapter and prepare a first draft of a new chapter on coding based on
class notes of the lead author for a similar lecture at the LANs and WANs course in WPI for
which he had served as a teaching assistant. Dr. Heidari also committed to prepare the
solutions for the book. The authors thank Dr. Heidari for his contribution in preparing
Chapter 4 and editing Chapter 3 of the book and Dr. Ylianttila for his help in preparing the
original proposal. In addition, the authors would like to express their appreciation to Dr.
Allen Levesque, for his contributions in other books with the lead author which has
indirectly impacted the formation of thoughts and the details of material presented in this
book. The authors also acknowledge the indirect help of Professor Jacques Beneat, who
prepared the solution manual of our other book, Principles of Wireless Networks - A
Unified Approach. A significant number of those problems, and hence their solutions, are
used in this book. The lead author also thanks Dr. Siamak Ayandeh and Brian Sylvester for
their lectures in his classes on the Internet and Ethernet which has affected formation of
material in Chapters 6 and 8 of the book, Ferit Akgul for his careful editing of the example
and problems in the manuscript, and students of his Introduction to WANs and LANs
course in Spring 2009 at WPI for their editorial comments on the first draft of the book.
The second author expresses his gratitude to Dr. Richard Thompson, Dr. David Tipper, Dr.
Martin Weiss, Dr. Sujata Banerjee, Dr. Taieb Znati, and Dr. Joseph Kabara of the Graduate
Program in Telecommunications and Networking at Pitt. He has learnt a lot and obtained
different perspectives on networking through his interaction and association with them.
Similarly, we would like to express our appreciation to all graduates and affiliates of the
CWINS laboratory at WPI and many graduates from the Telecommunications Program at
Pitt whose work and interaction with the authors have directly or indirectly impacted on
material presented in this book.

We have not directly referenced our referral to several resources on the Internet, notably
Wikipedia. While there are people that question the accuracy of online resources, they have
provided us with quick pointers to information, parameters, acronyms, and other useful
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1.1 INTRODUCTION

In the eyes of an engineer, the complexity of an industry relates to the challenges in
implementation, size of the market for the industry, and the impact of the technology in this
industry on human life. Everyday we use information networks and information technology
more than any other technology - for social networking in both professional and personal
aspects of our lives. The heart and the enabler of this technology is the information
networking industry, which brings us mobile and fixed telephone services and connects us
to the Internet in the home, office, and on the road, wherever we are. Although the
infrastructure of the information networking industry is not seen by the public because
it is mostly buried under the ground or it is propagating in the air invisibly, it is the most
complex technology to implement, it owns the largest market size by far among all
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industries, and it has enabled us to change our lifestyle to the extent that we often refer to
our era as “the age of information technology.”

To have an intuitive understanding of the size of the information networking industry it is
good to know that the size of the budget of AT&T in the early 1980s, before its divestiture,
was close to the budget of the fifth largest economy of the world. AT&T was the largest
public switched telephone network (PSTN) company in the world and its core revenue
at that time was generated from the plain old telephone service (POTS) that was first
introduced in 1867. During the past two decades, the cellular telephone industry has
augmented the income of the prosperous voice-oriented POTS with subscriber fees from
more than 3 billion cellular telephone users worldwide. Today, the income of the wireless
industry dominates the income of the wired telephone industry. While this income is still
by far dominated by the revenue of the cellular phones, smart mobile terminals are gradually
changing this characteristic by bringing more Internet-oriented applications into the
terminal. In the mid 1990s, the Internet brought the computer and data communications
and networking industry from a relatively smaller business-oriented office industry to an
“everyday and everybody” use home-oriented industry that soon generated an income
comparable to that of a voice-oriented POTS and the wireless industry. At the time of
writing, the revenue of the information networking industry is dominated by the combined
income of the wired and wireless telephone services over the PSTN and the Internet access
industries, with total annual revenue of a few trillion dollars, which makes it one of the
largest industries in the world.

At the start of the year 2008, the number of mobile phone subscriptions in the world had
already passed 3 billion, with a worldwide average penetration rate of close to 50%, making
the mobile phone the most widespread and adopted technology in the world. At the same
time, close to a billion people around the world have access to the Internet or equivalent
mobile Internet services using a mobile phone, a laptop, or a personal computer. In June
2007, Apple lunched the iPhone, which opened a new dimension in the integration
of computer, communication, and navigation devices in a mobile handheld terminal.
Around 4 million devices were sold during the first 200 days [MOBO08], and in the first
quarter of business it turned in to the third best-selling smartphone in the world [ARSO08].
The third-generation (3G) iPhone introduced in July 2008 sold 1 million in the first 3 days
[WACO8]. The iPhone provides built-in mobile user-friendly applications for video
streaming, audio storage, and localization, as well as a number of popular applications,
such as e-mail access, stock market reports, weather condition reports, calendar, and
notebooks, on top of the traditional mobile phone and short messaging. This range of
applications uses location-aware and secure broadband wireless access technologies
provided through cellular networks, WiFi wireless local area networks (WLANSs), and
Bluetooth-based wireless personal-area networks (WPANS) to connect to the Internet and
the PSTN backbones.

The authors believe that the information network technologies which enable smart-
phones to integrate traditional communication and Internet applications provide a suitable
framework for teaching a basic course to introduce the fundamentals of modern information
networks to students. The objective of this book is to provide a text for teaching these
fundamentals at a senior undergraduate or first-year graduate-level course. In the rest of
Section 1.1 we describe the elements of the information networks, a brief history of major
events since the inception of the industry, a summary of the important standards, and a short
description of long-haul standards to interconnect networks worldwide. The rest of this
chapter provides a more detailed overview of evolution of important wide-area networks
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(WANSs) and local-area networks (LANSs) followed by a brief description of the material
presented in the rest of this book.

1.1.1 Elements of Information Networks

Figure 1.1 illustrates the fundamental elements of information networking. A network
infrastructure interconnects user applications through telecommunication devices using
network adaptors to provide them with means for exchanging information. Users are human
beings, computers, or “things” such as a light bulb. Applications could be a simple telephone
call, sending a short message, downloading a file, or listening to audio or video streams.
The telecommunication devices range from a simple dumb terminal only translating user’s
message to an electrical signal used for communication, up to a smart terminal enabling
multiple applications through a number of networking options. The network adaptor could
be a connector to a pair of wires for a plain old telephone, a cellular phone, or a wireless local
network chip set for a personal computer, a laptop or a smartphone, a low-power personal
communication chip set for a light bulb, or a reader for a smart card. The information
network infrastructure consists of a number of interconnecting elements that are connected
primarily through point-to-point links. Switches include fixed and variable-rate connection-
based circuit switches or connectionless packet-switching routers. The point-to-point links
include a variety of fibers, coaxial cables, twisted-pair wires, and wireless technologies.
Figure 1.2 shows a view of the evolution of telecommunication devices and the
networking concepts which have allowed these devices to interconnect with one another.
The first communication device was the Morse pad invented for telegraph application in the
nineteenth century to transfer coded short messages using Morse code. This was followed
by the telephones devices used for voice communications. Both terminals were dumb and
used for human-to-human communications. Shortly after the Second World War, the first
dumb computer terminals were networked to start the era of computer-to-computer and
human-to-computer networking which finally emerged into the Internet. Simplicity,
flexibility, and lower cost of implementation of Internet technology opened a new frontier
for the emergence of numerous popular applications and computer networking devices.

Information
network

User apps & <

teleco devices  uwme ‘a %

FIGURE 1.1 Elements of information networks.
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FIGURE 1.2 Evolution of telecommunication devices and information networks.

More recently, with the introduction of mobile wireless access to the PSTN and the Internet,
anew window of opportunity for connecting “things” with the Internet and the so-called the
“Internet of Things” has become popular. The Internet of Things allows things-to-human,
things-to-computer and things-to-things networking, turning virtually everything to a
communication device. Since these new devices have different data rates, power consump-
tion, and cost requirements, a number of networking technologies have evolved in their
support.

To support the evolution of telecommunication devices and applications, several
information network infrastructures have evolved throughout the past 150 years. The
largest of the existing backbone information networks are the PSTN, the Internet and
the hybrid fiber cable (HFC). The PSTN was designed for the telephony application and it is
also the backbone for popular cellular telephone networks. Cell phones are connecting to
the PSTN using different cellular technologies. The Internet supports all computer
communication data applications, and HFC was designed for cable TV distribution. To
connect to the backbone networks, terminals are usually clustered in a local area to form
a local network and the local network is connected to the backbone using another
technology, which we can refer to as the access network. In this way, networking
technologies are divided into core or backbone, access, and distribution or local networks.

In the PSTN industry, the local network is a private box exchange (PBX) used in office
environments. It is a private switch allowing internal telephones of a company to talk with
one another without the intervention of the core network. In the home, the local network for
PSTN is the random tree wiring distribution in a residence which connects all rooms to the
main line connected to the PSTN. Cordless telephones allow portable phones to connect
to the home network. Cellular telephone companies add smaller base stations (BSs) called
picocells inside large buildings, such as airports and shopping malls, and they are designing
femtocell technologies for home applications to help cellular technologies to penetrate
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to indoor areas. In the case of the Internet, the local distribution network is a LAN.
The Ethernet technology is dominating the wired LAN technology in offices, and WLANSs
complement them for mobile wireless access. In homes, the most popular Internet
distribution network is the WLAN.

An access network is something between a WAN and a LAN. The infrastructure for
the access network is a twisted-pair wire, a coaxial cable, a fiber line, a wireless terrestrial,
or a satellite connection which connects the office or home to the backbone network. In the
PSTN industry, this access network for the home is sometimes referred to as the last
mile network. In the Internet industry it is sometimes referred to as metropolitan area
networks (MANs). Home network access technologies are very important for the service
providers because the high cost of the wiring to the home needs to be recuperated through the
income of a single private subscriber.

1.1.2 Chronology of Information Networks

In the same way that the Greek philosophers of antiquity addressed the basic challenges in
philosophy which laid the foundation for modern civilization, the emergence of the
telegraph and the telephone in the early days of the information networking industry
addressed the basic challenges facing information networking which have been carried on
until modern times. Connection-based telephone conversations versus datagram-based
connectionless messaging, digital versus analog, local versus wide area networking, wired
versus wireless communications, and home versus office markets were all introduced
in those early days. Over a century, engineers have discovered a number of technologies
to enable these two services to adapt to the evolution of the terminals and to support
ubiquitous operation.

To understand the sequence of events resulting in the evolution of information
networks, it is useful to have a quick overview of the chronology of the events, which
is presented in Table 1.1. Five years after Gauss and Weber’s experiment to introduce
wired telegraph for manually digitized data in 1834,' information networking started
with the simple wired telegraph that used Morse code for digital data communication
over long-distance wires between the two neighboring cities of Washington DC and
Baltimore in 1839. It took 27 years, until 1866, for engineers to successfully extend
this network over the ocean to make it a worldwide service. In 1900, 34 years after the
challenging task of deploying cables in the ocean and 3 years after the first trial of
the wireless telegraph, Marconi demonstrated wireless transoceanic telegraphy as the first
wireless data application. It took over 150 years for this industry to grow into
the wireless Internet. Bell started the telephone industry in 1867, the first wired analog
voice telecommunication service. It took 47 years for the telephone to become a
transoceanic service in 1915, and it took almost 100 years for this industry to flourish
into the wireless cellular telephone networks in the 1990s. The wireless telegraph was a
point-to-point solution that eliminated the tedious task of laying very long wires in harsh
environments. The telegraph was indeed a manual short messaging system (SMS) that

! Although focused on civil engineering, Rensselaer Polytechnic Institute (RPI), Troy, N, the first engineering
school in the USA, was established in 1824 as well. These events are indicators of the start of the industrial
revolution and dominance of the engineers in shaping the future of the world.

’In the 1860s, in the dusts of the closing of the Civil War in the USA, a new wave of engineering and science schools
mushroomed in the USA, starting with MIT (1862) in Boston and Worcester Polytechnic Institute (WPI; 1865) in
Worcester, MA.
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TABLE 1.1 A Brief History of Telecommunications

Chronology of information networks

1839 First demonstration of telegraph between DC and Baltimore (Morse)

1876 Manually switched telephone for analog voice (Bell)

1900 Transoceanic wireless telegraph (Marconi)

1915 Transcontinental telephone (by Bell)

1946 First computer (U Penn)

1950 Voice-band modems for first computer networks using PSTN infrastructure

1968 Cable TV development and introduction of HFC

1969 ARPANET packet-switched network started (first node at UCLA)

1972 Demonstration of cellular systems (Motorola)

1973 Ethernet was invented (Metcalfe)

1980 IPv4 was released, fiber-optic systems were applied to the PSTN

1981 IEEE 802.3 adopted Ethernet

1986 IETF was formed

1990 GSM standard for TDMA cellular

1991 ATM Forum was founded

1994 Netscape was introduced and Internet became popular

1995 1S-95 standard for CDMA cellular, fast Ethernet at 100 Mb/s, first ATM specification

1996 IPv6 was defined by IETF

1997 IEEE 802.11 completed

1998 IEEE 802.1D MAC bridges and STA, gigabit Ethernet, 802.16 WMAN, IEEE
802.15.1 Bluetooth for WPAN

1999 IEEE 802.11b at 11 Mb/s

2000 3G IMT-2000 for wireless Internet access was introduced

2001 IEEE 802.11a for 54 Mb/s at 5 GHz using OFDM

2002 Mobile IP standard completed, UWB was used for high-speed WPAN

2003 IEEE 802.1Q virtual LAN, IEEE 802.11g using OFDM at 2.4 GHz, IEEE 802.15.4
ZigBee, 10 Gb/s Ethernet

2004 IEEE 802.1w rapid spanning tree algorithm for switches, IEEE 802.11d WiMAX
for WMAN

2005 IEEE 802.11e mobile WiMAX

2006 RFID, sensor networks, “Internet of Things”

2007 IEEE 802.11n for 100 Mb/s

2008 iPhone, 100 Gb/s Ethernet

needed a skilled worker to decode the transmitted message. The wireless telephone
network had to support numerous mobile users. While the challenge for wireless point-
to-point communications is the design of the radio, the challenge for a wireless network
is the design of a system that allows many mobile radios to work together.

The computer era started with the demonstration of the first digital computer at the
University of Pennsylvania in 1946. Computers have revolutionized the traditional
methods for information storage and processing that were in use since the dawn of
literacy some 3000 years ago. The massive information stored and processed by computers
needed communication networking. The first computer communication networks started
after the Second World War by using voice-band modems operating over the PSTN
infrastructure to exchange large amounts of data among computers located at great
distances from one another. The need of the computer communication industry for
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massive information transfer and the high cost of leased lines provided by PSTN service
providers to be used for voice-band data communications stimulated the evolution of
sophisticated modem design technologies. By the late 1980s a number of modem design
techniques were introduced which could achieve higher data rates over a fixed bandwidth
channel [Pah88]]. These technologies laid the foundation for the design of the different
physical layers that have been at the core of advancements in evolution of broadband
access using cable modems and digital subscriber line (DSL), as well as LAN, WLAN, and
WPAN technologies, in the 1990s and 2000s. In parallel with the growth of information
theory to support higher data transmission rates, networking protocols emerged first for
reliable transmission of data and later to facilitate the implementation of ever-growing
computer applications.

About two decades after the emergence of circuit-switched computer communication
networks, in 1969, the first wide-area packet-switched network called Defense Advanced
Research Projects Agency Department Network (DARPAnet) was introduced, which later
on became the Internet and gained popularity in the mid 1990s. A few years after the
introduction of DARPAnet, in 1973, the first wired LAN, Ethernet, was invented, which
dominated the LAN industry again in the mid 1990s. The Internet/Ethernet network
core has dominated the networking industry, and numerous other technologies and
applications have emerged around them. These technologies include a variety of Institute
of Electrical and Electronics Engineers (IEEE) 802.11 WLANSs, a number of IEEE 802.15
WPANS, several IEEE 802.16 wireless MANs (WMANSs), a few IEEE 802.1 bridging
technologies, and a number of transport control protocol (TCP)- and Internet protocol (IP)-
based protocols defined by the Internet Engineering Task Force (IETF) which are
highlighted in Table 1.1.

1.1.3 Standards Organizations for Information Networking

The increasing number of applications, and the information networking technologies to
support them, has demanded standardization to facilitate the growth of the industry.
Standards define specifications for the design of networks allowing multi-vendor operation
which is essential for the growth of the industry. Figure 1.3 provides an overview of the
standardization process in information networking. The standardization process starts in a
special interest group of a standard developing body such as the IETF or IEEE 802.3, which
defines the technical details of a networking technology as a standard for operation.
The defined standard for implementation of the desired network is then moved for approval
by a regional organization, such as the European Telecommunication Standards Institute

Implementation groups: IEEE 802,
IETF, ATM forum, T1, DSL forum

Regional organizations: ETSI,
ANSI, TTC

International organizations: ITU,
I1SO, IEC

FIGURE 1.3 Standard development process.
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TABLE 1.2 Summary of Important Standard Organizations for Information Networking

Important Standards Organizations

IEEE (Institute of Electrical and
Electronics Engineers)
T1

ATM (Asynchronous Transfer
Mode) Forum

DSL (Digital Subscriber Loop)
Forum

CableLab

IETF (Internet Engineering Task
Force)

FCC (Federal Communication
Commission)

EIA/TIA (Electronic/
Telecommunication Industry
Association)

ANSI (American National
Standards Institute)

ETSI (European
Telecommunication Standards
Institute)

CEPT (Committee of the
European Post and
Telecommunication)

IEC (International
Electrotechnical Commission)

ISO (International Standards
Organization)

ITU (International
Telecommunication Union
formerly CCITT)

Publishes 802 series standards for LANs and 802.11, 802.15,
and 802.16 for wireless applications

Sponsored by Alliance for Telecommunications Information
Solutions (ATIS) telecommunication standards body
working on North American standards

An industrial group working on a standard for ATM networks

An industrial group working on xDSL services

Industrial alliance in the USA to certify DOCSIS-compatible
cable modems

Publishes Internet standards that include TCP/IP and SNMP.
It is not an accredited standards organization

The frequency administration authority in the USA.

US national standard for North American wireless systems

Accepted 802 series and forwarded to ISO. Also published
FDDI, HIPPI, SCSI, and Fiber Channel. Developed JTC
models for wireless channels

Published GSM, HIPERLAN/1, and UMTS

Standardization body of the European Posts Telegraph
and Telephone (PTT) ministries. Co-published GSM
with ETSI

Publishes jointly with ISO

Ultimate international authority for approval of standards
International advisory committee under United Nations. The

Telecommunication Sector, UTU-T, published ISDN and
wide-area ATM standards. Also works on IMT-2000

(ETSI) or the American National Standards Institute (ANSI). The regional recommendation
is finally submitted to world-level organizations, such as the International Telecommunica-
tions Union (ITU), International Standards Organization (ISO), or International Electro-
technical Commission (IEC), for final approval as an international standard. There are
anumber of standards organizations involved in information networking. Table 1.2 provides
a summary of the important standards playing major roles in shaping the information
networking industry which are also mentioned in this book.

The most important of the standard development organizations for technologies
described in this book produces the IEEE 802-series standards for personal, local, and
metropolitan area networking. The IEEE, the largest engineering organization in the
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world, publishes a number of technical journals and magazines and organizes numerous
conferences worldwide. The IEEE 802 community is involved in defining standard
specifications for information networks. The number 802 was simply the next free number
that the IEEE could assign to a committee at the inception of the group on February 1980,
although “80-2" is sometimes associated with the date of the first meeting. Regardless of the
ambiguity of the name, the IEEE 802 community has played a major role in the evolution
of information networks by introducing IEEE 802.3 Ethernet, IEEE 802.11 WLANSs, IEEE
802.15 WPAN, and IEEE 802.16 WMAN and other standards which are discussed in detail
in this book.

Another important standard development organization is the IETF, which was estab-
lished in January 1986 to develop and promote Internet standard protocols around the
TCP/IP suite for a variety of popular applications. In the 1990s, the Asynchronous Transfer
Mode (ATM) Forum was an important standard development group trying to develop
standards for connection-based fixed packet-length communications for the integration
of all services. This philosophy was in contrast with Internet/Ethernet networking using
connectionless communications with variable and long-length packets.

Telecommunication/Electronic Industry Association (TIA/EIA) is a US national stan-
dards body defining a variety of wire specifications used in LANs, MANs, and WANS.
The TIA/EIA are trade associations in the USA representing several hundred telecommu-
nications companies. The TIA/EIA has cooperated with the IEEE 802 community to define
the media for most of the wired LANs used in fast and gigabit Ethernet. TIA/EIA also
defines cellular telephone standards such as Interim Standard (IS-95) or cdmaOne and the
IS-2000 or CDMA-2000 (respectively the second and third generation) cellular networks.
ETSI and the Committee of the European Post and Telecommunications (CEPT) were the
European standardization bodies publishing wireless networking standards, such as the
global system for mobile communications (GSM) and the universal mobile telecommu-
nications system (UMTS), in the EU.

The most important international standards organizations are the ITU, the ISO, and the
IEC, which are all based in Geneva, Switzerland. Established in 1865, the ITU is an
international advisory committee under the United Nations and its main charter includes
telecommunication standardization and allocation of the radio spectrum. The telecom-
munication sector, ITU-T, has published for instance the integrated service data network
(ISDN) and wide-area ATM standards, as well as International Mobile Telephone
(IMT-2000) for 3G cellular networks. The World Administrative Radio Conference
(WARC) was a technical conference of the ITU where delegates from member nations
of the ITU met to revise or amend the entire international radio regulations pertaining to all
telecommunication services throughout the world. The ISO and IEC are composed of the
national standards bodies, one per member economy. These two standards often work with
one another as the ultimate world standard organization. Established in 1947, the ISO
nurtures worldwide proprietary industrial and commercial standards that often become
law, either through treaties or national standards. The ISO seven-layer model for computer
networking is one of the prominent examples of ISO standards. IEC, which started in
1906, is a nongovernmental international standards organization for “electrotechnology,”
which includes a vast number of standards from power generation, transmission and
distribution to home appliances and office equipment, to telecommunication standards.
The IEC publishes standards with the IEEE and develops standards jointly with the
ISO and the ITU.
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1.1.4 Evolution of Long-Haul Multiplexing Standards

In telecommunications and computer networks, multiplexing is used where multiple data
streams are combined into one signal to share the expensive long-haul transmission
resources. From a different perspective, multiplexing divides the physical capacity of the
transmission medium into several logical channels, each carrying a data stream. The two
most basic forms of multiplexing over point-to-point connections are time-division multi-
plexing (TDM) and frequency-division multiplexing (FDM). In optical communications,
FDM is referred to as wavelength-division multiplexing (WDM). Multiple streams of digital
data can also use code-division multiplexing (CDM), which has not been commercially
successful over wired networks. Variable bit-rate digital bit streams may be transferred
efficiently over a fixed-bandwidth channel similar to TDM by means of statistical multi-
plexing techniques such as ATM. If multiplexing is used for channel access then it is referred
to as medium access control (MAC), in which case TDM becomes time-division multiple
access (TDMA), FDM becomes frequency-division multiple access (FDMA), CDM
becomes code-division multiple access (CDMA), and statistical multiplexing into some-
thing like carrier sense multiple access (CSMA). Multiplexing techniques are simple and
they are part of the physical layer of the network. We discuss them in this section. MAC
protocols are more complex and we describe them in Chapter 5.

In PSTN, the home user’s telephone line carrying telephone or DSL data typically ends at
the remote concentrator boxes distributed in the streets, where these lines are multiplexed
and carried to the central switching office on significantly fewer numbers of wires and for
much further distances than a customer’s line can practically go. Fiber multiplexing lines,
mostly using ATM protocols, are commonly used as the backbone of the network which
connects POTS lines with the rest of the PSTN and carry data provided by DSLs. As a result,
PSTN has been the driver for the development and standardization of most multiplexing
techniques. In the early 1960s, the first multiplexing system used for telephony was FDM.
Figure 1.4 illustrates this early multiplexing system. This system multiplexed 12 sub-
scribers, each with a 4kHz bandwidth signal in frequencies between 60 and 108 kHz.
Figure 1.4 shows the original bandwidths for each subscriber, the bandwidths raised in
frequency, and the multiplexed channel. In PSTN connection to the home, as shown in
Figure 1.5, FDM is also used to multiplex DSL data services with POTS and the so called
Home Phone Network Alliance (HPNA) signal for Ethernet-like networking over home
telephone wires. The POTSs use the frequency range between 20 Hz and 3.4 kHz, DSL uses

Time

'60kHz 108KkHz
> 4kHz € >

<

Amplitude

Frequency

FIGURE 14 FDM used in telephone networks multiplexing 12 subscribers each with 4kHz
bandwidth in frequencies between 60-108 kHz.
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FIGURE 1.5 Phone line wirings shared among three technologies using FDM.

between 25 kHz and 1.1 MHz, and HPNA uses between 2 and 30 MHz. The TV signals
for black and white content, color, and audio are also frequency-division multiplexed.
The analog cable TV channels are also separated using FDM.

The first TDM system was developed for telephony application as well. This system
carried 24 PCM-encoded digitized voice calls, each 64 kb/s, over four-wire copper lines at a
rate of 1.544 Mb/s. Figure 1.6 shows the 193-bit frame used in a T1-carrier: there are 8 bits
per channel for 24 x 8 = 192 bits and a single bit known as the frame bit. Each 8 bits consists
of 7 bits representing a sample of the voice and 1 bit for control signaling. Each frame
is transmitted in 125 ms to support a bit rate of 8 (bits)/125 (ms) = 64 kb/s per channel and an
effective data rate of 7 (bits)/125 (ms) = 56 kb/s. The remaining 8 kb/s is used to carry the
signaling information to set up telephone calls. AT1-carrier has a higher layer hierarchy to
support higher data rates. Figure 1.7 shows the T-carrier hierarchy: every four T1 carriers
result in a T2 carrier with the rate of 6.312 Mb/s, each seven T2 carriers form a T3 carrier
which carries 44.736 Mb/s, and six T3 carriers form a T4 carrier at 274.176 Mb/s. Although
the Japanese followed the American carrier system, the Europeans later developed their

Time slots allocated to users on a T1 carrier

1-bit framing code 8-bit per user channel (8/125us = 64kb/s)

\
\

; <
Lo 1]...8]|9]10[11[12]13]...|20|21|22| 23

24 X 8 + 1 = 193 Bits (125us)
193/125us = 1.544 Mb/s for the entire carrier

FIGURE 1.6 T1 carrier for multiplexing 24 digitized voice signals each carrying 64 kb/s for a total
1.544 Mb/s.
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FIGURE 1.7 The legacy T-carrier hierarchy for long-haul TDM transmission of PSTN voice
streams in the USA and Japan.

own TDM hierarchy for telephony which combines 30 channels rather than 24 channels to
form the basic stream. The next three layers of hierarchy in the European system each are
four times larger than the previous level.

With the popularity of optical communications in the 1980s and their ability to support
much higher transmission rates, there was a need to extend the existing TDM hierarchies.
At the same time, AT&T was broken up and there was a need to develop a standard TDM
hierarchy so that the multivendor manufactured devices for different companies could
cooperate with one another. In this setting, the synchronous optical network (SONET)
hierarchy started in North America. Later on the ITU became involved and the name
synchronous digital hierarchy (SDH) was selected as the name of the standard (which has
only minor differences with SONET). The SONET/SDH hierarchy defines a common
signaling standard for multivendor operation (for wavelength, timing, and frame structure),
unifies the US, the EU, and Japanese standards, defines data rates higher than T-carriers, and
provides for support of operation, administration, and maintenance (OAM) of the network.
SONET/SDH can be used for encapsulation of earlier digital transmission standards and
they can be directly used to support ATM or SONET/SDH packet mode of operation
providing for generic and all-purpose transport containers for multimedia information.

In a manner similar to the T1 carrier, the overhead and the payload of the SONET streams
are interleaved and all frames take 125 ms. Here, the basic frame, called the synchronous
transport signall (STS-])3 or optical carrierl (OC-1), is 810 octets in size and the frame
is transmitted with three octets of delimiter indicating the start of the frame followed by nine
87 octets of payload each having three octets of overhead, followed by 84 octets of user data.

3This is the name for the electrical rather than optical signal.
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TABLE 1.3 SONET/SDH Hierarchy of Data Rates and Frame Format

SONET SDH level Payload Line
SONET optical electrical electrical bandwidth (kb/s) rate (kb/s)
0OC-1 STS-1 STM-0 48 960 51 840
0C-3 STS-3 STM-1 150 336 155 520
0C-12 STS-12 STM-4 601 344 622 080
0C-24 STS-24 STM-8 1202 688 1 244 160
0C-48 STS-48 STM-16 2 405 376 2 488 320
0C-96 STS-96 STM-32 4 810 752 4 976 640
0C-192 STS-192 STM-64 9 621 504 9 953 280
0OC-768 STS-768 STM-256 38 486 016 39 813 120
0C-1536 STS-1536 STM-512 76 972 032 79 626 120
0C-3072 STS-3072 STM-1024 153 944 064 159 252 240

If we align all 87 rows then we have a block of 9 x 87 octets of payload in which the first
three overhead columns appear as a contiguous block, as do the remaining 84 columns of
user data. With this format, if we extract one octet from the bitstream every 125 ms duration
of a frame, this gives a data rate of 8 (bits)/125 (ms) = 64 kb/s representing a telephone
user. This is very useful for fast switching of low-speed streams embedded in extremely
high data streams without any need to understand or decode the entire frame. The basic
frame in SDH is called synchronous transport model (STM-1) which has similar properties
to OC-1/STS-1 with minor differences. These simple formats allow design of relatively
simple devices to take a SDH data for a specific user and insert that in a SONET stream. This
simple structure allows implementation of faster switches operating at higher data rates.
Again, like the T1 hierarchy, SONET and SDH have their own TDM hierarchy, which is
shown in Table 1.3.

1.2 EVOLUTION OF WIDE-AREA NETWORKS

The information sources carried through the information networks are divided into voice,
data, and video. The most commonly used wired infrastructures to carry voice, data, and
video are the PSTN, Internet, and HFC respectively. The dominant voice application is
telephony that is a bidirectional symmetric real-time conversation. To support telephony,
telephone service providers have developed a worldwide network infrastructure that
establishes a connection for a telephone call during the dialing process and disconnects
it after completion of the conversation. This network, commonly referred to as PSTN,
is connection based using circuit switching and it has the capability of assuring a certain
quality of service (QoS) to the user during the connection time. The core of the PSTN is a
huge digital transmission system that allocates a 64 kb/s circuit for each direction of a
telephone conversation. Other network providers, to interconnect their nodes, often lease
the PSTN transmission facilities (e.g. making use of the long-haul standards described in the
previous section). The Internet is a connectionless worldwide public data network (PDN)
using packet switching and the standard IP. The Internet is a “network of networks” that
consists of numerous academic, business, and government networks, which together carry
various information and services, such as e-mail, web access, file transfer, and many other
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emerging applications. HFC is the infrastructure developed for video applications in
cable TV. This network broadcasts wideband video signals to residential buildings.
A cable goes from an end office to a residential area and all users tap their signals from
the same cable. The set-top boxes leased by cable companies provide selectivity of channels
depending on the rates charged. The end offices, where a group of distribution cables arrive,
are connected to one another through a fiber line. For this reason, the cable TV network
is also called HFC. Cable distribution is also now used for broadband home access to the
Internet.

1.2.1 Evolution of the Public Switched Telephone Network

The invention of the telephone in 1876 was the start of analog telephone networking and
the PSTN. In the early days, networks used operators to switch or route a session from
one terminal to another manually. At the beginning of the twentieth century the
telecommunications industry had already been exposed to a number important issues
that played different roles during the entire course of the past century, culminating in the
emergence of modern wireless networks. Among these important issues were analog
versus digital, voice versus data, wireless versus wired, local versus long-haul commu-
nications, and personal versus group services. By the 1950s, the PSTN had more than
10 million customers in the USA, and those interested in long-haul communication issues
also needed their services to solve their problems. Although end users are still mostly
connected to the PSTN with twisted-pair analog lines, to provide flexibility and ease of
maintenance and operation of the PSTN, the core network gradually changed to digital
switches and digital wired lines connecting switches together. A hierarchy of digital lines
(the T-carriers in the USA described previously) evolved as trunks to connect switches of
different sizes together.

Another advancement in the PSTN was the development of private branch exchanges
(PBXs) as privately owned local telephone networks for large offices. A PBX is a voice-
oriented LAN owned by the end organization itself, rather than the telephone service
provider. This small switch allows the telephone company to reduce the number of wires
that are needed to connect all the lines in an office to the local office of the PSTN. In this way,
the service provider reduces the number of wires to be laid to a small area where large offices
with many subscribers are located. The end user also pays less to the telephone company.
The organization thus has an opportunity to enhance services to the end users connected
to the PBX.

In the 1920s, Bell Laboratories conducted studies to use the PSTN facilities for data
communications. In this experiment, the possibility of using analog telephone lines for
transferring transoceanic telegrams was examined. Researchers involved in this project
discovered several key issues, including the sampling theorem and the effects of phase
distortion on digital communications. However, these discoveries did not affect applications
until after the Second World War, when Bell Laboratories developed voice-band modems
for communication among air force computers in air bases that were geographically
separated by large distances [Pah88]. These modems soon found their way into commercial
airlines and banking industries, resulting in associated private long-haul data networks.
These pioneering computer communications networks consisted of a central computer and a
bank of modems operating over four-wire commercial-grade leased telephone lines to
connect several terminals to the computer. In the late 1960s, the highest data rate for
commercial modems was 4800 bits/s. By the early 1970s, with the invention of quadrature
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amplitude modulation (QAM), the data rate of four-wire voice-band modems reached
9600 bits/s. In the early 1980s, trellis-coded modulation (TCM) was invented, which
increased data rates to 19.2 kb/s and beyond.

In parallel with the commercial four-wire modems used in early long haul computer
networks, two-wire modems emerged for distance connection of computer terminals. The
two-wire modems operated over standard two-wire telephone lines and they were
equipped with dialing procedures to initiate a call and establish a POTS line during the
session. These modems started at data rates of 300 bits/s. By the early 1970s, they had
reached 1200 bits/s, and by the mid 1980s they were running at 9600 bits/s. These two-wire
voice-band modems allowed users in the home and office to have access to regular
telephones to develop a data link connection with a distant modem also having access to
the PSTN. Voice-band modems using two-wire telephone connections soon found a large
market in the residential and small office remote computer access (Telnet), and the
technology soon spread to a number of popular applications, such as operating a facsimile
machine or credit card verification device. With the popularity of Internet access, a new
gold rush for higher speed modems began, resulting in 33.6 kb/s full-duplex modems in
1995 and 56kb/s asymmetric modems by 1998. The 56kb/s modems use dialing
procedures and operate within the 4 kHz voice-band, but they connect directly to the
core PCM digital network of the PSTN that is similar to DSLs. DSLs use the frequency
band between 2.4kHz and 1.1 MHz to support data rates up to 10 Mb/s over two-wire
telephone lines.

More recently, cellular telephone services have evolved. To connect a cellular telephone
to the PSTN, the cellular operators developed their own infrastructure to support mobility.
This infrastructure was connected to the PSTN to allow mobile to fixed telephone
conversations. Addition of new services to the PSTN demanded increases in the intelligence
of the core network to support these services. As this intelligence advanced, the telephone
service provider added value features such as voice mail, autodialing through network
operators, call forwarding, and caller identification to the basic POTS traditionally
supported.

1.2.2 Emergence of the Internet

Public data networks (PDNs) that evolved around voice-band modems connected a variety
of applications in a semi-private manner. The core of the network was still the PSTN, but
the application was for specific corporate use and was not offered privately to individual
users. These networks were private data networks designed for specific applications and
they did not have standard transport protocols to allow them to interconnect with one
another. Another irony of this operation was that the digital data was first converted to
analog to be transmitted over the telephone network and then, within the telephone
network, it was again converted to digital format for transmission over long distances
using the digital subcarrier system. To avoid this situation, starting in mid 1970s, telephone
companies started to introduce digital data services (DDSs) that provided a 56 kb/s digital
service directly delivered to the end user. The idea was great because, at that time, the
maximum data rate for voice-band modems was 9600 bits/s. However, like many other
good and new ideas in telecommunications, this idea did not become popular. A large
amount of capital was already invested in the existing voice-band-based data networks and
it was not practical to replace them at once and DDSs were not interoperable with the
analog modems. The DDSs later emerged as ISDN services providing 2 x 64 kb/s voice
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channels and 1 x 16kb/s data channel to individual users. Penetration rates of ISDN
services were not as expected, but laid a foundation for digital cellular services. Digital
cellular systems can be viewed as a sort of wireless ISDN technology that integrates basic
digital voice with a number of data services at the terminal.

The major cost for operation of a computer network over the four-wire lines was the cost
of leasing lines from the telephone company. To reduce the operation cost, multiplexers
were used to connect several lower speed modems and carry all of them at once over a higher
speed modem operating over a long-distance line. The next generation of multiplexers
consisted of statistical multiplexers that multiplexed flows of data rather than multiplexing
individual modem connections. Statistical multiplexing technology later evolved into router
technology that is generalized packet data switching.

In the early 1970s, the rapid increase in the number of terminals in offices and
manufacturing floors was the force behind the emergence of LANs. These LANs provided
high-speed connections (greater than 1 Mb/s) among terminals, facilitating sharing printers
or mainframes from different locations. LANs were providing a local medium specifically
designed for data communications that was completely independent from the PSTN. By the
mid 1980s, several successful LAN topologies and protocols were standardized and LANs
were installed in most large offices and manufacturing floors connecting their computing
facilities. However, the income of the data communication industry, both LANs and PDNs,
was far below that of the PSTN, still leaving the PSTN as the dominant economical force in
the information networking industry.

Another important and innovative event in 1970s was the implementation of ARPANET,
the first packet-switched data network connecting 50 cities in the USA. This experimental
network used routers rather than the PSTN switches to interconnect data terminals. The
routers were originally connected via 56kb/s digital leased lines from the telephone
company and the ARPANET interconnected several universities and government computers
around a large geographical area. This network was the first packet-switched network
supporting end-to-end digital services. This basic network later on upgraded to higher speed
lines and numerous additional networks. To facilitate a uniform communication protocol to
interconnect these disparate networks, TCP/IP protocols evolved that allowed LANs and a
number of other PDNSs to interconnect with one another and form the Internet. In the mid
1990s, with the introduction of popular applications such as Telnet, file transfer protocol
(FTP), e-mail, and web browsing, the Internet industry was created. Soon, the Internet
penetrated the home market and the number of Internet users became comparable with that
of the PSTN, creating another economical power, namely computer communications
applications, that compete with the traditional PSTN. The IP-based Internet provides a
cheaper solution than circuit-switched operations, and today people are thinking of
employing IP to capture a large share of the traditional telephony market served by the
PSTN. The Internet provides a much lower cost alternative to PSTN for support of
multimedia applications. With the growth of the wireless industry in the past two decades
(WLANSs and wireless wide-area data networks), wireless access to the Internet has become
very popular.

In a manner similar to cellular telephony, wireless data network infrastructures have
evolved around the existing wired data network infrastructures. WLANs are designed
mostly for in-building applications to cover a small area and the network has a minimal
infrastructure. WLANS are usually connected to the existing wired LANs as an extension.
Mobile data services are designed for lower speed wireless data applications with
metropolitan, national, and global coverage.
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1.2.3 HFC Infrastructure for Cable TV

Another competing wired infrastructure that evolved in the last few decades of the twentieth
century was the cable TV network. Installation of cable TV distribution networks in the
USA started in 1968 and has penetrated more than 60% of the residential homes in the USA.
This penetration rate is getting close to that of the PSTN. The cable TV network consists of
three basic elements: a regional hub, a distribution cable bus, and a fiber ring to connect the
hubs to one another. Because of the hybrid usage of fiber and cable, this network is also
referred to as an HFC network, as mentioned earlier. The signals containing all channels at
the hub are distributed through the cable bus in a residential area and each home taps the
signal off the bus. This is radically different from home access through twisted-pair wires
provided by the PSTN in many ways. The bandwidth of the coaxial cable supports about
100 TV channels, each around 6 MHz, while the telephone basic channel is around 4 kHz.
The extended telephone channel using DSL uses about 1 MHz of bandwidth. The cable
access is via a long bus originally designed for one-way multicast that has a number of taps
(up to 500) creating a less controllable medium. The twisted-pair star access for the PSTN is
designed for two-way operation and is easier to control. The HFC channel is noisier than the
telephone channel, and in spite of its wider bandwidth its current supported broadband data
rates are of the same range as the xDSL services operating on telephone wirings.

The cable TV network was also considered as a backbone for cellular telephone systems
and it is considered as the leading method for broadband home access to support evolving
home networks. Some of the cable TV providers in the USA also offer telephone services
over this medium. In the late 1990s, the success of cable in broadband access encouraged
some of the PSTN providers, such as AT&T, to acquire cable companies, such as MediaOne.
With the introduction of fiber to home services with integrated high-speed internet access,
telephony, and TV services, the cable TV industry is experiencing challenges from
traditional PSTN companies that are providing fiber to home services.

1.2.4 Evolution of Cellular Telephone Networks

The technology for the first-generation (1G) FDMA analog cellular systems was developed
at AT&T Bell Laboratories in the early 1970s. However, the first deployment of these
systems took place in the Nordic countries under the name Nordic Mobile Telephone (NMT)
about a year earlier than the deployment of the Advanced Mobile Phone Services (AMPS)
in the USA. Since the USA is a large country, the frequency administration process was
slower and so it took a longer time for deployment. The second-generation (2G) digital
cellular networks started in the Nordic countries with the formation of the GSM standardi-
zation group. The GSM standard group was originally formed to address international
roaming, a serious problem for cellular operation in the EU countries. The standardization
group quickly decided to go for a new digital TDMA technology because it could allow
integration of other services to expand the horizon of wireless applications [HAU94]. In the
USA, however, the reason for migration to digital cellular was that the capacity of the analog
systems in major metropolitan areas such as New York City and Los Angles had reached its
peak value and there was a need for increasing the capacity in the existing allocated bands.
Although the Nordic countries, led by Finland, have always maintained the highest rate of
cellular penetration, in the early days of this industry the USA was by far the largest market.
By 1994, there were 41 million subscribers worldwide, 25 million of them in the USA.
The need for higher capacity motivated the study of CDMA that was originally perceived
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to provide a capacity that was orders of magnitude higher than other alternatives, such as
analog band splitting or digital TDMA.

While the debate between TDMA and CDMA for 2G was in progress in the USA,
deployment of GSM technology started in the EU in the early 1990s. At the same time,
developing countries started their planning for cellular telephone networks and most of
them adopted the GSM digital cellular technology over legacy analog cellular systems.
Soon afterwards, GSM had penetrated into more than 100 different countries. An interesting
phenomenon in the evolution of the cellular telephone industry was the unexpected rapid
expansion of this industry in developing countries. In these countries, the growth of the
infrastructure for wired POTS was slower than the growth of the demand for the new
subscriptions, and always there were long waiting times to acquire a telephone line. As a
result, in most of these countries, telephone subscriptions were sold in the black market at a
price several times their actual value. Penetration of the cellular telephone in these counties
was much easier because people were already prepared for higher prices for telephone
subscription. Also, deployment and expansion of cellular networks could be done much
faster than POTS.

In the beginning of the race between TDMA and CDMA, CDMA technology was
deployed only in a few countries. Moreover, experimentation had shown that the capacity
improvement factor of CDMA was smaller than expected. In the mid 1990s, when the first
deployments of CDMA technology started in the USA, most companies were subsidizing
the cost to stay in race with the TDMA and analog alternatives. However, from day one,
the quality of voice using CDMA was superior to that of TDMA systems installed in the
USA. As a result, CDMA service providers under banners like “you cannot believe your
ears” started marketing this technology in the USA that soon become very popular with the
users. Meanwhile, with the huge success of digital cellular, all manufacturers worldwide
started working on the 3G international mobile telephone (IMT-2000) wireless networks.

The purpose of migration to 3G networks was to develop an international standard that
combines and gradually replaces 2G digital cellular. At the same time, 3G systems were
expected to increase the quality of the voice, capacity of the network, and data rate of mobile
data services. Among several radio transmission technology proposals submitted to the ITU,
the dominant technology for 3G systems was wideband CDMA (W-CDMA) that is
discussed in Chapter 7.

1.3 EVOLUTION OF LOCAL NETWORKS

Outside of the of the PSTN, Internet, HFC, and cellular WANS, the PBX, LAN, WLAN and
WPAN technologies are used as local networks to distribute the network services inside an
office or at home. The cost of infrastructure in WANSs is very high and the coverage is very
wide. As a result, WANSs are offered as a charged service to the user. The service provider
invests a large capital for the installation of the infrastructure and generates revenue through
monthly service charges. Local networks are often sold as end products to the user and there
isno service payment for local communications. PBX networks are owned by the companies
for their local communications. The only time that a company owning a PBX pays the PSTN
service provider is when a call goes out of the local area using the service provider’s
infrastructure. Operations of LANs, WLANSs, and WPANSs are very similar to a PBX, in that
the user owns them and pays monthly charges to the wide area Internet service providers for
wide area communications.
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FIGURE 1.8 Relative coverage and data rates of different technologies.

Numerous local network standards and products have evolved around the PSTN and the
Internet. To connect to the PSTN, first we had PBX systems and then cordless telephone
and personal communication services (PCSs). Standards and products developed in these
domains were either simple or they did not gain vast commercial success. As a result,
we do not address their technical details in this book; details of more technically
challenging wireless PCS standards and products are available in [Pah95, Pah02].
In wired data networking, users connect to the Internet through a LAN. In the past four
decades, a number of wired LAN technologies have emerged in the market and the IEEE
802.3 Ethernet has survived as the technology of choice. Again, technologies such as token
ring and fiber distributed data interface are not considered in this book; the reader can refer
to books such as Local and Metropolitan Area Networks [Sta00] for details of these
standards. In wireless data networks, the user can either connect directly to the Internet
through a lower speed cell phone with universal coverage or can connect through a higher
speed WLAN or WPAN that has a limited coverage. Figure 1.8 illustrates the relative
coverage and data rates of 2G, 3G, WLAN, and WPAN technologies. In the remainder
of this section we provide an overview of the evolution of the local access to the PSTN,
IEEE 802.3 Ethernet, IEEE 802.11 WLAN, and the IEEE 802.11 WLANS.

1.3.1 Evolution of Local Access to Public Switched Telephone Network

Connection-based wired local networks were PBX systems which became popular after the
Second World War for office applications. Every office in a large organization still has a
PBX telephone branch, but it is not used as often as before. Cell phones are more common
for voice applications and e-mails/instant messaging are replacing a number of office
telephone applications. In large homes, people sometimes use intercoms for connection-
based local communications. In the mid 1990s, when most people in the telecommunication
industry believed that ATM would take over the entire emerging multimedia communica-
tions industry, ATM LAN emulation (LANE) was initiated. The purpose of ATM-LANE
was to adapt the existing legacy LAN infrastructures and applications to the then perceived
end-to-end ATM network. The main technical challenge in implementing LANE was the
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adaptation of a connectionless legacy LAN into a connection-oriented ATM network.
This technology never gained commercial importance or acceptance.

Local wireless telephone applications started with the introduction of the cordless
telephone that appeared in the market in the late 1970s. A cordless telephone provides
a wireless connection to replace the wire between the handset and the telephone set. The
technology for implementation of a cordless telephone was similar to the technology used in
walkie-talkies that had existed since the Second World War. The important feature of the
cordless telephone was that as soon as it was introduced in the market it became a major
commercial success, selling on the order of tens of millions and generating an income
exceeding several billions of dollars.

The success of the cordless telephone encouraged further developments in this field.
The first digital cordless telephone was cordless telephone-2 (CT-2), a standard developed in
the UK in the early 1980s. The next generation of cordless telephones was wireless PBX
using the digital European cordless telephone (DECT) standard. Both CT-2 and DECT had
minimal network infrastructures to go beyond the simple cordless telephone paradigm and
perhaps cover a larger area and multiple applications. However, in spite of the huge success
of the cordless telephone, neither CT-2 nor DECT are considered commercially successful
systems. These local systems soon evolved into PCSs that consisted of a complete system
with their own infrastructure, very similar to cellular mobile telephone systems.

In the technical communities of the early 1990s, PCSs were differentiated from the
cellular systems. A PCS service was considered “personal” and as the next-generation
cordless telephone designed for residential areas, providing a variety of services beyond the
cordless telephone. The first real deployment of a PCS system was the personal handy phone
(PHP), later renamed the personal handy system (PHS), introduced in Japan in 1993. At that
time, the technical difference between PCS services and cellular systems was perceived to
be smaller cell size, better quality of speech, lower tariff, less power consumption, and lower
mobility. However, from the user’s point of view, the terminals and services for PCS and
cellular looked very similar and the only significant difference was marketing strategy and
the way that they were introduced to the market. For instance, around the same time, in the
UK, DEC-1800 services were introduced as a PCS service. DEC-1800 was using GSM
technology at a higher frequency of 1800 MHz, but it employed a different marketing
strategy. The last PCS standard was PACS in the USA, finalized in 1995. All together, none
of the PCS standards became a major commercial success or a competitor to cellular
services.

In 1995, the Federal Communication Commission (FCC) in the USA auctioned the
frequency bands around 2 GHz as the PCS bands, but PCS-specific standards were not
adopted for these frequencies. Eventually, the name PCS started to appear only as a
marketing pitch by some service providers for digital cellular services, in some cases not
even operating in the PCS bands. While the more advanced and complex PCS services
evolving from simple cordless telephone applications did not succeed and merged into the
cellular telephone industry, the simple cordless telephone industry itself still remains
active. In more recent years, the frequency of operation of cordless telephone products has
shifted into unlicensed industrial, scientific, and medical (ISM) bands rather than the
licensed PCS bands. Cordless telephones in the ISM bands can provide a more reliable link
using spread spectrum technology. More recently, Voice-over-IP (VoIP) phones have been
introduced in the market which use WLANs in the home. Femtocell technology is
emerging for local home applications to integrate wireless local data and cellular
telephone applications.
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1.3.2 Evolution of the IEEE 802.3 Ethernet

The LAN industry emerged during the 1970s to enable sharing of expensive resources like
printers and to manage the wiring problem caused by the increasing number of terminals in
offices. By the early 1980s, three standards were developed: Ethernet (IEEE 802.3), token
bus (IEEE 802.4) and token ring (IEEE 802.5), specifying three distinct PHY and MAC
layers and different topologies for networking over the thick cable medium but sharing
the same management and bridging (IEEE 802.1) and logical link control (LLC) layers.
With the growing popularity of LANs in the mid 1980s, the high installation costs of thick
cable in office buildings moved the LAN industry toward using thin cables, which is also
referred to as “cheapernet.” Cheapernet covered shorter distances of up to 185 m, compared
with the 500 m coverage of thick cables. In the early 1990s, the star topology (often referred
to as hub-and-spoke LANSs) using easy-to-wire twisted-pair wiring with coverage of 100 m
was introduced. Figure 1.9 depicts the evolution of the Ethernet wired LAN from thick to
thin and finally twisted-pair networks. The interesting observation is that this industry has
made a compromise on the coverage to obtain a more structured solution that is also easier to
install. Twisted-pair wiring, also used by PSTN service providers for telephone wiring
distribution in homes and offices for over 100 years, is much easier to install. The star
network topology opened an avenue for structured hierarchical wiring, also similar to the
telephone network topology. Today, IEEE 802.3 (Ethernet) using twisted-pair wiring is the
dominant wired LAN technology.

The data rates of legacy LANS (thick, thin, and twisted-pair) were all 10 Mb/s. The need
for higher data rates emerged from two directions: (1) there was a need to interconnect LANs
located in different buildings oo a campus to share high-speed servers; (2) computer
terminals became faster and capable of running high-speed multimedia applications. To
address these needs, several standards for higher data rate operations were introduced. The
first fast LAN operating at 100 Mb/s was the fiber distributed data interface (FDDI) that
emerged in the mid 1980s as a backbone medium for interconnecting LANs. The ANSI
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published this standard directly. In the mid 1990s, 100 Mb/s fast Ethernet was developed
under IEEE 802.3 and 100VG-AnyLAN under IEEE 802.12. In the late 1990s, IEEE 802.3
approved the gigabit Ethernet and more recently 10 Gb/s Ethernet was introduced, mostly
for backbone networking in metropolitan areas. Currently, 100 Gb/s Ethernet [Cvi08] is
under development in the IEEE 802.3 community. These advances have materialized based
on design of new physical layers for more efficient transmission over a variety of wired
media.

In general, the LAN industry has developed a number of standards, mostly under the
IEEE 802 community. Figure 1.10 shows an overview of the important IEEE 802
community standards. The 802.1 and 801.2 parts are common for all the standards,
802.3, 802.4 and 802.5 are wired LANSs, and 802.9 is the so called ISO-Ethernet that
supports voice and data over the traditional Ethernet mediums. IEEE 802.6 corresponds to
metropolitan area networking and IEEE 802.11, 15, and 16 are related to WLAN, WPAN,
and WMAN. IEEE 802.14 is devoted to cable-modem-based networks providing Internet
access through cable TV distribution networks operating over coaxial cable wiring and fiber
originally installed for TV distribution. IEEE 802.10 is concerned with security issues and
operates at higher layers of the protocols. Newer standards beyond IEEE 802.16 are being
developed, but these are not shown in Figure 1.10.

1.3.3 Evolution of the IEEE 802.11 Wireless Local-Area Network

Gfeller, at the IBM Riischlikon Laboratories in Switzerland, first introduced the idea of a
WLAN in late 1970s [Gfe80] as a method for local area networking in manufacturing areas.
Diffuse infrared (IR) technology was selected for the implementation to avoid interference
with electromagnetic signals radiating from machinery and to avoid dealing with long-
lasting administrative procedures with frequency administration agencies. Ferrert at HP’s
Pal Alto Research Laboratories in California performed the second project on WLANSs
around the same time [Fer80]. In this project, a 100 kb/s direct sequence spread spectrum
(DSSS) WLAN operating at around 900 MHz was developed for office areas.

WLANS need a bandwidth of at least several tens of megahertz, but they did not have a
market compatible in strength with the cellular voice industry that originally started with
two pieces of 25 MHz bands that produced a huge market. The dilemma for the frequency
administration agencies was to justify a large frequency allocation for a product with a weak
market. In the mid 1980s, the FCC found two solutions for this problem. The first and the
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simplest solution was to avoid the 1-2 GHz bands used for the cellular telephone and PCS
applications and approve higher frequencies at several tens of gigahertz where plenty of
unused bands were available. This solution was first negotiated between Motorola and the
FCC and resulted in Motorola’s Altair, the first WLAN product operating in licensed
18-19 GHz bands. Motorola had actually established a headquarters to facilitate user
negotiation with the FCC for the usage of WLANSs in different areas. A user who changed
the location of operation of their WLAN substantially (from one town to another) contacted
Motorola and they would manage the necessary frequency administration issues with
the FCC.

The second and more innovative approach was resorting to unlicensed frequency bands
as the solution. In response to the applications for bands for WLAN projects mentioned in
the previous section and motivated by studies for various implementations of WLANs
[Pah85], Mike Marcus of the FCC initiated the release of the unlicensed ISM bands in the
May of 1985 [Mar85]. The ISM bands were the first unlicensed bands for consumer product
development and played a major role in the development of the WLAN and later on the
WPAN industry. Encouraged by the FCC ruling [Mar85] and some visionary publications
in wireless office information networks summarizing previous works and addressing the
future directions in this field [Pah85,Pah88, Kav87], a number of WLAN product develop-
ment projects mushroomed almost exclusively over the North American continent. By the
late 1980s the first generation of WLAN products using three different technologies,
licensed bands at 18-19 GHz, spread spectrum in the ISM bands around 900 MHz, and
IR appeared in the market. At around the same time, a standardization activity for WLANs
under IEEE 802.4L was initiated that was soon converted into an independent group - IEEE
802.11 that was finalized in 1997.

Another WLAN standardization activity that started in 1992 was the high-performance
radio LAN (HIPERLAN). This ETSI-based standard aimed at high performance LANs with
data rates of up to 23 Mb/s that was an order of magnitude higher than the original 802.11
data rates of 2 Mb/s. To support these data rates, the HIPERLAN community was able to
secure two unlicensed 200 MHz bands: 5.15-5.35 GHz and 17.1-17.3 GHz for WLAN
operation. This encouraged the FCC to release the so-called Unlicensed National Informa-
tion Infrastructure (U-NII) bands in 1997 when the original HIPERLAN standard (now
called HIPERLAN/1) was completed. The U-NII bands were used by IEEE 802.11a and
HIPERLAN/2 projects for the implementation of 54 Mb/s orthogonal frequency division
multiplexing (OFDM)-based WLANs which was completed in 1999.

In the first half of the 1990s, WLAN products were expecting a sizable market of around a
few billion dollars per year for shoebox-sized products used for LAN extension in indoor
areas and this did not materialize. Under this situation, two new directions for product
development emerged. The first and simplest approach was to take the existing shoebox-
type WLANS, boost up their transmitted power to the maximum allowed under regulations,
and equip them with directional antennas for outdoor interbuilding LAN interconnects.
These technically simple solutions would allow coverage of up to a few tens of kilometers
with suitable rooftop antennas. The new inter-LAN wireless bridges could connect
corporate LANs that were within range. The cost of the inter-LAN wireless solution was
much cheaper than the wired alternative, T1-carrier lines, leased from the PSTN service
providers. This technology later evolved into point-to-multipoint WiMAX metropolitan
area networks to solve the “last mile” problem for Internet service providers, which is
discussed later. The second alternative was to reduce the size and cost of the design to a
Personal Computer Memory Card International Association (PCMCIA) WLAN card to be
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FIGURE 1.11 Evolution of WLAN products and applications: (a) legacy LAN-extension; (b) inter-
LAN bridge; (c) broadband wireless Internet access.

used with laptops that were enjoying a sizable growth and demanded mobility for LAN
connectivity. These products opened a new horizon for massive market development
for WLANSs in small office and home office (SOHO) networking and hot-spot Internet
access which resulted in an exponential growth of the WLAN industry in the past decade.
Most recently, WLANs are being integrated in most mobile phones and smartphones.
To complement the home and office networking products, there are also low-cost
products for LAN extension that can convert a serial port or Ethernet connector to a
WLAN interface for desktop PC or printer connections. Figure 1.11 illustrates the evolution
of applications for the WLANS.

Figure 1.12 illustrates the chronology of the evolution of the WLAN industry. The first
small hump after the emergence of the technology was halted by the lack of frequency
bands. The second and larger hump evolved after the release of unlicensed ISM bands which
resulted in the shoebox products for LAN extension in the early 1990s. The third period of
continual growth started after completion of the first IEEE 802.11 standard at 2 Mb/s
followed by release of IEEE 802.11b at 11 Mb/s and IEEE 802.11a/g and “n” to support
54 Mb/s and over 100 Mb/s consecutively. These technologies supported successful expan-
sion of the market to home networking, hotspots, corporate networking, and home access.
More recently, WLAN signals are being exploited for localization applications as a softer
product complementing global positioning system (GPS) technology which does not work
properly in indoor and urban areas.

1.3.4 Internet Access to Home and IEEE 802.16

The connection between a network provider and the customer which provides the access
to the network is very important for network providers. In the PSTN and cable TV industries
this connection is referred to as the “last mile”. The last mile connection is important
because it is the route to get any information deliverable to the customer for generating
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income. However, it is an expensive challenge, because laying wires or cables is a
considerably laborious undertaking. For that reason, a wireless solution to the last-mile
problem has always attracted attention. The traditional PSTN service has been the analog
POTS over the twisted-pair wirings and the cable TV distributors were using multichannel
analog TV over coaxial cable. In modern times, the need for broadband Internet access has
stimulated a number of innovative approaches in this industry. In office environments, the
cost of the installation of the access leg of the network can be better justified by a larger size
of the income from customer service. In the home environment, where usually income is
generated from only one private user, the justification of the cost of making the connection
becomes more challenging. In addition, the diversity of terminals used in the home
environment is very wide. Most of the evolving terminals shown in Figure 1.2 are used
at home. Figure 1.13 provides a classification of the home equipment demanding network-
ing. Different classes need different technologies to connect to one another and they use
different home access techniques to connect to WANs. We discuss local networking of this
equipment in the next subsection, and in the rest of this section we focus on the access
technologies.

Figure 1.14 illustrates the traditional networking connections in most residences.
A typical traditional residence in the USA is connected to the PSTN for telephone services,
the Internet for web access, and a cable network for multichannel TV services. Within the
home, computers and printers are connected to the Internet through voice-band modems,
DSL services, or cable modems. The telephone services and security systems are connected
through PSTN wiring. The TV is connected to multichannel services through HFC cables
or satellite dishes. Audio and video entertainment equipment, such as video cameras and
stereo systems, and other computing systems, such as laptops, are either isolated or have
proprietary wired connections. This fragmented networking environment has prompted a
number of recent initiatives to create a unified home network. The home networking
industry started in the early 2000s by the design of the so-called home or residential
gateways to connect the increasing number of information appliances at home through a
single Internet connection.
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The early home access technology was based on voice-band modems. Today, broadband
home access (with data rates on the order of 10 Mb/s) is provided through cable modems
and DSL services over the telephone lines. Cable modems operate on the cable TV wiring.
Some of the TV channel frequency bands are allocated to cable modems to provide
broadband access to the Internet. The cable distribution in the residential areas has a bus
topology that is optimally designed for one-way TV signal distribution. The bus carries all
the stations in the neighborhood and the cable-TV box selects the station for the TV and if it
is a scrambled paid channel it also de-scrambles the signal. To control the set-top boxes,
areverse channel is available in all modern cable wiring. Broadband cable services use one
of the video channels and the reverse channel to establish a two-way communication and
access to Internet. The DSL services use the 25 kHz-1.1 MHz bands on the telephone
wirings to support broadband Internet access to the users. The topology of the telephone line
is a star topology that connects every user directly to the end office where the DSL data is
directed to the Internet through a router. The latest services for selected areas in the USA are
the fiber to home solutions which are more popular in some other countries, such as South
Korea or Japan.

Fiber is an excellent medium with respect to information capacity but is not readily
available to most end users worldwide. Fiber optic lines are generally laid underground in
conduits requiring a relatively expensive installation which poses an economical challenge
for their rapid deployments worldwide.

For places with wiring problems, a wireless solution to the last mile problem has attracted
considerable attention in the past decade. These services are sometimes referred to as fixed-
wireless services. The advantage of using fixed-wireless solutions is that it does not involve
wiring the streets. If there is no available wiring in the neighborhood, then a wireless
solution is certainly the main economical solution, and for that reason it has become very
popular in countries where networking infrastructure is limited. WLAN technologies can be
used for this purpose, as we discussed earlier, by changing the antenna and boosting the
transmitting power they can cover up to a few miles. Without changing the power, if the
antennas are posted in heights outside, WLANs should easily cover a mile in line-of-sight
(LOS) conditions as an inter-LAN bridge. Another alternative for broadband wireless home
access is to use the IEEE 802.16 technologies. IEEE 802.16 has been working on this
solution since the late 1990s. Other wireless alternatives are direct satellite TV broadcasting
and 3G wireless networks. Direct broadcast suffers from the lack of a reverse channel
and high delay that challenges the implementation of broadband services on this medium.
The high-speed 3G wireless packet data services are expected to provide up to 2 Mb/s that is
very suitable for Internet access. The data rates on these systems are lower and they are using
licensed bands that ultimately may be expensive. Figure 1.15 summarizes the existing
solutions for the home access technologies.

The most popular of all wireless solutions in recent years has been the IEEE 802.16
solution. This standard committee officially started in 1999 for the so-called local multipoint
distribution system (LMDS). But it was a short-term hype attracting attention from cellular
network equipment manufacturers. In 2001, the WiMAX forum industrial group was
formed to improve 802.16 as an alternative to the popular DSL and cable modem
technologies. This initiative finally introduced the IEEE 802.16d in 2004 as a fixed wireless
solution and IEEE 802.16e, also known as mobile WiMax, in 2005. In comparison with
WLAN solutions, WiMAX defines a more complex architecture to support QoS and
mobility using outdoor antennas. Compared with cellular networks, it has smaller coverage
and uses OFDM technology rather than CDMA and it has options for operation in
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FIGURE 1.15 Broadband home access alternatives.

unlicensed as well as in licensed frequency bands. Therefore, WiMAX can be considered a
technology between the WLAN and cellular networks with more similarities to WLANSs. As
a result, we discuss this technology as a part of Chapter 9.

1.3.5 Evolution of IEEE 802.15 Wireless Personal-Area Networks

Figure 1.16 illustrates the basic concept behind different classes of applications for local
networks inside a home. The data rate, power consumption, and coverage for the
networking technology that interconnects these devices are quite diversified, demanding
different technologies. In response to that diversity of requirements, a number of local
networking standards have evolved in the past decade. Figure 1.16 provides a simplified
overview of the popular IEEE 802 standards on local networking as they relate to a variety
of applications demanding data rates from a few kilobits per second up to a gigabit per
second. For low data rate applications, such as utility metering, smart appliances, and
security systems, the IEEE 802.15.4 and, for audio and short-range phones, IEEE 802.15.1
provide good solutions. For mid-range data rate applications for home computing and
Internet access, IEEE 802.11 suits well, and IEEE 802.15.3 is a better choice for high-
speed applications involving good quality video or large file transfers. We have already
discussed IEEE 802.11WLAN:Ss in Section 1.3.3. Here, we give an overview of the IEEE
802.15 WPAN:S.

The very first personal area network (PAN) to be announced was the BodyLAN that
emerged from a DARPA project in the mid 1990s. This was a low-power, small size,
inexpensive, wireless PAN with modest bandwidth that could connect personal devices in
many collocated systems with a range of around 5 feet [Den96]. Motivated by the BodyLAN
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FIGURE 1.16 Applications bandwidth requirements and IEEE standards.

project, a WPAN group originally started in June 1997 as a part of the IEEE 802.11
standardization activity. In January 1998, the WPAN group published the original func-
tionality requirement. In May 1998 the Bluetooth development was announced and a
Bluetooth special group was formed within the WPAN group [Sie00]. In March 1999, IEEE
802.15 was approved as a separate group in the 802 community to handle WPAN
standardization. This standardization committee adopted Bluetooth technology as its first
standard, IEEE 802.15.1. Like legacy IEEE 802.11WLANS, the IEEE 802.15.1 Bluetooth
technology operates in ISM unlicensed bands. Bluetooth operates at lower data rates than
WLANS but uses a voice-oriented TDMA wireless access method that provides a better
environment for supporting QoS needed for better quality of voice in an integrated voice and
data service. The weakness of Bluetooth is its limitation on the number of simultaneous
users and a slow network connection start up. IEEE 802.15.4 defined the first version of a
low-power, low-cost, and low data rate WPAN in 2003. This standard is also known as
ZigBee after the name of the industrial alliance group defining higher layer specifications for
application development over MAC and PHY defined by IEEE 802.15.4. The MAC layer of
the ZigBee is contention-based data-oriented CSMA with collision avoidance (CSMA/CA),
which is a lighter version of the MAC used in IEEE 802.11 allowing larger numbers of users
and faster network set up.

In 2003, a new wave of interest for ultra wideband (UWB) technology initiated the
IEEE 802.15.3 group for standardization within 802.15. This group aimed at WPANs with
extremely high data rates of up to 1 Gb/s to support short-range wireless connection
for cable replacement and video-based applications. This group has defined two options
for UWB WPAN:S in the unlicensed band in 3.4-10.6 GHz and for the time being has
delayed their meetings until the market in this area evolves. Figure 1.17 shows a
chronology of the evolution of the WPAN industry and the IEEE 802.15 standardization

group.
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1.4 STRUCTURE OF THE BOOK

This book is organized to start with a chapter providing an overview of information
networks followed by four parts each including several chapters. The first chapter provides
an overview of evolution of wired and wireless information networks from 1834 when
the telegraph was introduced up to the modern time and the introduction of the iPhone and
the Internet of Things.

Part One of the book is devoted to the fundamentals of transmission and access. This part
of the book consists of four chapters describing the fundamentals of channel behavior, data
transmission, coding, and MAC techniques. These chapters prepare students to understand
the technical aspects related to emergence of new wired and wireless networking technolo-
gies. To the students with extensive background in signal analysis, these chapters provide a
comprehensive summary of applied techniques that they may have seen in part in other
courses. For students without a background in signal analysis these chapters provide an
intuitive understanding of the lower layer issues, and with some extra effort they can learn
the fundamentals of operation in these layers of networking. Chapter 2 is devoted to the
characteristics of the wired and wireless medium. It provides the details of how the different
guided and wireless media operate and how we can differentiate among cable, wire, fiber,
and wireless networking in different frequencies. We discuss how bandwidth relates to
length of a guided medium and how one can calculate coverage of a wireless network in
different environments. Chapter 3 describes the fundamentals of data transmission tech-
niques applied to wired and wireless networks. This chapter provides the details of how
electrical signals are used as mathematical symbols to carry a bit stream generated by an
application. Chapter 4 studies reliable transmission and coding techniques. Here, we
provide a survey of coding techniques and the congestion control protocol applied to
popular networking applications using simple examples explaining how we can implement
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them. Chapter 5 is devoted to MAC techniques used in a variety of LANs and wireless
networks. This includes assigned access techniques such as FDMA, TDMA, and CDMA
used in cellular telephone networks and different versions of CSMA techniques used in
wired and wireless local networks connecting to the Internet.

Part Two of the book provides the details of technologies used in dominant WANSs of the
modern time, the Internet and cellular networks. Chapter 6 describes the interconnecting
technologies used to implement the Internet. Chapter 6 describes issues related to addres-
sing and QoS before a detailed description of bridging, switching, and routing technologies.
These are issues and technologies used for the implementation of the Internet. Chapter 7
describes TDMA and CDMA cellular network technologies used in the GSM and 3G
cellular networks and explains how these networks are deployed in the field. Here, we
describe how packets are formed, how connections are made, and how the information
transfers in connection based networks.

Part Three of the book is devoted to LANs and PANSs. This part includes three chapters.
Chapter 8 describes details of Ethernet. Here, we describe how an Ethernet packet is formed,
how the medium is accessed by a packet, and how the bits in the packets are transmitted over
different media. Chapter 9 describes the same feature for the IEEE 802.11 WLAN
technologies known as WiFi and its extension to the WiMAX technology. Chapter 10
describes the different WPAN technologies used in lower speed Bluetooth and ZigBee
technologies, as well as high-speed UWB systems. These chapters provide a wide variety of
popular applications of the fundamental material presented in Part One of the book.

Part Four is the last part of the book, describing three important system aspects of
networks: security, localization, and sensor networking. Chapter 11 is devoted to the
security aspects of information networks. This chapter describes how the security of a
network can be attacked and what can be done to protect a network and prevent these attacks.
Chapter 12 addresses location sensing and geolocation systems. It describes how we can
sense the radio-frequency (RF) signals in a way that it provides an indicator of the location
and how we can use these indicators to localize a terminal in cellular or other wireless
networks. Chapter 13 describes issues related to sensor networks and how we use WPAN
technologies to implement them.

QUESTIONS

1. How is a wireless network different from a wired network? Explain at least five
differences.

2. What is the difference between the 3G cellular networks, WLANSs, and WPANSs in
terms of frequency of operation, orientation of the application over the network, and
supported rates for data services?

3. Name the three major telecommunication services that dominate today’s commercial
services and give the approximate time when they were first introduced.

4. What is a WPAN? What is the difference between WPANs and WLANs? Name two
example technologies for WPANS.

5. What is the difference between connectionless and connection-oriented backbone
networks? Name the two major networks supporting these techniques.

6. What was the first transmission technique used for telecommunications? Was it voice
or data? Analog or digital?
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13.
14.
15.
16.
17.
18.

19.

20.

21.

22.
23.
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. How many years did it take to go from the invention of the telegraph to transoceanic

telegraph? How does it compare with the same thing for wireless telegraph? Explain
why.

. When and how were the first computer communication networks started?
. How has the Internet evolved?

10.
11.
12.

Name the three major existing infrastructures that support home networking.
What are the available access methods at homes?

What are the differences between a LAN and a WAN in terms of data rate,
geographical coverage, and ownership?

What are the four generations of wired LANs?

What are the major home distribution technologies?

Name four home access technologies.

What is the difference between a MAN and a WAN?

Which standardization bodies regulate 3G cellular, WLAN, WPAN, and WiMax
and what are the differences among these technologies in terms of frequency
regulations, supporting data rates, and the coverage of the service?

What do you see as the next generation of the Internet and how does that relate to
emergence of RFID applications?

Name three low speed (less than 1 Mbps), three medium speed (1-10 Mbps), and
three high speed (10-1000 Mbps) applications. Give three IEEE standards which
address the needs of these three classes of applications.

What is Ethernet and how does it relate to the IEEE 802 standardization activities?
What was the speed of legacy Ethernet and what is the speed of the latest
recommendations by the standardization committee?

What were the most popular TDMA and CDMA standards used in 2G cellular
networks, where were these standards developed, and how did they evolve into the
3G networks?

What are the advantages of SONET over T1 transmission systems?

What are the differences between the different 802.15 standards in terms of
applications that they target and the data rates they support?

PROJECT 1

Search Chapter 1 and the Internet (IEEE Explore, Wikipedia, Google Scholar, ACM Digital
Library) to identify one area of research and one area in business development which you
think are the most important for the future of the information networking industry. Give your
reasoning as to why you think the area is important and cite at least one paper or a website to
support your statement.
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CHARACTERISTICS OF THE MEDIUM

2.1 Introduction

2.2 Guided Media
2.2.1 Twisted Pair
2.2.2  Coaxial Cables
2.2.3  Optical Fiber

2.3  Wireless Media
2.3.1 Radio Propagation Mechanisms
2.3.2 Path-Loss Modeling and Signal Coverage
2.3.3 Path-Loss Models for Indoor Areas
2.3.4 Path-Loss Models for Outdoor Areas
2.3.5 Effects of Multipath and Doppler
2.3.6 Emerging Channel Models

2.1 INTRODUCTION

Awired medium provides a reliable guided link that conducts an electrical signal associated
with the transmission of information from one fixed terminal to another. There are a number
of alternatives for wired connections, including the twisted pair used in telephone wiring and
high-speed local area networking, coaxial cables used for television distribution, and fiber
optics used in the backbone of long-haul networks. Guided media act as filters that limit the
maximum transmitted data rate of the channel because of band-limiting frequency response
characteristics. The signal passing through guided media may also radiate outside the wire
to some extent, which can cause interference to nearby radio or other wired transmissions.
These characteristics differ from one wired medium to another. Laying additional cables
can, in general, duplicate the wired medium and thereby we can increase the bandwidth.

Compared with wired media, the wireless medium is unreliable, has low bandwidth,
and is of broadcast nature. However, it supports mobility due to its tetherless nature and it is
free of wiring installation costs. Different signals through wired media are physically
conducted through different wires, but all wireless transmissions share the same medium,
namely air. Thus, it is the frequency of operation and the legality of access to the band that
differentiates the various alternatives for wireless networking. Wireless information
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networks operate around 1 GHz (cellular), 2 GHz (PCS and WLANSs), 5 GHz (WLANS),
30-60 GHz (point-to-point BS connections), and IR frequencies for optical communica-
tions. These bands are either licensed (similar to cellular and PCS bands) or unlicensed
(similar to the ISM bands). As the frequency of operation and data rates increase, the
implementation cost (in hardware) increases and the ability of a radio signal to penetrate
walls decreases. The electronic cost difference has become insignificant with time, but in-
building penetration and licensed versus unlicensed frequency bands have become impor-
tant differentiations. For frequencies up to a few gigahertz the signal penetrates through the
walls, allowing indoor applications with minimal wireless infrastructure inside a building.
At higher frequencies, a signal that is generated outdoors does not penetrate into buildings
and the signal generated indoors stays confined to a room. This phenomenon imposes
restrictions on selection of a suitable band for a wireless application.

For example, if itis intended to bring a wireless Internet service to the rooftop of a residence
and distribute that service inside the house using other alternatives, such as existing cable or
twisted-pair wiring, then one may select WMAN equipment operating in licensed bands at
several tens of gigahertz. If the intention is to penetrate the signal into the building for direct
wireless connection to a computer terminal, then one may prefer equipment operating in the
unlicensed ISM bands at 900 MHz or 2.4 GHz. The first approach is more expensive, because it
operates at licensed higher frequencies where implementation and the electronics are more
expensive and the service provider has paid to obtain the frequency bands. The second solution
does not have any interference control mechanism, because it operates in unlicensed bands.

Wired media provide us with an easy means to increase capacity: we can lay more wires
where required if it is affordable. With the wireless medium, we are restricted to a limited
available band for operation and we cannot obtain new bands or easily duplicate the medium
to accommodate more users. As aresult, researchers have developed a number of techniques
to increase the capacity of wireless networks, to support more users with a fixed bandwidth.
The simplest method, comparable to laying new wires in wired networks, is to use a cellular
architecture that reuses the frequency of operation when two cells are adequately far from
one another. Then, to increase the capacity of the cellular network further, as will be
explained in Chapter 7, one many reduce the size of the cells. In a wired network, doubling
the number of wired connections will allow twice the number of users at the expense of twice
the number of wired connections to the terminals. In a wireless network, reducing the size
of the cells to a half will allow twice as many users in one cell. Reduction of the size of the
cell increases the cost and complexity of the infrastructure that interconnects the cells.
Recently, expanding the capacity of wireless links has become possible by exploiting the
rich multipath environment with multiple-input-multiple-output (MIMO) techniques.

In this chapter, we first present the characteristics of guided media. Twisted-pair and
coaxial cables are presented in Section 2.2 and then the characteristics of the wireless
medium are discussed in Section 2.3. Propagation of signals in the wireless medium is fairly
complicated and, hence, this section is more detailed than Section 2.2. The reader is referred
to Thompson et al. [Tho06] for more details on the properties of copper and fiber media and
to Pahlavan and Levesque [Pah05] for a rigorous treatment of wireless channels.

2.2 GUIDED MEDIA

The most common guided media for communications are twisted-pair wires, coaxial cables,
optical fibers, and power line wires. Twisted-pair wires, in shielded twisted-pair (STP)
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and unshielded twisted-pair (UTP) forms, are available in a variety of categories. They
are commonly used for local voice and data communications in homes and offices. The
telephone companies use category 3 UTPs to bring POTS to customer premises and
distribute the service in the premises. This wiring is also used for voice-band modem data
communications, ISDN, DSL, and home phone networking (HPN). Wired media in LANs
are dominated by a variety of UTP and STP wires to support a range of local data services
from several megabits per second up to several gigabits per second within a distance
of 100 m.

Coaxial cable provides a wider band useful for multichannel FDM operation, lower
radiation, and longer coverage than twisted pair, but it is less flexible, particularly for
installations in indoor areas where the cables need to run inside the walls and ceilings.
The early LANs were operating on so-called thick cable to cover up to 500 m per segment.
To reduce the cost of wiring, thin cable (sometimes referred to as cheaper-LAN), that covers
up to 200 m per segment, replaced thick cables. Cabled LANs are not popular anymore
and twisted-pair wiring is taking over the LAN market. Another important application
for cable is cable television, which has a huge network to connect homes to the cable TV
network. This network is also used for broadband access to the Internet. The cable LANs
were using baseband technology with data rates of 10 Mb/s, while broadband cable-modems
provide comparable data rates over each of around 100 cable TV channels. Today, in addition
to traditional cable TV, cable modems are becoming a popular access method to the Internet,
and some cable service providers are offering voice services over the cable connections.

Fiber-optic lines provide extremely wide bandwidth, smaller size, lighter weight, less
interference, and very long coverage (low attenuation). However, fiber lines are less flexible
and more expensive to install, not suitable for FDM (though WDM is becoming common),
and have expensive electronics for TDM operation. Because of the wide bandwidth and low
attenuation, optical fiber lines are becoming the dominant wired medium to interconnect
switches in all long-haul networks. In LAN applications, fiber lines mostly serve as the
backbone to interconnect servers and other high-speed elements of the local networks.
Optical fibers have not found a considerable market for distributing any service to the home
or office desktop.

Power-line wiring has also attracted some attention for low-speed and high-speed home
networks. The bandwidth of power lines is more restricted, the interference caused by
appliances is significant, and the radiated interference in the frequency of operation of AM
radios is high enough that frequency assignment agencies do not allow power-line data
networking at these frequencies. However, power lines have good distribution in existing
homes because power plugs are available in all rooms. In addition, almost all appliances are
connected to a power line and with only one connection a terminal can connect to the
network and the power supply. Existing power-line networks either operate at low data rates
at low frequencies, below the frequency of operation of AM radios, to interconnect evolving
smart appliances, or they operate at high data rates of up to 10 Mb/s in frequencies above AM
radio in support of home computing.

Wireless channels considered in this book are all for relatively short connections. For
long-haul transportations these networks are complemented by wired connections. As we
have discussed in this chapter, the average path loss in wireless channels is exponentially
related to the distance, and we often describe the path loss in terms of a fixed decibel value
per decade of distance (see Appendix A for a definition of the decibel). The path loss in
wired environments is linearly related to the distance. Therefore, wired connections are
more power efficient for shorter distances and wireless for longer distances.
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The category 3 UTP wires used for Ethernet lose around 13dB per 100 m distance
[Sta00]. Therefore, the path loss for 1 km is 130 dB. In free space, the path loss of a 1 GHz
radio in the first meter is around 30 dB (with an omnidirectional dipole antenna) and after
that the path loss is 20 dB per decade of distance. Therefore, the path loss at 100 m is 70 dB
and at 1 km it is 90 dB. Indeed, for 130 dB path loss the 1 GHz radio can cover 1000 km.
Therefore, for short distances, the path loss with wired transmission is smaller, but for long
distances the path loss with radio systems is smaller. This is the reason why repeaters are
commonly used in long-haul wired transmissions. Also, for the same reason, radio signals
are able to provide very long-distance satellite communications.

2.2.1 Twisted Pair

Twisted-pair wiring is the most popular wiring used in distribution and access networks for
end users. At home, twisted pairs are used for access and distribution of telephone services
and Internet access using DSL. In offices, the original twisted pairs were used for telephone
distribution and a separate better graded twisted pair is used for LAN connections.

In twisted-pair wiring, as the name indicates, two insulated copper conductors are twisted
together for the purposes of canceling out electromagnetic interference from external
sources and crosstalk from neighboring wires. The greater the number of twists, the greater
the attenuation of crosstalk. Twisted-pair wires are normally bundled in a sheath as a group
of pairs differentiated by a standard color code. The original twisted pairs first widely used
by the telephone companies across the world did not have any shields between the pairs or
around the bundle, and today they are referred to as UTP. Figure 2.1 shows a general picture
showing details of twisted-pair wiring. Figure 2.1a shows how wires are twisted together,

(a)

Conductor

Insulation
7’

— Pair shield

(c)

- Foil

= Sheath

(b) (d)

FIGURE 2.1 Twisted-pair wirings: (@) basic twisting concept; (b) details inside a bundle of four
pairs; (¢) photograph of a sample twisted-pair bundle; (d) RJ-45 twisted-pair connector.
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Fig. 2.1b shows all possible details inside the sheath jacket of the wire, Fig. 2.1¢ shows a
picture of a piece of UTP wiring used for Ethernet wiring, and Fig. 2.1d shows a registered
jack (RJ-45) connector usually used with twisted-pair cables. If individual pairs in a bundle
are shielded with metallic screens, then the bundle is referred to as an STP. If the bundle has
a metallic shield, then it is referred to as foiled twisted pair (FTP). The most complicated
twisted-pair wiring has both foil and shield and is referred to as S/FTP. Therefore, the
characteristics of the twisted-pair wires depend on the number of twists, shielding
complexity, and the length of the cable. For local distribution inside a home or office,
the length of the twisted pairs is less than 100 m; for local access to the network it may go
up to a couple of kilometers.

In industry, different grades of twisted-pair wiring are referred to in terms of categories.
The original twisted-pair cables first used in the American telephone network around the
1900s are now referred to as category 1 (Cat-1) wiring. This wiring was previously used in
POTS, ISDN, and also for doorbells. The Cat-1 twisted pair, however, is not recognized by a
TIA/EIA standard. Twisted pairs dominated the twentieth century wiring of the telephone
and computer communications networks, and a number of twisted-pair wiring options
became standards for wiring for indoor and outdoor applications. The most popular twisted-
pair wirings are Cat-3 and Cat-5. Billions of meters of these twisted-pair wirings around
the world are installed, mostly by telephone companies, and are commonly used in
telephone and Ethernet networks respectively. Recently, twisted-pair wiring has been
complemented by cable and fiber media, which are described later in this chapter.

Telephone wiring had 25 color codes and the bundles of the telephone wiring could be
as large as 25 pairs; but today, the most popular bundles carry four pairs, as shown in
Fig. 2.1b. Today, the most popular twisted-pair wiring is the so-called voice-grade Cat-3
UTP wiring defined by the TIA/EIA 568-B standard, which has three or four twists per foot
and can support up to 16 MHz of bandwidth for 100 m of the wires bundled in four pairs.
The main question we arrive at at this point is how to define the bandwidth.

As we show in Chapter 3, increasing the symbol transmission rate or the “bandwidth” of
the system will increase the error rate of the system. This error rate is a function of the signal-
to-noise ratio (SNR) of the received signal. The noise is either caused by thermal noise of the
receiver components or interference from other sources. The dominant source of noise in
bundled twisted-pair wiring is the interference between the wires in the same bundle.
In industry, two terminologies are used for these interferences: near end crosstalk (NEXT)
and far end cross talk (FEXT), which refer to the electromagnetic interference caused
by crosstalk among parallel pairs of wires in a bundle. Figure 2.2 illustrates the nature of
these crosstalks in a four-pair bundle of twisted-pair wires. The dominant crosstalk occurs
at the ends of the cable where all protection on the wire is removed to connect the wire to the
connector jack. Standardization organizations, such as TIA/EIA, specify the maximum
allowed NEXT and FEXT for 100 m twisted pairs for different categories, and manufac-
turers design their wires to comply with these specifications.

The path-gain function G,(f,/) of a Cat-3 twisted pair as a function of the frequency
f (MHz) and length of the cable / (m) can be approximated as

Gy(f,1) = —0.0235(,/f+0.1f)l (2.1)

The relation between the power or path-loss of a guided medium and the distance is linear,
while the power loss in a conductor is related to the square root of the frequency. Deviation
from the ideal square-root relation to frequency by adding a linear component is caused by
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Cross-talk carried to far end

(a) (b)
FIGURE 2.2 Cross-pair interference in twisted-pair bundles: (¢) NEXT; (b) FEXT .

dielectric isolation loss and other practical issues [Che97]. The solid line in Fig. 2.3 shows
this relation, Eq. (2.1), for frequencies up to 40 MHz for a Cat-3 cable with a length of 100 m
used as the limit of the length for twisted-pair LAN options in the IEEE 802 standardization
committees. As the frequency increases, the signal becomes weaker; at 16 MHz the signal
strength is approximately 13.2 dB weaker.

On the other hand, the NEXT interference for 100 m Cat-3 can be approximated by

NEXT(f) = =23+ 151og <lf6> (2.2)
The dashed line in Fig. 2.3 shows the NEXT interference, Eq. (2.2), for a Cat-3 twisted-pair
wiring as a function of frequency. As the frequency increases, the interference is increased.
At 16 MHz, the NEXT interference is approximately —23 dB. Therefore, the SNR, which is
the difference between the signal and interference levels at 16 MHz, is 9.8 dB. As we show in
Chapter 3, each transmission technique requires a different level of SNR to support a given
data rate. Therefore, the cable path gain characteristics versus interference level govern the
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FIGURE 2.3 Amplitude characteristics of the Cat-3 twisted-pair wires; the solid line is the 100 m
cable attenuation and the dashed line shows the interference.
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supported data rate of a transmission technique. For example, the characteristics of the Cat-3
twisted pair described in Fig. 2.3 allow a 5 x5 pulse amplitude modulation (PAM)
technique (described in Chapter 3), which can carry up to 100 Mb/s over two pairs (each
50 Mb/s) of Cat-3 voice-grade twisted-pair wirings for 100 m [Che97].

To improve the performance of a twisted pair to support higher data rates, Cat-5 wiring
was specified by the TIA/EIA standard 568-A. To implement this twisted pair we need three
or four twists every inch, rather than for every foot in Cat-3. This arrangement reduces the
power versus frequency and the amount of NEXT interference. The approximated equation
for path gain is now given by

Go(f,1) = —0.02(/f+0.01f)I (2.3)
and the NEXT interference by

NEXT(f) = —32+ 151og <%> (2.4)

Figure 2.4 shows the plots of the signal strength, Eq. (2.3), versus NEXT interference,
Eq. (2.4). At 100 MHz the signal strength is attenuated by 22 dB and the NEXT interference
level is —33 dB, which results in an SNR = 10dB and a performance at 100 MHz which
is comparable to that of Cat-3 at 16 MHz. As we describe in Chapter 8, this characteristic of
Cat-5 has been exploited by the IEEE 802.3 standardization committee to define Ethernet
options operating at 100 Mb/s and above.

Based on the above discussion, in the computer communications literature, it is
customary to state that the bandwidth of the Cat-3 UTP is 16 MHz and the bandwidth
of Cat-5 UTP is 100 MHz. As the need for higher data rates at gigabits per second raised
the bar, TIA/EIA standardization activities have defined higher quality twisted-pair options
by specifying more details on FEXT as well as NEXT to guide manufacturers to design these
cables. Today, the most popular of these twisted-pair options are enhanced Cat-5 (Cat-5e)
with the same bandwidth as Cat-5 but more specified FEXT behavior, Cat-6 with 250 MHz
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bandwidth, and Cat-7 with up to 600 MHz of bandwidth. As we explain in Chapter 8, the
IEEE 802.3 community specifies physical layer options which can be used with these media
options to implement data rates of up to 100 Gb/s.

2.2.2 Coaxial Cables

Coaxial cables have been the most popular wiring used for home access for broadband
multimedia services. The cable TV installations that started in the late 1960s were carrying
multiple analog TV channels over the coaxial cables. More recently, the availability of such
a broadband access to the home has motivated the invention of broadband modems for
Internet access, and today cable TV providers are adding telephone services to their cable
connections to the home. In the office environment, the so-called “thick cable” was used first
in the 1970s to implement legacy LANSs, such as Ethernet, token ring, and token bus
recommended by the IEEE 802 standardization community. The second-generation wired
LAN industry resorted to the more flexible lower bandwidth “thin cables” in the mid 1980s
to improve the wiring difficulties facing the “thick cables,” before they finally resorted
to twisted-pair wirings in the early 1990s. Since the resistance in metallic conductors
is inversely proportion to the diameter of the conductor, the thinner cables have more
resistance, causing a higher attenuation rate. The IEEE 802.3 recommendation for
the maximum length of the less-flexible thick cable for Ethernet was 500 m, while the
more flexible thin cables were recommended to be used for distances up to 200 m. The
recommended length of the most flexible twisted-pair wiring recommended by this standard
is 100m. In other words, in the early days the guided LAN networking community
determined a practical compromise between a suitable length of coverage and a comfortable
rigidity of the cable for ease of wiring. The cost of installation and relocation of wiring
for LANs has been an important factor behind the growth of guided media LAN and the
ultimate emergence of the WLAN industry.

Figure 2.5 provides the details of a coaxial cable construction. A coaxial cable consists
of a round conducting wire, surrounded by insulation, embraced by a cylindrical braided
conductor, and covered by a final plastic sheath as a jacket. In ideal conditions, this
arrangement keeps the electromagnetic field carrying the signal only in the space between
the inner and outer conductors, isolating the transmission of the signal from outside
electromagnetic signals in the air from different sources. Therefore, an ideal cable does
not interfere with or suffer interference from external electromagnetic fields. The general
design concept of the coaxial cable which controls the interference provides for a medium
for high-frequency and longer distance transmissions to distribute broadband signals such as
multichannel TV stations in neighborhoods.

As we explained in the previous section with twisted-pair wiring operation, the main
source of transmission impairment is interference caused by other transmission lines in
the near and far end connectors. The connectors used in cables follow the same inner and
outer connections, which controls the harmful effects of radiation around the connectors.
Therefore, the general propagation characteristics of coaxial cables follows the same pattern
as the path gain of twisted-pair wirings, while the NEXT and FEXT interference are almost
eliminated.

The most commonly recognized cable in the industry is the so called RG-6, which is used
for distribution of cable TV signals to homes and many other applications in commerce.
RG means radio guide, and it was originally a military specification for cables carrying
radio signals to the antenna or other parts of a radio system, though it is not used any more.
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FIGURE 2.5 Coaxial cable wiring: (@) basic coaxial concept; (b) details inside a coaxial cable;
(c¢) photograph of a sample coaxial cable.

Among the variety of RG coaxial cables, we use RG-6 as an example. RG-6 coaxial cables
typically have a copper-coated steel conductor as the center metal wire and a combination
of aluminum foil and aluminum braid shield as the outer conductor. Better grades of cables
used in professional video applications have a more dense copper braid. The path gain of the
RG-6 can be approximated by

G,(f,1) = —0.0067/f1 (2.5)

Figure 2.6 compares the amplitude characteristics of the RG-6 coaxial cable, given by
Eq. (2.5), with the Cat-5 twisted pair in Eq. (2.3) for a cable length of 100 m. For the same
22 dB loss observed at 100 MHz for the twisted pair we can have a coaxial cable with an
order of magnitude wider bandwidth of more than 1 GHz. If we keep the bandwidth at
100 MHz, then the coaxial cable loss is 6.7 dB compared with the twisted-pair loss of 22 dB.
If we increase the length of the cable three times, then we have 3 x 6.7 =20.1 (db), which
still provides a better performance than Cat-5 twisted pair. Figure 2.7 compares the
performance of the RG-6 cables with the Cat-3 voice-grade twisted-pair wires. For the
distance of 100 m used in IEEE 802.3 LANs and 10 MHz of bandwidth, Cat-3 has an
attenuation of around 10 dB. For the same attenuation, an RG-6 coaxial cable can run for
500 m. This fact governs the assignment of 500 m for the original Ethernet using “thick
cables” and the selection of 100 m as the length of the first twisted-pair star Ethernet.

Coaxial cables have different levels of thickness (between 1 and 2.5 cm) and flexibility.
The more flexible cables have a braided sheath and are usually used with thin copper wires.
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FIGURE 2.6 Amplitude characteristics of RG-6 coaxial cable and Cat-5 twisted-pair wiring for
a cable with length of 100 m.

The thicker cables are less flexible and have a thicker inner copper. Since the resistance
of the conductors is inversely proportional to the thickness of the inner wire, the more
flexible thin cables have shorter coverage. For example, the “thick cable” used in the original
legacy Ethernet can cover up to 500 m, while the “thin cable” adopted later on for the
second generation of cabled Ethernet could cover up to 200 m. Connections to the ends of
coaxial cables are usually made with RF connectors. The most popular RF connectors used
with cables are the BNC connectors (derived from bayonet, Neill, and Concelman) and
F-connectors, which are shown in Fig. 2.8.

Amplitude characteristics (dB)

Coax cable (RG-6) N 8
----- Twisted pair (Cat-3) | h

100 200 300 400 500 600
Cable length (meters)

FIGURE 2.7 Amplitude characteristics of RG-6 coaxial cable and Cat-3 twisted-pair wiring at
a frequency of 10 MHz.
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(a) (b)
FIGURE 2.8 Cable connectors: (a¢) BNC connector; (b) F-connector.

2.2.3 Optical Fiber

Optical fiber is the medium of choice for the backbones of modern networks and it is rapidly
penetrating the multimedia home access market in competition with the access by cable
provided by the cable TV industry. In the office environment, optical fiber lines are
connecting the backbone of LANs, and many modern buildings lay optical fiber lines in
anticipation of fiber connections to the desktop computers which are currently connected by
Cat-5 wirings. Fiber lines provide for extremely higher transmission rates, longer coverage,
lighter weight, smaller size, and they are free from RF interference.

The optical fiber cable uses a glass or a plastic or a combination of the two fibers to
confine and guide light along its length. The glass provides for lower optical attenuations
and it is used for longer distance telecommunication applications. Figure 2.9 shows the
general picture for optical fiber cables. The core of the fiber is used for guiding the light,
the cladding is used to confine the light inside the fiber core, and a plastic jacket protects the
cable. If the diameter of the core fiber is large, then the confinement is based on total internal
reflection. In such a case, the fiber is referred to as a multimode fiber and it is used for shorter
distance communications of up to a couple of hundred meters. The single area of contact is
larger and the light is not directed. Inexpensive light emitting diodes (LEDs) are used with
multimode fibers to carry the signal over multiple paths. Single-mode optical fibers using
thinner cores and sharper laser diodes are used for longer distances. Figure 2.10 shows the
basic concept behind single- and multi-mode optical fiber communications. To design
multimode and single-mode optical fibers operating at different wavelengths, a number
of different designing techniques, such as graded index or step index, are used.

Optical signals are similar to electromagnetic signals, but the frequency of operation
is extremely high (on the order of 10'*Hz). It is customary in industry to use the wave-
length 4 = c¢/f, where f'is the frequency of operation and c is the speed of light, to identify
a specific band. Figure 2.11 illustrates the gain versus wavelength of an ensemble of
fiber-optic cable material types. The bumps in the performance are caused by chemical
reactions during the manufacturing process and cannot be avoided. This relationship does
not follow the monotonic behavior of twisted-pair or coaxial cables and shows that certain
wavelengths cause less attenuation, providing a better opportunity for information
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FIGURE 2.9 Optical-fiber cable: (a) basic concept; (b) details inside a fiber line; (¢) photograph
of a sample fiber bundle.

transmission. The four wavelengths of 850, 1300, 1310, and 1550 nm are the most popular in
industrial applications. The lower wavelengths are used for multimode fibers and the upper
wavelengths for single-mode fibers.

The core of the fiber-optic cable and its cladding have extremely small diameter sizes
which is often expressed in micrometers (1 um = 10~®m). To appreciate the size of these
diameters, it is helpful to point out that human hair has a diameter of around 100 um.
In industry, fiber-optic cable sizes are usually expressed by first giving the core size followed
by the cladding size; for example, 50/125 um indicates a core diameter of 50 um and
a cladding diameter of 125 um.

Light source

(b)

FIGURE 2.10 Light source and optical fiber transmission modes: (¢) multimode with multiple
reflecting lights; (b) single mode with narrow fiber and laser light.
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FIGURE 2.11 Attenuation versus wavelength for an ensemble of optical fiber lines.

The wire specification standardization organizations identify the mode, diameters,
wavelength, and attenuation as a guideline to the manufacturers. For example, EIA/TTA
specifies attenuations of 3.5 dB/km and 1.5 dB/km for 850 nm and 1300 nm multimode
fibers respectively. This specification is defined for both 50/125 and 62.5/125 um optical
cables. The same standardization committee specifies single-mode fibers with 9 um
diameters at wavelengths 1310 nm and 1550 nm to have attenuations of 0.4 dB/km and
0.3 dB/km. The TIA/EIA also specifies the connector loss and splice loss of the fiber-optic
cables to be 0.75dB and 0.1 dB respectively. These numbers can be used to specify the
length of the fiber-optic cable for a specific application.

Example 2.1: Optical Budget with an Optical Fiber in Gigabit Ethernet The IEEE 802.3
standardization committee for gigabit Ethernet recommends a maximum fiber-optic cable
length of 700 km for single-mode 9/125 um diameters at 1550 nm. Using the 0.3 dB/km loss
recommended by the EIA/TIA, we have a cable loss of 700 x 0.3 =21 dB for the cable.
Adding connector losses of 0.75 x 2= 1.5 for the two connectors at the ends of the cables
results in a minimum power loss of 22.5dB. A typical laser transmitter has —8 dBm
transmitter power and its associated receiver has a minimum received signal power of
—34 dBm for proper operation, allowing a maximum power loss of —8 — (—34) =26 dB for
the medium. This arrangement recommended by the IEEE standard allows 26 —22.5=3.5
dB as a safety margin. Usually, there is a loss of 0.1 dB per splice. If we have five splices in
this long cable, then we will have a 3dB safety margin. The difference between the
transmitter power and the receiver sensitivity of 26 dB is referred to as the optical budget of
the transmission system.

Example 2.2: Optical Fiber in 10 Mb/s Ethernet The IEEE 802.3 committee for legacy
Ethernet operating at 10 Mb/s recommends using a maximum of 2km of 50/125 um
multimode fiber-optic line at 850 nm. The path loss per kilometer for this fiber is 3.5 dB,
resulting in a total of 3.5 x 2+ 0.75 x 2= 8.5 dB for the cable and connectors. Consider-
ing a 3.5 dB safety margin, a less expensive lower grade LED and photosensitive device
with an optical budget of 12 dB can be used for the implementation of the system instead
of the higher quality, more expensive laser beams used in the previous example with an
optical budget of 26 dB.
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2.3 WIRELESS MEDIA

In the previous section we analyzed the behavior of the guided media by relating the path
loss to distance and frequency of operation. The basic relation between path loss, distance,
and frequency of operation in the wireless medium and in free space is also relatively simple.
However, wireless networks, such as cellular telephones or WLANS, operate in urban and
indoor areas where signal is subject to multipath, which causes fading in the received signal
that complicates the channel behavior. Indeed, this behavior is so complicated and
environment dependent that we need to resort to statistical modeling. As a result, while
we were describing the behavior of a guided medium with a simple path-loss equation that
was deterministic and environment independent, here we need several complex statistical
models to represent the behavior in different application environments. Since these models
are mostly developed by telecommunication engineers with an electrical engineering
background, a major question raised by a computer networking professional would be
“Why should we study radio propagation?”

An understanding of radio propagation is essential for coming up with appropriate
design, deployment, and management strategies for any wireless network. In effect, it is the
nature of the radio channel that makes wireless networks far more complicated than their
wired counterparts. Radio propagation is heavily site specific and can vary significantly
depending on the terrain, frequency of operation, velocity of the mobile terminal, interfer-
ence sources, and other dynamic factors. Accurate characterization of the radio channel
through key parameters and a mathematical model is important for predicting signal
coverage, achievable data rates, specific performance attributes of alternative signaling and
reception schemes, analysis of interference from different systems, and for determining the
optimum locations for installing transmitting and receiving antennas.

The three most important radio propagation characteristics used in the design, analysis,
and installation of wireless information networks are the achievable signal coverage, the
maximum data rate that can be supported by the channel, and the rate of fluctuations in the
channel [Pah05]. The achievable signal coverage for a given transmission power determines
the size of a cell in a cellular topology and the range of operation of a BS transmitter. This
is usually obtained via empirical path-loss models obtained by measuring the received
signal strength (RSS) as a function of distance. Most of the path-loss models are
characterized by a distance-power or path-loss gradient and a random component that
characterizes the fluctuations around the average path loss due to shadow fading and other
reasons. For efficient data communications, the maximum data rate that can be supported
over a channel becomes an important parameter. Data rate limitations are influenced by
the multipath structure of the channel and the fading characteristics of the multipath
components. This will also influence the signaling scheme and receiver design. Another
factor that is intimately related to the design of the adaptive parts of the receiver, such as
timing and carrier synchronization, phase recovery, and so on, is the rate of fluctuations in
the channel, usually caused by movement of the transmitter, receiver, or objects in between.
This is characterized by the Doppler spread of the channel. We consider path-loss models in
detail in this section and provide a summary of the effects of multipath and Doppler spread
in subsequent subsections of this chapter.

Depending on the data rates that need to be supported by an application and the nature of
the environment, certain characteristics are much more important than others. For example,
signal coverage and slow fading are more important for low data-rate narrowband systems,
such as cordless telephones, low-speed data, and cellular voice telephony.
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FIGURE 2.12 Radio propagation mechanisms in an indoor area.

2.3.1 Radio Propagation Mechanisms

Radio signals with frequencies used in wireless networks have small wavelengths compared
with the dimensions of building features, so that electromagnetic waves can be treated
simply as rays [Ber94]. This means that ray-optical methods can be used to describe
the propagation within and even outside buildings by treating electromagnetic waves as
traveling along localized ray paths. The fields associated with the ray paths change
sequentially based upon the features of the medium that the ray encounters.

In order to describe radio propagation with ray optics, three basic mechanisms are
generally considered, while ignoring other complex mechanisms. These mechanisms are
illustrated in Figs 2.12 and 2.13 for indoor and outdoor applications respectively.

Reflection and Transmission. Specular reflections and transmissions occur when electro-
magnetic waves impinge on obstructions larger than the wavelength. Usually, rays incident
upon the ground, walls of buildings, the ceiling, and the floor undergo specular reflection
and transmission, with the amplitude coefficients usually determined by plane-wave
analysis. Upon reflection or transmission, a ray attenuates by factors that depend on the
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FIGURE 2.13 Radio propagation mechanisms in outdoor areas.
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frequency, the angle of incidence, and nature of the medium (its material properties,
thickness, homogeneity, etc.). These mechanisms often dominate radio propagation in
indoor applications. In outdoor urban area applications, the transmission mechanism often
loses its importance, because it involves multiple-wall transmissions that reduce the
strength of the signal to negligible values.

Diffraction. Rays that are incident upon the edges of buildings, walls and other large objects
can be viewed as exciting the edges to act as a secondary line source. Diffracted fields are
generated by this secondary wave source and propagate away from the diffracting edge as
cylindrical waves. In effect, this results in propagation into shadowed regions, since the
diffracted field can reach a receiver, which is not in the line of sight of the transmitter. Since
a secondary source is created, it suffers a loss much greater than that experienced via
reflection or transmission. Consequently, diffraction is an important phenomenon outdoors
(especially in microcellular areas), where signal transmission through buildings is virtually
impossible. It is less consequential indoors, where a diffracted signal is extremely weak
compared with a reflected signal or a signal that is transmitted through a relatively thin wall.

Scattering. Irregular objects, such as wall roughness and furniture (indoors) and vehicles,
foliage and the like (outdoors), scatter rays in all directions in the form of spherical waves.
This occurs especially when objects are of dimensions that are on the order of a wavelength
or less of the electromagnetic wave. Propagation in many directions results in reduced
power levels, especially far from the scatterer. As a result, this phenomenon is not that
significant unless the receiver or transmitter is located in a highly cluttered environment.
This mechanism dominates diffuse IR (DFIR) propagations when the wavelength of the
signal is so high that the roughness of the wall results in extensive scattering. In satellite and
mobile radio applications, tree leaves and foliage often cause scattering.

2.3.2 Path-Loss Modeling and Signal Coverage

Calculation of signal coverage is essential for design and deployment of wireless networks.
In wired transmissions we needed models for loss of the signal strength in the media to find
the maximum length of the cable for effective operation. In wireless networks, signal
coverage is influenced by a variety of factors, prominently the radio frequency of operation
and the terrain. Often, the region where a wireless network is providing service spans
avariety of terrain. An operation scenario is defined by a set of operations for which a variety
of distances and environments exist between a transmitter and the receiver. As a result,
a unique channel model cannot describe radio propagation between the transmitter and the
receiver, and so we need several models for a variety of environments to enable system
design. The core of the signal coverage calculations for any environment is a path-loss
model that relates the loss of signal strength to distance between two terminals at a given
frequency. Using the path-loss models, radio engineers calculate the coverage area of
wireless BSs and access points (APs), as well as maximum distance between two terminals
in an adhoc network. In the following we consider path-loss models developed for several
such environments that span different cell sizes and the terrain in the cellular hierarchy used
for deployment of wireless networks.

Free-Space Propagation. In previous sections we discussed the relation between the
guided media length / and the loss of the cable and provided equations to relate this
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relation to the frequency. We start our path-loss modeling for wireless networks with path
loss in free space. Here, rather than length of the cable, we relate the loss to the distance d
between the transmitter and the receiver. All of our models for the guided media were
relating the power loss in decibels to the length of the cable / with a linear function. In the
case of radio propagation, the relation between the path loss in decibels and the distance is
no longer linear; instead, it follows a logarithmic function.

It is well known in the antenna propagation literature that, for an ideal isotropic antenna
with no heat loss [Frii46] which radiates signal strength in all directions at the same rate, the
radiation intensity is given by 1%/4m. At a sphere of radius d the total radiated signal strength
is divided by the area of the sphere, 4md”, resulting in a path gain of

Gy(A,d) = <4:[—‘d>2 (2.6)

where A = c/f is the wavelength of the carrier, ¢ is the speed of light in vacuum (3 x 10® m/s),
and f'is the frequency of the radio carrier. Therefore, in free space, Eq. (2.6), signal strength
falls with the square of the distance and the power path loss after a distance d in meters
is proportional to ¢”. The transmission delay as a function of distance is given by t = d/c =
3dns or 3ns/m.

In the radio propagation literature, it is customary to express the channel attenuation
behavior in terms of path loss, which is the inverse of the path gain. Taking 10 times the
logarithm of quantities in Eq. (2.6), the path loss in free space, expressed in decibel
form, is

L, = Lo+201og,(d) (2.7)

where L is the path loss in the first meter of distance and it is given by

4
Lo = 20 1og10( “) (2.8)

n
Equation (2.7) shows that the path loss in free space has a fixed component L, which

increases as the frequency increases (wavelength decreases) and a second component which
causes an attenuation of 20 dB/decade (or 6 dB/octave) of the distance.

Example 2.3: Path Loss in Wireless LANs The transmitted power of WLANSs operating
at 2.4 GHz is 100mW (20 dBm). The wavelength of these devices is

18
p=C= 2 0 125m=12.5em
F24%x10

Therefore, the path loss in the first meter is

4 4
Lo = 201og,, <}”) — 20log, (01’;5) — 40.05dB

The overall equation for the path-loss calculation of these devices in free space is then
given by

L, = Lo+ 10alog,(d) = 40.05+ 20log,o(d)
At 10 m we have 40.05 + 20 =60.05 dB loss and at 100 m we have 80.05 dB path loss.
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FIGURE 2.14 Attenuation versus distance for different guided media versus 2.4 GHz radio
propagation in free space.

Figure 2.14 shows the attenuation versus distance for RG-6 coaxial cable and Cat-3 and
Cat-5 twisted-pair wires versus 2.4 GHz radio propagation in free space. At shorter
distances, radio transmissions lose significant power, but over a longer distance, since the
path loss in decibels is exponentially related to distance, radio transmissions will perform
better. Since loss of the power in a wireless medium is logarithmically related to the
distance, when we show the distance in a logarithmic basis this relation is linear; this trend
of presentation is common in the radio path-loss modeling literature. If we increase the
distance exponentially, then the loss in any guided media will appear as a waterfall curve that
ultimately crosses the loss of the radio at certain distance. At around 1 km, the path loss with
aradio transmission becomes smaller than the loss over a Cat-3 wire, at 1.6 km smaller than
the loss over a Cat-5 wire, and at 5 km better than the loss with an RG-6 coaxial cable.
Therefore wireless media have more power loss than wired media at shorter distances from
the transmitter, but form a more power-efficient solution over longer distances. But over
longer distances we need to compensate the heavy power loss either by a high-power
transmission or by designing more sensitive receivers. The difference between the trans-
mitted power and the sensitivity of the receiver, which is sometimes referred to as the link
budget for cable-based modems, is on the order of 20-30 dB, while in wireless media it can
easily go over 100 dB. For example, IEEE 802.11 devices transmit at 20 dBm (100 mW) and
the receiver sensitivity is around —80 to —95 dBm, providing for a link budget on the order
of 100-115 dB. As shown in Fig. 2.14, this link budget can support operations up to several
kilometers in free space. However, if we are around 100 m from an IEEE 802.11 AP, most
of us have the experience that we do not have much of a chance of saving our connections.
This is because of the extra attenuation caused by multipath arrivals from reflection off or
loss through walls and objects in and around the transmitter and the receiver, which
ultimately change the distance power gradient.

Distance-Power Relationship. In most environments, it is observed that the averaged
received radio signal strength falls as some power of the distance « called the power-
distance gradient or path-loss gradient. That is, the path loss after a distance din meters is d“.
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For the free-space propagation described in the previous section the distance power gradient
is « = 2which indicates that the signal strength falls as the square of the distance between
the transmitter and the receiver. Considering this general relation between the path loss and
the distance, in the radio propagation literature the path loss in decibels is expressed by the
general relation

L, = Lo+ 10 x alog,y(d) (2.9)

which reduces to Eq. (2.7) for free space when we let &« = 2. In urban areas, typically « = 4 is
used for calculation of the coverage of cellular networks. In indoor areas « can take values
from less than 2 up to 6 [Pah05]. Equation (2.9) again presents the total path loss as the
path loss in the first meter Ly plus the power loss relative to the power received at 1 m,
i.e. 10 x alog;o(d). For a one decade increase in distance the power loss is 10« dB, and for a
one octave increase in distance it is 3 dB. For a free-space path, the power loss is 20 dB/
decade or 6 dB/octave of distance as already discussed. In urban areas, with & =4 the
attenuation is 40 dB/decade or 12dB/octave. The received power in decibels is the
transmitted power plus transmitter antenna gain in decibels minus the total path loss L,
plus receiver antenna gain.

Path-loss models of this form are extensively used for deployment of cellular networks.
The coverage area of a radio transmitter depends on the power of the transmitted signal and
the path loss. Each radio receiver has a particular power sensitivity, i.e. it can only detect
and decode signals with strength larger than this sensitivity. Since the signal strength falls
with distance, one can calculate the coverage using the transmitter power, the path-loss
model, and the sensitivity of the receiver.

Example 2.4: Coverage of a WLAN in Free Space and Urban Areas The transmitted
power and the receiver sensitivity of a WLAN operating at 2.4 GHz are 20dBm and
—80 dBm respectively. If the transmitter and the receiver antenna gains are 3 dB and 1 dB,
then the maximum acceptable path loss or link budget is

L, =20dBm—(—80dBm) +3dB +1dB = 104 dB

The path loss at 1 m for 2.4 GHz calculated in Example 2.3 was Ly, =40.05 dB; using
Eqg. (2.9), the coverage of this system for free space, a =2, is

d — 10(]04740.05)/20 = 1576 m
The coverage of the same system in urban areas with o =4 is
d = 10(]04—4005)/40 =40m

The substantial difference in the coverage in different areas is caused by the change of
distance-power gradient from 2 in free space to 4 in urban areas. Therefore, the distance-
power gradient plays an important role in calculations of the coverage of wireless networks.
The value of this gradient changes drastically in different environments and is often
calculated empirically.

To measure the gradient of the distance-power relationship in a given area, the receiver is
fixed at one location and the transmitter is placed at a number of locations with different
distances between the transmitter and the receiver. The received power or the path loss in
decibels is plotted against the distance on a logarithmic scale. The slope of the best-fit line
through the measurements is taken as the gradient of the distance-power relationship.
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FIGURE 2.15 Measured received power and a linear regression fit to the data.

Figure 2.15 shows a set of measured data taken in an indoor area at distances from 1 to 20 m,
together with the best-fit line through the measurements.

Shadow Fading. Depending on the environment and the surroundings, and the location
of objects, the RSS for the same distance from the transmitter will be different. In effect,
Eq. (2.9) provides the mean or median value of the signal strength that can be expected if the
distance between the transmitter and receiver is d. The actual RSS will vary around this
mean value. This variation of the signal strength due to location is often referred to as
shadow fading or slow fading. The reason for calling this shadow fading is that, very often,
the fluctuations around the mean value are caused due to the signal being blocked from
the receiver by buildings (in outdoor areas), walls (inside buildings), and other objects in the
environment. It is called slow fading because the variations are much slower with distance
than another fading phenomenon caused by multipath, which we discuss later. It is also
found that shadow fading has less dependence on the frequency of operation than multipath
fading or fast fading, as discussed later. The path loss, Eq. (2.9), will have to be modified to
include this effect by adding a random component as follows:

L, = Lo+ 10alog,o(d) + X (2.10)

Here, X is a random variable with a distribution that depends on the fading component.
Several measurements and simulations indicate that this variation can be expressed as a
log-normally distributed random variable. A log-normal absolute fading component ends up
as a zero-mean Gaussian fading component in decibels. Therefore, the distribution function
of X is given by

1 x?
fse(X) = Voo P <ﬁ) (2.11)

where o is the standard deviation of the RSS in decibels.
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The problem caused by shadow fading is that all locations at a given distance may not
receive sufficient signal strength for correctly detecting the information. In order to achieve
sufficient signal coverage, the technique employed is to add a fade margin to the path loss or
RSS. The fade margin is usually taken to be the additional signal power that can provide
a certain fraction of the locations at the edge of a cell (or near the fringe areas) with the
required signal strength. For computing the coverage we thus employ the following
equation:

L, = Lo+ 10alog d+ F, (2.12)

where F,, is the fade margin associated with the path loss to overcome the shadow fading
component.

The distribution of X in Eq. (2.11) is employed to determine the appropriate fade margin.
Since X is a zero-mean, normally distributed random variable that corresponds to log-
normal shadow fading, this means that, at the fringe locations, the mean value of the shadow
fading is 0 dB. Half of the locations have a positive fading component and half of the
locations have a negative fading component. In Eq. (2.10), this will mean that the locations
that have the positive fading component X will suffer a larger path loss, resulting in
unacceptable signal strength. To overcome this, a fading margin is employed to move most
of these locations to within an acceptable RSS value. This fading margin can be applied
by increasing the transmit power and keeping the cell size the same, or reducing the cell size
by setting a higher threshold for making a handoff. In mathematical terms, for Y% coverage
the BS should have an additional fade margin of

=3

1—y = 0.5erfc <O'Ii;§) = stp(x) dx

o

Example 2.5: Computing the Fading Margin A mobile system is to provide 95%
successful communication at the fringe of coverage with a location variability having a
zero-mean Gaussian distribution with standard deviation of 8 dB. What fade margin is
required?

Solution. Note that the location variability component X (dB) in this case is a zero-mean
Gaussian random variable. In this example, the variance of X is 8 dB. We have to chose
F, such that Q(x) (see footnote) is 0.05, i.e. 95% of the locations will have a fading
component smaller than the tolerable value. Using the complementary error function and
a software package like Matlab, we can determine the value of F,, as the solution to the
equation 0.05 = 0.5 erfc(F,/o\/2). For this example, the fade margin to be applied is
13.2dB.!

So far, we have discussed achievable signal coverage in terms of the RSS and the path
loss. In the following sections, we discuss parameters and path loss models for a variety of
cellular environments. We will also discuss, where relevant, the important factors that lead
to these path loss models.

"The function Q(x) = [%* fx(x)dx = 0.05, where Q(x) is the probability that the normal random variable X has a
value greater than x is tabulated or it can be determined using the complementary error function via the relation

0(x) = 0.5erfc(x/V/2).
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TABLE 2.1 Partition-dependent Losses

Signal attenuation

Attenuating material of 2.4 GHz (dB)
Window in brick wall 2

Metal frame, glass wall into building 6

Office wall 6

Metal door in office wall 6

Cinder wall 4

Metal door in brick wall 12.4
Brick wall next to metal door 3

2.3.3 Path-Loss Models for Indoor Areas

Path-loss models for indoor areas are employed for WLAN, wireless PCSs, and cordless
telephones. Many researchers have performed measurements within buildings, primarily
to determine the distance-power relationship and arrive at empirical path loss models for
a variety of environments [Pah05]. We discuss some of these models below.

Wall-Partitioned Path-Loss Models. The simplest path-loss model expressing the behavior
of the signal strength in indoor areas is the partition-dependent model [Rap03]. This model
fixes the value of the path-loss gradient « at 2 for free space and introduces losses for each
partition that is encountered by a straight line connecting the transmitter and the receiver.
Therefore, the path loss is given by

L, = Ly +201logd + Z Mltype Wiype (2.13)

where My, refers to the number of partitions of that type and wyy,,. the loss in decibels
attributed to such a partition. Table 2.1 shows some decibel loss values measured at Harris
semiconductors at 2.4 GHz for different types of partition. Longer tables are available
in Rappaport [Rap03]. Appropriate fading margins have to be included to account for the
variability in path loss for the same distance d.

Example 2.6: Using the same parameters as in Example 2.4, the coverage of the transmitter
using the partitioned model when we have four office walls is given by

d= 10[1()4—4().05—(4><6)]/2() —99m

Comparing with the results of Example 2.4, here we have a coverage closer to 40 m that
we obtained using simply a single gradient of & =4 and no wall losses.

This model is very simple and intuitive. It assumes a single path between the transmitter
and the receiver with the free-space path loss; to add the effects of building layout, it adds
additional fixed path losses per existing wall in between. There are some problems with this
simple modeling. We need long tables to include all possibilities for different materials used
in construction of the walls and the details of doors and windows. We also need to have
specific information on the number of walls between the transmitter and the receiver, and it
only considers the direct path, while in indoor areas we have numerous paths between the
transmitter and the receiver. To address the first issue, the reader can find a long table of
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losses for different types of wall in Rappaport [Rap03]. The second and third issues are
addressed using ray-tracing software, where we have the map of the building and we can use
a computer simulation to find direct and all reflected paths using similar principles.

IEEE 802.11 Distance-Partitioned Models. In indoor areas, the area between the trans-
mitter and the receiver is often not homogeneous with a single distance-power gradient.
Results of wideband measurements in a partitioned indoor area show significant differences
among the values of the distance-power gradient in different parts of a building. Figure 2.16
[Gan91] depicts the middle part of the third floor of the Atwater Kent Laboratories at WPI.
The receiver is located at the center of Room 317, and the transmitter is moved to different
locations in various rooms for measurements of the RSS. The area is divided into three
segments: the interior of a small laboratory (Room 317), corridors around the laboratory,
and offices on the opposite side of the corridor. Three different gradients of 1.76, 2.05, and
4.21 were calculated from the results of the measurements made in the three subareas. Inside
the small laboratory all the locations provide a strong LOS connection and the gradient is
1.76, which is less than the free-space gradient. In the corridors there is at least one plaster
wall with metal studs between the transmitter and receiver, and the gradient is close to that of
free-space propagation. The third sub-area, with gradient 4.21, includes at least two walls,
one of which contains a number of metal doors. Also, inside the rooms are several metal
shelves, cabinets, and desks.

Most of the recent path-loss models developed for WLAN and WPAN applications
consider this phenomenon by partitioning the path-loss behavior in different segments with
multiple distance-power gradients each associated with a segment of the path between the
transmitter and the receiver. Here, we describe the IEEE 802.11 recommended path-loss
model. Figure 2.17 shows the basics of this model, in which the distance between the
transmitter and the receiver is divided into two segments at a break-point distance djp.
The distance-power gradients in the two segments are a; =2 and a, = 3.5. The standard
defines six different models with four different break points. Table 2.2 shows the path-loss-
related parameters associated with these models. Model A is a flat fading model with one
path between the transmitter and the receiver. The breakpoint for this model is at 5 m and the
standard deviation of the shadow fading is 5 dB. Model B is recommended for a typical
residential environment with LOS conditions and more than one effective path between
the transmitter and the receiver. The path-loss parameters of this model are the same as
Model A. Model C is recommended for a typical residential or small office environment
with LOS and non-LOS (NLOS) conditions between the transmitter and the receiver.
The breakpoint for this model is still at 5 m, but the standard deviation of the shadow fading
is increased to 8dB. Model D is recommended for a typical office environment with
NLOS conditions with a 10 m breakpoint and 8 dB standard deviation of shadow fading.
Model E is recommended for a typical large open space and office environments in areas
with NLOS conditions and it has a breakpoint of 20m and a standard deviation of
10dB. Model F is recommended for a large open space with indoor and outdoor environ-
ment in the areas with NLOS conditions. The equations representing these models can be
expressed as

10a; log;(d d<d
L, =L { 1 logio(d) = e (2.14)

IOalloglo(dbp)+ 10a210g10(d/dbp) d>dbp
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FIGURE 2.17 The IEEE 802.11 distance-partitioned path-loss model.

where using Eq. (2.8) one can calculate the path loss in the first meter Ly. For example, at
2.4 GHz and 5.2 GHz the values of the path loss at the first meter are 40.5dB and 47 dB
respectively.

Example 2.7: Coverage Using 802.11 Distance-Partitioned Model Using Eq. (2.14) and
the parameters of Model D shown in Table 2.2, for calculation of the IEEE 802.11b/g with
maximum path loss of 110dB and path loss in the first meter of 40.5 dB, as we used in
Example 2.6, in LOS/NLOS large office with indoor and outdoor conditions and the
breakpoint of 10 m, the coverage is calculated from

110 = 40.054 2010g,,(10)+ 35 log,,(d/10)
from which the coverage with 50% confidence is

d =10 x 10(110740.5720)/35 =260m

If we increase the confidence to 95%, with 8 dB, as shown in Example 2.5, we need an
additional 13.2 dB fade margin; that reduces the coverage to

d = 10 x 10(110-40.5-20-132)/35 _ |99 m

TABLE 2.2 Parameters for Different IEEE 802.11 Recommended
Path-loss Models for Six Environments

Shadow fading

Environment dpy, (M) o2 s SD (dB)
A 5 2 3.5 5
B 5 2 3.5 5
C 5 2 3.5 8
D 10 2 3.5 8
E 20 2 3.5 10
F 30 2 3.5 10
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The reader should note that statistical models for the coverage provide a statistical
approximation for the actual coverage. So the results obtained from different models are not
always the same.

2.3.4 Path-Loss Models for Outdoor Areas

Path-loss models for outdoor areas have been designed for the deployment of cellular
telephone systems. In the cellular networking literature these are referred to as macrocells
and microcells, while indoor models, such as the IEEE 802.11 model presented in the
previous section, are called picocell models. The original frequency of operation for cellular
networks was mostly around 900 MHz, and in mid 1990s it was extended to PCS bands at
frequencies around 1800 and 1900 MHz. Macrocellular areas span a few kilometers to tens
of kilometers, depending on the location. These are the traditional “cells” corresponding
to the coverage area of a BS associated with traditional cellular telephony BSs. Microcells
are cells that span hundreds of meters to a kilometer or so and are usually supported by
below-rooftop-level BS antennas mounted on lampposts or utility poles. We start with
introducing Okumura-Hata model for macrocells and then we introduce an extension to
PCS bands.

Okumura-Hata Model. There have been extensive measurements in a number of cities and
locations of the RSS in macrocellular areas and these have been reported in the literature.
The most popular of these measurements corresponds to those of Okumura, who came up
with a set of path-loss curves as a function of distance in 1968 [Oku68] for a range of
frequencies between 100 and 1920 MHz. Okumura also identified the height of the BS
antenna /1, and the height of the mobile antenna /1, as important parameters. Masaharu Hata
[Hat80] came up with empirical models that provide a good fit to the measurements taken by
Okumura for transmitter-receiver separations d > 1km. The expressions for path loss
developed by Hata are called the Okumura-Hata models, or simply the Hata models.
Table 2.3 provides a summary of these models. As Example 2.8 shows, it is possible to
express these equations in a form similar to Eq. (2.9) with the modification that distances
between the transmitter and receiver are measured in kilometers.

Example 2.8: Path Loss Using Okumura-Hata Model Using the Okumura-Hata model,
the path loss of a 900 MHz cellular system operating in a large city from a BS with a height
of /i, = 100 m and a mobile station installed in a vehicle with antenna height of /,, =2 m is
given by

a(hy) = 3.2[log,o(11.75hy))*— 4.97 = 1.05 dB
L, = 69.55426.16log f.—13.82 log,o/—a(hm)+ [44.9—6.55l0g,o/1p]logd
= 118.2+ 31.8log;((d)
Observe that this equation has the same general path-loss model format as Eq. (2.9), except
that the distance d is in kilometers. The first term in the expression equaling 118.2 can be

viewed as the path loss at the first kilometer, rather than the path loss in the first meter. From
Eq. (2.8), the path loss in the first meter at 900 MHz is

4

47
Lo = 20log;o () =201 —31.5dB
0 Og“’()v) o810 [(3 % 10%)/(900 x 10°)
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TABLE 2.3 Okumura-Hata Models for Macrocellular Path Loss

General formulation

L, = 69.55 +26.16log f. — 13.82log I, — a(hm) + (44.9 — 6.5510g 1y, )log d

where f, is in megahertz, i, and /i, are in meters, and d is in kilometers

Suburban areas formulation
Use the general formulation above and subtract a correction factor given by

K. (dB) = 2[log(f,/28)]2 + 5.4

where f. is in megahertz

Range of values

Center frequency f. (MHz) 150-1500

hy, hy (M) 30-200, 1-10

a(hy,) (dB) Large city f. <200 MHz 8.29[log(1 .54hm)}2—1.1
f.>400MHz 3.2[log(11 .7511m)}274.97

Medium-small city 150 >f. > 1500MHz  1.1(logf.—0.7)hy, — (1.56log f. —0.8)

The difference of 86.7 dB is caused by the loss in the first three decades of distance. If we
wanted to model this as a two-segment partitioned model, then the distance-power gradient
in the first segment would be 86.7/30 =2.89.

The above example shows that, regardless of detailed parameters obtained from
extensive measurements in different urban areas resulting in a complex appearance for
the Okumura-Hata model, the basic principle of the model is the same as that of the other
models discussed in the previous sections.

Extension to Personal Communication Service Bands. To extend the Okumura-Hata
model for PCS applications operating at 1800--2000 MHz, the European Co-operative for
Scientific and Technical Research (COST) came up with the COST-231 model for urban
radio propagation at 1900 MHz, which we provide in Table 2.4. In this table, a(h,) for
different cities is chosen from Table 2.3. In a similar way, the Joint Technical Committee
(JTC) of the Telecommunications Industry Association (TIA) has come up with the JTC
models for PCS applications at 1800 MHz [Pah05].

TABLE 2.4 The COST-231 Model for PCS Applications in Urban Areas

General formulation
L, = 46.3 +33.91og f. — 13.82log hy, — a(hy)+ (44.9—6.5510g hy )log d+ Cy dx

where f, is in megahertz, h, and A, are in meters, and d is in kilometers

Range of values

Center frequency f. (MHz) 1500-2000
hy, By (M) 30-200, 1-10
d (km) 1-20

Cy (dB) Large city 0

Medium city/suburban areas 3
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2.3.5 Effects of Multipath and Doppler

The received power in a multipath environment always varies with small local changes, on
the order of the wavelength of the carrier frequency, in the location of the transmitter and
receiver or the movement of the objects around them. However, the average received power
over a small area is related to the distance from the transmitter to the center of the receiving
area. Therefore, as the distance between a transmitter and a receiver increases, the received
signal power will have short-distance fluctuations and long-distance fluctuations referred to
as multipath fading and shadow fading respectively. Figure 2.18 illustrates variations of the
received signal with respect to distance caused by multipath and shadow fading. Multipath
fading is the rapid instantaneous changes in the received signal power caused by fast changes
in the phase of the received signal from different paths due to small movements. Shadow
fading is the long-term average changes in the RSS caused by changes in the relative position
of large objects, such as buildings in urban areas, between the transmitter and the receiver.

Considering Fig. 2.18, the slope of the best-fit line to the observed data is the distance-
power gradient, discussed in Section 2.2, representing the exponential rate of variation of
power with the distance. The probability density function (PDF) of the variations of the
average amplitude of the fade is the shadow fading characteristics of the channel. The
statistics of the temporal fast multipath fading are characterized by the PDF of the sampled
values of the fast variations of the channel. As we will see later in this chapter, the most
popular distribution for this variation is the Rayleigh distribution, and for that reason
sometimes this type of fading is referred to as Rayleigh fading. The Fourier transform of the
samples of the variation of the signal is the Doppler spectrum of the channel.

So far we have considered achievable signal coverage in a variety of cell types based
on the mean RSS or path loss suffered by a signal. Such a characterization of the RSS

Slow fading:
l Histogram of deviations is shadow fading

Linear fit to received power:
Slope is the distance-power gradient

Power in dB

Fast fading:
Histogram of deviations is multipath fading
Fourier transform of deviations is Doppler spectrum

Distance in logarithmic scale

FIGURE 2.18 Received power versus distance between a mobile terminal and a BS, linear fit with a
fixed slope, multipath fading and shadow fading.
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corresponds to large-scale average value. In reality, the received signal is rapidly fluctuating
due to the mobility of the mobile terminal causing changes in multiple signal components
arriving via different paths. This rapid fluctuation of the signal amplitude is referred to as
small-scale fading and it is the result of movement of the transmitter, the receiver, or objects
surrounding them. Over a small area, the average value of the signal is employed to compute
the RSS or path loss. But the characteristics of the instantaneous signal strength are also
important in order to design receivers that can mitigate these effects. We briefly describe the
features of small-scale fading in this section.

Two effects contribute to the rapid fluctuations of the signal amplitude. The first, caused
by the movement of the mobile terminal towards or away from the BS transmitter, is called
Doppler. The second, caused by the addition of signals arriving via different paths, is
referred to as multipath fading.

Modeling of Multipath Fading. Multipath fading results in fluctuations of the signal
amplitude because of the addition of signals arriving with different phases. This phase
difference is caused due to the fact that signals have traveled different distances by traveling
along different paths. Since the phase of the arriving paths is changing rapidly, the received
signal amplitude undergoes rapid fluctuation that is often modeled as a random variable with
a particular distribution.

To model these fluctuations one can generate a histogram of the RSS in time. The density
function formed by this histogram represents the distribution of the fluctuating values
of the RSS. The most commonly used distribution for multipath fading is the Rayleigh
distribution, whose PDF is given by

r r
fray(r):gexp T35 r>0

Here, it is assumed that all signals suffer nearly the same attenuation, but arrive with
different phases. The random variable corresponding to the signal amplitude is . Theoreti-
cal considerations indicate that the sum of such signals will result in the amplitude having
the Rayleigh distribution. This is also supported by measurements at various frequencies
[Pah05]. When a strong LOS signal component also exists, the distribution is found to be
Ricean, and the PDF of such a distribution is given by

—(r*+K? K
Jiie(r) = _r2 exp [70 s )} Iy (-:) r>0,K>0
g g

2072

where K is a factor that determines how strong the LOS component is relative to the rest of
the multipath signals.

These equations are used to determine what fraction of time a signal is received such that
the information it contains can be decoded or what fraction of area receives signals with the
requisite strength. The remainder of the fraction is often referred to as outage.

Small-scale fading results in very high bit-error rates (BERs). In order to overcome the
effects of small-scale fading, it is not possible simply to increase the transmit power, because
this will require an enormous increase in the transmit power. A variety of techniques are
used to mitigate the effects of small-scale fading - in particular, error control coding with
interleaving, diversity schemes, and using directional antennas. These techniques will be
discussed in Chapter 3.
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Doppler Spectrum. Distributions of the amplitude of a radio signal presented in the
previous section demonstrate how signal is undergoing small-scale fading. In general, it
is also important to know for what time a signal strength will be below a particular value
(duration of fade) and how often it crosses a threshold value (frequency of transitions
or fading rate). This is particularly important for designing the coding schemes and
interleaving sizes for efficient performance. We see that this is a second-order statistic
and it is obtained by what is known as the Doppler spectrum of the signal.

The Doppler spectrum is the spectrum of the fluctuations of the RSS. Figure 2.19
[How90] demonstrates the results of measurements of amplitude fluctuations in a signal and
its spectrum under different conditions. In Fig. 2.19¢, the transmitter and receiver are kept
constant and nothing is moving in close to them. The received signal has a constant envelope
and its spectrum is only an impulse. In Fig. 2.195, the transmitter is randomly moved,
resulting in fluctuation of the received signal. The spectrum of this signal is now expanded
over a spectrum of around 6 Hz, reflecting the rate of variations of the RSS. This spectrum is
referred to as the Doppler spectrum.

In mobile radio applications the Doppler spectrum for a Rayleigh fading channel is
usually modeled by

—1/2

1 A%

Here, f;,, is the maximum Doppler frequency possible and is related to the velocity of the
mobile terminal via the expression f,,, = v,,/A, where vy, is the mobile velocity and 4 is the
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FIGURE 2.19 Measured values of the Doppler.
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FIGURE 2.20 Classical Doppler spectrum.

wavelength of the radio signal. This spectrum, commonly used in mobile radio modeling,
is also called the classical Doppler spectrum and is shown in Figure 2.20. Another popular
model for the Doppler spectrum is the uniform distribution that is used for indoor
applications [Pah05].

From the root-mean-square (RMS) Doppler spread, it is possible to obtain the fade rate
and the fade duration for a given mobile velocity [Pah05]. These values can then be used in
the design of appropriate coding and interleaving techniques for mitigating the effects of
fading. Diversity techniques are useful to overcome the effects of fast fading by providing
multiple copies of the signal at the receiver. Since the probability that all of these copies are
in fade is small, the receiver is able to decode the received data correctly. Frequency hopping
is another technique that can be used to combat fast fading. Because all frequencies are not
simultaneously under fade, transmitting data by hopping to different frequencies is an
approach to combat fading. This is discussed in Chapter 3.

Multipath Delay Spread. Figure 2.21 shows a sample measured time and frequency
response of a typical radio channel. In the time domain, shown in Fig. 2.21a, a transmitted
narrow pulse arrives as multiple paths with different strengths and arrival delay. In the
frequency domain, shown in Fig. 2.21b, the response is not flat and it suffers from deep
frequency-selective fades. From Fig. 2.21a we observe that radio signals arrive at a receiver
via a multiplicity of paths. One of the significant problems caused by this phenomenon,
along with fading, is intersymbol interference (ISI). If the multipath delay spread is
comparable to or larger than the symbol duration, then the received waveform spreads
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FIGURE 2.21 Typical time and frequency response of a radio channel.

into neighboring symbols and produces ISI. The ISI results in irreducible errors that are
caused in the detected signal. This effect is modeled using a wideband multipath channel
model, sometimes called the delay power spectrum, shown in Figure 2.22, which is usually
given by the impulse response:

L

h(t) = Bd(1—17)el® (2.16)

i=1
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FIGURE 2.22 Wideband multipath model.

Here, most of the time the model assumes that 3; is a Rayleigh-distributed amplitude of the
multipath with mean local strength E {,812} = P; and the multipath arrives at a time delay t;
with phase ¢; assumed to be uniformly distributed in (0, 2m).

The delays and multipath interarrival times have various models. In many of the models,
the time delays are assumed to be fixed and only the mean-square values of the amplitudes
are provided. More details on these models commonly used for the design of wireless
networks are available in Pahlavan and Levesque [Pah05].

A measure of the data rate that can be supported over the channel without complex signal-
processing techniques at the receiver is determined by the RMS multipath delay spread,
which is the second central moment of the channel impulse response. The basic definition of
the second central moment is given by

Trms = Ta—(f)z
where moments are defined by
N
= Zk? Ul n=12
Zk:l Py
from which we have
2
Zgzl lecPk Zgzl T Py
Trms = - — ~ (2.17)
Zk:l Py Zk:l Py

Example 2.9: Calculation of the Multipath Delay Spread For a two-path channel
impulse response with arrival delays 7, =0ns and 7, =50ns and path powers of p; =1
(0 dBm) and p, =0.1 (—10 dB m) the RMS delay spread is given by

S 0 x 142500 x 0.1 /0 x 1450 x 0.1
s 1+0.1 1+0.1

2
) = 14.37ns
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A rule of thumb is that it is possible to support data rates that are less than the coherence
bandwidth of the channel; that is, approximately 1/57,,, The coherence bandwidth is
the range of frequencies that are allowed to pass through the channel without significant
distortion in the transmitted pulse shape. The RMS delay spread varies depending on the type
of environment. In indoor areas, it could be as small as 30 ns in residential areas or as large as
300 ns in factories [Pah05]. In urban macrocells, the RMS delay spread is on the order of a few
microseconds. This means that the maximum data rates that can be supported by a simple
modem in indoor areas is around 6.7 Mb/s (at 30 ns) and 50 kb/s in outdoor areas (at 4 s).

In order to support higher data rates, different receiver techniques are necessary.
Equalization is a method that tries to cancel the effects of multipath delay spread in the
receiver. Direct sequence spread spectrum enables resolving the multipath components
and using them to improve performance. OFDM uses multiple carriers, spaced closely in
frequency, each carrying low data rates to avoid ISI. MIMO antenna systems reduce the
number of multipath components, thereby reducing the total delay spread itself. We discuss
these topics in Chapter 3.

2.3.6 Emerging Channel Models

In this section we discuss some new radio channel models that are gaining importance for
different applications. Position location is becoming important for emergency and location-
aware applications (see Chapter 12), and models developed for communication systems are
no longer sufficient to address the performance of geolocation schemes. The use of smart
antennas and adaptive antenna arrays requires knowledge of the angle of arrival (AOA) of
the multipath components in order to steer antenna beams in the right directions. We provide
a brief discussion of these models below.

Wideband Channel Models for Geolocation. With the advent of widespread wireless
communications, location of people, mobile terminals, pets, equipment and the like by
employing radio signals is gaining importance as well. Several new position-location
applications are rapidly emerging in the market. Civilian applications include intelligent
transportation systems (ITSs), public safety (enhanced 911 or E-911 services), automated
billing, fraud detection, cargo tracking, accident reporting, etc. It is possible to employ
position location for additional benefits, such as cellular system design and futuristic
intelligent office environments. Most tactical military units, on the other hand, are also
heavily reliant on wireless communications. Ad hoc connectivity among individual
warfighters in restrictive RF propagation environments, such as inside buildings, tunnels,
and other urban structures, caves, mountainsides, and double canopy coverage in jungles
and forests, requires situation awareness that enables the individual warfighters to
determine their location and associated information. In either case, the position location
service will have to operate within buildings where traditional geolocation techniques,
such as the GPS, fail due to lack of sufficient signal power and the harsh multipath
environment.

While RF propagation studies in the past have focused on telecommunications applica-
tions, position-location applications require a different characterization of the indoor radio
channel [Pah98, Pah02]. For position-location applications, accurately detecting the direct
LOS (DLOS) path between the transmitter and receiver is extremely important. The DLOS
path corresponds to the straight line connecting the transmitter and receiver even if there are
obstructions, like walls, in between. Detecting the DLOS path is important because the time
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of arrival (TOA) (or the AOA) of the DLOS path corresponds to the distance between the
transmitter and receiver (or to the direction between them). This information is used in
conjunction with multiple such measurements to locate either the transmitter or the receiver
as the case may be. This is in contrast to telecommunications applications, where the
emphasis is on how data bits can be sent over a link efficiently and without errors. Another
issue in positioning systems is the relation between the bandwidth of the transmitted
signal and the required accuracy in ranging. An error of 100 ns in estimating the delay of
an arriving multipath component could result in an error of 30 m in calculation of the
distance between a transmitter and a receiver. Therefore, positioning systems using TOA
often require wide bandwidths to resolve multipath components and detect the arrival of the
first path.

In wideband indoor radio propagation studies for telecommunication applications, often
channel profiles measured in different locations of a building are divided into LOS and
NLOS because the behavior of the channel in these two classes has a substantially different
impact on the performance of a telecommunications system.

A logical way to classify channel profiles for geolocation applications is to divide them
into three categories, as shown in Fig. 2.23. The first category is the dominant direct path
(DDP) case, in which the DLOS path is detected by the measurement system and it is the
strongest path in the channel profile. In this case, traditional GPS receivers designed for
outdoor applications, where multipath components are significantly weaker than the DLOS
path, lock on to the DLOS path and detect its TOA accurately. The second category is the
non-DDP (NDDP) case, where the DLOS path is detected by the measurement system but it
is not the dominant path in the channel profile. For these profiles, traditional GPS receivers
may lock to the strongest path making an erroneous decision on the TOA that leads to
an error in position estimation. The amount of error made by a traditional receiver is the
distance associated with the difference between the TOA of the strongest path and the TOA
of the DLOS path. For the second category locations with NDDP profiles, a more complex
RAKE-type receiver [Pah05] can resolve the multipath and make an intelligent decision on
the TOA of the DLOS path. The third category of channel profiles is the undetected direct
path (UDP) profiles. In these profiles, the measurement system cannot detect the DLOS
path; therefore, both traditional GPS and RAKE-type receivers cannot detect the DLOS
path. If we define the ratio of the power of the strongest path to the power of the weakest
detectable path of a profile as the dynamic range of a receiver, then in NDDP profiles the
strength of the DLOS path is within the dynamic range of the receiver and in UDP profiles
it is not. If practical considerations regarding the dynamic range are neglected, then one
can argue that we have only two classes (DDP and NDDP) of profiles, because the DLOS
path always exists but sometimes we cannot detect it with a practical system. Figure 2.24
shows the results of ray-tracing simulations of regions on the first floor of Atwater Kent
Laboratories at WPI with different types of multipath profile for a centrally located channel
sounder.

In the same way that the BER is the ultimate measure for comparing performance of
different digital communication receivers, the error in the measurement of the TOA or AOA
of the DLOS path is a measure of the performance of the geolocation receivers. Traditional
RF studies consider the path loss and 7,,,s as mentioned above and these are not sufficient for
the geolocation problem. The relative power and delay of the signal arriving via other paths,
the channel noise, the signal bandwidth, and interference all influence the detection of the
DLOS path and, thus, the error in estimating the range (distance) between the transmitter
and receiver. A variety of models of the indoor radio propagation for geolocation are
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with different types of multipath profile for a centrally located channel sounder.

reported in the literature; in these efforts, the effects of multipath on distance measurements
using TOA of the received signal are modeled and they are used for the design of indoor
geolocation algorithms [Pah05].

Single-Input-Multiple-Output and Multiple-Input-Multiple-Output Channel Models.
Recently, there has been a lot of attention placed on spatial wideband channel models, which
not only provide the delay-power spectrum discussed in Eq. (2.16), but also the AOA of the
multipath components. The advent of antenna array systems that are used for interference
cancellation and position-location applications has made it necessary to understand the
spatial properties of the wireless communications channel.

Alot of research has been carried out in the area of single-input-multiple-output (SIMO)
radio channel models [Ert98]. In these models, a typical cellular environment is considered
where it is assumed that the mobile transmitters are relatively simple and the BS can have a
complex receiver with MIMO antenna systems. As shown in Fig. 2.25, the multipath

M antenna
elements

th components
at each anferna element

FIGURE 2.25 SIMO model.
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environment is such that up to L signals arrive at the BS from different mobile terminals
[ with different amplitudes and phases ¢ at different delays 7 from different directions 6.
These are, in general, time invariant; as a result, the channel impulse response is usually
represented by

L(z)

h(t) =" Bi(1)e?8(1—,(1))a(6:(1))

=1

Note that the channel impulse response is now a vector rather than a scalar function of time.
The quantity d@(6(¢)) is called the array response vector and will have M components if there
are M antenna array elements. Thus, there are M channel impulse responses each with L
multipath components. A variety of models are available in Ertel ez al. [Ert98]. The
amplitudes are usually assumed to be Rayleigh distributed, although they are now depen-
dent on the array response vector @(0(t)) as well.

An extension of this model to the scenario where there are N mobile antenna elements
and M BS antenna elements for MIMO systems is available [Ped00]. In this case, the channel
impulse response is an M x N matrix that associates a transmission coefficient between
each pair of antennas for each multipath component. Experimental results and models are
considered by Pedersen et al. [Ped00] and Kermoal et al. [Ker00]. The IEEE 802.11
standardization committee recommends models for the MIMO systems for performance
evaluation of IEEE 802.11n WLAN devices [Erc03].

QUESTIONS

1. What are the typical bandwidths of Cat-3, Cat-5, and Cat-7 TP wirings? Which one is
used for telephony and which one for Ethernet?
2. What are NEXT and FEXT and how do they affect the bandwidth of TP wiring?
3. Compare cable, twisted pair, and fiber optic lines in terms of length of coverage,
availability in existing buildings, cost of installation, and radiated interference.
4. What are the different grades of optical fiber lines and how do they differ in\bandwidth
and path-loss?
5. How do the coverage in guided and wireless media differ?
6. What are the three important radio propagation phenomena at high frequencies? Which
of them is predominant in indoor environments?
7. Explain what path-loss gradient means. Give some typical values of the path-loss
gradient in different environments.
8. Explain the meaning of the expression “a loss of 37 dB per decade of distance” in terms
of the path loss gradient a.
9. Why does multipath in wireless channels limit the maximum symbol transmission rate?
How can we overcome this limitation?
10. What is the Doppler spectrum and how can one measure it?
11. Differentiate between shadow fading and fast fading.
12. What distributions are used to model fast fading in LOS situation? In OLOS situations?
13. What are the differences between multipath, shadow and frequency-selective fading?
14. For position location applications, how are wideband radio channels classified? How is
this classification useful?
15. What is the difference between a SIMO and a MIMO radio channel?
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PROBLEMS

Problem 1:

What is the minimum SNR required to carry a Gigabit Ethernet signal over one pair of 100
meters cat-3 TP wiring with a bandwidth of 25 MHz?

Problem 2:

Determine the maximum length of a Gigabit Ethernet Fiber Optic cable using multimode
62.5/125 fiber at 1300 nm wavelength. Assume the link budget of the LED and the photo
sensitive diodes used for transmission is 4 dB and the loss per Km of the fiber optics cable is
1.5dB. Leave a 3 dB safety margin in your calculations with allowance of 2 splices each
with 0.1 dB loss.

Problem 3:

Assuming wireless devices use an antenna length of one fourth of the wavelength for the
transmitted frequency, what are the typical antenna lengths for the cellular phones operating
at 900 MHz and 1800 MHz PCS bands and WLANSs operating at 2.4 GHz and 5.2 GHz.

Problem 4:

Figure P2.1 shows the measured relation between data rate and distance of a DSL modem
over Cat-3 TP wiring.

(a) Find a best fit exponential function to relate the data rate to the distance.

(b) Use equations for path-loss of the Cat-3 TP wiring at the frequency of 1.1 MHz to plot
the signal loss in dB versus distances identified in Fig. P2.1.

(c) Use results of (a) and (b) to plot the relation between data rate and path-loss
requirement.
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FIGURE P2.1 Data rate versus distance over a Cat-3 TP used for DSL modems.
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Problem 5:
(a) Using MATLAB or any other computational software tool plot the path gain of Cat-3
and Cat-5 cables as a function of distance for a frequency of 10 MHz.
(b) Use the plot to find the path-loss for a 100 meter Cat-3 cable.
(c) What would be the length of a Cat-5 for the same of path-loss?

(d) What would be the maximum length of a Cat-5 cable if it carries legacy Ethernet
10 Mbps signal? Explain.

Problem 6:

What is the received power (in dBm) in free space of a signal whose transmit power is 1 W
and carrier frequency is 2.4 GHz if the receiver is at a distance of 1 mile (1.6 km) from the
transmitter? What is the path loss in dB?

Problem 7:

Use the Okumura-Hata and COST-231 models to determine the maximum radii of cells at
900 MHz and 1900 MHz respectively having a maximum acceptable path loss of 130 dB.
Use a(h,,)=3.2 [log (11.75 h,))? — 4.97 for both cases.

Problem 8:

The path loss in a building was discovered to have two factors adding to the free space loss: a
factor directly proportional to the distance and a floor-attenuation-factor (FAF). In other
words, the path loss = free space loss + Bd + FAF. If the FAF is 20dB, and the distance
between transmitter and receiver is 40 m, determine what the value of 8 should be so that the
path loss suffered is less than 115 dB. Use f, =900 MHz.

Problem 9:

Table P2.1 provides the minimum required RSS for an IEEE 802.11b device to operate at
different rates.

(a) Calculate the coverage associated with each data rate in the table.
(b) Plot the staircase function of the Data Rate vs RSS
(c) Plot the staircase function of the Data Rate vs Distance.

(d) If a mobile terminal moves away from an 802.11 AP and it goes out of the coverage
area, calculate the average data rate that terminal observes during the movement in
the coverage area of the AP?

TABLE P2.1 Data rate and minimum power requirement for IEEE802.11b

Data Rate (Mbps) RSS (dBm) Coverage (m) Using IEEE 802.11 Path-loss Model D
11 —82
5.5 —87
2 —91

1 —94
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Problem 10:

The transmitted power in IEEE 802.11g is 100 mW. When the terminal is close to the access
point (AP) the maximum data rate is 54 Mbps that requires a —72 dBm received signal
strength (RSS). The minimum supported data rate is 6 Mbps that requires a minimum of
—90dBm of RSS.

(a) Determine the coverage of the AP for 54 Mbps and 6 Mbps in a small office using the
IEEE 802.11 channel model.

(b) Repeat (a) assuming a single distance-power gradient of @ =2.5 and compare your
results with the results of part (a).

Problem 11:

In a mobile communications network, the minimum required signal to noise ratio is 12 dB.
The background noise at the frequency of operation is -115 dBm. If the transmit power is
10 W, transmitter antenna gain is 3 dBi, the receiver antenna gain is 2 dBi, the frequency of
operation is 800 MHz and the base station and mobile antenna heights are 100 m and 1.4 m
respectively, determine the maximum in building penetration loss that is acceptable for a
base station with a coverage of 5km if the following path loss models are used.

(a) Free space path loss model with o =2.
(b) Two-ray path loss model with o =4.
(¢) Okumura-Hata model for a small city

Problem 12:

Signal strength measurements for urban microcells in the San Francisco Bay area in a
mixture of low-rise and high-rise buildings indicate that the path loss Lp in dB as a function
of distance d is given by the following linear fits:

81.14 +39.40 log f. — 0.09 log A, + [15.80 — 5.73 log hp)log d, for d < dy.
[48.38 — 32.1 log dj] +45.7logf. + (25.34—13.9 log dy.)
log hp+ [32.10+ 13.90 log /1) log d
+2010g(1.6/hy,), for d > p

Here, dis in kilometers, the carrier frequency f. is in GHz (that can range between 0.9 and
2 GHz), h,, is the height of the base station antenna in meters, and /,, is the height of the
mobile terminal antenna from the ground in meters. The breakpoint distance dy; is the
distance at which two piecewise linear fits to the path loss model have been developed and it
is given by dp = 4hph,,/(10001), where 4 is the wavelength in meters (when you calculate
dp, using units of meters for /1, £1,,,, and 4, the scaling factor of 1000 makes the units of dj; as
km). What would be the radius of a cell covered by a base station (height 15 m) operating at
1.9 GHz and transmitting a power of 10 mW that employs a directional antenna with gain
5dBi? The sensitivity of the mobile receiver is —110 dBm. Assume that /,,, = 1.2 m. How
would you increase the size of the cell?
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Problem 13:

A mobile system is to provide 95% successful communication at the fringe of coverage with
a location variability having a zero mean Gaussian distribution with standard deviation of
8 dB. What fade margin is required?

Problem 14:

Sketch the power-delay profile of the following wideband channel. Calculate the excess
delay spread, the mean delay, and the RMS delay spread of the multipath channel described
in Table P2.2. A channel is considered “wideband” if the inverse of the rms multipath spread
is smaller than the data rate of the system. Would the channel be considered a wideband
channel for a binary data system at 25 kbps? Why?

TABLE P2.2 Delay-power profile for Problem 14

Relative delay in microseconds Average relative power in dB
0.0 -1.0
0.5 0.0
0.7 -3.0
1.5 —6.0
2.1 -7.0
4.7 -11.0

Problem 15:

The modulation technique used in the existing Advanced Mobile Phone System (AMPS) is
analog FM. The transmission bandwidth is 30kHz per channel and the maximum
transmitted power from a mobile user is 3 W. The acceptable quality of the received SNR
is 18 dB and the power of the background noise in the system is —120 dBm. Assuming that
the height of the base and mobile station antennas are /1, = 100 m and /,,, = 3 m respectively
and the frequency operation of is f =900 MHz, what is the maximum distance between the
mobile station and the base station for an acceptable quality of communication?

(a) Assume free space propagation with transmitter and receiver antenna gains of 2.
(b) Use Hata’s equations for Okumura’s model in a large city.

Problem 16:

The IEEE 802.11 WLANSs operate at a maximum transmission power of 100 mW (20 dBm)
using multiple channels with different carrier frequencies. The IEEE 802.11g use
2.402-2.480 GHz bands and the IEEE 802.11a uses 5.150-5.825 GHz bands. Both stan-
dards use OFDM modulation with a bandwidth of 20 MHz.

(a) Calculate received signal strength in dBm at one meter distance of an IEEE 802.11¢g
access point for the smallest and the largest possible carrier frequencies in the band.
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Assume that transmitter and receiver antenna gains are one and in one meter distance
signal propagation follows the free-space propagation rules.

(b) Repeat (a) for the IEEE 802.11a WLANS.

(c) Compare the received signal strengths at one meter distance of the IEEE 802.11g and
IEEE 802.11a devices. Use the middle of the allocated band for each standard as the
carrier frequency in your calculations.

(d) Compare the rate of the received signal fluctuations (Doppler shift), due to the
change in frequency of operation, for the IEEE 802.11g and the IEEE 802.11a. Use the
middle of the allocated for each standard as the carrier frequency in your calculations.

Problem 17:

A multipath channel has three paths at 0, 50, and 100 nsec with the relative strengths of 0,
—10, and —15 dBm, respectively.

(a) What is the multipath spread of the channel?
(b) Calculate the rms multipath spread of the channel.

(c) What would be the difference between multipath spreads and rms multipath spreads
of this three-path channel and a two-path channel formed by the first and the third
path of this profile?

Problem 18:

In the 1900 MHz bands, measurements [Bla92] show that the RMS delay spread
increases with distance. An upper bound on the RMS delay spread is given by the
equation 7 = ¢*095L() in ns where L(d) is the mean path loss in dB as a function of
distance d between the transmitter and receiver. The path loss itself is given by the
equation L(d) =L+ 10alog,o(d/dy) where Ly=38dB and o =2.2 for d < 884 m and
a=9.36 for d>884m. The standard deviation of shadow fading is 8.6 dB. Assume
that you are using a transmission scheme that has a symbol rate of 135 ksps without
equalization. If the maximum allowable path-loss is 135 dB, what limits the size of the
cell - the RMS delay spread, or the outage at 90% coverage at the cell-edge? Explain
clearly all of your steps.

PROJECT 1: SIMULATION OF MULTIPATH FADING

Figure P2.2 shows two mobile Automatic Guided Vehicles (AGVs) communicating in a
large open indoor area with a ceiling with a height of 5 m and two antennas that are 1.5 meter
above the ground. Communication between the terminals is taking place through three
paths: the direct path, the path reflected from the ground and the path reflected from the
ceiling. The reflection coefficients from the ground and the ceiling are 0.7 and each
reflection causes an additional 180 degrees phase shift.

(a) If the transmitted power is / mW, derive an expression for calculation of P, the free
space received signal strength in 7 m distance from the transmitter, as a function of
frequency of operation, f.
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Ceiling

FIGURE P2.2 An indoor scenario for path-loss modeling using Ray tracing.

(b) Derive an expression for calculation of the amplitude, delay, and phase of each of the
arriving paths as a function of distance, d, and the frequency of operation, f.

(c) Derive an expression for calculation of the received signal strength (RSS) as a
function of d and f.

(d) Use MATLAB to plot the RSS versus distance for /m <d< 100m for center
frequencies of 900 MHz, 2.4 GHz, and 5.2 GHz (similar to the plot provided in
Fig. P2.3).

(e) Discuss the relation between the received signal strength, rate of fluctuations, and
frequency of operation.

(f) Use the results for 2.4 GHz to design a two-piece path-loss model for the RSS by
determining a suitable break-point and two distance power gradients in the two regions.
Compare your model with the IEEE 802.11 models and discuss your observations.

PROJECT 2: THE RSS IN IEEE 802.11

There are a number of software tools (e.g. WirelessMon by PassMark) which can be used to
gather information about access points in close proximity. These tools provides multiple
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features but we are going to use them to log the received signal strength (RSS) from chosen
access points (APs) at different locations to check with 802.11 models. The following steps
can be used to make an RSS measurement using these tools.

e Install a software tool for measurement of RSS (e.g. you can download wirelessmon.
exe from http://www.passmark.com/products/wirelessmonitor.htm) in your laptop.

¢ Set the software to monitor the access point of your choice, the access points can be
distinguished from each other by their MAC addresses or SSIDs.

¢ Modify the logging options of the software for recording the characteristics of an AP.
¢ Record the RSS readings from a specific AP.
(a) Do war driving in a specific floor of your building, for which you have an schematic
available, to find the exact location of the AP in that floor. Show the locations in the
schematics of the building.

(b) Select five different locations on the floor of your choice which are approximately
1,5, 10, 20, and 30 meters away from your AP of choice. Spread the points over the
entire floor and mark them on your schematic floor plan. Determine the distance
from the selected points to each of the AP locations in that floor.

(c) Measure the RSS at each location for at least 1 minute. Calculate the average power
received from each AP in each location and record them in a table which relates the
distance to RSS from your target AP.

(d) Use the table to generate a scatter plot of the average RSS (in dBm) vs distance in
logarithmic form for all APs in your target floor.

(e) Find the best fit 802.11 model for your data in the scattered plot.

(f) Use www.speakeasy.net/speedtest to record the measured data rate in each of the
five locations.

(g) Explain the correlation among the throughput from speakeasy and the power and
distance in each location.

PROJECT 3: COVERAGE AND DATA RATE PERFORMANCE
OF THE IEEE 802.11B/G WLANS

I. Modeling of the RSS

To develop a model for the coverage of the IEEE 802.11b/g WLANS, a group of
undergraduate students at WPI measured the received signal strength (RSS) in six locations
in the third floor of the Atwater Kent Laboratory (AKL) at WPI, shown in Figure P2.4. After
subtracting the RSS from the transmitted power recommended by the manufactures they
calculated the path-loss for all the points that are shown in Table P2.3.

To develop a model for the coverage of the WLANS they used the simple distance-power
gradient model:

L, = Lo+ 10a log ((d)

Where d is the distance between the transmitter and the receiver, L, is the path-loss
between the transmitter and the receiver, L, is the path-loss at one meter distance from the
transmitter, and « is the distance-power gradient. One way to determine L, and a from the
results of measurements is plot the measured L, and log () and find the best fit line to
the results of measurements.
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FIGUREP2.4 Location of the transmitter and first five locations of the receiver used for calculation
of the RSS and path-loss.

TABLE P2.3 The distance between the transmitter and the receiver and the
associated path-loss for the experiment

Distance (m) Number of Walls Lp (dB)
3 1 62.7

6.6 2 70

9.5 3 72.75
15 4 82.75
22.5 5 90

28.8 6 93

(a) Use the results of measurements by students to determine the distance-power

(b)

gradient, «, and path loss in the one meter distance from the transmitter, L,. In
your report provide the Matlab code and the plot of the results and the best fit curve.
Manufacturers often provide similar measurement tables for typical indoor envir-
onments. Table P2.4 shows the RSS at different distances for open areas (an area
without wall), semi-open areas (typical office areas), and closed areas (harsher
indoor environments) provided by PROXIM, one of the manufacturers of WLAN
products. Use the results of measurements from the manufacturer and repeat part (a)
for the three areas used by the manufacturer. Which of the measurements areas used
by the manufacturer resembles the 3rd floor of the Atwater Kent laboratory used by
the MQP students? Assume that the transmitted power used for these measurements
was 20 dBm. In your report give the curves used for calculations of the distance-
power gradient in different locations.

II. Coverage Study

IEEE

802.11b/g WLANs support multiple data rates. As the distance between the

transmitter and the receiver increases the WLAN reduces its data rate to expand its
coverage. The IEEE 802.11b/g standards recommend a set of data rates for the WLAN.
The first column of the Table P2.4 shows the four data rates supported by the IEEE
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TABLE P2.4 Data rate, distance in different areas, and the RSS for IEEE 802.11b (Source
Proxim)

Data Rate Closed area Semi-Open area Open area Signal Level
(Mbps) (m) (m) (m) (dBm)

11 25 50 160 —82

5.5 35 70 270 —87

2 40 90 400 -91

1 50 115 550 —9%4

TABLE P2.5 Data rates and the RSS for the IEEE 802.11g (Source

Cisco)

Data Rate (Mbps) RSS (dBm)
54 =72

48 -72

36 -73

24 =77

18 —-80

12 —82

9 —84

6 -90

802.11b standard and the last column represents the require RSS to support these data
rates. Table P2.5 shows the data rates and the RSS for the IEEE 802.11g provided by
Cisco.

(a) Plotthe datarate versus coverage (staircase functions) for the IEEE 802.11b WLANSs
for closed, open, and semi-open areas using Table P2.4 provided by Proxim. Discuss
the coverage vs data rate performance in different areas and relate them to the value of
a of different areas, calculated in part I of the project.

(b) Using a and L found for the third floor of the AKL, plot the data rate versus coverage
(staircase functions) for IEEE 802.11b and g WLANSs operating in that area. Discuss
the differences in data rate vs coverage performance of the 802.11b and g in the third
floor of AKL.
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3.1 INFORMATION TRANSMISSION

In Chapter 2 we described the behavior of different wired and wireless media. To transfer the
information over a medium we need information transmission techniques. A number of
analog and digital information transmission techniques have evolved in the past century.
Fundamentally, these techniques are either used for transmitting a waveform over the
transmission medium or to process the information so that it uses the transmission facilities
efficiently. In this chapter we provide an overview of transmission techniques which
gradually moved into implementations of popular physical layers in modern information
networks. In Chapter 4 we will present a summary of the coding techniques and protocols
used for reliable packet transmission. The material presented in these chapters prepares the
reader for understanding the reasons behind the development of WAN, LAN, and PAN
information networking alternatives in modern times. The material presented is carefully
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FIGURE 3.1 Overview of transmission and reception of digital data in the PHY layer.

selected to avoid complicated signal processing details that would need training in electrical
engineering. The audience of the book is assumed to be computer engineering and science
students. However, electrical engineering students may have an easier time grasping this
material because they may have studied similar material in other courses.

Figure 3.1 shows a general block diagram for different components involved in information
transmission. The information source is first encoded into digital information or a bit stream
which then passes through a channel coding process that increases its integrity and protects the
data against disturbances caused by the transmission channel. The encoded data stream is then
mapped into a set of analog waveforms s(t) each representing a set of transmitted information
bits. Symbols are transmitted every T seconds, referred to as the symbol duration or symbol
interval. The waveform representing the symbols passes through the channel, which may
make changes to the shape of the signal and disturb it with additive noise. The received symbol
is then processed at the receiver, which extracts the best processed estimate of the transmitted
bits associated with the received symbol which is then decoded to retrieve the transmitted
information. We have structured this chapter to address bit transmission techniques. In
networking we use packets or frames for transmission. Source coding, channel coding, and
techniques used for reliable packet transmission are presented in Chapter 4.

In the rest of this section we discuss issues related to wired and wireless transmission
followed by introducing the simplest implementation of the physical layer using baseband
transmissions. Section 3.2 describes multisymbol transmission and signal constellations
used to express the details of more complex transmission techniques. Section 3.3 is
devoted to performance analysis of the PHY layer. In this section we describe the effects of
noise and fading on the performance of modems and we introduce the concept of diversity
techniques and its impact on the performance of wireless networks. Section 3.4 provides
an overview of the modern techniques used for wideband or high data rate wireless
networks: spread spectrum, OFDM, space-time coding (STC), and MIMO transmission
techniques are described in this section.

3.1.1 Wired and Wireless Transmission

In principle, transmission techniques used in information networks are applicable to all
wired and wireless modems because the basic design issues are common to both systems.
In general, we would like to transmit data with the highest achievable data rate with a
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minimum expenditure of signal power, channel bandwidth, and transmitter and receiver
complexity. In other words, we usually want to maximize both bandwidth efficiency and
power efficiency and minimize the transmission system complexity. However, the
emphasis on these three objectives varies according to the application requirement and
medium for transmission, and there are certain details that are specific to particular
applications and transmission media. Also, these design objectives are often conflicting
and the tradeoffs decide what factors are considered more important than others.

In most legacy wired LANs or optical wireless channels, transmission schemes over
twisted pair, coaxial cable, or wireless/fiber optical media were very simple. The received
data from the higher layers were coded to facilitate clock synchronization at the receiver
and the coded signals were applied directly to the medium. These transmission techniques
are often referred to as baseband transmission schemes. In voice-band modems, DSL, and
coaxial cable modem applications, the transmitted signal is modulated over a carrier.
In voice-band modems this carrier is around 1800 Hz; that is, the center of the passband of
300-3300 Hz of telephone channels. The purpose of modulation here is to eliminate the DC
component from the transmission spectrum and allow the usage of more bandwidth-efficient
modulation to support higher data rates. For DSL services, the spectrum in which DSL is
utilized is shifted away from the lower frequencies used for voice applications. Discrete
multitone transmission, a form of OFDM, is employed there. In cable modems, modulation
is employed to shift the spectrum of the signal to a particular frequency channel and improve
the bandwidth efficiency of the channel to support higher data rates. In industry, cable
modems are referred to as broadband modems because they provide a much higher data rate
(broader band) than the voice-band modems. High bandwidth efficiency in the voice band
has a direct economic advantage to the user, as it can reduce connect time and avoids the
necessity for leasing additional circuits to support the application at hand. The typical
telephone channel is less hostile than a typical radio channel, providing a fertile environ-
ment for examining and employing complex transmission and coding techniques such as
QAM and TCM and complex signal-processing algorithms, such as equalizers and echo
cancellers. Specific impairments seen on telephone channels are amplitude and delay
distortion, phase jitter, frequency offset, and effects of nonlinearity. Many of the practical
design techniques of wired modems have been developed to deal efficiently with these
categories of impairments.

Wireless channels are characterized by multipath fading and Doppler spread, and a key
impediment in the radio environment is the relatively high levels of average signal power
needed to overcome fading. However, there are other considerations that impact the
selection of a modem technique for a wireless application. For example, in radio systems,
bandwidth efficiency is an important consideration, since the radio spectrum is limited and
many operational bands are becoming increasingly crowded. These requirements can vary
somewhat from one system to another, depending upon the type of system, the requirements
for delivered service, and the users’ equipment constraints.

Most wireless networks that support mobile users have a need for bandwidth-efficient
transmission. One of the major incentives of the cellular telephone industry for moving
from analog to digital and then from TDMA to CDMA was to increase the bandwidth
efficiency and, consequently, the number of users. A cellular carrier company is assigned
a specified amount of licensed bandwidth in which to operate their system; therefore, an
increase in system capacity leads directly to increased revenues. This defines another
clear need for transmission techniques that provide efficient utilization of available
bandwidth.
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FIGURE 3.2 Power consumption and the size/weight of a mobile terminal.

Power efficiency is another parameter which is not of major importance for wireless
equipment using AC power sources, such as WLAN APs or cellular BSs, but is of crucial
importance in battery-oriented applications such as handheld cellular or WLAN cards used
in laptops. In these applications, power consumption translates into battery size and
recharging intervals and, even more important to the mobile user, into the size and weight
of portable terminals. Figure 3.2 demonstrates how the power consumption is directly
related to device size and weight. Power efficiency will become increasingly important as
consumers become accustomed to the convenience of small hand-held communication
devices.

There are two facets of the power requirement: one is the power needed to operate the
electronics in the terminal; the other is the amount of power needed at the input to the power
amplifier in order to radiate a given amount of signal power from the antenna. The radiated
signal power, of course, translates directly into signal coverage and it is a function of the
data rate and the complexity of the receiver. Higher data rates require higher operating levels
of transmitted power. More complex systems using computationally demanding coding
techniques or employing adaptive signal processing algorithms require less transmission
power. However, a more complex receiver design increases the power consumed by the
electronics and, consequently, reduces battery life. In some applications a compromise has
to be made between the complexity of the receiver and the electronic power consumption.
For example, in the case of handheld cordless telephone devices, some manufacturers
avoid the use of complex speech coding techniques in order to reduce battery consumption.
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Also, in the design of high-speed data communication networks, for laptop or pen-pad
computers, some designers find it difficult to justify the additional electronic power
consumption necessitated by the inclusion of adaptive algorithms.

In spread-spectrum CDMA systems, power efficiency and overall system bandwidth
efficiency are closely related. The use of a more power-efficient modulation method allows a
system to operate with a lower transmission power. The performance of a CDMA system is
limited by the interference from other users on the system, and an improvement in power
efficiency in turn increases the bandwidth efficiency of the system. To support higher data
rates, OFDM and MIMO technologies provide a more attractive solution for transmission.
Most of the modern WLAN and WPAN techniques employ CDMA, OFDM, and MIMO
transmission techniques to support a better quality streaming for voice and video and higher
data rates for information transmission.

3.1.2 Baseband Transmission

We start our technical discussions on transmission techniques with baseband transmission
using line coding techniques. In baseband transmission, the digital signal is transmitted
without modulating it over a carrier at a higher frequency. In line-coded transmission, the
digital data stream is line coded to facilitate synchronization at the receiver and avoid the
DC offset during transmission. Baseband line-coded signaling is commonly used in short-
distance wired and wireless applications. In wired applications, baseband signaling using
differential Manchester line-coding is used in the IEEE 802.3 Ethernet, the dominant
standard for LANs, as well as IEEE 802.5 token ring, the competitor of Ethernet in the early
days of the LAN industry. In wireless applications, baseband transmission with line coding
is popular in high-speed diffuse and directed beam IR wireless LANs. We discuss this topic
first to provide a clear understanding of the issues through simple examples.

If the data stream produced by a computer is applied directly to the wires, then the
receivers will have difficulty in synchronizing with the transmitted symbols. To provide
better synchronization at the receiver, the format of the incoming data stream is modified
before transmission. This modification process is often referred to as line coding. We now
provide more details of several popular line-coding techniques with a discussion on why
they have evolved and examples of how they work.

Figure 3.3 shows examples of popular line-coding techniques. The non-return to zero
(NRZ) line coding, shown in Fig. 3.3a, just uses two different amplitudes for the two
different binary digits. On wired links, these two amplitudes are selected at the same level
with opposite polarities. With this setup, the average transmitted amplitude of the waveform
is zero, providing a zero DC component for the transmission. It can be shown that this form
of transmitted symbols provides the best performance with a fixed transmission power.
In optical communications, however, we have LEDs, which cannot implement polarity.
Usually, the light is either on or off. Hence, the transmission does not have a zero average
or DC value in this case. In the case of NRZ-I, shown in Fig. 3.3b, in the computer
communication community the letter “I”” stands for inverted. Here, the term “inverted” does
not mean that the amplitude is inverted; rather, it means that the information bit is encoded at
the edge of the bit. In Fig 3.3h, whenever we have a “0” we have no transition at the edge
and when we have a “1”” we have a transition at the edge. This arrangement in the telecom-
munication literature is referred to as differential coding. The advantage of this type of
coding is that we can afford 180° phase ambiguity, which means that, if the polarization
of the received data is the reverse of the transmitted data, coding still works. In baseband
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FIGURE 3.3 Examples of popular line coding techniques: (¢) NRZ; (b) NRZ inverse; (¢) RZ;
(d) Manchester coding; (e) differential Manchester coding used in 802.3 Ethernet; (f) three-level AMI.

communications, receiver digital circuitry is often edge triggered, which better suits this
type of coding.

NRZ in Fig. 3.3a means that the signal amplitude does stay at the same level throughout
the transmission of a bit. In contrast, with return to zero (RZ) in Fig. 3.3¢, during
transmission of the symbol “1,” in the middle of the transmission of a bit, the amplitude
is changed. The transition in the middle of the bit in RZ coding assures that if we have a
string of “1s,” even then, for every symbol we have a transition enabling clock recovery.
In general, the receiver synchronizes based on the transitions in the received signal; more
transitions provide better synchronization at the receiver. There is an advantage of RZ over
NRZ is these additional transitions. The disadvantage of the RZ approach is that the
transmitted pulses are two times narrower, consuming twice the bandwidth of NRZ coding.

Figure 3.3d shows Manchester-coded information bits. In this coding technique, the digit
“0” is represented by a pulse starting at a high level that switches to a low level in the middle
of the transmission of the bit. The symbol for “1” is the inverse of “0,” starting low and
ending at the high amplitude. This code has the basic concepts of the RZ transmissions with
the additional advantage that it has a transition for both symbols, whereas the transitions
with RZ were only used on the digit “1.” In optical communications, where we turn an LED
on and off to transfer two digits for binary communications, RZ can be easily implemented
by reducing the on time of the LED to a half. This will also reduce the power consumption of
the signal to a half, which is very useful for applications such as remote controls, where we
want to have a very long battery life. In remote controls for devices like TVs, to save even
more in terms of the transmission power, rather than keeping the LED on for half of the time,
we may turn it on and off several times [Pah95]. The edge-triggered variation of the
Manchester code, called differential Manchester coding, is shown in Fig. 3.3e. In this code
we always have a transition in the middle of the bit. However, if we have a “0” then we have a
transition in the start of the bit and if we have “1” then there is no transition at the beginning
of the bit. Differential Manchester coding was the first physical layer transmission technique
recommended by the IEEE 802.3 Ethernet standardization committee.

Figure 3.3f shows a three-level line-coding technique called alternate mark inversion
(AMI), in which we transmit the “1” symbols as a pulse with alternating polarities. In a
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manner similar to RZ, this approach provides for better synchronization, but unlike RZ it
does not double the bandwidth of the system. In this section we have only referred to some
basic examples and the issues which are involved in the design of line-coding techniques.
More advanced line-coding techniques, such as ML-3, 4B3T, 8B10B, etc., are commonly
used in design of fast and gigabit Ethernet, which will be described in Chapter 8.

3.2 TRANSMISSION TECHNIQUES AND SIGNAL CONSTELLATION

The POTS transmits the analog voice to the network where it is digitized before further
transmission. The idea of ISDN, which was expected to bring digital transmission to the
home, never became popular, and analog transmission with POTS remained as the dominant
transmission technique to connect homes to the PSTN. To connect to the Internet, first voice-
band modems and then high-speed or broadband xDSL and cable modems dominated the
market. Voice-band modems and xDSL use the same telephone wiring which is used by
POTS, and cable modems use the cable TV wiring. All of them use bandpass modem
transmission techniques.

In wireless communications, the situation was different. The first-generation wireless
cellular and cordless telephone systems used analog frequency modulation (FM). With the
emergence of second-generation wireless networks, digital transmission techniques
replaced analog transmission. To increase the capacity, analog voice was source coded
into digital format at the mobile terminal for digital transmission over the wireless
medium. Speech coding at the terminal also facilitates the integration of voice and data
services in a single terminal. After the emergence of second-generation systems, digital
transmission has become the dominant choice for wireless communication networks. As
far as computer communication networks are concerned, Ethernet connected the LANs
using baseband digital transmission techniques and IEEE 802.11 WLANS (the wireless
Ethernet) used different bandpass transmission techniques. As a result of the popularity of
these diversified PHY layers, network operations with an understanding of the PHY layer
of the networks requires careful attention. In this book we are not concerned with analog
techniques, and in the rest of this chapter we describe digital transmission techniques used
for the implementation of the PHY layer of all of these modern digital communication
networks.

Popular digital transmission techniques can be divided into four categories according to
their applications. The first category is pulse transmission techniques used for baseband
transmission in Ethernet, optical communication links and the so-called impulse radio UWB
networks [Sch00]. The second category is the bandpass or carrier-modulated techniques
widely used in TDMA cellular networks and a number of mobile data networks. The third
category consists of spread-spectrum systems used in optical, some cable, and satellite
communications, as well as the CDMA digital cellular networks and the original IEEE
802.11 WLANS operating in ISM bands. More recently, a fourth category of transmission
technology has emerged to increase the data rates of all of these systems to support
broadband access for popular Internet access and other data-oriented applications. Varia-
tions of the spread-spectrum technology and OFDM have been adopted by WLAN standard
organizations and are being considered for incorporation into the future voice-oriented
cellular networks. In the following sections we provide an overall description of all of these
popular modulation techniques to provide the reader with an understanding of the applied
physical layer alternatives.
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FIGURE 3.4 Basic concept of digital communications.

3.2.1 Multisymbol Digital Communications

In Fig. 3.4, symbols are transmitted every T seconds, which we may refer to as the symbol
time. In digital communications these symbols are represented by a set of electrical
waveforms, each representing one of the transmitting symbols.

Example 3.1: PAM Figure 3.4 shows a digital communication system using four
symbols. Each symbol carries 2 bits of encoded data. The stream of data is packed into
blocks of length 2 bits to associate with the transmitted symbols. Since the shape of the
waveforms is the same and only their amplitude is different, we call this digital commu-
nication technique the PAM technique. The four possible pulses used in this system take
(£1, £3) amplitudes of the basic pulse s;(t).

Example 3.2: RF Communications In RF communications, pulses are formed by
sinusoids at different frequencies. In the computer communications literature these pulses
are sometimes referred to as bandpass pulses, in contrast to baseband pulses. Figure 3.5
shows a 4-PAM system using RF pulses with a basic pulse shape of s,(¢) =sin w.(?),
0 <t <T. The center frequency of the RF pulse is f. = w./2n. The advantage of RF pulses is
that we can change the center frequency and have several of these streams operate on a single
medium at the same time. This method of transmitting multiple streams over a single
medium is referred to as FDM, which is used in all wireless networks. The wireless medium
is not like wired media, where we always have the choice to add another cable at an
additional cost; therefore, FDM is essential for wireless networks, while in wired media
FDM is a luxury for efficient use of the medium.

Atthe receiver, the recovered bits are detected based on the shape of the received symbol.
If the channel distorts the transmitted symbol significantly then it may be mistaken as
another symbol at the receiver, causing an error. The probability of occurrence of this error is
a function of harshness of the channel, strength or power of the transmitted signal, and the
modulation techniques used for transmission. The digital communications literature [Pro00]
provides details of a number of transmission techniques. These details include the
relation between their error rate and the ratio of the transmitted power against the
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FIGURE 3.5 Baseband versus bandpass or RF transmission.
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background noise, as well as sophisticated signal processing techniques to improve the
performance.

3.2.2 Signal Constellation in Digital Communications

A popular graphical method to illustrate the relative energy of the symbols used in a digital
communication system is to employ a “signal constellation.” The signal constellation is a
way of showing the signals as points in space rather than referring to the actual time-
dependent waveform representing symbols, shown in Fig. 3.4. We use the square root of
the energy of the signal as a representation of its amplitude, as shown in Figure 3.6. This way
the transmitted symbols in the case of a PAM-based digital communication system are
illustrated in a one-dimensional graph. The average energy per symbol is the average energy
of the constellation, which is simply the average of the square of the distance of the points
from the center of the coordinate system.

Table 3.1 provides a summary of important parameters that are used in digital com-
munications to relate the transmission to the SNR of a transmission technique. The first set
of parameters is related to the transmission rates and their relation to the number of bits and
the number of symbols. The data transmission rate Ry, is the coded information bit rate of
the link in bits per second (bits/s). The symbol transmission rate Ry = 1/T is the sym-
bol transmission rate in symbols per second (S/s). If we use M symbols for digital

Data stream: 0111001010................
i

N

5511 5,10 5(1) <01 s5,(1) <00

sE -~ JE &
O O O O
d

FIGURE 3.6 The signal constellation for four symbols (PAM).



92 NETWORKING FUNDAMENTALS

TABLE 3.1 Summary of Important Parameters Used in
Digital Communications

Data transmission rate Ry,
Symbol transmission rate R
Number of symbols M
Average number of bits per symbol M
m= > pim;
i=0
Energy per symbol E, =[] si(0))* dr
M
Average energy per symbol Eo= 3" piE,
i=0
Energy per bit Ey=EJ/m
Variance of the noise No
SNR E( /Ny
SNR per bit Ey/Ny

communications and each symbol is transmitted with the probability of p; and it carries m;
bits, then the average number of bits per symbol is given by

M-1
m= Z pim; (3.1)
i=0
With an average of m bits per transmitted symbol, the bit rate R, =mR;.

The second set of parameters is related to the energy. The transmitted energy per symbol
is given by

2
E, = J si(t)‘ dt (3.2)
and the average transmitted energy is
M-1
Es - ZpiEx,. (33)
i=0

where p; is the probability of transmission of a symbol. For equally likely symbols (symbols
transmitted with equal probability), p;= 1/M. The average energy per bit is given by

Ey =— (3.4)

Example 3.3: Signal Constellation and Energy per Symbol Figure 3.6 shows a signal
constellation for the digital communication system described in Fig. 3.4 for which we have

1 E
M= 4, m=2, Po=P1=p2=p3=7, Ry = 2R, Ebe
3
-~ 1 9+ 14+ 1+9
E,= ;ZE,» =B =5E
4E,
d = 2VE| = 5‘
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This signal constellation can be implemented using baseband pulses for wired commu-
nications or RF pulses for wired or wireless data communications.

The constellation shown in Fig. 3.6 for PAM systems can be expanded for eight points
with 3 bits per symbol and more points in a similar manner. Each time that we double the
number of points in the constellation we send one more bit per symbol. It can be shown (see
problems at the end of the chapter) that, for PAM systems, the relation between the average
energy in the constellation and the minimum distance between the points is given by

4m_1
Eqp=
S,m 12

d? (3.5)

Since the exponential term on the numerator dominates over —1, we can say that, for a
normalized minimum distance between points in the constellation, the required average
energy is proportional to 4". This observation implies that addition of a bit to the bit per
symbol of a PAM constellation requires four times (or 101og4 = 6 dB) more transmission
power to maintain the same minimum distance between the points in the constellation. We
will see later that this minimum distance impacts the error probability.

Assuming that the variance of the background noise is denoted by N, the SNR
per symbol and per bit will be given by E(/N, and E/N, respectively. The SNR per symbol
is representative of the physical transmitted signal power compared with the background
noise power.

The received symbols are corrupted by noise, and if we map them to the constellation
they will be typically in a location close to the transmitted symbol. On rare occasions, the
received point in the constellation gets closer to another symbol, causing the receiver to
make an error in detection. The probability of the symbol error can be approximated by
[Pah05]

1 d 1 N
Py~ —erfc| —— | > —e /v .
‘ zerc(\/m) Ze (3 6)

where d is the distance between the symbols in the constellation, shown in Fig. 3.6.

Example 3.4: Energy in a 5-PAM System Figure 3.7 shows a signal constellation for the
5-PAM digital communication system. In this system, the first 2 bits of the stream of data are
checked and if we have 00, 01, or 10 then we map them to their associated symbols in the
middle of the constellation. If we have a 11, however, we wait for the next bit to form a block
of 3 bits. The two possible 3-bit patterns of 110 and 111 are then mapped to the corner points

Data stream: 91131_1'9%010 ................

S

-2,E -JE 0 E, 2.JE,
O O O O O
111 10 00 01 110

1 “ _
pi == ﬂ p —l
pi=— !
4

FIGURE 3.7 The signal constellation for 5-PAM.
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of the constellation. For this constellation, M =5 and
1

Po = P4 :g; my=my =3 (bits)
1 ,
PL=P2=P3 =55 my = my = m3 = 2 (bits)

Therefore:

4
1 1
= im; =2 x = x 3 (bits)+ 3 x — x 2 (bits) = 2.25 (bit
m ;p,m, X g X (bits)+ X 7% (bits) (bits)
and R,=2.25R, which indicates that with the same duration of pulses (the same bandwidth)
we have a system which provides a higher data rate than the 4-PAM system.

5
1 1 1 1 1 3
E :E piEi == 4E+ - X Ej+ - X 0+ - X Ej+ - x4E; =-E
s 2 8>< 1+4>< 1+4>< +4>< 1+8>< =55

2E,
d =VE =%

Therefore, for the same distance (the same symbol error rate), 5-PAM needs 1.5/1.25=1.2
times the transmitted energy per symbol (the same as the power). Power is usually measured
in decibels, in which we need 10log(1.2) ~ 0.8(dB) more power to support a 2.25 times
higher data rate.

The 5-PAM constellation can be implemented for wired baseband communications, but it
is not suitable for wireless communications because the symbol represented by zero energy
cannot be easily created. In Chapter 8 we show that the variations of this basic concept are
used in the design of a high-speed PHY layer for Ethernet.

= E, = 1.5d°

3.2.3 Two-Dimensional Signal Constellations

Two-dimensional constellations are widely used in transmission systems used in telecom-
munication networks. Historically, they were first employed in the early 1970s in voice-
band data communications to achieve 9600 bits/s transmission over four-wire telephone
lines; today, they are employed in high-speed Ethernet, DSL modems, cable modems,
wireless LANs and high data-rate cellular networks.

We start our discussions with an example.

Example 3.5: Two-Dimensional 16-QAM Constellation Assume we have two indepen-
dent 4-PAM transmission systems each having their own four symbols and associated bits.
We can create blocks of 4 bits and map each of 2 bits to one of the two 4-PAM systems. If we
define a two-dimensional signal constellation for this system, then we can represent the
constellation as shown in Fig. 3.8.

1 E;
M = 16 =4 i—, Ry=4R,, E,=—
) m ) p1167 b S b 4
15
1 4 x184+8 x 10+4 x2
E, = E 1—6E,-— 16 E, = 10E,

2FE
4 =WE=y7

~Ey = 2.5d°
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FIGURE 3.8 The two-dimensional signal constellation associated with the one-dimensional
constellation shown in Fig. 3.5.

This constellation is called a QAM constellation because it uses two independent or
orthogonal PAM systems. In this case it is 16-QAM with 16 signal points.

The constellation shown in Fig. 3.8 for QAM systems can be expanded to 64 points with
6 bits per symbol and more. Each time we double the number of points in the constellation
we send one more bit per symbol. It can be shown (see problems at the end of the chapter)
that for QAM systems the relation between the average energy in the constellation and the
minimum distance between the points is given by

2m—1
Es,m = 6

where m is an even number. For odd values of m, the constellation cannot have a rectangular
form. Since the exponential term on the numerator dominates the — 1, we can say that, for a
normalized minimum distance between signal points, the required average energy is propor-
tional to 2. This observation implies that the addition of a bit to the bit per symbol of a QAM
constellation requires two times (or 10log2 = 3 dB) more transmission power to maintain the
same minimum distance between signal points. Comparing the 3 dB per bit of QAM with the
6 dB per bit of PAM, we can conclude that the two-dimensional QAM is more power efficient
than one-dimensional PAM. This additional gain is obtained because, on average, for the
same minimum distance between the points of the constellation, in two-dimensional
QAM constellation we can bring points closer to the center than the one-dimensional PAM
constellation. Therefore, if we can implement a two- dimensional constellation, then we have
an edge. But how can we implement a two-dimensional constellation?

In general, we can implement a two-dimensional modulation scheme for baseband or
bandpass transmission techniques by using two different frequency bands or two different
time slots. In wired networks we can also implement a two-dimensional constellation by
using two different lines rather than one line for one-dimensional transmission. In the case
of bandpass signals, we can use two orthogonal carrier frequencies in the same band
to implement QAM signals. To describe this concept, first consider the implementation of

d? (3.7)
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FIGURE 3.9 Bandpass implementation of one-dimensional constellations: (a) the signal constel-
lation; (b) implementation of the transmitter and the receiver.

a one-dimensional constellation scheme using bandpass signals, as shown in Fig. 3.9.
Consider the implementation with rectangular pulses shown in Fig. 3.9. The amplitude of the
pulse obtained from the constellation is multiplied by the cosine of the carrier frequency . to
form the transmitted signal a,, cosw,t for a duration T of the symbol. Assuming an ideal
channel, the received signal is the same as the transmitted signal. To recover the transmitted
symbols we multiply the received signal by the cosine at the same frequency and then
integrate over the duration of the symbol. If the carrier frequency and the symbol duration are
adjusted so that we have full cycles of the cosine during the symbol interval, then we have

T,

T
J a, cos*w .t dt = % J(H— cos2w.t) dt = a,
0 0

2
TS S
and the transmitted symbol is recovered successfully.'

The basic concept described in Fig. 3.9 can be extended to the implementation of two-
dimensional constellations shown in Fig. 3.10. Each symbol in the constellation is identified

(a)

—a,

— b

sin @, t

®) sin @, t

FIGURE 3.10 Bandpass implementation of two-dimensional constellation: (@) the signal constel-
lation; (b) implementation of the transmitter and the receiver.

"Note that 2cos® @ =1+ cos2a, 2sina@=1— cos2a, and 2sin « cos a = sin2a.
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by a two-dimensional coordinate (a,, b,,), referred to in the digital communication literature
as in-phase and quadrature-phase symbols. The in-phase symbol is multiplied by a cosine
and the quadrature-phase symbol by a sine; the resulting signals are added and then passed
through the channel. The received signal a,, cos w.t is passed through two braches, similar to
the one-dimensional implementation for bandpass signals. The upper branch multiplies the
signal by the cosine to recover the in-phase symbols:
T, T
2 2 . an
T J (a,cos”w t+ bysinw. t cosw.t) dt = T J (14 cos2w. 1) dt+
0

&

S S

T
. J sin2w.tdt =a,+0=a,
0 0

and the lower branch recovers the quadrature-phase symbol as follows:

T

s T

2 w (. by

T J (aycoswct sinwct+ bysinw.t) dt = %J sin2w,t dt+ T J(l—coschl) dt=0+b,=0b,
0

S S S

0 0

The advantage of the two-dimensional bandpass implementation shown in Fig. 3.10 over
the one-dimensional implementation is that the two-dimensional bandpass implementation
can be used to send twice as many bits per symbol in the same bandwidth and the same
minimum distance between the symbols. As we discussed earlier, a rectangular two-
dimensional constellation consumes 3 dB per additional bit, whereas the one-dimensional
version needs 6 dB per bit. If we represent the bandwidth efficiency (sometimes called the
spectrum efficiency) by n and the bandwidth by W, the bandwidth efficiency is defined as

W

where Ry, is the bit rate of the data stream. The bandpass implementation has a separate
advantage allowing the multiplexing of two streams over the same band, resulting in
doubling the bandwidth efficiency of the transmission technique. The unit of bandwidth
efficiency is bits per second per hertz; indeed, it is the data rate of the system normalized by
the bandwidth. If we assume that the symbol transmission rate is the same as the bandwidth
(usually it is of the same order), R, = W, then n = (R},/R,) = m, which is the average number
of bits per points of the constellation, which can have the same unit as bandwidth efficiency.

We can now provide some examples of applying the signal constellation concept for the
design of the physical layer of networks.

n

Example 3.6: 64-QAM in IEEE 802.11g WLANs Figure 3.11 shows the 64-QAM signal
constellation recommended by IEEE 802.11g for 54 Mb/s data transmission. This constel-
lation has 6bits per symbol and the symbol transmission rate is 12kS/s. Therefore,
the base transmission rate is 6(bits/S) x 12(kS/s) = 72(Mb/s). However, the transmitted
data is encoded by a rate R = 3/4 convolution codes, which turn the effective data rate to 72
(Mb/s) x 3/4 = 54(Mb/s). Convolution codes add the equivalent of 1 bit to every 3 bits of
data stream to increase its integrity and provide for error corrections. These codes are very
popular in all wireless networks.

Example 3.7: TCM in Voice-band Modems Figure 3.12 shows the signal constellation
used for CCITT standard V.32 voice-band modems operating at 9600 bits/s. The symbol
transmission rate of the modem is 2400 S/s and the modem uses TCM. This coding
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FIGURE 3.11 QAM constellations for 4 and 6 bits/S.

technique doubles the number of bits per constellation (equivalent to adding 1 bit per
symbol) but correlates the transmitted symbols using a pattern that actually improves the
overall performance by 3-6dB. The constellation has 2° =32 symbols with 5 bits per
symbol, but one the bits is used for the coding overhead, resulting in an effective data rate of
4(bits/S) x 2400(S/s) = 9600(bits/s). Two other interesting issues related to this constella-
tion are that the constellation has a cross shape because five of the bits are odd and with that
number of bits we cannot create a square constellation similar to Fig. 3.11. The constellation
is rotated 45°, which allows one to use a subset of points in the constellation to implement a
simple binary constellation for the start-up procedure of the modem. During the start up
these modems need simple modulation techniques to initiate the adaptive signal processing
algorithms. A similar cross pattern with 128 points is also used as a standard for the 14.4 kb/s
modems (see the problems associated with this chapter).

Example 3.8: The 5 x 5 PAM Constellation in Ethernet Figure 3.13 shows the signal
constellation recommended by the IEEE 802 community for several versions of the
Ethernet. In that community this constellation is referred to as 5 x 5 PAM. This is the

bl’l
[} [}
[} [}
[ J [} [} [}
e o ° °
P Py Py Py > an
) [ [ ] [
[ ] ] [} [
[ ] [ ]
[ J [}

FIGURE 3.12 Signal constellation for TCM-coded 9600 bits/s modems recommended by CCITT
for four-wired voice-band operation.
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FIGURE 3.13 5 x5 PAM signal constellation used in different versions of Ethernet.

two-dimensional version of the 5-PAM shown in Fig. 3.7. For this constellation we have

M =25
1
for inner points : Pi=qg M= 4 (bits)
1
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1
for corner points : Pi=ggy mi= 6 (bits)

1 1
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E;
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1 1 1 1
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JE;
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To map the binary data stream to this constellation one may treat the stream as two
sequential streams of 5-PAM-encoded data using the encoding technique described in
Example 3.4. Similar to that example, if the first 2 bits in the stream are 00, 01, or 10 then
they are assigned to a,, values representing the three middle horizontal coordinates; ifitis 11,
then the next bit is read to make the a, assignment. After completion of horizontal bit
assignment, the next 2 or 3 bits in the stream are read and mapped with the same rules to
determine the appropriate b, value to identify the point in the constellation. Figure 3.14
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FIGURE 3.14 Baseband implementation of a two-dimensional constellation on two pairs of wires.

shows a block diagram for implementation of this constellation over two pairs of wires.
Comparing this with just the 5-PAM transmission scheme, this constellation has two times
higher data rates at the expense of 10 log(3/1.5) =3 dB more power. Like the 5-PAM
scheme, this constellation is only good for baseband data transmission that is restricted
to wired transmission and we need two sets of wires to implement it. When we use
two independent 5-PAMs over the two sets of wires, then we would have to double the
transmission power (3 dB more power).

3.2.4 Channel Capacity

In our discussions thus far we have shown how the design of the signal constellation relates
to the achievable data rate and the bandwidth and energy efficiency. At this time, it is useful
to consider the ultimate limits on data rate and efficiency that are theoretically achievable.
This is best done by examining Shannon-Hartley’s well-known formula:

E
C= W10g2<1+ —s> bits/s
No

where C = Ry_max 1S the maximum achievable information transfer rate in bits per second
in a bandwidth of WHz, and the signal-to-noise power ratio of E/N, [Sha48]. This simple
and powerful theorem relates the three most important transmission parameters, namely
power, bandwidth, and maximum achievable data rate, and it is the considered the ultimate
guideline for understanding the limits to the performance of a transmission technique. For
example, if we apply the above equation to the voice-band telephone channel which has a
bandwidth of 4kHz and a typical SNR of 30dB, then we obtain a theoretical channel
capacity of about 40 kb/s. If we want to increase the data rate, since bandwidth and the
maximum transmitted power are fixed, then we need to improve the line conditions to reduce
the noise at the receiver. In V.90 modems this is done in the downstream channel by
eliminating the analog circuitry in the connection between the user and the PSTN.
If we express the equation in terms of bandwidth efficiency we have

C ES .
Nnax = W log, (1+ No) bits/(s Hz) (3.8)

in which 71, is the maximum bandwidth efficiency. As we explained in Section 3.2.3, in
symbol transmission techniques, we can reasonably replace the bandwidth by the symbol
transmission rate Ry, in which case 7)ax = Pimax, the maximum number of average bits per
symbol of a constellation. This simple bound provides us with an idea to relate the bandwidth,
data rate, and the SNR to find achievable transmission rates over a specific channel.
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In Eq. (3.8), if we use

E; Ey C E, C
T T PMnmax T =5 — 5V
No N WNy, W
then we will have
C C Ey, C
W log, (l—l— Wm) = 10g2(1+ W’yb)
Or
E, 1 c
= (2¢/W_4
Yo N() C/W( )

It will be useful, therefore, to determine how closely this limit can be approached with
various signal constellations.

This equation describes channel capacity in terms of two convenient normalized para-
meters, y, = Ey/Ng and 11 = C/W = Ry,_.x/W. The first parameter is the minimum value
of SNR per bit required for reliable transmission of data at capacity over a channel with
bandwidth W. The second parameter, n = Ry/W, simply normalizes the bit rate normalized
by the bandwidth. Therefore, this equation relates the achievable data rate to the bandwidth
of the system and the SNR, which provides us with a convenient framework for assessing the
communications efficiency of any chosen modulation scheme.

In Fig. 3.15 we show the capacity formula as a plot of nn = R,/W versus 7y, = E\,/Ny. Note
that the lower portion of the scale is expanded for convenience in drawing the figure. This
figure essentially represents a plane of bandwidth versus efficiency, and the capacity curve
divides the plane into two regions. The shaded area to the left of the curve defines the region
in which reliable communication cannot be achieved; that is, no modulation or coding
scheme can be devised to operate in that region with low error rates in delivered data. In the
right-hand area of the figure, which defines the region of achievable signal designs, design
points are shown for several modulation methods, which we have discussed earlier. For all
the cases shown, the delivered BER is 10>, The displacement of each design point from the
capacity boundary indicates how close the communication efficiency of the corresponding
modulation scheme comes to the capacity limit. The horizontal displacement measures the
shortfall in terms of SNR per bit, while the vertical displacement measures the shortfall in
terms of bandwidth utilization. Note that the points would all move to the right (i.e. further
away from the capacity boundary) if we were to plot the modem design points for a lower
level of delivered BER, whereas they would move closer to the capacity boundary if we used
a higher BER.

It is conventional to call the region of R/W> 1 the bandwidth-limited region of operation
and to call the region of R/'W< 1 the power-limited region of operation. The bandwidth-
limited region includes all the modulation schemes we have described for use on voice-band
telephone circuits, where rigid channel bandwidth limitations are imposed by the existing
design of the public network. There, we see that the M-ary modem signal constellations
provide steadily increasing bandwidth utilization as M is increased. It can be seen from the
figure that the QAM schemes are closest to the capacity boundary.

By inspecting the figure we can conclude that if the bandwidth is much more than the data
rate (e.g. original direct-sequence spread-spectrum 802.11 with a 2 Mb/s data rate and
26 MHz bandwidth) then we can operate at a smaller SNR per bit (which results in larger
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FIGURE 3.15 Channel capacity and comparison of several modulation methods at a BER of 10~°.
(Source: [Skl01] © Prentice Hall PTR.)

coverage for the radio). If we have small bandwidth and we need high data rates (e.g. voice-
band modems with 4 kHz bandwidth and 36 kb/s modems) then we need to use multiple
symbols and a high SNR per bit.

3.3 PERFORMANCE OF THE PHYSICAL LAYER

In a wired or wireless transmission scheme, the transmitted symbols are corrupted by
additive background noise. In digital communications, the additive noise causes erroneous
decisions in detecting the transmitted symbols at the receiver. To measure the performance
of these transmission techniques, the symbol transmission error P or probability of bit
transmission error Py, in logarithmic form is often plotted against the SNR vy, = E(/N, or
SNR per bit y, = E/Ny in decibels for the particular transmission technique. These plots
allow us to determine the required level of the transmitted power to achieve a certain BER,
which is a subjective criterion imposed by the application. For example, in digital voice
transmission we may accept error rates on the order of 102 (1 in 100 bits) while for voice-
band data communications we expect error rates on the order of 10~ and for applications in
wired LANSs one may think of error rates lower than 10~®. SNR is a measure of how much
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received power is required to detect information in a signal correctly with a given
probability. As we described in Section 3.2.3, the SNR is related to the energy in the
constellation and the variance of the background noise as

Es RyEy  Ep

L R T AU (3.9)

To relate the SNR to the error rate, we start with Eq. (3.6), which relates the probability of
occurrence of a symbol detection error to the minimum distance in the constellation and
the variance of the background noise. On the other hand, in all our examples on signal
constellation we have derived a linear relation between the average energy in the signal
constellation and the square of the minimum distance. We can represent this relation by the
general equation E,=ad’, in which « is a parameter which differs among different
constellations. For example, o =2 for the 5-PAM constellation and a =2.5 for 16-QAM.
Substituting this overall relation into Eq. (3.6) we have

1 E 1
Py ~ ~etf ) > e /el 1
s 2erc( aN>_2e (3.10)

which relates the probability of symbol error to the SNR per symbol. To find out the relation
between the BER and the symbol error rate, consider Fig. 3.8. If a symbol is erroneously
detected as its neighboring symbol, then depending on the string of the bits which represent
that symbol most of the time we make only one error (e.g. we detect the received symbol as
corresponding to 0100 or 0001 instead of 0000). But rarely, we may yet make more than one
bit error (e.g. to detect it as 1001 instead of 0101). In general, when we assign bit blocks to
the points in the constellation, we pay attention to minimize the bit error occurrences in
neighboring points in the constellation. This procedure is referred to as Gray coding, which
assigns bit blocks to neighboring points in the constellation so that they are only different
in one bit of the block. This way, if a symbol transmission error occurs, only one bit will be in
error and all other bits remain the same. As an example, consider the top row of the points
in the constellation shown in Fig. 3.8. Any symbol error between the points and neighboring
points causes only one bit to be in error. Based on this discussion, we can assume that the
approximated symbol error rate given by Eq (3.6) is actually a good approximation of the
BER as well. Therefore, we may refer to the symbol error rate or BER as the probability of
error and assume that P, = P; ~ Py.

Equation (3.8) is good for comparison of different constellations and their relative
performance based on the same transmitted power. Constellations, however, may have
different bits per symbol and represent different data rates. In the literature, the SNR is
sometimes normalized by the number of bits per symbol by using the fact that E, = mEy, in
which case Eq. (3.9) changes to

1 /m | .
Pezzerfc( E'}%) Zze (m/a) vy (311)

In this format, y, = E/N, is referred to as the SNR per bit normalizing the transmitted
power by the number of bits, making the comparisons based on the same data rate. In the
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FIGURE 3.16 BER in logarithmic form versus SNR/bit in decibels for two values of m/a.

literature it is customary to plot P, in logarithmic form versus v, in decibels. Figure 3.16
gives an example of such plots produced with Matlab code.”

In Fig 3.16 we have plots of erf and its exponential bounds in Eq. (3.10) for two values of
m/a =1 and m/a = 1/2. These plots are very popular in the digital communication literature
to compare the performance of different physical layer alternatives. There are a few

>Matlab code similar to the following is used for generation of these plots:
gb_db = linspace (0, 30, 100) ;

gb =10."(gb_db/10);

pe_0 =1le-5;

pe_bpsk=a*erfc (sqrt(b *gb));
gb_0=(1/b) * (erfinv(1l-(pe_0/a)))"2;
gb_bpsk_db =10*10g10(gb_0) ;
figure(l)

semilogy(gb_db, pe_bpsk)

hold on

semilogy ([0 15], [1le-51e-5],"r")
axis([0 15 1e-61e-11)

set(gca, ‘XTick’, [0:1:15])
xlabel(*SNR/bit (dB)’)

ylabel (“BER’)
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interesting observations from this figure. The first observation is that the difference between
the set of erfc plots or exponential plots is 3 dB, which was what we expect because they are
different by a factor of two. The second observation is that the exponential provides an
asymptotic bound to the erfc function. This means that, with an increase in SNR and
reduction in the error rate, the two curves get closer to one another and they ultimately merge
when the error rate is close to zero. The third observation is that the error rate drops 100 times
for each 3 dB of additional SNR. For example, if we want to improve the error rate from 10>
to 1073 we need 3 dB or two times more transmission power with the same background
noise. These are very general and useful observations for systems engineering applications
to relate the data rate, power, and error rate to one another. The purpose of the plots is to
demonstrate how much performance degradation results when we design simpler receivers.

3.3.1 Effects of Fading on Performance over Wireless Channels

One of the main characteristics of the wireless medium affecting the performance of a
transmission technique is large fluctuations of the received power level, referred to as fading.
As opposed to wired channels, the received signal from wireless channels suffers from
strong amplitude fluctuations (on the order of 30-40 dB) that cause fading in the received
signal. The error rate of the transmission system increases substantially during periods of
signal fading, and the error rate becomes negligible when the system is out of fade.

Figure 3.17 shows the basic concept behind the strange and complex behavior of
transmission techniques over fading wireless channels. Owing to the fading effect the SNR
per bit y;, fluctuates randomly in time. The average SNR per bit vy, represents the transmitted
power which can be regulated by the designer. Any application has an acceptable error rate,
when 7, crosses a specified “threshold” and the error rate drops below the acceptable error
rate. The fraction of time in which the error rate is unacceptable is called the outage rate or
outage probability for those applications. The error rate when the signal is above the threshold
is always very small (close to zero), and when it is below the threshold it is very high (close to
0.5). Therefore, most errors occur during deep fades when the signal level crosses the
threshold. This is a very important observation; to remedy the effects of fading we need to find
methods that can recover bits corrupted during occurrence of deep fading.

To evaluate the performance over a fading radio channel, either the average BER P, or the
probability of outage versus average received SNR per bit 7, is used. The average BER and

4 High ‘. and low P, close to minimum of “0”

/ — ~ ~
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performance T Threshold Y,
f .
« Low y,and high P, close to maximum of “0.5” -

Time

FIGURE 3.17 Relation between error rate, outage rate and fading characteristics.
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the outage rate may look different. However, they represent the same phenomenon, and in
many cases they look similar. To calculate any of these performance measures we need a
model for the variations of y;,. The model most commonly used for variations of signal
amplitude in fading channels is the Rayleigh distribution, for which %, follows an
exponential distribution:

1 _
frln) = e
Yo
in which v, is the instantaneous SNR per bit and ¥, is the average SNR per bit over a long
time. If we consider the exponential asymptotic bound for errors described in Eq. (3.10),
then the average BER P, over all possible values of the SNR per bit 1, is given by

_ 1 [ _ 1/2 1/2
Pe — ZTJ efyb/ybef(m/a)‘yb d'yb = {’l’l_ ~ % (312)
YJo 1+E'Yb ol

The average BER P, is an inverse function of the average SNR per bit ;. To compare this
relation with the relation between the error rate P, and SNR per bit vy, for nonfading wired
channels, remember that a 3dB change in transmission power in nonfading channels
decreased the BER by two orders of magnitude (hundred times). Equation (3.12) reveals that
we need 20 dB (100 times) more average power to increase the average BER by two orders
of magnitude for fading channels. Figure 3.18a shows the average probability of error in
logarithmic form versus average SNR per bit in decibels for m/a = 2. This relation is a line
with slope of unity. Comparing this curve with the waterfall-like plots of BER versus signal
to noise per bit, shown in Fig 3.18b, we need much more power to overcome the effects of

10° : : : : : : : : :

~|
)

10"

10

10

30 35
7, =E, /N, (dB)

FIGURE 3.18 Average BER in logarithmic form versus average SNR/bit in decibels for m/a = 2:
(a) over a Rayleigh fading wireless channel; (b) over a nonfading wired channel.
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fading to achieve the same error rates. For example, to achieve an error rate of 10> we need
a vy, of less than 10 dB on a nonfading wired channel compared with an average signal to
noise per bit y;, or more than 45 dB needed to achieve the same average error rate on a fading
wireless channel. This difference means that achievement of the same error rate for the
radio channel requires > 3000 times (35 dB) more power. Designers of radio modems have
worked hard in the past half a century to close this gap between the performance over
nonfading wire and fading wireless channels and they have come up with a number of
innovative solutions such as STC and MIMO antenna systems, which are used as the latest
advancement in design of the physical layer of wireless networks. All of these solutions take
advantage of the so-called diversity techniques that we will discuss next.

3.3.2 Diversity Techniques

As we observed in the previous section, fading is manifested as signal amplitude fluctuations
over a wide dynamic range. In particular, during short periods of time, the channel goes into
deep fades causing significant numbers of errors that virtually dominate the overall average
error rate of the system. In order to compensate for the effects of fading when operating with a
fixed-power transmitter, the power must typically be increased by several orders of magnitude
relative to nonfading operation. This increase of power protects the system during the short
intervals of time when the channel is deeply faded. A more effective method of counteracting
the effects of fading is to use diversity techniques in transmission and reception of the signal.
The concept here is to provide multiple copies of the received signals whose fading patterns
are different (and hopefully independent, as we will see later). With the use of diversity, the
probability that all the received signals are in a fade at the same time reduces significantly,
which in turn can yield a large reduction in the average error rate of the system.

Figure 3.19 shows fluctuations in two branches of a diversity channel and how they help
in the reduction of overall error rates. When one of the branches is in deep fade, causing a
large number of errors, the correct data can be retrieved from the other branch. In a diversity

Diversity branch 1
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FIGURE 3.19 Fading in two branches of a diversity channel.
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channel, large numbers of errors can occur when all branches are in deep fade at the same
time. Since the probability of a deep fade occurring in all branches is much lower than in
only one branch, the error rate on a diversity channel is much less than on a single-branch
fading channel. The occurrence of deep fading on all branches is a function of correlation
among different branches and of the number of diversity channels. As the correlation among
the diversity branches decreases and they become independent and the number of branches
increases, the error rate decreases.

Diversity can be provided spatially by using multiple antennas, in frequency by providing
signal replicas at different carrier frequencies, or in time by providing signal replicas with
different arrival times. It is conventional to refer to the diversity components as diversity
branches. We assume that the same symbol is received along different branches, with each
branch exposed to a separate random fluctuation. This has the effect of reducing the
probability that the received signal will be faded simultaneously on all the branches; this in
turn reduces the overall outage probability, as well as the average BER.

A variety of techniques are available for reception of diversity signals. In the most
popular and the optimum method of combining, called maximal-ratio combining (MRC),
the diversity branches are weighted prior to summing them, each weight being proportional
to the received branch signal amplitude.

Let us assume that the amplitudes of the signals received on different branches are all
uncorrelated Rayleigh-distributed random variables and all branches of diversity have the
same average received signal power and that the average SNR on each branch is denoted by
Y,- The probability distribution function of the post-combining of a maximum ratio
combiner SNR is then given by the gamma function

fr(v) = vD le =%/ (3.13)

(D 1)!
where D is the order of diversity. It can be shown [Pro00, Pah05] using Eqs (3.10) and (3.13)
that the average probability of error for the maximal-ratio combiner output is given by

D

o 1 2D—1
Pe = Jfr(yb)Pb(Vb) dyy = | 77— ( ) (3.14)
0 83% D

where we use the standard notation for a binomial coefficient:

N N!
k)~ (N—k)k

The expression in Eq. (3.14) shows that average BER performance at the maximal-ratio
combiner output improves exponentially with increasing D, the order or number of branches
of diversity. Figure 3.20 shows the average probability of error P, versus average SNR
per bit 7y, for different orders of diversity. Included in the figure is the error rate curve for
steady-signal reception. As we saw earlier, with a single antenna we lose 30-35dB in
performance relative to steady-signal reception at reasonable levels of error rate. With two
independent diversity branches, the performance loss is reduced to about 25 dB, and with
four orders of diversity the signal-to-noise penalty is reduced to around 10dB. With
additional orders of diversity the penalty relative to nonfading can be further reduced. There
will, of course, be a practical limit to the order of diversity implemented because, for
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FIGURE 3.20 Average BER versus average SNR per bit for different orders of diversity.

example, one cannot put an arbitrarily large number of antennas into a communications
terminal.

3.4 WIDEBAND MODEMS

Another major difference between wireless and wired channels is that the wireless channel
is a multipath channel. In a multipath channel, the shape of the received pulse and the time
duration of the signaling pulse are both changed due to multipath arrivals. The difference
between the first and the last arriving pulses at the receiver due to the same transmitted pulse
is the delay spread of the channel. If the symbol duration is much larger than the multipath
spread of the channel, then all pulses received via different paths arrive roughly on top of one
another, causing only amplitude fluctuations and fading that was discussed in the previous
section. If the ratio of the delay spread to the pulse duration becomes considerable, then the
received pulse shape is severely distorted and it also interferes with neighboring symbols,
causing ISI. In addition to SNR fluctuations due to fading effects, the interference power
also degrades the performance. However, the ISI effect of multipath degrades the perfor-
mance in a different manner than fading. The effects of fading can be compensated via an
increase in the transmit power by a fading margin. However, increasing the transmit power
cannot compensate for the effects of ISI. This is because an increase in the transmit power
increases the signal as well the ISI interference power, keeping the signal-to-interference
ratio at the same level.

The effect of ISI caused by multipath is the main obstacle for high-speed communica-
tions over wireless channels. As we increase the data rate, the duration of the transmitted
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symbols decreases and the ISI caused by multipath increases. As a result, handling the ISI
effects of multipath in the hope of using the diversity of the received signal from different
paths has been another major area of research for the past several decades. As a result of this
research, a number of signal processing techniques, such as OFDM, adaptive equalization,
spread spectrum, and UWB communications, have emerged to take advantage of multipath
arrival and to achieve higher data rates, referred to as wideband modems, for wireless RF
transmissions. The most popular of these techniques is OFDM, adopted by the IEEE 802.11
community. OFDM combined with MIMO technologies has enabled WLANSs to increase
their first-generation data rates of 2 Mb/s using spread-spectrum technology to over 100 Mb/s
in IEEE 802.11n. In the rest of this section we provide an overview of the most important of
these technologies: spread-spectrum transmission, OFDM, and MIMO.

3.4.1 Spread-Spectrum Transmissions

Spread-spectrum technology was first invented during the Second World War and it
has dominated military communication applications, where it is attractive because of its
resistance to interference and interception, as well as its amenability to high-resolution
ranging. In the later part of the 1980s, commercial applications of spread-spectrum technology
were investigated, and today it is the transmission technique used in 3G cellular, a number of
proprietary cordless telephones, the original IEEE 802.11 WLAN, IEEE 802.15 Bluetooth,
ZigBee and UWB WPANSs. The voice-oriented digital cellular and PCS industries have
selected spread-spectrum technology to support CDMA networks as an alternative to TDMA/
FDMA networks in order to increase system capacity, provide a more reliable service, and to
provide soft handoff of cellular connections, which will be discussed in more detail in
subsequent chapters. In the WLAN industry, spread-spectrum technology was adopted
primarily because the first unlicensed frequency bands suitable for high-speed radio commu-
nication were ISM bands, which were initially released by the FCC under the condition that
the technologies use spread spectrum. In Bluetooth, ZigBee, and UWB WPAN:Ss, spread
spectrum is adopted because of the simplicity of implementation and low power consumption,
which is necessary for ad hoc and sensor networks implementations.

The main difference between spread-spectrum transmission and traditional radio modem
technologies is that the transmitted signal in spread-spectrum systems occupies a much larger
bandwidth than the traditional radio modems do. Compared with baseband impulse trans-
mission techniques, the occupied bandwidth by spread spectrum is still restricted enough so
that the spread-spectrum radio can share the medium with other spread-spectrum and
traditional radios in a frequency-division multiplexed format. There are two basic methods
for spread-spectrum transmission: DSSS and frequency-hopping spread spectrum (FHSS).

Frequency-Hopping Spread Spectrum. The FHSS technique was first invented to protect
guided torpedoes from jamming by the German movie star Hedy Lamarr, who had no
technical training - therefore, it must be a relatively simple technology. In order to avoid a
jammer, the FHSS transmitter shifts the center frequency of the transmitted signal. The
shifts in frequency, or frequency hops, occur according to a random pattern that is only
known to the transmitter and the receiver. If we move the center frequency randomly among
100 different frequencies, then the required transmission bandwidth is 100 times more than
the original transmission bandwidth. We call this new technique a spread-spectrum
technique because the spectrum is spread over a band that is 100 times larger than with
original traditional radio. FHSS can be applied to both analog and digital communications,
but it has been applied primarily for digital transmissions.
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The FHSS modulation technique can be thought of as a two-stage modulation technique.
In the first stage, the input data stream is modulated with a traditional modem and in the
second stage the center frequency is changed according to a random hopping pattern
generated by a random number generator. Ideally, the random pattern or spreading code is
designed so that the occurrence of frequencies is statistically independent of one another. At
the receiver, first a de-hopper, synchronized to the transmitter, repeats the hopping pattern of
the transmitted signal and then a traditional demodulator detects the received data. In a
digital implementation of this system, the sampling rate is the same as the sampling rate of
the traditional system, leaving the complexity of the implementation in the same range as
traditional modems. As we will see later, DSSS needs much higher sampling rates and,
consequently, a more complex hardware implementation.

Figure 3.21 shows the hopping pattern and associated frequencies for a frequency-hopping
system transferring data packets over the air. A three-state recursive machine is used for
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FIGURE 3.21 FHSS using a length-7 PN sequence: (@) three-stage state machine for implementa-
tion of the code; (b) states of the memory in time and frequency; (c¢) transmission of information bits in
time and frequency in FHSS.
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generation of the code that determines the frequency to be hopped to. This machine, shown in
Fig. 3.21a, generates a sequence of seven states representing all seven nonzero values which
can be formed by three binary digits periodically. Fig. 3.21b shows all seven states of the
machine and their associated number, which is used as the frequency index for FHSS. Each
packet is transmitted using one of these frequencies. The sequence of frequencies is f3, fs, fs,
f1> fa, f3, >, f7 before returning to the first frequency f5. Fig. 3.21¢ shows transmission of the
information bits in time and frequency in this FHSS system. The random sequences used in
these situations are referred to as a pseudo noise (PN) sequences; more details on how they are
generated are given in Example 4.24 of Section 4.3.4.

In FHSS, the hopping of the carrier frequency does not affect the performance in the
presence of additive noise because the noise level in each hop remains the same as the
noise level of traditional modems. Therefore, the performance of the FHSS systems in
noninterfering environments remains exactly the same as the performance of traditional
systems without frequency hopping. In the presence of a narrowband interference the
signal-to-interference ratio of a traditional modem operating at the frequency of the
interferer becomes very low, corrupting the integrity of the received digital information.
The same situation happens in frequency-selective fading channels when the center frequency
of a traditional system coincides with a deep frequency-selective fade. In an FHSS system,
since the carrier frequency is constantly changing, the interference or frequency-selective
fading only corrupts a fraction of the transmitted information and transmission in the rest of
the center frequencies remains unaffected. This feature of FHSS is exploited in the design of
wireless networks to provide a reliable transmission in the presence of interfering signals or
when a system works over a frequency-selective fading channel.

Multipath conditions in wireless channels cause frequency-selective fading, which
results in very poor performance in certain frequency regions while performance in other
frequencies is acceptable.

When frequency-selective fading occurs, traditional systems operating over center
frequencies coinciding with the faded frequencies cannot operate properly. As shown in
Fig. 3.22, an FHSS system can be designed so that the deep fades in the environment only
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FIGURE 3.22 Frequency-selective fading and FHSS.
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corrupt a small fraction of hops, leaving the rest of the hops for successful retransmissions.
In an indoor environment, the width of the fade is around several megahertz, and the FHSS
system used in IEEE 802.11 or Bluetooth uses hops that are 1 MHz apart from one another.
Therefore, if a hop occurs in a deep fade and the data transmitted in that hop is not reliable,
then the retransmitted data packet in the next hop will be successful.

FHSS allows the coexistence of several transmissions in the same frequency band using
different hoping codes. Different users could be members of the same network following a
coordinated hop pattern or two different networks each using their own pattern. For
example, IEEE 802.11 FHSS and Bluetooth both use the same bandwidth of 1 MHz and
the same 78 channels in the 2.4 GHz ISM bands. Members of each network coordinate their
transmissions while both coexist in the same band. Then multiuser interference occurs when
two different users transmit on the same hop frequency. If the codes are random and
independent from one another, then the “hits” will occur with some calculable probability.
If the codes are synchronized and the hopping patterns are selected so that two users never
hop to the same frequency at the same time, then multiple-user interference is eliminated.

Direct Sequence Spread Spectrum. In a manner similar to FHSS, DSSS can be thought of
as a two-stage transmission technique. In the first stage, each transmitted information bit is
coded into N smaller pulses referred to as chips using a PN sequence (described in Section
4.3.4). In the second stage, the chips are transmitted over a traditional digital modulator. At
the receiver, the transmitted chips are first demodulated and then passed through a correlator
to calculate their autocorrelation function (ACF). We define the ACF of a sequence {b;} as

N; k=mN

R(k) = ]fbibi—k = {
i=0

—1; otherwise

The PN sequence is a periodic sequence of length N; therefore, the correlation is
calculated over one period of the sequence. The ACF of a good random code has a very high
peak of height N at k = 0, which is usually referred to as the processing gain of the receiver.
The value of this ACF for k # 0 is far below the peak value. Therefore, DSSS systems use the
peak of the ACF to detect the transmitted bit.

Example 3.9: DSSS Using Barker Code in IEEE 802.11 A Barker code of length 11, used
in the IEEE 802.11 as the spreading signal for the DSSS physical layer, is given by
{111—=1-1-11-1-11-1}.%Figure 3.23 shows a data bit “1” in a binary communica-
tion DSSS system, the transmitted Barker code for the data bit, and the ACF at the receiver
with its high peak and low side lobes.

Barker code has the same autocorrelation properties as other maximum-length PN
sequences introduced in Section 4.3.4; however, its length does not need to follow 2™ — 1
values. Barker code was adopted by IEEE 802.11 for the original DSSS system at 1 and
2Mb/s because the FCC allowed a minimum processing gain of 10 for systems operating in
unlicensed ISM bands. The closest maximum-length codes would be of length 15, which has
15/11 times lower bandwidth efficiency than Barker code. The maximum-length PN
sequences described in Section 4.3.4 are widely used in CDMA cellular networks and
time-of-arrival-based geolocation techniques.

3Note that we use the digit “—1” instead of “0”. This way, the exclusive-OR operation used in digital addition
changes to standard multiplication, which is easier for calculations.
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FIGURE3.23 Barker code used in DSSS signal in IEEE 802.11: () a transmitted bit; (b) the 11-chip
Barker code; (c) circular ACF of the code.

In cellular networks, DSSS is used for CDMA. In a multiuser direct sequence CDMA
environment, different codes are assigned to different users. In other words, each user has
their own unique “key” code that is used to spread and despread only their messages. The
codes assigned to other users are selected so that, during the despreading process at
the receiver, they produce very small signal levels (like noise) that are on the order of the side
lobes of the ACF. Consequently, they do not interfere with the detection of the peak of the
ACEF of the target receiver. In this manner, each user is a source of noise for the detection of
other users’ signals. As the number of users increases, the multiuser interference increases
for all of the users. This phenomenon continues up to a point where the mutual interference
among all terminals stops the proper operation for all of them.

In time-of-arrival-based geolocation (see Chapter 12), the peak of the ACF is used to
determine the relative TOA of the signal to calculate the time of flight of the signal between the
transmitter and the receiver. Since radio waves propagate at the speed of light, the time of flight
is used to determine the distance between a transmitter and a receiver. GPS uses DSSS
transmission to determine the distance between different satellites and a mobile user, which is
further processed for localization of a terminal. The accuracy of the estimate of the flight time
is a function of the SNR. In DSSS we can increase the SNR by increasing the processing gain
of the codes, which is related to the averaging time for calculation of the ACF. Therefore, more
accurate estimates are obtained over longer periods of time. In GPS systems, the initial
navigation takes a longer time than the updates because in the updates we use tracking
capabilities which improve the accuracy based on the previous location estimates.

The bandwidth of any digital system is inversely proportional to the duration of the
transmitted pulse or symbol. Since the transmitted chips are N times narrower than data
bits, the bandwidth of the transmitted DSSS signal is N times larger than a traditional
system without spreading. As a result, N is also referred to as the bandwidth expansion
factor. In a manner similar to FHSS, DSSS is also anti-interference and resistant to
frequency-selective fading. The transmission bandwidth of the DSSS is always wide,
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whereas the FHSS is a narrowband system hopping over a number of frequencies in a
wide spectrum. As a result, there is some distinction between the two methods. The DSSS
systems provide a robust signal with better coverage area than FHSS systems do. An FHSS
system can be implemented with much slower sampling rates, saving in implementation
costs and power consumption of mobile units.

As shown in Fig. 3.23, for any transmitted bit, the output of the correlator function at the
receiver produces a narrow pulse with a height N and a base that is twice the chip duration.
Therefore, a DSSS system can be thought of as a pseudo pulse transmission technique
receiving a narrow pulse designating each transmitted bit. In a multipath radio channel
environment, different paths will bring different pulses to the receiver at different times; an
intelligent receiver can use these pulses as a source of time diversity to improve its
performance. These receivers are referred to as RAKE receivers, which are commonly
implemented in DSSS wireless transmission systems to achieve reliable communications.

3.4.2 Orthogonal Frequency-Division Multiplexing

What is known as OFDM today is a method of implementation of multicarrier modulation
(MCM) using orthogonality of the adjacent carriers. An MCM system is indeed an FDM
system for which a single user uses all the FDM channels together. OFDM is an
implementation of MCM that takes advantage of the orthogonality of the channels and
develops a computationally efficient implementation based on the fast Fourier transform
(FFT) algorithm.

MCM was first evaluated for high-speed voice-band modems in the early 1960s and it
was augmented with an FFT implementation for the same application in the early 1980s.
It found its way into WLANS (IEEE 802.11), DSL modems, cable modems (IEEE 802.14),
WMANs (IEEE 802.16), WPANs (IEEE 802.15) and many other wired and wireless
applications in the 1990s. The concept here is very simple. Instead of transmitting a single
stream at a rate of R, symbols per second, we use N streams over N carriers spaced by about
R¢/N hertz, each carrying a stream at the rate R/N symbols per second. The primary
advantage of MCM is its ability to cope with severe channel conditions, such as high
attenuations at higher frequencies in long copper lines or the effects of frequency-selective
fading in wireless channels. Sub-channels provide a form of frequency diversity, which can
be exploited by applying error-control coding across symbols in different sub-channels. In
the OFDM implementation, this latter technique is referred to as coded OFDM (COFDM).
To further improve the performance of an OFDM transmission, one may measure the
received signal power in different sub-channels and using a feedback channel may adjust the
specification of the transmitted sub-carriers to optimize performance. With these features,
OFDM has become an ideal solution for broadband transmissions. In OFDM, increasing the
data rate is simply a matter of increasing the number of carriers. The limitations are
complexity of implementation and the limitation on the transmitted power.

Fig 3.24 presents an MCM system with NV carriers and a channel frequency response with
frequency-selective fading. As shown in this figure, carriers operating at different frequen-
cies are exposed to different channel gains. Therefore, the received signals in individual
carriers have different SNRs and BER qualities. If some redundancy in the carriers is
imposed on the system, then the errors caused by low SNR in poor channels can be
recovered. This redundancy can be easily achieved by scrambling the data before trans-
mission. Although the entire bandwidth used by the system is exposed to frequency-
selective fading, individual channels are only exposed to flat fading that does not cause ISI,
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FIGURE 3.24 Frequency-selective fading and MCT.

which needs computationally intensive receivers making use of adaptive equalization
techniques. In practice, to avoid overlap between consecutive transmitted symbols, a time
guard is enforced between transmissions of two OFDM pulses that will reduce the effective
datarate. Also, some of the carriers are dedicated to the synchronization signal and some are
reserved for redundancy. An example will bring together all details of implementation.

Example 3.10: Implementation of OFDM in IEEE 802.11a Figure 3.25 shows the 64
sub-channel implementation of OFDM for the IEEE 802.11a,g physical layer specifications.
Each channel carries a symbol rate of 250kS/s. We have 48 sub-carriers devoted to
information transmission, four sub-carriers for pilot tones used for synchronization, and
12 reserved for other purposes. The user symbol transmissionrateis 48 x 250kS/s = 12 MS/s.
The bit transmission rate depends on the number of bits per symbol (constellation used
for transmission) and the rate of the convolutional code used for transmission (see Chapter 4).
For BPSK, an R = 1/2 coding rate, and 1 bit/S, the data rate is 12 (MS/s) x 1/2 x 1(bit/S) =
6 (Mb/s) and for 64-QAM with 6 bits/S and convolutional coding of rate R =3/4 we have
12 (MS/s) x 3/4 (bits/S) x 6 (bits/S) = 54 (Mb/s). As the distance between the transmitter
and the receiver is increased, the data rate is reduced by adjusting the coding rate and the
symbol transmission rate (size of the constellation). The fallback data rates are 54 Mb/s to
36, 27, 18, 12, 9, and finally 6 Mb/s to cover distances of up to around 100 m. The guard
time between two transmitted symbols is 800ns compared with the symbol duration of
1/250kS/s = 4000 ns with a time utilization efficiency of 4000/4800 = 83%. The occupied
bandwidth is 20 MHz, providing a channel occupancy of 20 MHz/64 = 312.5 kHz per sub-
channel. Therefore, the bandwidth efficiency is 250kS/s/312.5kHz = 0.8 S/(s Hz).
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FIGURE 3.25 Frequency-selective fading and OFDM.

3.4.3 Space-Time Coding

STC techniques are used for wireless communication systems with multiple transmit
antennas and single or multiple receive antennas. STC techniques are realized by introduc-
ing temporal and spatial correlation into the signals transmitted from different antennas.
Using STC does not require increasing the total transmitted power or transmission
bandwidth. The overall diversity gain of the STC technique results from combining the
time diversity obtained from coding with the space diversity obtained from using multiple
antennas. In wireless networks, a number of antennas can be deployed in the AP or BS, while
the mobile terminal’s receiver usually has one main antenna with some possible support
from other antennas, depending on the size of the terminal. In traditional multiple AP or BS
antenna systems, all transmit antennas carry the same signal and the signal received at each
receiver antenna is the summation of all received signals from different transmit antennas.
The mobile station combines the diversified signal from different antennas to optimize the
performance. The basic principle of STC is to encode the transmitted symbols from different
antennas at the BS and modify the receiver to take advantage of the space and time diversity
of the arriving signal from multiple transmitter antennas. Using STC at the BS, we can
improve the performance of the downlink (base to mobile) channel significantly to support
asymmetric applications, such as Internet access, where the downlink data stream operates
at a much higher rate than does the uplink data stream.

Using STC, significant increases in throughput over a single-antenna system are possible
with only two antennas at the BS and one or two antennas at the mobile terminal. It can be
implemented for block [Ala98] or convolutional codes [Tar98, Nag98] with simple receiver
structures. To show the basic concept of STC we describe the simple two transmit and one
received antenna block coding system known as the Alamouti coded STC system [Ala98] in
Appendix B. Also, Alamouti [Ala98] introduced a simple MIMO scheme for two transmit
and two received antennas, and the simulation results show that the performance is identical
to a system that uses MRC with one transmit and four receiver antennas. Therefore,
Alamouti has shown that, with his simple block-coded STC for two transmit and one and
two receiver antennas, one can obtain the same diversity performance as is achieved with
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optimum MRC with two and four received antennas. More elegant approaches that combine
transmit diversity with channel coding, similar to TCM, are also available [Tar98, Nag98]. A
good overall overview of STC and its applications is provided by Al-Dhahir ez al. [Dha02].

3.4.4 Capacity Multiple-Input-Multiple-Output Antenna Systems

MIMO antenna systems have recently emerged as one of the promising technologies for
next generation wireless networks. In general, MIMO systems combine the transmitting
scheme and the detection process in a way that the overall performance of the system
is improved. In Section 3.3.2, we demonstrated the general diversity concept (e.g. by using
a single transmit antenna and multiple receiver antennas we can take advantage of
space diversity) to substantially improve the performance of transmission techniques over
wireless fading channels. In the modern literature, this traditional approach to provide
space diversity is referred to as single-input multiple-output (SIMO) antenna systems. In
Section 3.4.3 we introduced STC as a method for implementation of MIMO systems where
we have a number of transmitted antennas at the AP or the BS with one or a few receiver
antennas at the mobile terminal. In this section we discuss the bounds on the performance of
a general MIMO system to show why in the recent years this area has gained so much of
attention for the design of next generation wireless networks.

As we showed in Section 3.2.4, Eq. (3.8), the normalized channel capacity in bits per

second per hertz is given by
C E;
=] 1+ =
W ng( + No)

C / Whits/(s Hz)

Yo = 15 / Ny (dB)

FIGURE 3.26 Comparison of the capacity of the SISO N x N MIMOs under ideal conditions.
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Following the original derivations for the capacity of MIMO provided by Telatar [Tel95]
and Foschini and Gans [Fos98b], the capacity of a MIMO channel is given by

i 0g2< > Zlog2(1+ g/ffz;’ ) (3.15)

where 4, are the eigenvalues of the N x M cross-correlation matrix of the channel gains
between the elements of the transmitter and the receiver antennas. ForM =N=1and ;= 1,
this equation is reduced to Eq. (3.8), providing the bounds on the capacity for single-
transmitter and single-receiver antenna systems.

To illustrate the bounds on performance improvement using MIMO systems we assume
the same number of transmitter and receiver antennas, N = M, and no interference among
the signals from different receiving antennas so that the received signals are equal and
uncorrelated, 4;= 1. With these ideal assumptions, Eq. (3.15) reduces to

c CEy 1
= Mo (1+ ——b—> (3.16)

W Ny N
Following the same algebraic manipulations used in Section 3.2.4, we can write this
equation as

_EB N hamemw }

=N [2 1 (3.17)
Figure 3.26 shows the capacity in bits per second per hertz versus SNR per bit in decibels
for different values of N. As we increase the number of antennas from 1 x 1 single
input-single output (SISO) to 2 x 2, 3 x 3, and 4 x 4 MIMO antenna systems we observe
a substantial increase in the channel capacity. This substantial increase of the capacity
obtained by using MIMO antenna systems has motivated extensive research, resulting in the

emergence of new commercial technologies such as IEEE 802.11n.

QUESTIONS

1. In computer networking literature sometimes they use the word bandwidth instead
of data rate. Is that correct all the time? Explain why.

2. Discuss the advantages and disadvantages of differential Manchester coding, used in
legacy Ethernet, in terms of usefulness to establish synchronization between the
transmitter and the receiver and the bandwidth efficiency.

3. The word non return-to-zero used in line coding techniques refers to what feature of the
transmitted symbols?

4. Why are line transmission techniques not used in radio communications but they are
used in wired and IR communications?

5. How are number of symbols, symbol transmission rate, bandwidth, and data rate
related to one another?

6. How do we implement a system to carry the symbols of a 2D signal constellation over
a guided or a wireless media?

7. Why is a 5 x5 PAM constellation not implemented for communication over the
wireless medium?

8. Why are bandwidth and power efficiency so important for wireless networking?
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9. In order to maintain approximately the same error rates with addition of one bit per
symbol to a PAM system, how much increase in transmission power is needed?

10. What is the additional power for transmission of one additional bit per symbol in a
QAM system?

11. Use Shannon-Hartley bounds to determine the maximum data rate achievable over a
voiceband telephone channel with a bandwidth of 4 KHz and minimum signal to noise
ratio of 30dB.

12. Use Fig. 3.15 to give an estimate for the signal to noise ratio requirement for 16-PSK
and 16-QAM modulation and compare them with the Shannon bound for 16-symbol
transmission.

13. Figure 3.15 classifies transmission techniques into band limited and power limited
regions. What is the meaning of these terminologies?

14. Use Fig. 3.16 to explain the difference between error patterns in a fading wireless and
a non-fading guided medium.

15. Explain why in Fig. 3.18 for the same bit error rate we need a much higher signal to
noise ratio for the fading channel.

16. Use Fig. 3.19 to explain why diversity techniques are so effective in improving the
performance over fading channels.

17. Differentiate between frequency hopping and direct-sequence spread spectrum.

18. What is the difference between a MIMO system and a traditional system using multiple
antennas to obtain space diversity?

19. What is the difference between OFDM and COFDM and why does COFDM have a
better performance?

PROBLEMS

Problem 1:

We want to transmit a 620 x 620 pixel image with 3 bytes per pixel using a 56 Kbps
voiceband modem connecting Boston to San Francisco.

(a) How long would it take to transmit the picture over the channel?

(b) What is the total delay for communication between two terminals? Assume the speed of
propagation in the wired media is 200,000 Km/s and there are four routers between the
terminals, each causing an average of 25usec processing delay.

Note: you can use Google map or other direction finding software to find the approximate
distance between two cities.
Problem 2:

The standard pulse shape used in most short-distance cable communication applications
such as RS232 is a rectangular pulse. If the voltage used for the amplitude of the pulses is
+A volts, the data rate is R, and the variance of the received noise is Ny, determine the
signal-to-noise ratio per bit.

Problem 3:

In the following differential encoded Manchester coded signal,
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(a) Show the beginning and the end of each bit.
(b) Identify all the bits in the data sequence.
(c) Identify the bits if it was non-differential Manchester coded.

Problem 4:

For the given sequence of data

Data sequence: [o1or1r1rororr1oltl

(a) Draw the waveform if the data is NRZ-I encoded.

(b) Draw the waveform if the data is RZ encoded.

(c) Draw the waveform if the data is Manchester encoded.

(d) Draw the waveform if the data is Differential Manchester encoded.
(e) Draw the waveform if the data is AMI coded.

Problem 5:

Show how two binary PSK transmissions can operate simultaneously in the same radio
channel by using two carriers at the same frequency in phase quadrature. Draw a block
diagram for the transmitters and receivers. Give the overall data rate for this quadrature
carrier system as a function of available channel bandwidth.

Problem 6:

Assume that we have a BPSK modem operating on a voiceband channel with a symbol
transmission rate of 2400 symbols per second. We want to increase the data rate to
19.2 kbits/sec.

(a) If we increase the number of points in the constellation until the data rate becomes
19.2 kbits/sec while the baud rate remains at 2400 symbols per second, what is the
number of points in the constellation?

(b) What is the bandwidth efficiency of the modulation technique?

(c) What is the additional power requirement for the transmitter to keep the error rate the
same as before?

Problem 7:

(a) Draw the 5 x 5 PAM signal constellation and show the probability of transmission of
each symbol.

(b) How can we implement this 2D constellation on wires?
(c) Calculate the average number of bits per symbol for this constellation.

(d) If we use this constellation over a TP line with bandwidth of 20 MHz what would be the
effective bit rate of the modem?
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Problem 8:

(a) Derive the relation between the minimum distance and average energy in the
constellation for 16-QAM.

(b) Repeat (a) for 5 x 5 PAM constellations.

(c) Compare the two constellations in terms of power requirement and supporting data rates
when they both use the same symbol transmission rates.

Problem 9:

The multi-carrier modem in IEEE 802.11g uses 48 carriers for data transmission. If each
carrier uses 64-QAM and the transmission rate of each carrier is 250 KSps, what is the
overall transmission rate of the modem in symbols/second and bits/second?

Problem 10:

Consider the signal constellations for binary 16-PSK and 16-QAM modulations.

(a) Determine the average energy in each constellation E; as a function of the minimum
distance between the points in the constellation, d.

(b) Starting with Eq. (3.6)

p 1 y d S 1 - \/‘11\’_0
~ —erfc| — —e

T2 VNy) —2 ’
give an approximate equation for calculation of error rate of each of these modems

which relate the probability of the symbol error P to the average energy in the
constellation E; and the variance of the background noise, N,.

(c) For the same expected error rate determine the difference in power requirement for the
two modems in dB.

(d) What are the advantages and disadvantages of 16-PSK versus 16-QAM modems?

Problem 11:

Suppose the maximum fade duration over a radio channel is 0.001 ms. Assume that all the
bits are in error when a signal encounters a fade. What is the maximum number of
consecutive bits in error for a transmission through this channel if the data rate is 10 kbps?
If the data rate is 11 Mbps?

Problem 12:
For a 64-QAM modem

(a) Give the SNR at which the error rate over a telephone line is 107>

(b) Give the average SNR at which the average error rate over a flat Rayleigh fading radio
channel is 107>

Note: If you decided to use erfc function to represent the error rate, you can use Matlab erfinv
or erfcinv function to calculate the inverse of this function.
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Problem 13:

The IEEE 802.11a/g transceivers use multiple modulation techniques in the same trans-
mission bandwidth to provide different data rates. When the mobile terminal is close to the
access point, a 64-QAM modulation is used and as mobile moves to the boundary of
coverage of the access point BPSK modulation is used that requires substantially lower
received signal strength to operate.

(a) If the data rate for the BPSK system is 12 Mbps, what is the data rate of the 64-QAM
modem?

(b) What is the difference between the received signal strength requirement of the 64-QAM
and BPSK modulation techniques?

(c) If the coverage with 64-QAM is D meters, what is the coverage with BPSK modem when
we operate in a large indoor open area with a distance-power gradient of o0 =27

(d) Repeat (b) for an indoor office area with a distance-power gradient of o= 3.

Problem 14:

(a) Use Eq. (3.15) to calculate the bandwidth efficiency C/Wof the 1 x 1,2 x 2, and 4 x 4
MIMO systems when the signal to noise ration per bit is E,/Ny=10dB.

(b) Repeat (a) for E,/Ny=6dB.

Problem 15:

(a) Use Eq. (3.16) to calculate the signal to noise requirement in dB for the bandwidth
efficiency of C/W=10and a 1 x 1, 2 x 2, and 4 x 4 MIMO systems.

(b) Repeat (a) for C/W = 20.

PROJECTS

Project 1: Error Rate and Phase Jitter in QPSK Modulation

(a) Sketch a typical QPSK signal constellation and assign 2-bit binary codes to each point in
the constellation. Define the decision lines for the received signal constellation so that
the receiver can detect received noisy symbols from each other.

(b) We discussed in the chapter that the probability of symbol error for a multi-amplitude,
multi-phase modem with coherent detection can be approximated by P, =
0.5 erfe(d/2+/Ny), where d is the minimum distance between the points in the
constellation and N, is the variance of the additive Gaussian noise. Use this equation
to calculate the probability of error of the QPSK modems. Observe that if we consider
the signal constellation and the decision lines of part (a), this equation can be modified to
P, = 0.5 erfc(8 /8+/Ny), where 8 is the minimum distance of a point in the constellation
from a decision line.

(c) Use MatLLAB or an alternative computation tool to plot the probability of symbol
error versus signal to noise ratio in dB. What are the signal to noise ratios (in dB) for the
probability of symbol error of 10”2 and 1032 Let’s refer to these two SNR’s as SNR-2

and SNR-3.
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(d) Simulate transmission of the QPSK signal corrupted by additive Gaussian noise for
10,000 transmitted bits. Generate random binary bits and use two bits to select a symbol
in the constellation of part (a), add complex additive white Gaussian noise to the symbol
so that the signal to noise in dB is SNR-2, and use the decision lines to detect the
symbols. Find the number of erroneous symbol decisions and divide it by the total
number of symbols to calculate the symbol error rate. Compare the error rate with the
expected error rate of 102

(e) Repeat (d) for SNR-3 and error rate of 107>,

(f) Assume that a channel produces a fixed phase error 6. Give an equation for calculation of
the probability of error for a QPSK modem operating over this channel. Use
the minimum distance from the decision line, §, and 0.5 erfc(5/8+y/Ny) for the
calculation.

(g) Assume that the received signal-to-noise ratio is 10 dB, and sketch the probability of
error versus the phase error 0 <6 < /4.

(h) Repeat (c), (d) and (e) for a channel with a phase shift of 6 =7/8.

Project 2: Error Rate and Phase Jitter in 16-QAM Modulation

(a) For a 16-QAM Modem, use MatLLAB to plot the probability of symbol error, Pg, versus
E¢/Ny, where Ny is the variance of the noise and Ej, is the average energy per transmitted
symbol.

(b) Repeat (a) for 10° phase error at the receiver, and compare the results with those of part
(a). What are the signal to noise ratios (in dB) for the probability of symbol error of 102
and 107°?

(c) Repeat (a) and (b) for 64-QAM.
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4.1 INTRODUCTION

In Chapter 3 we showed that bit streams used for information transfer are transmitted over the
medium as digital communication symbols, each carrying one or more bits of information.
The data stream or the information bits are either generated from analog audio and video
sources or are carrying computer data bits. The analog audio or video sources are converted to
a set of digital bits using source coding techniques. This way, regardless of the source of the
information, we have digital bits coming from an application to be transferred by the
information network to a destination. Figure 4.1 shows a broad overview of an information
network. The information network is a shared transmission facility consisting of switches/
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Shared transmission
facilities

FIGURE 4.1 Broad overview of an information network as a shared medium connecting a huge
number of users to one another.

routers and point-to-point trunks connecting a huge number of users through shared or
point-to-point access virtual or physical links to provide circuit-switched or packet-switched
services. The core of today’s transmission in the networks is digital; however, analog POTS
and CTV services are still playing a major role in the worldwide networking market.
Figure 4.2 illustrates fundamental aspects of point-to-point communications. The bit stream
generated by the information source is transmitted through the channel using information
symbols, each carrying a few numbers of bits. All modern information networks divide the
information bit stream into packets or frames to communicate through the shared medium.
Packets or frames are formed to ensure the integrity of the received data. Each packet or frame
carries a block of application data plus several overhead bits used for coding and reliable
transmission through the point-to-point and the end-to-end connections.

A number of coding techniques and protocols are used to ensure reliable transmission. Error
correcting techniques are used to protect the information bits against the disturbances caused by
the medium. Coding techniques used for error correcting are referred to as channel coding
techniques. Channel coding can be done such that the receiver can correct errors in the received
stream or it can send feedback to the transmitter if it detects errors. Therefore, we have forward
error correction (FEC) coding as well as automatic repeat request (ARQ) schemes.

Modern information networks are based on packet or frame transmission. Each packet
carries a block of information bits plus additional bits used for error control and signaling to
ensure reliable transmission of the packet from the source terminal to the appropriate

Transmitted stream of information symbols

Transmitter —-— Receiver

Information bit stream Information bit stream

To ensure the integrity of the received data we need to create a frame or packet.

FIGURE 4.2 Elements of point-to-point connections.
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destination. To ensure reliable transmission of packets we first need to frame a packet so that
at the receiver we can detect the start and the end of the packet. In addition, we may use ARQ
schemes that ask for retransmission of corrupted packets. Channel coding techniques are
applied to transmitted packets to help the receiver correct or detect erroneous bits in the
received packet. If the FEC codes cannot correct the erroneous bits in a packet, then the
receiver can use an ARQ scheme.

Spread-spectrum systems and CDMA techniques have been used in a variety of forms in
modern information networks. The legacy IEEE 802.11 and IEEE 802.11b, the Bluetooth,
ZigBee and UWB IEEE 802.15 WPAN:S, and the 2G and 3G cellular networks are based on
these technologies. Spread-spectrum and CDMA technology basically use PN as well as
M-ary orthogonal codes extensively. For these reasons it can be said that these techniques
are a branch of coding techniques used for reliable transmission over unreliable channels.

Another important problem in packet transmission is congestion control. Congestion
occurs when the receiver cannot handle the flow of packets arriving from the transmitter.
Congestion control protocols have evolved to handle this situation. Congestion control
protocols are either used in the data link layer (DLL) to ensure reliable point-to-point packet
transmission over a physical link or at the transport layer to ensure reliable end-to-end
connections over the information network.

In this chapter we provide an overview of the most popular coding and reliability
techniques applied to modem information networks. Full details of these techniques are
beyond the scope of this book. We intend to provide a variety of techniques and introduce
each of them with simple examples. We start our technical discussions in Section 4.2 by
giving an overview of source coding and framing techniques. In Section 4.3 we present some
examples of popular error detection and correction techniques commonly used in modern
information networks. Error correcting codes are usually used in real-time applications such
as cellular telephones, where the delay constraints on the transmission do not allow
retransmission of corrupted packets. Error detection algorithms are very popular, in
particular, in data applications to allow the receiver to find a corrupted packet so that it
canrequest retransmission if it is needed. Section 4.4 is devoted to coding techniques used in
spread-spectrum and CDMA networks. Section 4.5 describes examples of ARQ methods
used in the DLL to provide a mechanism for retransmission of erroneous packets. Examples
of congestion control protocols used for reliable packet transmission in point-to-point and
end-to-end communications are given in Section 4.6.

4.2 SOURCE CODING AND FRAMING TECHNIQUES

In this section we first introduce an overview of applied source coding and compression
techniques used for voice, audio, image, and video compression. These techniques transfer
the information source to a bit stream so that, as far as the transmission system is concerned,
they look similar to any other data file. In modern information networks, bit streams are
divided into blocks to form frames or packets. Later in this section we describe basic
techniques used for framing a block of bits in a data stream.

4.2.1 Information Source and Coding

The electrical signals representing information sources are either analog or digital. The
amplitude of an analog signal changes continuously in time and it takes a continuum of
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values. The amplitude of a digital information source changes in discrete time and it accepts
only a finite number of discrete values. Therefore, in an analog signal, any small variations
of the amplitude in time are meaningful, whereas variations of time and amplitude are
quantized into certain values in a digital signal.

The main sources of information which are communicated through a telecommunication
network are voice/audio, data, and image/video. A voice signal is generated from the
vibrations of the air transferred through a microphone to an analog signal. By data or
computer data we refer to digitized information and its associated digitized signal. Analog
video signals are generated by scanning still-image frames in sequence to represent motion.

Today, the main long-haul telecommunication networks, the PSTN and the Internet,
operate based on digital transmission. Therefore, all analog sources of information are
ultimately converted to digital in some place in the network. The analog to digital
conversion techniques and their associated data rates vary in different networks. The
conversion of analog signals to digital takes place in two steps: sampling and quantization.
The minimum sampling rate for an analog signal is defined by Nyquist’s theorem as twice
the bandwidth of the information message. The quantization could be done by simple
mapping of the amplitude to digital values or by using complex algorithms which compress
the digital data representing the analog waveform into fewer bits translating into lower data
rates. The technique used to encode the analog signal to a digital stream of data is referred to
as source coding. To clarify this basic concept we proceed to a couple of simple examples.

Figure 4.3 shows the simple pulse code modulation (PCM) source coding technique. The
samples of an analog waveform obtained at the Nyquist rate are quantized into 8 bits of
information representing the amplitude of the signal at the sampling time. The quantized
sampled signal is then transmitted using a PCM waveform. Analog voice in POTS is
transferred through twisted-pair wiring to the end office of the PSTN in analog form. In the
end office, this is passed through amplitude compandors to restrict the amplitude fluctuation
due to soft and loud voice signal levels and then through analog to digital conversion using
PCM encoding. The bandwidth of the voice-band signal transmitted through POTS is
roughly B =4kHz; therefore, the sampling rate is Ry = 8 ksamples/s. The PCM encoder
encodes the companded amplitude samples of the signal into 8 bits, resulting in a stream of
8(ksamples/s) x 8(bits/sample) = 64 kb/s.

Analog
signal

v

e Discrete
! samples

PCM waveform || ||' '|| || ||

FIGURE 4.3 PCM, an example of digitally encoded analog voice signal. The sampled analog signal
is mapped to a quantized digital number to be transmitted using a PCM waveform.
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The analog voice in the digital cellular networks is digitized at the terminal and then the
digitized data is transmitted through the wireless channel to the BS. Since frequency bands
are very precious in wireless communications, the 64 kb/s PCM encoding is not appealing
and cellular networks use speech coding techniques which encode the voice signal into
around a 10kb/s speech coded waveform. This way we have more than six times more
efficient use of the bandwidth available for cellular networks. Two of the most popular
speech encoding techniques used in 3G cellular networks are AMR-WB (used in 3G
WCDMA networks, which encodes up to 7 kHz of the voice into data rates ranging from 6.6
to 23.85 kb/s) and VMR-WB (used in 3G CDMA-2000 cellular networks, which encodes
the speech signal into variable rates from 1.2 to 9.6 kb/s).

Table 4.1 shows a collection of source coding techniques and their associated data rates
which are applied to voice, audio, image, and video. This table provides the reader with
quantitative examples for the range of the required transmission rates for transmission of
different sources of information.

TABLE 4.1 Sample Source Coding Techniques and their Relative Data Rates

Voice (4 kHz)
G.711 (PCM) — 64 kb/s (inside PSTN)
ADPCM, 32 kb/s (PCS services, inside PSTN)
G.726 and G.727 (ADPCM) — 16, 24, 32, and 40kb/s
APCO (IMBE) — 4.4 and 7.2kb/s
1S-95 (QCELP) — 1.2-9.6kb/s
IS-733 (QCELP-13) — 1-13.3kb/s
G.728 (LD-CELP) — 16kb/s
G.723.1, 6.3 kb/s using MPC-MLQ and 5.3 kb/s using ACELP
IS-54, JDC (VSELP) — 8 and 13kb/s
GSM-EFR (ACELP) — 12.2kb/s
GSM-AMR (ACELP) — 4.75 and 12.2kb/s
GSM DCS-1800 (RPE-LTP) — 5.6, 13, and 22.8kb/s
WCDMA (AMR-WB) — 6.60 to 23.85 kb/s — uses 50-7000 Hz speech
CDMA-2000 (VMR-WB) — 1.2 to 9.6kb/s

Audio (22 kHz)
CD quality — 1.411 Mb/s
MP3 — mid-range 128 kb/s
ISO/IEC MPEG: MPEG-1 Layer III (known as MP3 — 32-320kb/s), MPEG-1 Layer 11
(32-384 kb/s), AAC (64-320kb/s), HE-AAC (48-128 kb/s)
ITU-T: G.711 (64 kb/s sampled at 8 kHz), G.723.1 (5.3 and 6.3 kb/s), G.726 (16-40kb/s), G.728
(16kb/s), G.729a (8 kb/s)

Image
ISO/IEC/ITU-T: JPEG
Others: PNG

Video, variable rates from 3 to 100 Mb/s
ISO/IEC: MPEG (1.5-80 Mb/s)
ITU-T: H.120 (1544 and 2048 kb/s), H.261 (40-2048 kb/s)




130 NETWORKING FUNDAMENTALS

Data to be sent
[4]3]6]1]2]2]5[9[ 1]7] 8] 2]

Frame count

Firstrame [6] 4[3]6]1]2]

Frame count

Secondframe [4]2]5] 9]

Frame count

Third frame Enﬂ

Data to be transmitted
[6]4[3[e]1]2]4[2[s]9ofs]1]7[8]2]

FIGURE 4.4 Character count for framing the data stream.

4.2.2 Framing Techniques

Framing techniques are used to identify the start and the end of a frame and they are also used
for variable-length frame transmission. In computer communications, each character is an
ASCII code of length 1 byte. The simplest approach for framing the stream of these codes is
using a character count in which the first character is used to specify the number of
characters in the frame. Figure 4.4 shows an example of this technique. The sequence of data
characters is divided into a frame of characters each, for example, representing a word in a
text. The character count approach adds an extra character to each word indicating the
number of characters in that word. Although very simple to implement, this method results
in erroneous detection of the characters when a transmitted bit is not received at the receiver
side. This situation is shown in an example illustrated in Fig. 4.5. Owing to an erroneous

Transmitted data
Lef4fsfef1]2]4f2[s[ofs[1[7[8]2]

Transmitted data
Lel4lsje|1f2]s]2[5fefs]|1]7]8]2]

Erroneous bit detection

First frame |6|4[3I6|1|2|

Second frame EE
Third frame

Fourth frame I?lBIQIxIxIxlexl

FIGURE 4.5 Erroneous detection using character count.
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Original payload

C1 ESC C2 |FLAG Cc3

Transmitted packet

FLAG |Header| CA ESC | ESC c2 ESC | FLAG | C3 | Footer| FLAG

FIGURE 4.6 Example of byte stuffing to form a frame.

transmission, the length “4” of one of the frames is switched to “5,” resulting in erroneous
detection of all the following frames. Character stuffing techniques handle the situation
better than character counting.

Character-oriented Stuffing. In the character-oriented stuffing or byte-stuffing method the
payload framing is implemented by appending a flag byte to the start and the end of each
frame. The header and trailer flag bytes can be the same or different. In the case of
occurrence of the flag byte in the original payload, the link layer protocol should be
instructed to insert a special character, usually an escape byte or ESC character, immediately
before the flag byte in the original payload. If the payload also includes an ESC character,
then the same process is applied. Figure 4.6 provides an example of byte stuffing for
framing. The original frame contains both the header and the ESC as part of the original
payload. The data link protocol adds an ESC in front of each of them. At the receiver the data
link protocol reads the header as an indicator of the start of the packet. Then it reads the
payload byte by byte. After reading the first ESC it reads the next ESC character and it
realizes that the first one was for protection of this ESC, so it removes the first ESC. When
the protocol arrives at the second ESC and reads a header after that, it realizes that it was not
a header and eliminates the ESC and keeps the header as a character in the payload. When
the protocol reads the final header it eliminates it and recognizes that the payload is
completed. If there is a sequence of ESC or headers in the payload, then one ESC is added to
each ESC or each header. This way, each time that the protocol reads the received data and
observes an ESC character it eliminates the ESC and keeps the next byte as payload data
anyway. This approach is used in character-based transmission using point-to-point
protocol (PPP), which is common in data terminal interfaces to the computer devices and
dial-up Internet connections. Figure 4.7 shows an example of a PPP packet format using
character stuffing. In addition to flags and payload, we have other fields defining address,
control operations, version of the protocol, and checksum bits used for the integrity of the
transmitted bits. As the knowledge of networks evolved and newer generations of networks
were introduced, the byte-stuffing framing technique became less popular and more
efficient bit-stuffing techniques replaced them.

Flag Address Control | Protocol Variable length Checksum Flag
01111110 1-byte 1-byte |1 or 2-bytes payload 2 or 4-bytes| 01111110

FIGURE 4.7 Frame format of the PPP with start- and end-flag bytes.
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Original bit stream 010111011110011111111111111001001

Stuffed bit stream to

¥ 0111111001011101111001111101111101111001001011111101111110
be transmitted

FIGURE 4.8 Example of bit-stuffing technique for framing.

Bit Stuffing. In order to compensate the byte dependence of the byte-stuffing framing
technique and to generalize the idea to arbitrary length of character, the bit-stuffing
technique was introduced. Bit stuffing allowed the frames to have arbitrary numbers of
bits and they are not restricted to the byte unit. In this approach, in a manner similar to byte
stuffing, each frame starts and ends with a special byte, 01111110. However, the DLL
protocol using bit stuffing inserts a 0 whenever five consecutive 1s are encountered in the
payload. This way, the special byte 01111110 cannot occur in the framed payload and the
receiver can detect the start and end of each frame and decode it correctly. Figure 4.8
provides an example of frame transmission using this approach to clarify the situation. In the
case of occurrence of the flag byte in the original payload, the protocol inserts a 0 and sends
011111010. Atthe receiver side, after detection of 011111010, the protocol deletes the extra
0 and passes 01111110 to the higher layers, keeping link layer protocol operation
transparent to the higher layers. The high-level data link control (HDLC) protocol is an
example of a data link protocol using the bit-stuffing technique. Figure 4.9 shows a typical
frame format for the HDLC protocol which is basically very similar to that of the PPP shown
in Fig. 4.7. The difference is in the program written for the transmitter and the receiver to
implement the protocol using bit stuffing rather than byte stuffing.

4.3 FEC CODING

Error control coding techniques are channel coding techniques used in framing the data
packets that can be used to either correct the erroneous bits or detect their occurrence in a
data frame. In this section, we first address the fundamentals of error control coding by
defining the idea of distance and relating it to the bandwidth and ability to detect or correct
errors. Then we provide a survey of coding techniques used in the design of popular
information networks. We give three examples of block codes, an example of convolution
codes, and a general description of TCM, and block interleaving codes.

4.3.1 Fundamentals of Coding

Block coding, as the name suggests, involves encoding a block of bits into another block of
bits, with some redundancy to combat errors. Block coding, in its simplest form, consists of a
parity check bit. An extra bit is added to each block of k bits and the extra bit is selected so
that each new block of k + 1 bits has either an even number of 1s or an odd number of 1s. The

Flag Address Control Variable length Checksum Flag
01111110 1-byte 1-byte payload 2-bytes 01111110

FIGURE 4.9 Frame format of the HDLC protocol with star- and end-flag bytes.
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extra bit is called the parity check bit. The result is that, if the channel introduces a single bit
error in a block of k£ + 1 bits, the number of 1s in the block will no longer be even (or odd)
and the receiver can detect the error. The simplicity of this code is clear, because if there is an
even number of errors in the block the errors cannot be detected, since the number of 1s is
maintained even or odd.

Block codes use finite-field arithmetic (modern algebraic techniques) properties to
encode and decode blocks of bits or symbols. Most operations are based on linear feedback
shift registers (LFSRs), which are easy and inexpensive to implement. Most block codes are
created in systematic form where the k data bits are retained as is and the n — k parity check
bits are either prepended or appended to them. The parity check bits are generated via a
generator matrix or generator polynomial. The encoded block of n bits is called the
codeword, and this is transmitted over the channel. Codes generated by a polynomial are
called cyclic codes, and block codes of this nature are called cyclic redundancy check (CRC)
codes and are employed in a variety of data transmission schemes for error correction and
detection.

Coding and Data Rate. Using a variety of algebraic techniques, efficient encoding rules
have been obtained that calculate a set of n — k parity check bits that apply parity checks to a
group of bits in the block of k bits. Together with these parity check bits, the size of the
encoded block is k + (n — k) = n(bits). The block code is called an (n,k) block code and the
code rate is R, = k/n. This means that if the raw data rate is Ry, (bits/s), then only kR/n bits/s
correspond to actual data. The factor k/n is called the code rate. The rest of the bits do not
contain useful information and are included only for error control purposes.

The received word may be identical to the codeword in the case of error-free transmission
and may have been modified due to channel errors. The modifications may result in another
valid codeword, in which case it is not possible either to detect or to correct the errors. The
probability of such a false detection is upper bounded [Wol82] by

PFD < 2*("*1‘) (4. 1)

Example 4.1: Block Coding and Effective Data Rate In a wireless cellular network
operating at a transmission rate of 270 kb/s a block of 184 bits is encoded into 224 bits that
form a codeword. In this system the number of parity check bits for this block encoder is 40,
the code rate is R=184/224=0.82, the effective information transmission rate is
270 x 0.82 =221.4kb/s.

The block coding schemes, in general, break the transmitting signal into blocks of bits
and then each block is mapped to a different bit pattern. The key in block codes is to define
the output patterns in a way that, at the receiver side, the blocks can be decoded and errors
can be detected, if they have occurred. Coding of each block is independent from coding of
the previous blocks; hence, block codes are memoryless. The following example discusses a
simple block coding scheme and its impact on the data rate of the system.

Example 4.2: A Simple Block Code and its Relation to Data Rate of the System Table 4.2

provides a coding scheme for 2-bit blocks by mapping each block to a 4-bit block.
Since the coding scheme works on 2-bit blocks, the mapping consists of 2> =4 rows

to cover all the pattern possibilities. The codeword patterns, however, can be chosen
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TABLE 4.2 A Simple Coding Scheme with Two Parities

Message pattern Codeword pattern
00 0011
01 0101
11 1010
10 1100

from 2* = 16, which gives

16
— 1820

different codes. The codewords for a good block code are always chosen to have the
maximum difference between Os and 1s in them, which maximizes the effectiveness of the
code to detect errors if they occur.

Assuming the communication system is using binary phase-shift keying (BPSK), i.e.
each transmitted bit represents a symbol, then, with a data rate of 4800 symbols/s, before
applying the coding scheme, 3-bit blocks are transmitted sequentially, which gives the same
4800 bits/s. However, after applying the coding scheme, the codewords are transmitted at
4800 symbols/s. But within the 4800 transmitted symbols, in each second, only 2400
symbols contain data information and the rest are redundant bits added for error detection. It
can be concluded that the effective data rate of the system has then dropped to 2400 bits/s.
This example shows the trade-off between the data rate and ability to detect erroneous bit
patterns (extra security) that can be applied to raw data. Consequently, the drop in effective
data rate of the system changes the bandwidth requirement of the system.

Hamming Distance and Performance. As discussed in Example 4.2, a block code maps a
block of input stream into a block of output stream referred as a codeword. A good set of
codewords are those codewords with maximum differences in their bits. For example, if
instead of 1 the transmitter sends 111 and O is represented by 000, then, at the receiver side, a
received set of bits corresponding to 110 is very likely to be in reality 111 and the receiver
can make this judgment. The idea behind the design of block codes is thus to have a large
distance between any pair of codewords. This distance is measured in terms of the number of
positions (bits or symbols) in which the codewords differ and is called the Hamming
distance. The minimum Hamming distance between the set of all codewords of a block code
determines its error detection or correction capability. A block code with a minimum
Hamming distance of d,;, can detect blocks of errors that have a “weight” of less than d,,;,,
and can correct blocks of errors that have a weight up to #,,,x, Where

o = V"““”J (42)

2

Here, |x] refers to the largest integer less than or equal to x. An error block is also
represented in a manner similar to a block of data bits. Those bits that are not changed are
represented by Os and those that are changed are represented by 1s. The weight of the error
block corresponds to the number of 1s in the block, or the number of bits that are changed
and thus in error. Intuitively, we can see why a block code with a minimum distance of d,,;,
can correct up to #,,x errors. Given two codewords in the set, the distance between them is
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greater than or equal to d,,;,. An error block modifies a codeword into the received word. If
its distance from the correct codeword is less than half the distance between the correct
codeword and any other codeword, then we can associate the received word as being closest
to the original codeword and correct it accordingly. If, however, the error block modifies the
received word to make it closer to some other codeword, then the error correction procedure
will not work.

For sensitive data transfer, it is still possible to detect errors with weights larger than 7,,,,.
The detection of errors is performed by determining whether or not the received word is a
valid codeword. This can be done by computing the parity check bits again from the k data
bits and comparing them with the parity check bits received over the channel. It is possible
that the data bits were received correctly but that the parity check bits were in error, but the
two cases are indistinguishable.

Example 4.3: Error Detection in (4, 2) Coding and its Hamming Distance In the
previous example, the Hamming distance of the proposed coding scheme is 2 because each
codeword is different from other codewords at least in two bits. Therefore, this coding
scheme has the ability to detect one bit error, but it cannot correct the error. Assume the first
codeword, 0011, has been transmitted and due to channel errors it is received as 0010. Since
0010 1s not a codeword in the table, the receiver can detect the occurrence of the error. But if
the receiver compares this codeword with all codewords in the table, then it finds 0011 and
1010 each with 1 bit distance and it has no way to correct the error. Any single-bit error
within a codeword is detectable using this code. If a 0000 was received with two bits of
errors, then the receiver still can detect the error but it cannot correct it because it cannot
decide between 0011 and 1100. If the two bits that are in error had occurred at the second and
third bits then we would have received a 0101, which is a codeword in the table, and we
would have had no means to correct or detect the error. Therefore, this code cannot detect
occurrence of all 2-bit errors.

If we know the transmission error rate, then we can calculate the probability of
occurrence of different erroneous codewords. Assume the transmission takes place with
a bit transmission error rate of p = 10~2. Since the received codewords contains 4 bits and
the coding scheme can detect a single bit error in a codeword, the probability of occurrence
of a single bit error in a 4-bit codeword is

4 3
<1>p(1—p) = 0.038

However, if 2 bits (or more) are in error in a received codeword, then the receiver might not
be able to detect the error correctly. The probability of occurrence of such an event is

P=1- <3 (1-p)*— (?);;(1—1;)3 =592 x107*

which is much more unlikely than the occurrence of single bit errors.

It can be shown that, to detect 7 bit errors, the encoder has to have a Hamming distance of
n+ 1 between the codewords. Similar steps can be taken to design a coding scheme which is
able to correct the erroneous received bit, which we will discuss later in this chapter. It can
also be shown that, to design a block code that can correct up to n bit errors, a Hamming
distance of 2n+ 1 is desirable. The other important parameter in block codes is the
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Hamming weight of the code, which is simply the maximum number of 1s representing the
distance of the code from all-zero code of the same length.

Example 4.4: Error Correctionin (4,2) Code All received bit patterns with single errors
can be detected and corrected, as shown in Example 4.3. However, 2-bit errors in a received
codeword might be detected but the correction cannot be performed to identify the
erroneous bit.

In the case of occurrence of 3-bit errors in a received signal, the received codeword can
easily be interpreted as another codeword. For example, if the transmitted codeword is 0011
and the corresponding codeword is 1101, then the receiver interprets the received codeword
as single bit error detection of 1100 and declares 1100. Consequently, the transmitted
symbol is interpreted as 10 instead of 00. However, the probability of occurrence of such

case, assuming p = 1072, is
4
<3>p3(1—p) =3.96x 107°

Similar erroneous detection of the received signal takes place when the codeword is
corrupted completely and all 4 bits are received in error. Detection of 1100 clearly indicates
that the transmission codeword is 10, while the transmitted codeword could be 0011 with all
4 bits in error. The probability of occurrence of all 4 bits in error is

4.3.2 Block Codes

In this section we review simple and practical block codes used in communication systems
to detect or correct erroneous received bit patterns. The simplest and yet effective
mechanism for block coding is inserting the parity bit at the end of each block. Appending
or prepending the parity bit to the input block increases the Hamming distance of the block
of data by one and instantly allows the receiver to detect one bit error at receiver side.

Example 4.5: One-Bit Parity Code and Detection of Single Errors In a coding scheme,
the encoder adds a parity bit to 7-bit blocks of a bit stream such that total number of 1s in the
8-bit block is even. For example, the encoder transforms 00110001 into 01100011. The
decoder can compare the parity bit to check the number of 1s in an 8-bit block to verify its
valid detection. However, in the case of a single bit error the decoder can detect the
erroneous detection of the block and ask for retransmission. The probability of correct
detection of a block, assuming p =102, is

8 . (8 ;
PotPr={ J(1=p)"+ | ) p(1=p) = 09973

In a system without the parity bit, in order to receive the entire block correctly all the bits
have to be receiver unaltered, which occurs with the probability of

7 7
Po=1, (1-p)” = 0.9321

The coded bit stream shows 7% improvement in reliability.
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There are a number of more effective block codes used in information networks; here we
present examples of Hamming, CRC, and non-binary codes and their applications.

Hamming Codes. Hamming codes were invented by Richard Hamming in the late 1940s to
correct errors caused by optical readers used for data entry to computers with punch cards.
Today, these codes are still used in computer, communication, and data compression
applications. There are different ways to represent a coding technique. Hamming codes
are defined as linear block codes with error detection and correction capabilities. Common
sizes of Hamming codes are (7, 4), (15, 11), and (31, 26), with generalization to (2" — 1,
2" —n— 1) codes. A Hamming code can be described by a systematic approach that codes
each input block to a codeword using the properties of matrices. Decoding the received
codeword is similarly done by taking the proper steps to define appropriate matrices.

The systematic approach is based on three matrices, the generator matrix G, the parity
check matrix H, and the parity matrix P. The generator matrix is used at the transmitter side
to map the block of data into the coded word. The transpose of the parity check matrix is used
at the receiver to map the received code word to the so-called syndrome matrix S. The
syndrome is then used to identify the erroneous bit and correct it. The parity matrix P is an
auxiliary matrix used for the formation of the G and H matrices. Table 4.3 summarizes the
matrix operations used for systematic description of the Hamming codes. There are simple
methods to find the generator and parity check matrices of the Hamming codes. Other linear
block codes can also be represented using similar matrices. The approach is best illustrated
with an example.

Example 4.6: A (7, 4) Hamming Code To design a (7,4) Hamming code, we first start by
defining the generator matrix G by appending the parity matrix to an identity matrix of size
k. The parity matrix is simply produced by using all combinations with 3-bits with two or
more 1s in the case of the Hamming code:

I 11 1 0 00 1 0 01 11
p 110 1 010 G-I P 01 0110
= y laxa = =6 =l4a =
10 1 “ oo 1o ) 0010101
011 0 0 01 00 O0T1O0T11
TABLE 4.3 Summary of Systematic Representation of Hamming Codes
Systematic notations for an (n, k) code
Code rate kin
Identity matrix I
Parity matrix |
Information message matrix M=[m m ... my]
Coded word matrix C=MxG=[m m ... mg|pi p» ... DPnk]
Code generation matrix G=[I P]: nxk
Received code word R=C+e
Syndrome matrix S=RxH=CxH+exH=exH
Parity check matrix H= [l” : (n—k)xn

(P matrix for Hamming codes is generated using nonzero combinations)
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The second step is to construct the parity check matrix H by appending the I matrix of size
(n — k) to the parity matrix:

1 1 1
1 1 0
1 1 1
1 0 0 1 0 1
1 1 0 P
P= , Lys=|0 1 0| =>H= =|0 11
1 0 1 I3><3
0 0 1 1 0 0
0 1 1
01 0
0 0 1]

For each block of 4 bits of information message, e.g. M =[0 0 0 1], the codeword C
can be obtained by multiplying the block by the G matrix:

1 00 01 11
01 001T1O0
C=MxG=[0 0 0 1]x =[0 0 0 1 0 1 1]
001 01 01
0001011

In a noiseless environment, the codeword C is received unaltered at the receiver side. The
system then multiplies the R = C by the parity check matrix:

111
110
1 0 1
S=RxH=[0 0 0 1 0 1 1]x|0 1 1{=[0 0 0]
100
010
0 0 1)

The productisreferred to as the syndrome of the codeword, and for unaltered received bits the
syndrome is [0 0 0]. In the case of erroneous detection of one bit, e.g. the third bit:

R=Ct+e=R=[0 0 0 1 0 1 1]
4000 1 0 0 0 0]=[0 0 1 1 0 1 1]

11

—
—_
(=)

S=RxH=[0 0 I 1 0 1 1]x

S o =

S o = O
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The syndrome patternof [1 0 1] is observed as the third row of the parity check matrix
and, hence, indicates that indeed the third bit has been received in error. The correct
codeword can then be identifiedas [0 0 0 1 0 1 1] and the 4-bit block can be
reconstructed from the first four bitsasM=[0 0 0 1].

Example 4.7: Probability of Erroneous Detection of the Codeword Using Hamming
Code 1t has been proven that (7, 4) Hamming code is capable of detecting and correcting
single-bit error patterns in the received codewords. The (7, 4) Hamming code is unable to
detect more than single-bit errors. The probability of erroneous detection of a codeword can
then be calculated as

P = Py+ P3+ Py+ Ps+ P+ P71+ Py = 1—Py— P,
= 1—<(8))(1—p)8—<§>p(1—p)7 = 0.0027

Furthermore, you can use the (7, 4) Hamming code for detection of 3-bit errors in a
codeword. In this case erroneous detection of the codeword is

Pe = P4+ Ps+ P+ P71+ Py

3
=1-Py—P\—P,—P; =1-) (?)pi(l—p)g_l = 6.7788 x 1077
i=0

Cyclic Redundancy Check Codes. CRC codes were introduced by Peterson and Brown in
1961 [Pet61]. These codes are commonly used to create the checksum for variable-length
and long blocks of data. These codes can be implemented with small overhead and simple
hardware. The basic idea of a CRC code is that it interprets the long block of data as a binary
number, divides it by a prime number of length z + 1 bits, and uses the n-bit remainder as the
checksum for the coding. At the receiver, the main data is divided by the same prime number
and the remainder is checked to detect the occurrence of an error in transmission of the
block. As an example, the IEEE 802.3 Ethernet uses CRC codes of length 33 bits with a
32-bit remainder, which is shown in Fig. 4.10. The variable-length data of up to 1500 bytes
and an overhead of up to 22 bytes are divided by a 33-bit prime number to form a CRC-32
remainder as the checksum.

CRC codes are also referred to as polynomial codes because they can be expressed using
polynomial expressions. CRC codes use a set of polynomials whose coefficients are either
“0” or “1” using the so-called finite field arithmetic. A summary of polynomial expressions
describing CRC codes is given in Table 4.4. In this approach we define an rth-generator
polynomial G(x) representing the prime number used for division. The message or
information polynomial of any length is then multiplied by x" and divided by G(x) using
long division. The remainder of such division then defines the CRC checksum bits
corresponding to the message. Again, an example helps clarify the situation.

Preamble | Start delimiter DA SA Length of data Data Pad Checksum
7 (1) (2or6) | (2ore) (2 (0-1500) (0-46) (4)

FIGURE 4.10 Frame format of the IEEE 802.3 Ethernet variable-length packets with a 4-byte
(32-bit) checksum using CRC codes.
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TABLE 4.4 Summary of Polynomial Expressions Used for Describing CRC Codes

Generator polynomial G(x) order r; example: 1001 = G(x) = X+ 1,r=3

Information polynomial I(x) order>r

Parity polynomial p(x)=x"I(x)/G(x)

Coded polynomial C(x)=x"I(x) + p(x)

Received coded polynomial R(x)=C(x)+ e(x)

Parity check division R(x)/G(x) = C(x)/G(x) + e(x)/G(x) = e(x)/G(x)

If e(x) is not a multiple of G(x) then we can detect the error

Example 4.8: CRC Code Using G(x)=x>+ x+ I In this example, we describe CRC
codes using the prime polynomial G(x)= x>+ x + 1 associated with the prime number
[1011]. The checksum is the remainder after dividing the original block of bits by this prime
number. Assume that our information bit stream is

I=[1 0 0 1 1 0O 1]
associated with the information polynomial represented by
I(x) = x*+ X+ x4 1
The parity polynomial is then generated by

9 6 5 3
P(x) = * x I(x)/G(x) = % = 41

This division can be found using simple binary division of [1001101] by the prime number
[1011] as shown below:

1010011

1011)1001101000

1011
0101
0000
1010
1011
0011
0000
0110
0000
1100
1011
1110
1011
101



CODING AND RELIABLE PACKET TRANSMISSION 141

The resulting remainder checksum is [101] with polynomial expression P(x) = x> + 1. The
coded transmitted word is then defined as

C(x) = x* x I(x)+ P(x) = C = [1001101101]

At the receiver side, the noisy version of the transmitted codeword is received as R(x) =
C(x) + e(x). The received codeword is then checked for errors by

R(x) _C(x)  e(x)

G(x)  G(x)  G(x)

Apparently, the received codeword is acceptable if e(x) is a multiple of G(x).
In practice, generator polynomials can be more complex; for example, the generator
polynomial for IEEE 802.3 Ethernet is given by

G(x):x32+x26+x23—|—x22—|—x16—|—x12+x”—i—x10+x8+x7+x5+x4+x2+x+1

Nonbinary Codes. In multilevel modulation schemes, it is possible to encode symbols
(nonbinary alphabets) in a similar manner to simple block codes. Bose-Chaudhuri-
Hocquenghem (BCH) codes are a popular class of nonbinary codes. Reed-Solomon (RS)
codes, a subset of the BCH codes, are another good example of nonbinary block codes
employed in a variety of wireless networks. The symbols are commonly drawn from a set of
2" alphabets (each alphabet represents 7 bits). An RS codeword has length n =2"" — 1. The
number of symbols being encoded can vary from 1 to n — 1. Depending on the number of
symbols encoded, the minimum distance between the codes, which in the case of RS codes is
n—k+ 1, changes.

Example 4.9: An RS Block Encoder In a wireless data network, (63, 47) RS encoders
form a set of 64 symbols, each representing 6 bits. This means that a block of 47 symbols is
encoded into a block of 63 symbols for a symbol code rate of 47/63 = (.746. The minimum
distance between the codes is dp,;, =63 — 47+ 1=17. It can thus correct up to eight
symbol errors.

4.3.3 Convolutional Codes

Convolutional codes are used in variety of LANs and WANS, such as IEEE 802.11g or GSM,
when a strong channel coding technique is needed. Convolutional codes, unlike block
codes, do not map individual blocks of bits into blocks of codewords. Instead, they accept a
continuous stream of bits and map them into an output stream, introducing redundancies in
the process. Usually, a code rate can be defined for convolutional codes as well. If there are k
bits per second input to the convolutional encoder and the output is 7 bits per second, then the
code rate is once again k/n. The redundancy, however, is dependent not only on the incoming
k bits, but also several of the preceding k bits. The number of preceding k bits used in the
encoding process is called the constraint length 72 and is similar to the memory in the system.
Simple examples can further clarify the situation.

Example 4.10: Data Rate Calculation for a Convolutional Encoder AWLAN uses arate
9/16 convolutional encoder on an incoming data stream of rate 27 Mb/s. The transmission
facilities needs to provide for a 27/(9/16) = 48 Mbps to carry the encoded data stream.
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FIGURE 4.11 Convolutional coding with its respective state machine.

Convolutional encoders are implemented using simple feedback shift register structures.
The input data stream and the memory of the past bits are used to generate several streams of
coded data. For each arriving bit of information we have a block of information formed by
encoded bits from different streams.

Example 4.11: Encoder for a % Rate Convolutional Code Figure 4.11a shows a simple
convolutional code that utilizes two shift registers along with the stream of input bits. When
the system is at rest, all the shift registers and outputs are set to 0. When the first input bitis 1
we have D = 0 and D, = 0. Adding (XOR-ing) the outputs of the shift registers and input bit
willresultin C; =D& D, & b;=000d 1=1and C, =D, ®b;=0& 1 =1, resulting in a
transmitted output of 11. In the next clock time, another 1 arrives at the input of the system.
The values of the shift registers are now shifted to D; = 1 because of the previous input bit
and D, = 0 because of the previous value of D, which was 0. The outputs are then computed
asC, =D D, ®b;=190d1=0and C, =D, ® b;=0@ 1 = 1. The transmitted bits are
then O1. Repeating the steps for all the input bits results in transmitted bits being
T=[1 1 0 1 0 1 0 0 1 0], with the leftmost bit transmitted first.

Figure 4.11b illustrates a different representation of the coding process in a convolutional
encoder using a state or trellis diagram. The state machine of Fig. 4.11a has two bits of
memory which can form four different states shown in Fig. 4.115. Depending on the arriving
bit of information and the current state of the machine, the next state is determined. A “0”
information bit is denoted by a solid line and a “1” information bit by a dashed line. The
encoded two bits associated with each of the information bits are marked on the line
representing that information bit. This diagram gives a different view of the encoder
operation. Decoding the received convolutional coded data stream is performed using the
Viterbi algorithm and trellis decoding which exploits this visualization of the process. A
Viterbi decoder uses the trellis structure and the received coded stream of data to find the
maximum likely transmitted information bits. This is best described with an example.

Example 4.12: Decoding a Convoluted Message Using a Viterbi Decoder InExample 4.11
the sequence of information bits was [11010], which was encoded into the transmitted bits
T=[1101010010] with two encoded bits per information bit. Assume that during trans-
mission the second and fifth bits from the left get corrupted so that the receiver detects them
erroneously. Then the detected received sequence would be R =[10 01 11 00 10]. Figure 4.12
shows how a Viterbi decoder works on this received data to detect the original information bits
regardless of the two errors which have occurred during the transmission. When the first two
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Transmitted stream: 11 01 01 00 10
Received stream: 10 01 1 00 10

00@\ 00
AY
\

\

a@®@ o

Detected bits: 1

FIGURE 4.12 Viterbi decoder for convolutional coding.

bits “10” arrive we start from state “00”; if the information bit associated with the received
“10” bits was a “0” then we should have received “00” and we will have a one-bit error that is
kept inside the circle representing the next state. Similarly, if the information bit was “1” then
we should have received a “11,” which has a one-bit error from what we actually received, so
we keep that in the next state.

When we process the second received pair of bits, “01”, we continue counting the number
of errors for all four possible paths. For example, if from state “00” we had a “0” information
bit then we expect another “00” received rather than “01” that we have actually received. So
the next state has one more error on top of the one we already had in this path and we keep
track of the two errors inside the next state. Similarly, we get associated errors for all other
three possibilities.

In the next stage of the trellis we have two routes to arriving to a state. In these situations
we simply eliminate the route which causes a larger number of errors. For example, arriving
at “00” in the fourth stage we have one path with two new errors and two from the last stage
and another with no new and three past errors; so we take the second route, which causes
fewer errors. We continue the same way for the next two stages to complete the trellis for all
received coded bits. In this stage we select the state with minimum errors, which is state “01”
with two errors, and we trace the arriving routes to detect the transmitted information bits.
This state is connected to the previous state “10” with a solid line, indicating a “0”
information bit for that stage. The previous states are connected by dashed-solid-
dashed-dashed lines, indicating detection of [11011], which was the actual information
sequence, which is now detected correctly in spite of the two errors in transmission of the
coded bits.

In a manner similar to block codes, convolutional codes can be compared based on their
respective Hamming distances (sometimes called the free distance). Like block codes, the
error correction capability of convolutional code is given by | (dmin—1)/2]. However, the
distance in convolutional codes is defined based on collective distances across an entire
path. For example, in Fig. 4.12, the distance between the decoded path [1101 01 00 10]
and the top path connecting zero states [00 00 00 00 00] is 5, which has allowed correction
of two bit errors.

In practice, convolutional and block codes are often mixed to form a packet. For example,
in IEEE 802.11g, the data stream is scrambled before convolutional coding is applied and,
after convolutional coding, block interleaving takes place. The following provides another
example of mixed coding used for formation of speech packets in GSM, a 2G cellular system.
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User’s speech packet
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CRC coding
50 bits

53 bits l 4 tail bits

A 4

132 bits N % Convolutional
coding

78 hits
378 hits

A\ 4

456 bits (20ms) |<7

Transmitted packet

FIGURE 4.13 GSM speech packet.

Example 4.13: Mixed Coding for Preferred Data Integrity The speech coder in a GSM
cellular telephone network, shown in Fig. 4.13, produces a data stream of 13 kb/s forming
260 bits of user speech packet every 20 ms. The speech encoder has three classes of bits with
different protection requirements: class I are 50 bits, which are very important for the
encoder; class Il is 132 bits, demanding medium protection; and class III has 78 bits with no
need for additional protection. The most significant 50 bits of the class I bits are enhanced
with a block code that adds three parity bits. The sum total of 182 class I and class II bits plus
the three parity bits, plus four tail bits (189 bits in all) are passed through a 1/2 rate
convolutional coder to produce 378 bits. The 78 class III bits are added to these 378 bits
without any encoding to produce 456 bits of encoded data. The effective transmission rate
for this mixed coding scheme is 456 (bits)/(20 ms) = 22.8 kb/s and the overall rate is 260/
456 =0.57. High-rate and complex coding techniques are commonly used for error control
in real-time speech transmission over long-haul facilities where having a feedback from the
receiver is not practical.

Punctured Codes. In the case of punctured codes, some of the parity check bits are
eliminated. This improves the efficiency (increases the code rate) but reduces the error
detection/correction capability. Puncturing is an easy way of accomplishing a certain code
rate from a given error control code. Consider an example of a punctured code that uses a
basic ', rate convolutional code to generate a k/n rate code. The input stream is first coded
into two streams using the % basic convolutional codes. Parts of the encoded bits are then
eliminated from transmission to change the rate of the code. The bit elimination process is
implemented using a puncturing matrix which is applied to the two encoded data streams.
For example, the puncturing matrix
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is used produce a rate %5 punctured code from the two output streams of the % convolutional
code. This matrix eliminates every other bit of the stream on the first branch and transmits all
the bits in the second branch. This way, each block of 2 bits of information generates a block of
4 bits with 1/2 convolutional code but only three of the l/2—coded bits are transmitted, resulting in
an effective %-rate code. At the receiver the Viterbi decoder includes the elimination of the
bits in calculation of the distances. Punctured convolutional codes are widely used in the
satellite communications, digital video broadcasting, and wireless LANs and WANS.

Trellis-coded Modulation. The first application of QAM (see Chapter 3) was in the early
1970s in the voice-band data communication modems with the invention of the 9600 bits/s
modems over four-wire commercial telephone lines. The next major invention first
implemented for voice-band data communications was TCM, which was introduced in
early 1980s [Ung87]. The importance of this technique is that it combines the coding and
design of signal constellations to achieve higher data rates. Prior to the invention of TCM, it
was a common belief that coding could not usefully increase the data rate over band-limited
channels such as telephone lines. Today, QAM with TCM is used in broadband DSL and
cable modems (802.14) and many other applications. QAM modulation has a two-
dimensional signal constellation that doubles the data rate by running two orthogonal data
streams over the same band. TCM doubles the points in the constellation, which calls for a
3 dB loss in the performance but correlates the sequence of transmitted symbols using a
sequential convolutional code which provides large gains so that the overall performance
can be 3-6dB better than the original constellation with half of the points. TCM laid the
ground for 14.4 and then 19.2 kb/s modems, which were later extended to higher data rates
using data compression techniques.

Turbo Codes. The term turbo codes is generally used to describe a class of high-efficiency
source coding schemes used for telecommunication applications in limited bandwidth
scenarios. Turbo codes are considered one of the few coding schemes to approach the
theoretical Shannon limit of transmission rate of communication over a noisy channel. The
advantages of turbo codes over other source coding schemes lie mainly in the ability of
increasing the data rate with a limited power transmitter and decreasing the transmitted power
for a fixed data rate. However, very complex designs and implementation at transmitter and
receiver sides and high latency introduced by turbo codes are disadvantages of these codes.

Fundamentally, at the transmitter side, the encoder forms three blocks of data. The first n
bits contain the original data. The next k/2 bits represent the parity bits of the original data,
which are computed using a recursive convolutional code. The last k/2 bits represent the
parity bits of a known permutation of the data using the same recursive convolutional code.
The total code rate of the turbo code is then calculated as n/(n + k). At the other end of the
communication link, the receiver forms two decoders corresponding to the two convolu-
tional encoders, with an interleaver in between. Each of the decoders generates a line delay
which synchronizes the received data with their corresponding parity bits. Various turbo
codes are implemented in satellite communication, 3G cellular networks, and IEEE 802.16
(WMAN standard).

4.3.4 Codes for Manipulating Data

The data streams in modern networks are often manipulated before transmission. The
manipulations performed include scrambling or block interleaving. In the next two sections



146 NETWORKING FUNDAMENTALS

we provide short descriptions and simple examples of scrambling and block interleaving
techniques.

Scrambling. Scramblers are used in wireless networks to provide some resilience to
eavesdropping when data is broadcast over the air. This way, for example, a cellular
network provider can protect the customer’s data on the air and a broadcast satellite service
provider can make sure that only its subscribers can use their channels. Another example
application for scramblers is to avoid the transmission of large sequences of similar bits,
either Os or 1s. A scrambler in this context is different from encrypting the data to make it
unintelligible by unwanted users. In this context, a scrambler replaces the data stream by
another stream, removing the possibility of occurrence of strings of similar bits not suitable
for a synchronization process at the receiver. However, they are very useful in randomizing
the data, particularly when nothing is transmitted and the transmission medium is idle. To
ensure reception of data with adequate transitions in the stream, as we explained in Chapter
3, line coding techniques are used.

A scrambler is a pseudo randomizer device that manipulates a data stream before
transmission. The manipulations are reversed by a descrambler at the receiver to recover the
original data stream. Simple scramblers are implemented using LFSR codes and the
implementation of the scrambler and the descramblers are very similar. An example will
further clarify the basic implementation of a scrambler and a descrambler.

Example 4.14: Scrambler and Descrambler Implementation Figure 4.14 presents a
typical scrambler and descrambler implemented with shift registers. The polynomial represent-
ing the scrambler is G(x) = 1 4+ x*+ x’. Figure 4.15 presents the general block diagram of the
IEEE 802.11g transmitter with the above scrambler placed before the convolutional encoder.
The block interleaving is performed after FEC and before data is sent to the OFDM modem.

» OUT

IN 1|—|2|—|3|—|4 5|—|6|—|7

(a)

IN 1|—|2|—|3|—|4 5|—|6|—|7

> OUT

(b)

FIGURE 4.14 Implementation of a typical («) scrambler and (b) descrambler, using shift register
codes.
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—’| Scrambler I—’| Convolutional code I—’| Interleaving I—’| OFDM I—'

Y
S(x) = x'+x+1 Punctured code based on
Length=127 rate %, constraint length 7

FIGURE 4.15 Overall block diagram of IEEE 802.11g using a scrambler to randomize data,
convolutional codes for FEC, and block interleaving to spread blocks of errors.

Block Interleaving. Block interleaving is very popular in wireless transmissions. In
transmissions over wireless media, errors often happen in blocks of bits (burst errors)
which are difficult to correct. Recall that codes considered in this chapter typically can
detect small numbers of bit errors within a set of received bits. Block interleaving is used to
spread the error over a larger interval of time so that the number of bit errors within a given
set of bits is small, thereby allowing error control codes to detect or correct errors and
increase the data integrity. For instance, consider a Hamming code that can correct single-bit
errors over codewords of size 7 bits. This means that if there is a single error over a block of 7
bits, the coding scheme can correct it. On the other hand, a burst of five errors cannot be
corrected by this code. If, however, we can spread these errors over five codewords so that
each codewords “sees” only one error, then it is possible to correct each of the errors. One
way of accomplishing this is as follows. Codewords are arranged one below the other and
bits are transmitted vertically. At the receiver, the codewords are reconstructed and the bits
are decoded horizontally. Since the burst of errors affects the serially transmitted vertical
bits that are spread over several codewords, the errors can be corrected. Block interleaving
introduces delay because several codewords have to be received first before the voice packet
can be reconstructed. There is only so much delay that is acceptable for normal voice
conversations, and the interleaving process should not create an unacceptable value of delay
in the process.

Example 4.15: Scrambling and Block Interleaving For the GSM packets shown in
Fig. 4.13, the output of the convolutional encoder consists of 456 bits for each speech stream
input of 260 bits. If the 456 bits are split into eight blocks of 57 bits each, then the 57 bits are
spread over eight frames of duration 4.6 ms carrying eight user packets so that, even if one
frame out of eight is lost, the speech quality is not affected. The delay in reconstructing the
codewords corresponds to the reception of eight frames, which takes 4.6 x 8 =37 ms, which
is less than the 50 ms usually tolerable for processing of voice conversations.

44 CODING FOR SPREAD-SPECTRUM AND CODE-DIVISION
MULTIPLE ACCESS SYSTEMS

In this section we introduce two fundamental codes used in spread-spectrum and CDMA
systems. These are the PN sequences and M-ary orthogonal codes. PN sequences are used
for spread-spectrum systems, which were described in Chapter 3, as well as a variety of other
applications in security, authentication, and localization. M-ary orthogonal codes are used
either to address a specific user in the CDMA network or to increase the reliability of
transmission over a disturbed channel. Examples of systems using these coding techniques
are given in Chapters 7,9 and 10 when we discuss CDMA cellular, IEEE 802.11 WLAN, and
IEEE 802.15 WPANS in the networks.
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4.4.1 Pseudo Noise Codes

PN codes are also called pseudorandom sequences and they are used as codes for implementa-
tion of spread-spectrum systems. Since the sequenced pattern is only coded to appear random,
the sequences are referred to as pseudorandom or PN sequences or codes. Even though they are
called pseudorandom, the sequences are not random, but appear random since they contain
almost equal numbers of Os and 1s. The most common PN sequences are the maximal-length
sequences or M-sequences that are created using maximal-length LFSRs of length 7. The name
arises from the fact that the M-sequences are the longest sequences that can be generated by an
m-stage LFSR. The contents of the LESRs repeat after a cycle of 2" — 1 shifts. The length of the
PN sequence before it repeats itself is also 2" — 1. The maximal-length shift registers are
represented by polynomials that denote the connections that are active in the LESR.

Example 4.16: PN Sequence of Length 7 Figure 4.16 shows an LFSR of length m =3
and its 7-bit maximum-length PN sequence. The feedback connections from the first
(exponent 0) and second (exponent 1) shift registers (but not the third) are represented by
Gx)=14+ x+ x°. The output sequence of 7 bits {0,0,1,0,1,1,1} repeats itself every 7 bits.
The states of the LFSR and the outputs are also shown in Fig. 4.16. If we consider the state of
the machine as a 3-bit binary number, as shown in Fig. 4.16, the sequence of states is
{4,2,5,6,7,3,1}, which also repeats every seven clock times.

PN sequences are widely employed because of their nice properties. Some of the important
properties include the fact that they have nearly equal numbers of Os and 1s and their
autocorrelation exhibits a strong peak. The periodic autocorrelation has a peak value of
2" —1 for zero lag and a value of — 1 for all other lags. Consequently, it is possible to
differentiate between users by computing the correlation between their allocated sequences
and areplica of the sequence of the user under consideration. Another popular PN sequence in
information networking is the Barker sequence used in IEEE 802.11 and 802.11b standards.
The common Barker code used in 802.11 has a sequence of length 11 and it is given by
{r11 -1 -1 -1 1 —1 —1 1 =1}.The autocorrelation property of the
Barker codes is similar to the LFSR codes, but the length is not restricted to 2 — 1. The
following example shows the calculation of the autocorrelation property of the Barker codes.

c|B é Generating polynomial: G(x) = x3+x + 1
1 (0 [fo T
ol1]o N 2
C B A
11041
by by bo bo, b1, bs...

11§ 0 | 4 | | 4 |
Tl [ Lo J /

CLK
Tt Sequence:  -1-11-1111  -1-11-1111 .....

“ J o J

o | o

One cycle of 7-bits Repeat

FIGURE 4.16 LFSR codes of length 7.
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x(n): 111-1-1-11-1-11-1
K=0 X 121-1-1-11-1-11-1=21+1+1+1+1+1+1+1+1+1+1=11
K=l X -121221-1-1-11-1-11=-1+41+41-1+41+1-1-1+41-1-1=-1
K=2 x1:12121-1-1-11-1-1 =1-1+1-1-1+1-1+1-1-1+1=-1

Ro()=3 x(Mx(1k) 11 o u
n=0

7 \ I I S R - —1 v
-1 -1 -1 -1 -1 -1

This circular ACF follows the same pattern as the ACF of the LFSR codes

FIGURE 4.17 Autocorrelation of the Barker code.

Example 4.17: Autocorrelation of the Barker Code of Length 11 The autocorrelation of
a sequence is defined by

N—

Ro(k) =Y x(n)x(n—k)

n=

—_

For the 11-bit Barker code, the sequence is x(n) ={1 1 1 -1 -1 -1 1 -1
—1 1 —1}.Figure4.17 shows the first few steps in calculation of the ACF of this code. For
k =0 the sequence is multiplied by itself, resulting in all + 1 terms, which sum up to 11,
representing the peak of the ACF. For k=1 the sequence is shifted one time in a circular
manner, resulting in a new sequence x(z — 1). Multiplication of x(n)x(n — 1) and addition of
all terms results in a — 1. The same thing happens for x(n)x(n — 2) and all other values of the
ACEF until we shift the sequence 11 times, which brings us to the starting point. The ACF of
the Barker code follows the same pattern as PN sequences and it has a peak every 11 chips of
value 11 with all other values fixed at —1.

4.4.2 M-ary Orthogonal Codes

M-ary orthogonal codes, as the name indicates, provide a set of codewords which are
orthogonal." The set of orthogonal sequences, or orthogonal-codes, will typically be derived
from a Hadamard or Walsh code. Walsh codes are based on the Hadamard matrix that is
defined by the recursion

Hy Hy

Hoy = -
2N Hy Hy

"Two codewords W, = {ay, @, . . ., ay} and Wy = {by, b,, .. ., by} are orthogonal if Zfi] ai & bi = 0, where the
summation sign means exclusive-OR sum.
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FIGURE 4.18 Walsh codes of orders two, four, and eight.

Figure 4.18 shows the Hadamard matrix of orders two, four, and eight. The rows of
this matrix provide for a set of orthogonal codes referred to as Walsh codes. Therefore, the
first 8-bit Walsh code is Wy =[00000000] and the last 8-bit Walsh code is
W;=[0110100 1]. In general, Walsh codes of any order are orthogonal:

N,i=j
0,i#]j

because, for each pair, half of the bits are different and the other half of the bits are the same.
M-ary orthogonal codes are used in different contexts in wireless networks. In CDMA links,
the orthogonal codes are used to separate different user channels. The problem with
orthogonal sequences is that the users must be synchronized, since orthogonal sequences do
not have good correlation properties outside of the zero-lag case. Consequently, in some
CDMA networks, orthogonal sequences are employed on the downlink channel where the
BS is able to synchronize transmissions. For the less reliable uplink, synchronization
sometimes employs PN sequences over orthogonal sequences. M-ary orthogonal codes are
also used by individual users to improve the quality of the received signal at the BSs. In the
uplink of some of the CDMA networks and some WLANSs, M-ary orthogonal codes are used
by individual users to improve the quality of transmission. In this approach, a user has a set
of orthogonal sequences representing a set of coded symbols for transmission.

WiXWj_{

Example 4.18: 3-Bit to 8-Bit M-ary Orthogonal Codes Consider the 8 x 8 Walsh codes
shown in Fig. 4.18. Then assume that we form blocks of 3 bits from the incoming data stream
and use each 3 bits as an address to select one of the eight orthogonal codes and transmit that
8-bit code instead of the original 3 bits. Then, at the receiver, when we receive the 8-bit code
we compare it with all possible 8-bit codewords and select the code which has the minimum
distance with the received coded symbol. Since all codes are 4 bits different from one
another, if we have a 1-bit error we can correct it and if we have up to a 3-bit error we can
detect it. This is a very strong code with the coding rate of *; and will substantially improve
the quality of the received data stream. A 64-ary orthogonal code is used in the upstream of
QUALCOMM’s first CDMA cellular network.

Another popular example of M-ary orthogonal codes used in information networking is
the complementary code (complementary code keying is used in the IEEE 802.11b) which is
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described in Chapter 9. This orthogonal code uses four complex symbols of a quadrature
phase-shift keying (QPSK) constellation to form the orthogonal set of transmitted symbols.

4.5 ARQ SCHEMES

Inthe PSTN, if a voice packet is received in error, then it is either dropped or replaced with an
attenuated version of the previous packet to provide a semblance of continuity. Retransmis-
sions of damaged packets are not considered because of the sensitivity of voice to delay.
ARQ schemes essentially are used in data networks where reliability of received informa-
tion is of paramount importance and delay is less of a problem compared with real-time
multimedia applications. Using ARQ schemes, if a block of data is received in error then the
receiver requests retransmission of the block of data. This request may be explicit or built
into several protocols already operational in the system for flow control or other purposes.
Usually, an acknowledgement packet is employed to indicate correct reception of one or
more transmitted packets. If an acknowledgement is not received in a certain time frame, or
a negative acknowledgement is received, then the transmitter will retransmit the packet.

There are three basic ARQ schemes. The stop-and-wait ARQ scheme waits for an
acknowledgement for each individual packet before sending the next one. This is especially
inefficient if the round-trip times are large, because the transmitter spends a lot of time
waiting for the acknowledgement. In order to improve upon this scheme, the go-back-N
ARQ scheme transmits up to N packets at a time and waits for acknowledgements. Multiple
packets can be acknowledged with one response. Depending on the receipt of acknowl-
edgements, the transmitter will back up to the last correctly received packet and retransmit
the following ones (N or less packets). It is possible that some of the subsequent packets are
received correctly, but they will be discarded. In order to eliminate this inefficiency, a
selective-repeat ARQ scheme can be employed. Here, only those packets that are received in
error are retransmitted.

Example 4.19: Acknowledgements and Retransmissions in a WLAN In most WLAN
applications, every transmitted packet is acknowledged because the channel is unreliable. It
is similar to a stop-and-wait protocol in that sense. Because round-trip times are small, and
both the AP and the mobile stations share the channel, the inefficiency is limited. It is often
possible to piggyback the acknowledgements over data packets transmitted in the other
direction.

4.5.1 Stop and Wait

In the simplest form of ARQ scheme, the stop-and-wait scheme transmits the encoded data,
waits for acknowledgement of correct detection and reception of the symbol (or frame) at
the receiver side, and then transmits the next symbol (or frame). If a symbol (frame) is
detected erroneously at the receiver, then an acknowledgement is not sent to the transmitter
and the receiver simply expects a retransmission. The process is repeated until the symbol
(frame) is correctly received. If the transmitter does not receive the acknowledgement from
the receiver within a certain time limit, the transmission times out and the symbol (frame) is
retransmitted. An extra altering bit, known as sequence bit, is prepended to the frame in
order to avoid problems of losing the acknowledgement bit and/or latency concerns raised in
such schemes.
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Example4.19 Figure4.19illustrates an example of the basics of stop-and-wait schemes.
Frames are numbered0, 1, 0, 1, and so on. The first frame 0 is sent and acknowledged. Frame 1
is lost and resent after the time-out. The resent frame 1 is acknowledged and the timer stops.
Frame 0 is sent and acknowledged, but the acknowledgment is lost. The sender has no idea if
the frame or the acknowledgment is lost; so, after the time-out, it resends frame 0, which is
acknowledged.
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FIGURE 4.19 Stop-and-wait scheme in ARQ.
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Example 4.20: Efficiency of Stop-and-Wait Scheme Assume that in a stop-and-wait
ARQ system the bandwidth of the line is 1 Mb/s and it takes 20 ms of propagation delay to
make a round trip between the two terminals using the scheme. The bandwidth-delay
product of system is (1 x 10°) x (20 x 107?) = 20000 bits, which implies that the propaga-
tion delay is equivalent to the length of so many bits. Assuming that the system data packets
are 1000 bits in length and the length of the acknowledgement packet is negligible, the link
utilization is only 1000/20000 or 5%. For this reason, for a link with a high bandwidth or
long delay, the use of stop-and-wait ARQ wastes the capacity of the link.

4.5.2 Go-Back-N

In amanner similar to the stop-and-wait approach, go-back-N sends frames of data within its
window size and waits for their acknowledgement. The difference between the two
approaches is the number of frames during the time interval of waiting for acknowledge-
ment. In the go-back-N ARQ scheme, several frames are sent by the transmitter. The
receiver keeps track of their sequence number. The receiver, however, sends acknowledg-
ment for each frame and the transmitter keeps track of the acknowledgements. In this
scheme, the channel is still being used by the transmitter and receiver while acknowl-
edgements are being waited on and the throughput of the network increases. In the case of
erroneous detection of a frame (or a lost frame), the transmitter does not receive its
corresponding acknowledgement and goes back N steps and retransmits the frame onwards.

Example 4.21: Go-Back-N Scheme The go-back-N scheme can be considered as a
generalization of the stop-and-wait scheme in which the size of the window is larger than
one packet. However, as illustrated in Fig. 4.20, the receiver acknowledges each packet
separately and will not accept any packets with a sequence number after the current
window’s sequence number.

4.5.3 Selective-Repeat Automatic Repeat Request

One disadvantage of the go-back-N scheme is the need to retransmit several frames when a
frame is lost. In order to avoid this issue, the selective-repeat ARQ scheme is used. This
scheme allows transmission and reception of frames even after the occurrence of an error.
The receiver, on the other hand, keeps track of consecutive frames and when a frame is lost
or damaged it sends the sequence number corresponding to it with every acknowledgement
it sends. Eventually, the transmitter retransmits the lost frame after emptying its buffer.

The size of the buffer is generally selected with respect to the size of the sequence number
to avoid confusion. In communication protocols with variable lengths of frames, a variant of
this scheme is used to transmit and acknowledge reception of the blocks of the original
frame.

Example 4.22: Selective-Repeat ARQ Figure 4.21 illustrates the basic operation of
selective-repeat ARQ. In the selective-repeat ARQ scheme, the transmitter sends the packet
with the lowest sequence number. The transmitter then sends consecutive packets regularly
until it receives an acknowledgement (or acknowledgement of no reception of a packet with
a specific sequence number) or it is timed out for the first transmitted packet. If timed out, it
transmits the first packet again, and continues by sending the consecutive packets. If, during
the transmission, it receives acknowledgement for some of the packets but not all, it
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FIGURE 4.20 Go-back-N scheme in ARQ.

transmits the lost packets again. It is a common practice to keep the size of the buffer as half
of the sequence number size.

4.5.4 Hybrid Automatic Repeat Request

In addition to the above methods, it is possible to combine the ARQ schemes with FEC
schemes and form a hybrid ARQ scheme. Adding the redundancy information of the FEC
schemes increases the probability of receiving a valid frame in very noisy environments but
decreases the overall throughput of the network. Typical FEC codes which are utilized in
hybrid ARQ are RS, BCH, and turbo codes. At the receiver side, when a frame is received it
is first decoded and its validity is checked by checking the FEC scheme output. If the frame is
received without problems, or the errors are correctable, the receiver sends an acknowl-
edgement to the transmitter. On the hand, if the frame is lost or its errors cannot be
corrected, a negative acknowledgement is sent to the transmitter, which then performs a
retransmission.

Example 4.23: Hybrid ARQ Figure 4.22 shows the basic operation of the hybrid ARQ
scheme. The transmitter sends the packets to different receivers. Each receiver either
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completely retrieves the stream of the packets or partially receives the packets stream. In
the case of erroneous detection of a packet or loss of a packet at each receiver, the receiver
sends a signal to the transmitter. The transmitter then calculates the FEC block code of
the packets and sends them to the receivers so that each receiver can retrieve the entire
bit stream.

4.6 FLOW CONTROL PROTOCOLS

Managing and controlling the rate of data transmission between two nodes in order to avoid
overflowing at the receiver side is referred to as flow control. If a transmitter node transmits
the data at a faster rate than the receiver can process, then eventually the input buffer at the
receiver side will be full and no packets can be accepted by the buffer. In such conditions,
packets are lost and their retransmission decreases the efficiency of the system. Flow control
mechanisms are designed to avoid the occurrence of such situations. The two basic
approaches to flow control depend on the type of messaging between the nodes, particularly
the acknowledgement message sent back to the transmitter from the receiver. Mechanisms
can be designed to employ different rates in different directions of a communication link,



156 NETWORKING FUNDAMENTALS

Receiver B Transmitter m Receiver A ‘

Transmitted frame 1

{0I1]213]

Calculating parity for

all the bits
%
2
\J \J  /
Time Time Time

FIGURE 4.22 Hybrid ARQ scheme.

permitting one direction to transfer with a higher data rate. Both the network and transmitter
can employ flow control mechanisms. Like error control ARQ mechanisms, the stop-and-
wait mechanism and sliding-window mechanism are practical implementations of flow
control protocols.

4.6.1 Stop and Wait

In the simplest form of flow control, a stop-and-wait mechanism is adopted between the
nodes to avoid packet loss due to buffer overflow. A transmitter transmits the frame. If the
frame was received in a valid format at the receiver side, the receiver sends back an
acknowledgement response to the transmitter indicating its preparedness to accept another
frame. The transmitter, on the other hand, will hold off transmitting until the time it receives
the acknowledgement (with indication of preparedness) packet. The rate of transmission is
then decided by the processing power of the receiver.
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FIGURE 4.23 Stop-and-wait scheme in ARQ for flow control.

In practice, this method is ineffective when the size of the frame is large. To avoid the
problem, the transmitter divides large messages into smaller frames and sends them to the
receiver. The inefficiency of this approach in terms of utilizing the channel is also another
practical issue. The issue becomes very problematic when a message is extremely short but
the nodes are located at a far distance from one another.

Example 4.24: Stop-and-Wait Flow Control Protocol Figure 4.23 illustrates the basic
stop-and-wait algorithm for flow control. In a noiseless environment, the transmitter
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transmits the first packet. Upon receiving the packet at the receiver side, the receiver sends
an acknowledgement to the transmitter indicating that the first packet has been received
flawlessly. The transmitter consequently transmits the next packet.

In a noisy environment, the first frame or its acknowledgement from the receiver gets lost
in transmission and the transmitter times out before receiving the acknowledgement. In such
cases, the transmitter resends the packet whose acknowledgement has not been received. A
similar procedure takes place when the transmission delay is too long and the transmitter
times out before receiving the acknowledgement, although the acknowledgement is
received later on.

4.6.2 Sliding Window

The efficiency of the previous scheme can be improved by allowing multiple frames to be
sent consecutively before receiving the acknowledgement packet from the receiver. Like the
go-back-N scheme for error control, in the sliding-window scheme, a transmitter marks the
frame with its corresponding sequence number and then sends multiple frames. The receiver
acknowledges reception of a frame and sends an acknowledgement packet which contains
the sequence number of the next expected frame. It is possible for the receiver to send a
single acknowledgement packet containing acknowledgements for several frames and
indicating the sequence number of the next frame. The transmitter assigns a window with
length of allowable number of transmissions before receiving acknowledgement. Upon
sending each extra frame, the window clears its leftmost content from the sliding-window
buffer and receiving each acknowledgement packet extends the window and adds a valid
sequence number to be sent to the rightmost place of the window. A similar approach takes
place at the receiver side.

Example 4.25: Sliding-Window Protocol Figure 4.24 describes the flow of the sliding-
window algorithm. The transmitter and receiver, initially, set their respective buffers to seven
packets. The transmitter transmits the first packet, the second packet, and finally the third packet.
The transmitter buffer then marks the transmitted packets as it transmits them. At the receiver
side, as soon as the receiver receives the third packet, it first clears the packets from its buffer,
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FIGURE 4.24 Sliding window scheme in flow control.
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resizes the buffers, and sends back an acknowledgement to the transmitter to verify that three
packets have been received in order. When the transmitter receives the acknowledgement of
reception of three packets, it restarts its buffer starting from the fourth packet. This time, the
transmitter sends four packets and clears the packets from its buffer. The receiver receives the four
packets. If the order of the packets differs from the transmitted order, it sends a message back to
the transmitter and indicates the packet sequence number that the receiver is currently waiting for.

QUESTIONS

1.

2.

b

10.
11.

12.
13.

14.
15.

16.
17.
18.

What are the differences among source coding, channel coding and line coding
techniques?

What are the most popular voice coding techniques used in cellular networks and how
their rate compare with the PCM coding techniques commonly used in the PST?

. Give the range of data rates needed for video coding techniques used in popular

Internet applications.

What the difference between the FEC coding and ARQ coding? Given an example for
application of these codes and the reasoning why it has been selected for that
application.

Why do we need to frame the data stream?

What are the differences among bit- and character-stuffing techniques? Give an
example application in which each of these coding techniques is applied.

What is Hamming distance of a block code and how does it relate to error detection and
error correction capabilities of a coding technique?

. Explain why Hamming codes were used in punch card application.

Explain why and how CRC codes are used in the IEEE 802.3 Ethernet frames.
What are non-binary codes and what is their advantage over binary codes?

What are the differences among convolutional codes and block codes in term of
complexity of the implementation, ability in error detection and correction, and typical
applications they are used in?

What is a punctured convolutional code?

What are the differences among traditional convolutional codes and TCM? Give
application examples in information networking for each of the codes.

What are the pros and cons of the turbo codes?

What are the practical differences among scrambling and block interleaving tech-
niques? Give an example information networking application for each technique.
What are the differences among LFSR and Barker PN-sequences?

How do we find out that a received packet is erroneous?

What is the difference between error control and flow control mechanisms?

PROBLEMS

Problem 1:

Assuming the following character encoding scheme:

A:01000111; B: 11100011; FLAG: 01111110; ESC: 11100000
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Give the transmitted bit sequence for the five character frame: A A B ESC FLAG

(a) If character counting technique is used.
(b) If flag byte with byte stuffing is used.
(c) If starting and ending flag bytes and bit stuffing is applied.

Problem 2:

Use bit stuffing technique on the following string of data bits “00110111110
111111011110”.

Problem 3:
A CRC code has the generator polynomial G(x) = x*+ x+ 1.

(a) Give the coded stream if we apply the code to the following bit string “10001110”.

(b) Assuming the second bit of the encoded digits is received in error, show that this error
can be detected at the receiver.

Problem 4:

A 1 Mbit frame of binary data is transmitted over a transmission facility with 10 Mbps speed
and a 250 msec end-to-end delay.

(a) Determine the channel utilization if the stop-and-wait protocol is used.
(b) Repeat (a) if Go-Back-8 protocol is used.

Problem 5:

(a) If the probability of occurrence of a bit error is p, what is the probability of having
a single bit error in a block of five bits?

(b) Repeat (a) for probability of having exactly two bits of error.
(c) Repeat (a) for probability of having at most two errors.

(d) For p= 1073 calculate the numerical values for parts (a), (b), and (c), and give
an intuitive explanation of why these differences exists.

Problem 6:

(a) Give the generator and parity check matrices for the Hamming (7,4) code.
(b) For the data block (0111) give the transmitted code word.

(c) If the third bit of the coded word is erroneously received determine the syndrome
matrix and show that it can correct the error.

Problem 7:

(a) Give the code generation function for the systematic Hamming (11,7) code used for
ASCII parity generation.

(b) Use the code generation matrix to generate parities for “H” [1001000].
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(c) Assuming the third received bit is in error and show how you can use the parity check
matrix to detect the error.

(d) Repeat (c) if we have the third and fifth bits in error.

Problem 8:

(a) For the rate ¥2 convolutional code shown in Fig. 4.11 find the output sequence if the
input sequence is 11001.

(b) Assuming third and fifth received bits are in error and show how the trellis diagram
can detect them.

Problem 9:

Determine, sketch, and label the ACF of the LFSR code with generation matrix
G(x) = X*+ x+ 1.

Problem 10:

Give all the 8 x 8 Walsh codes and show the first two codes are orthogonal.

Problem 11:

The signal constellation of a voice band modem using QAM modulation with trellis coded
modulation has 128 points.

(a) If the symbol transmission rate of the modem was 1800 symbol per second what
would be the data transmission rate in bits per second.

(b) If the symbol transmission rate of the modem was 2400 symbol per second what
would be the data transmission rate in bits per second.

Problem 12:

(a) If we use 5 x 5 PAM constellation over two TP lines with bandwidth of 100 MHz
what would be the effective bit rate of the modem?

(b) If we were using a 32-QAM constellation with trellis coded modulation, instead of
5 x 5 PAM, what would be the effective bit rate of the modem?

(c) Assuming that32-QAM with trellis coded modulation has 3 dB gain over the 16-QAM,
what would be the difference in power requirement between 5 x 5 PAM and this
modulation.

Problem 13:

In the IEEE 802.11g OFDM modulation the symbol transmission rate for each carrier is
250 KSps, and 48 of the 64 carriers are used for data transmission. The 16-QAM modulation
option of this standard uses rate ¥, convolutional code. Determine the user data rates when
this modulation/coding is used by the modem.

Problem 14:

This problem illustrates the concept of using orthogonal waveforms in CDMA. Figure P4.1
shows the waveforms used by three users: Al, Bill, and George to send messages from a
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FIGURE P4.1 Orthogonal waveforms transmitted by three users.

wireless text transmitter device to a base station. The chip duration is 100 ns and the bit
duration is 400 ns. Each of them is transmitting eight bits each, corresponding to the ASCII
codes for A, B and G respectively. They transmit their waveform if the ASCII bit is a zero,
and the negative of the waveform if it is a one.

(a) Draw the signals corresponding to their ASCII code transmitted by each of them.

(b) Draw the composite transmitted signal that will be the sum of the individual signals
if they are transmitting at the same time and are synchronized perfectly.

(c) Let us refer to the transmitted signal in (b). We shall call the part of the signal
during the durations 0-400ns, 400 ns-800ns, etc. as “symbols”’. Compute the
cross-correlation at zero lag of each of the symbols in the transmitted waveform
with the waveforms of Al, Bill and George. Comment on the results.

Problem 15:

Suppose you are asked to design a 16.8-kbit/sec constellation for a wireless voiceband
modem. The symbol rate is 2400 symbols/sec and the received signal-to-noise ratio is
28 dB.

(a) For an uncoded constellation, find the alphabet size and select a constellation.

(b) Give your reasoning for the selection. Using the asymptotic bound, give the symbol
error rate for the modem.

(c) Repeat part (a) for a trellis-coded constellation with 3-dB coding gain.
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Problem 16:

The maximum length of the cable for a LAN is 2,500 m and the data rate is 10 Mbps. If we
implement a stop-and-wait protocol on the LLC and the propagation speed on the cable is
200,000 Km/s

(a) What the maximum propagation time for a packet?
(b) What is the minimum PDU size that guarantees a minimum efficiency of 70%?

Problem 17:

(a) The multi-carrier modem of the IEEE 802.11a uses 48 carriers for data transmission. If
each carrier uses 16-QAM and the transmission rate of each carrier is 250 Ksymbols/sec,
what is the overall transmission rate of the modem in bits/second?

(b) If arate ¥2 coding was applied to the data what would be the overall data rate in bits/
second?

Problem 18:

In Matlab, the function conv performs the convolution of two vectors. Samples of a signal
can be represented as vectors (as in the case of spread spectrum pulses). Suppose that the
M-sequence of problem 1 is used as the basic waveform for transmitting a zero and its
negative is used to transmit a one. The matched filter will have the flipped version of the
M-sequence as its impulse response, i.e. [l =1 -1 —-1—-1111-1111-1—-11]. You
convolve the input to the matched filter with this vector to get the output. Let us suppose we
are transmitting four bits 0, 1, 1, 0. Assume also that the channel is a three-path channel with
inter-path delays of 5T, and 87 . respectively. Plot the output of the matched filter. What will
be the output if you are using NRZ with a matched filter? (Note that in this case, you need to
replace the M-sequence by all ones. What will the MF impulse response be?).

Problem 19:

Block interleaving is a solution to enable simple error correcting codes to correct long bursts
of errors. For both the situations of Problem 11 in Chapter 3, determine the number of
codewords over which interleaving has to be performed if the length of the codeword is 7 bits
and a single bit error can be corrected.

Problem 20:

If codewords have to be received in sequence for message delivery, determine the delay
encountered by the block interleaving scheme of Problem 20. How does this impact voice
transmission?
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5.1 Introduction

5.2 Centralized Assigned Access Schemes
5.2.1 Frequency-Division Multiple Access
5.2.2  Time-Division Multiple Access
5.2.3 Code-Division Multiple Access
5.2.4 Comparison of Code-, Time-, and Frequency-Division Multiple Access
5.2.5 Performance of Assigned Access Methods

5.3 Distributed Random Access Schemes
5.3.1 Random Access Methods for Data Services
5.3.2  Access Methods for Local-Area Networks
5.3.3 Performance of Random Access Methods

5.4 Integration of Voice and Data Traffic
5.4.1 Access Methods for Integrated Services
5.4.2 Data Integration in Voice-Oriented Networks
5.4.3 Voice Integration into Data-Oriented Networks

5.1 INTRODUCTION

This chapter presents an overview of the medium access methods commonly used in
networks. Access methods form a part of layer 2 of the TCP/IP protocol stack and layer 3 of
the IEEE 802 standard for LANs that is responsible for interacting with the medium to
coordinate successful operation of multiple terminals over a shared channel. Most multiple
access methods were originally developed for wired networks and later on adapted to the
wireless medium. However, requirements on the wired and wireless media are different,
thereby demanding modifications in the original protocols to make them suitable for the
wireless medium. Today, the main differences between wireless and wired channels are
availability of bandwidth and reliability of transmissions. The wired medium includes
optical media with enormous bandwidth and very reliable transmission (with error rates
very close to zero all the time). Bandwidth in wireless systems is always limited because the
medium (air) cannot be duplicated and also the medium is shared between all wireless
systems that include multichannel broadcast television, and a number of other bandwidth
demanding applications and services. In the case of wired operation, we can always lay
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additional cables to increase the capacity as needed, even if it is an expensive proposition.
In a wireless environment, we can reduce the size of cells to increase capacity, as will
be discussed in Chapter 7. With the reduction of the size of the cells, the number of
cells increases; and with this, the need for improvements in the wired infrastructure to
connect these cells increases. Also, the complexity of the network for handling additional
handoffs and mobility management increases, posing a practical limitation upon the
maximum capacity of the network. As far as transmission reliability is concerned, as we
saw in Chapter 2, the wireless medium suffers from multipath and fading that causes a
serious threat to reliable data transmission over the communication link. Since the
wireless channel is so unreliable, as discussed in Chapters 3 and 4, people have developed
a number of signal processing and coding techniques to improve transmission reliability
over the wireless channel. In spite of these techniques, the reliability of the wireless medium
is below that of the wired medium used as the backbone of the wireless networks.

Although in practice we prefer to have the same access method and the same frame
structure for the wired backbone and wireless access, wireless networks often use different
packet sizes and a modified access method to optimize the performance to the specifics of
the unreliable wireless medium.

Example 5.1: IEEE 802.3 and IEEE 802.11 The IEEE 802.3 standard (based on
Ethernet) is the successful and dominant standard for local wired communications (see
Chapter 8). Consequently, the IEEE 802.11 WLAN standard (see Chapter 9), under ideal
circumstances, desired the use of a similar access method when its development started in
the early 1990s. CSMA with collision detection (CSMA/CD) is the protocol used in the
Ethernet. However, collision detection in wireless channels is difficult for several reasons,
and the IEEE 802.11 standard had to resort to CSMA/CA, which can be viewed as a wireless
adaptation of IEEE 802.3.

Example 5.2: ATM and Wireless ATM In the mid-late 1990s ATM was perceived to be
the transmission scheme for all future networking. In the mid 1990s, when wireless
solutions were considered, a wireless ATM working group was formed to extend the ATM
short packet solution with QoS naturally for wireless access. The group had to make
significant changes to the wireless version because ATM was designed for error free and
reliable transmission over optical channels.

To avoid substantial overlap with existing literature, we use as examples the access
methods used in wireless networks with justification of why and how they are employed in
different wireless networks. We allude to wired networks where appropriate. Ethernet, the
major medium access scheme for wired networks, is discussed briefly in this chapter and in
Chapter 8 in more detail.

The access methods adopted by voice-oriented and data-oriented networks were tradi-
tionally quite different. Voice-oriented networks were designed for relatively long tele-
phone conversations as the major application, exchanging several megabytes of information
in a full duplex' mode. A signaling channel that exchanges short messages between two

'Duplexing refers to how communication is possible between two parties in both directions. In simplex
communications, the information flow is unidirectional, in half-duplex communications it is bidirectional, but
only in one direction at a time (time-division duplexing - TDD), and the communication is bidirectional
simultaneously in full duplex. For full duplex operation, two separate physical channels are usually required,
like two frequency bands (frequency-division duplexing - FDD) or two separate cables.
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calling components sets up the call by obtaining resources (such as the link, switches, etc.)
in the telephone network at the beginning of the conversation and terminates these
arrangements by releasing the resources at the end of the call. The wireless access methods
evolved for interaction with these networks assign a slot of time, a portion of frequency, or a
specific code to a user, preferably for the entire length of the conversation. We refer to these
techniques as centralized assigned access methods. Data networks were originally designed
for bursts of data for which the supporting network does not have a separate signaling
channel. In packet communications, each packet carries some “signaling information”
related to the address of the destination and the source. We refer to the access methods used
in these networks as random access methods accommodating randomly arriving packets of
data. Certain local area data networks also take turns in accessing the medium, as in the case
of token passing and polling schemes. In some other cases, the random access mechanisms
are used to temporarily reserve the medium for transmitting the packet. In recent years, the
use of VoIP for telephone conversations has blurred the distinction between voice-oriented
and data-oriented networks. However, differentiation between the types of access scheme,
namely assigned access and random access, still exists.

In the next two sections of this chapter we provide a short description of assigned access
and random access methods.

5.2 CENTRALIZED ASSIGNED ACCESS SCHEMES

Circuit-switched networks, as well as legacy voice-oriented wireless networks, such as
cellular telephony or PCS services, use assigned access schemes or channel partitioning
techniques. In assigned access schemes, a fixed allocation of channel resources, frequency,
time, or a spread-spectrum code is made available on a predetermined basis to a single user
for the duration of the communication session. The three basic assigned multiple access
methods are FDMA, TDMA, and CDMA. Circuit-switched wired telephone networks
started with FDMA and evolved into using TDMA in the mid-twentieth century. The choice
of the multiple access method has a great impact on the capacity and quality of the service
provided by a cellular telephone network. The impact of multiple access schemes is so
important in this case that we commonly refer to various voice-oriented wireless systems by
their channel access method, which is only a part of the layer 2 specification of the air
interface of the network.

Example 5.3: Common Terminology for Digital Cellular Systems The GSM and the
North American IS-136 digital cellular standards are commonly referred to as digital
TDMA cellular systems and the IS-95/IMT-2000 are called digital CDMA cellular systems.

In reality, different systems use different modulation techniques as well. However,
as we will see in the rest of this book, the impact of the choice of access method on
the capacity and overall performance of the network is much more profound in cel-
lular wireless systems. Consequently, the system is really distinguished by its access
method. As we will see in our examples of cellular networks, a network that is identified
with an access technique often uses other random or fixed assignment techniques as
a part of its overall operation. However, it is identified by the access techniques
employed for transferring the main information source for which the network is designed
to carry.
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Example 5.4: Random Access Techniques in Cellular Networks GSM uses slotted-
ALOHA (a random access method) to establish a link between the mobile terminal and
the BS. It also has an optional frequency-hopping pattern that improves the system
performance when there is fading of the radio signal. However, the GSM network is built
for voice communications and each session uses TDMA as the access method.

Another important design parameter related to the access method is the differentiation
between the carrier frequencies of the forward (downlink - communication between the BS
and mobile terminals) and reverse (uplink - communication between the mobile terminal
and the BS) channels. If both forward and reverse channels use the same frequency band for
communications, but the forward and reverse channels employ alternating time slots, then
the system is referred to as employing TDD. If the forward and reverse channels use
different carrier frequencies that are sufficiently separated, then the duplexing scheme is
referred to as FDD. With TDD, since only one frequency carrier is needed for duplex
operation, we can share more of the RF circuitry between the forward and the reverse
channels. The reciprocity of the channel in TDD allows for exact open-loop power control
and simultaneous synchronization of the forward and reverse channels. TDD techniques
are used in systems intended for low-power local-area communications where interference
must be carefully controlled and where low complexity and low power consumption are
very important. Thus, TDD systems are often used in local-area pico- or micro-cellular
systems deployed by PCS networks. FDD is mostly used in macrocellular systems designed
for coverage of several tens of kilometers where implementation of TDD is more
challenging (see Fig. 5.1).

5.2.1 Frequency-Division Multiple Access

In an FDMA environment all users can transmit signals simultaneously and they are
separated from one another by their frequency of operation. The FDMA technique is built
upon FDM, which is the oldest and still a commonly used multiplexing technique in the
trunks connecting switches in the PSTN. It is also the choice of radio and TV broadcast, as
well as of cable TV distribution. FDM is more suitable for analog technology, since it is
easier to implement. When FDM is used for channel access it is referred to as FDMA.

Example 5.5: FDMA in AMPS with FDD Figure 5.2a shows the FDMA/FDD system
commonly used in 1G analog cellular systems and a number of early cordless telephones.
In FDMA/FDD systems, forward and reverse channels use different carrier frequencies and
a fixed sub-channel pair is assigned to a user terminal during the communication session.
At the receiving end, the mobile terminal filters the designated channel out of the composite
signal. The early analog cellular telephone system called AMPS allocated 30kHz of
bandwidth for each of the forward and reverse channels. The result is a total of 421 channels
in 25 MHz of spectrum assigned to each direction -395 of these channels were used for voice
traffic and the rest for signaling.

Example 5.6: FDMA in CT-2 with TDD  Fig. 5.2b shows an FDMA/TDD system used in
the CT-2 digital cordless telephony standard. Each user employs a single carrier frequency
for all communications. The forward and reverse transmissions take turns via alternating
time slots. This system was designed for distances of up to 100 m and a voice conversation is
based on 32 kb/s adaptive differential PCM (ADPCM) voice coding. The total allocated
bandwidth for CT-2 is 4 MHz supporting 40 carriers each using 100 kHz of bandwidth.
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FIGURE 5.2 (a) FDMA/FDD in AMPS and (b) FDMA/TDD in CT-2.
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The designer of an FDMA system must pay special attention to adjacent channel
interference, particularly in the reverse channel. In both forward and reverse channels,
the signal transmitted must be kept confined within its assigned band, at least to the extent
that the out-of-band energy causes negligible interference to users employing adjacent
channels. Operation of the forward channel in wireless FDMA networks is very similar to
wired FDM networks. In forward wireless channels, in a manner similar to that of wired
FDM systems, the signal received by all mobile terminals has the same received power and
interference is controlled by adjusting the sharpness of the transmitter and receiver filters for
the separate carrier frequencies. The problem of adjacent channel interference is much
more challenging on the reverse channel. On the reverse channel, mobile terminals will
be operating at different distances from the BS. The RSS at the BS of a signal transmitted by
a mobile terminal close to the BS and the RSS at the BS of a transmission by a mobile
terminal at the edges of the cell are often substantially different, causing problems in
detecting the weaker signal. This problem is usually referred to as the near-far problem. If
the out-of-band emissions are large, then they may swamp the actual information-carrying
signal.

Example 5.7: Near-Far Problem

1. What is the difference between the RSS of two terminals located 10 m and 1 km from a
BS in an open area?
2. Explain the effects of shadow fading on the difference in the RSSs.

3. What would be the impact if the two terminals were operating in two adjacent
channels? Assume out-of-band radiation that is 40 dB below the main lobe.

Solution

1. As we saw in Chapter 2, the RSS falls by around 40 dB per decade of distance in open
areas. Therefore, the received powers from a mobile terminal that is 10 m from a BS
and another that is at a distance of 1km are 80 dB apart.

2. In addition to the fall of the RSS with distance, we also discussed the issues of
multipath and shadow fading in radio channels that cause power fluctuations on order
of several tens of decibels. Therefore, the difference in the received powers due to the
near-far problem may exceed even 100 dB.

3. If the out-of-band emission is only 40 dB below that of the transmitted power, then it
may exceed the strength of the information-bearing signal by almost 60 dB.

To handle the near-far problem, FDMA cellular systems adopt two different measures.
First, as we discuss in Chapter 7, when frequencies are assigned to a cell, they are grouped
such that the frequencies in each cell are as far apart as possible. The second measure
employed is power control, which will also be discussed briefly in Chapter 7. In addition,
whenever FDMA is employed, guard bands* are also used in between frequency channels to
reduce adjacent channel interference further. However, this has the effect of reducing the
overall spectrum efficiency.

2When we say each AMPS channel is 30 kHz wide in Example 5.5, this also includes guard bands.
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5.2.2 Time-Division Multiple Access

In TDMA systems, a number of users share the same frequency band by taking assigned
turns in using the channel. The TDMA technique is built upon the TDM scheme
commonly used in the trunks for telephones systems. The major advantage of TDMA
over FDMA is its format flexibility. Because the format is completely digital and provides
flexibility of buffering and multiplexing functions, time-slot assignments among multiple
users are readily adjustable to provide different access rates for different users. This
feature is particularly adopted in the PSTN, and the TDM scheme forms the backbone of
all digital connections in the heart of the PSTN. The hierarchy of digital transmission
trunks used in North America is the so-called T-carrier system that has an equivalent
European system (the E-carriers) approved by the ITU. In the hierarchy of digital
transmission rates standardized throughout North America, the basic building block is
the 1.544 Mb/s link known as the T-1 carrier. AT-1 transmission frame is formed by TDM
24 PCM-encoded voice channels each carrying 64 kb/s of users’ data. Service providers
often lease T-carriers to interconnect their own switches and routers and for forming their
own networks.

Example 5.8: The Use of T-Carriers in Cellular Networks Cellular networks often lease
T-carriers from the long-haul telephone companies to interconnect their own switches
referred to as mobile switching centers (MSCs). The difference between the MSC and a
regular switch in the PSTN is that the MSC can support mobility of the terminal. The details
of these differences are discussed in later chapters, when we provide examples of cellular
networks. The end user subscribes to the cellular service provider.

Example 5.9: The Use of T-1 Lines in the Internet The routers in the Internet are
sometimes connected through leased T-carrier telephone lines to form part of the Internet.
The difference between a router and a PSTN switch is that the router can handle packet
switching whereas the PSTN switch uses circuit switching. The end user subscribes to an
Internet service provider (ISP) in this case.

With TDMA, a transmit controller assigns time slots to users, and an assigned time
slot is held by a user until the user releases it. At the receiving end, a receiver station
synchronizes to the TDMA signal frame and extracts the time slot designated for that user.
The heart of this operation is synchronization that was not needed for FDMA systems. The
TDMA concept was developed in the 1960s for use in digital satellite communication
systems and first became operational commercially in telephone networks in the mid 1970s
[Pah95].

In cellular and cordless systems, the migration to TDMA from FDMA took place in the
2G systems. The first cellular standard adopting TDMA was GSM. The GSM standard was
initiated to support international roaming among Scandinavian countries in particular and
the rest of Europe in general. The digital voice adoption in the TDMA format facilitated the
network implementation, resulted in improvements in the quality of the voice, and provided
aflexible format to integrate data services in the cellular network. The FDMA systems in the
USA very quickly observed a capacity crunch in major cities; among the options for
increasing capacity, TDMA was adopted initially through the IS-54 system, which was later
replaced by IS-136. TDMA was adopted in 2G cordless telephones, such as CT-2 and digital
enhanced cordless telephony (DECT), to provide format flexibility and to allow more
compact and low-power terminals.
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FIGURE 5.3 FDMA/TDMA/FDD in GSM.

Example 5.10: TDMA in GSM  Figure 5.3 shows an FDMA/TDMA/FDD channel used in
2G digital cellular in Europe (GSM). The particular example shows the eight-slot TDMA
scheme used in the GSM system. Forward and reverse channels use separate carrier
frequencies (FDD). Each carrier can support up to eight simultaneous users via TDMA,
eachusing 13 kb/sencoded digital speech, within a200 KHz carrier bandwidth. A total of 124
frequency carriers (FDMA) are available in the 25 MHz allocated band in each direction.

100 kHz of band is allocated as a guard band

at each edge of the overall allocated band.

Example 5.11: TDMA in DECT Figure 5.4 shows an FDMA/TDMA/TDD system used in
the pan-European digital PCS standard DECT. Since distances are short, a TDD format
allows use of the same frequency for forward and reverse operations. The bandwidth per
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FIGURE 54 FDMA/TDMA/TDD in DECT.
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FIGURE 5.5 FDMA/TDMA/FDD in IS-136 standard.

carrier is 1.728 MHz, which can support up 12 ADPCM-coded speech channels via TDMA.
The total allocated band in Europe is 10 MHz, which can support five carriers (FDMA).
Figure 5.4 shows the details of the TDMA/TDD time slots use in the DECT system. The
frame duration is 10 ms, with 5Sms for portable-to-fixed station and 5ms for fixed-to-
portable. The transmitter transfers information in signal bursts which it transmits in slots of
duration 10/24 = 0.417 ms. With 480 bits per slot (including a 60-bit guard time), the total
bitrate is 1.152 Mb/s. Each slot contains 64 bits for system control (C, P, Q and M channels)
and 320 bits for user information (I channel).

Example 5.12: TDMA in IS-136 Figure 5.5 shows the frame format for the TDMA/FDD
with six slots considered for IS-136 both for the forward (base to mobile) and reverse
(mobile to base) channels. In IS-136, each 30 kHz digital channel has a channel transmission
rate of 48.6 kb/s. The 48.6 kb/s stream is divided into six TDMA channels of 8.1 kb/s each.
The IS-136 slot and frame format, shown in Fig. 5.5, is much simpler than that of the GSM
standard. The 40 ms frame is composed of six 6.67 ms time slots. Each slot contains 324 bits,
including 260 bits of user data, and 12 bits of system control information in a slow associated
control channel (SACCH). There is also a 28-bit synchronization sequence and a 12-bit
digital verification color code (DVCC) used to identify the frequency channel to which the
mobile terminal is tuned. In the mobile-to-base direction, the slot also contains a guard time
interval of 6-bit duration, when no signal is transmitted, and a 6-bit ramp interval to allow the
transmitter to reach its full output power level.

Owing to the near-far problem, the received signal on the reverse channel from a user
occupying a time slot can be much larger than the received power from the terminal using the
adjacent time slot. In such a case, the receiver will have difficulty in distinguishing the
weaker signal from the background noise. In a manner similar to FDMA systems, TDMA
systems also use power control to handle this near-far problem.

Capacity of Time-/Frequency-Division Multiple Access Cellular Systems. The capacity
of a cellular system in the case of TDMA or FDMA depends primarily on the number of
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channels available per cell, which in turn depends on the reuse factor (how many cells apart
can the same frequencies be reused). Let us suppose there is only one cell and the system
employs TDMA. Then, the number of simultaneous users that can be supported will be
simply the number of users per carrier » multiplied by the total number of carriers (in the
case of FDMA, one user is supported per carrier). The total number of carriers is given by the
total bandwidth W divided by the bandwidth of one carrier B. So, the number of simulta-
neous users supported will be M = nW/B. If the frequency reuse factor is Ny, then the number
of simultaneous users per cell will be M = n(W/Ng)/B. We will revisit this in our discussion of
CDMA next.

5.2.3 Code-Division Multiple Access

With the growing interest in the integration of voice, data, and video traffic in telecommu-
nication networks, CDMA appears increasingly attractive as the wireless access method of
choice. Fundamentally, integration of various types of traffic is readily accomplished in a
CDMA environment, since coexistence in such an environment does not require any specific
coordination among user terminals. In principle, CDMA can accommodate various wireless
users with different bandwidth requirements, switching methods, and technical character-
istics without any need for coordination. Of course, since each user signal contributes to the
interference seen by other users, power control techniques are essential in the efficient
operation of a CDMA system.

To illustrate CDMA and how it is related to FDMA and TDMA, it is useful to think of
the available band and time as resources we use to share among multiple users. In FDMA,
the frequency band is divided into slots and each user occupies that frequency throughout the
communication session. In TDMA, a larger frequency band is shared among the terminals
and each user uses a slot of time during the communication session. As shownin Fig. 5.6,ina
CDMA environment, multiple users use the same band at the same time and the users are
differentiated by a code that acts as the key to identify those users. These codes are selected
so that when they are used at the same time in the same band a receiver knowing the code
of a particular user can detect that user among all the received signals. In CDMA/FDD
(Fig. 5.7a) the forward and reverse channels use different carrier frequencies. If both

Frequency

FIGURE 5.6 Simple illustration of CDMA.



MEDIUM ACCESS METHODS 175

CDMA/FDD Code CDMA/TDD

Frequency

@
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transmitter and receiver use the same carrier frequency (Fig. 5.7b), the system is CDMA/
TDD.

In CDMA, each user is a source of noise to the receiver of other users, and if we increase
the number of users beyond a certain value, then the entire system collapses because the
signal received in each specific receiver will be buried under the noise caused by many other
users. An important question is how many users can simultaneously use a CDMA system
before the system collapses. We investigate the answer to this below.

Capacity of Code-Division Multiple Access. CDMA systems are implemented based on
spread-spectrum technology that was presented in Chapter 3. In its most simplified form, a
spread-spectrum transmitter spreads the signal power over a spectrum N times wider than
the spectrum of the message signal. In other words, an information bandwidth of R,
occupies a transmission bandwidth of W, where

W = N,R, (5.1)

The spread-spectrum receiver processes the received signal with a processing gain of N,.
This means that, during the processing at the receiver, the power of the received signal
having the code of that particular receiver will be increased N times beyond the value before
processing.

Let us consider the situation of a single cell in a cellular system employing CDMA.
Assume that we have M simultaneous users on the reverse channel of a CDMA network.
Further, let us assume that we have an ideal power control enforced on the channel so that the
received power of signals from all terminals has the same value P. Then, the received power
from the target user after processing at the receiver is NP and the received interference from
M — 1 other terminals is (M — 1)P. If we also assume that a cellular system is interference
limited and the background noise is dominated by the interference noise from other users,
then the received SNR for the target receiver will be

— NPP _ NP
T M-1)P M-1

(5.2)
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All users always have a requirement for the acceptable error rate of the received
data stream. For a given modulation and coding specification of the system, that error
rate requirement will be supported by a minimum S, requirement that can be used in Eq. (5.2)
to solve for the number of simultaneous users. Then, solving Eqs (5.1) and (5.2) for M, we
have

W1 w1

1l —— (5.3)

M=— =
Ry S; Ry S;

Example 5.13: Capacity of One Carrier in a Single-Cell CDMA System Using QPSK
modulation and convolutional coding, the IS-95 digital cellular systems require 3 <S5, <9
dB. The bandwidth of the channel is 1.25 MHz and transmission rate is R = 9600 bits/s. Find
the capacity of a single IS-95 cell.

Solution Using Eq. (5.3) we can support from

125MHz1 o 12SMHZl o
= u = X u
9600 bps 8 P 9600 bps 2

Practical Considerations. In the practical design of digital cellular systems, in addition to
the bandwidth efficiency of the system, three other parameters affect the number of users
that can be supported by the system. These are the number of sectors in each BS antenna, the
voice activity factor, and the interference increase factor. These parameters are quantified as
factors used in the calculation of the number of simultaneous users that the CDMA system
can support. The use of sectored antennas is an important factor in maximizing bandwidth
efficiency. Cell sectorization using directional antennas reduces the overall interference,
increasing the allowable number of simultaneous users by a sectorization gain factor, which
we denote by G,. With ideal sectorization the users in one sector of a BS antenna do not
interfere with the users operating in other sectors, and G 5 = N, Where N, is the number of
sectors in the cell. In practice, antenna patterns cannot be designed to have ideal
characteristics and, owing to multipath reflections, users in general communicate with
more than one sector. Three-sector BS antennas are commonly used in cellular systems, and
a typical value of the sectorization gain factor is G, =2.5 (4dB). The voice activity
interference reduction factor G, is the ratio of the total connection time to the active
talkspurt time. On average, in a two-way conversation, each user talks roughly 50% of the
time. The short pauses in the flow of natural speech reduce the activity factor further to about
40% of the connection time in each direction. As a result, the typical number used for G, is
2.5 (4 dB). The interference increase factor Hy accounts for users in other cells in the CDMA
system. Since all neighboring cells in a CDMA cellular network operate at the same
frequency they will cause additional interference. This interference is relatively small due to
the processing gain of the system and the distances involved; a value of Hy=1.6 (2dB) is
commonly used in industry.

Incorporating these three factors as a correction to Eq. (5.3), the number of simultaneous
users that can be supported in a CDMA cell can be approximated by

Wi L W1GG

M= o
RoS. | ReS, Ho

(5.4)
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If we define the performance improvement factor in a digital cellular system as

GaGy
Ky, =——7— 5.5
= h (55)
then, assuming the typical parameter values given earlier, the performance improvement
factor is K, =4 (6 dB).

Example 5.14: Capacity of One Carrier in a Multicell CDMA System with Correction
Factors Determine the multicell IS-95 CDMA capacity with correction for sectorization
and voice activity. Use the numbers from Example 5.13.

Solution If we continue the previous example with the new correction factor included,
then the range for the number of simultaneous users becomes 64 <M <260.

5.2.4 Comparison of Code-, Time-, and Frequency-Division Multiple Access

CDMA was by far the most successful multiple access scheme in 2G cellular wireless
systems in the USA. With wideband CDMA adopted as the multiple access scheme of
choice in 3G cellular networks, one wonders why CDMA has become the favorite choice for
wireless access in voice-oriented networks. Spread-spectrum technology became the
favorite technology for military applications because of its capability to provide a low
probability of interception and strong resistance to interference from jamming. In the
cellular industry, CDMA was introduced as an alternative to TDMA to improve the capacity
of 2G cellular systems in the USA. As a result, much of the early debates in this area were
focused on calculation of the capacity of CDMA as it is compared with TDMA. However,
capacity is not the only reason for the success of the CDMA technology. As a matter of fact,
calculation of the capacity of CDMA using the simple approach provided above is not very
conclusive and is subject to a number of assumptions, such as perfect power control, that
cannot be practically met. The first CDMA service providers in the USA were using slogans
such as “you can not believe your ears!” to address the superior quality of voice for the
CDMA. However, the superiority of voice is partially dependent on the speech coder and it is
not a CDMA versus TDMA issue. In order to provide a good explanation for the success of a
complex and multidisciplinary technology, such as a cellular network, addressing consumer
market issues has always been very important. Those of us involved in this debate for the
past decade have seen the discussion of the ups and downs of CDMA in a variety of forums.
One of the most interesting events that the principal author remembers was in 1997 in a
major wireless conference in Taipei where one of the most famous figures in this debate in
his keynote speech at the opening of the conference declared that “we have seen in the past
that the VHS which was not a better technology defeated BETA.” In his perception, at that
time, CDMA was similar to BETA. In less than a year or so after that, CDMA was selected by
anumber of different communities around the world as the technology of choice for 3G and
IMT-2000.

In the rest of this section we bring out a number of issues that may enlighten the reader
towards a deeper understanding of the technical aspects of CDMA systems as they are
compared with TDMA and FDMA networks. We hope that this may lead the reader to their
own conclusion about the success of CDMA.

Format Flexibility. As we discussed before, telephone voice was the dominant source of
income for the telecommunication industry up to the end of the last century. In the new
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millennium, the strong emergence of the Internet and cable TV industries has created a case
for other popular multimedia applications. The cellular phones that were designed for
telephony applications are now being used for other applications and need support for
multimedia applications. To support a variety of data rates with different requirements, a
network needs format flexibility. As we discussed earlier, one of the reasons for migrating
from analog FDMA to digital TDMA was that TDMA provides a more flexible environment
for integration of voice and data. The time slots of a TDMA network designed for voice
transmission can be used individually or in a group format to transmit data from users and to
support different data rates. However, all these users should be time synchronized, and the
quality of the transmission channel is the same for all of them. The chief advantage of
CDMA relative to TDMA is its flexibility in timing and the quality of transmission. In
CDMA, users are separated by their codes, unaffected by the transmission time relative to
other users. The power of the user can also be adjusted with respect to others to support a
certain quality of transmission. In CDMA, each user is far more liberated from the other
users, allowing a fertile setting to accommodate different service requirements to support a
variety of transmission rates with different quality of transmission to support multimedia or
any other emerging application.

Performance in Multipath Fading. As we saw in Chapter 2, multipath in wireless channels
causes frequency-selective fading. In frequency-selective fading, when the transmission
band of a narrowband system coincides with the location of the fade, no useful signal is
received. As we increase the transmission bandwidth, fading will occupy only a portion of
the transmission band, providing an opportunity for a wideband receiver to take advantage
of the portion of the transmission band not under fade and provide a more reliable
communication link. Technologies such as equalization, OFDM, sectored antennas, and
spread spectrum can be employed in wideband systems to handle the impact of frequency-
selective fading. The wider the bandwidth, the better is the opportunity for averaging out the
faded frequency.

These technologies are not used in the first-generation analog cellular FDMA systems
because they were analog systems and these techniques are digital. The pan-European GSM
digital cellular system uses 200 kHz of band and the standard recommends using DFE. The
North American digital cellular system, IS-136, uses digital transmission over the same
analog band of 30 kHz of the North American AMPS system and does not recommend
equalization because the bandwidth is not very large. An equalizer needs additional
circuitry and some power budget at the receiver that was one of the drawbacks considered
in IS-136. The bandwidth of IS-95 CDMA system is 1.25 MHz and W-CDMA systems for
3G networks use bandwidths that are as high 10 MHz. RAKE receivers are used to increase
the benefits of wideband transmission by taking advantage of the so-called in-band or time
diversity of the wideband signal. This is one of the reasons for having a better quality of
voice in CDMA systems. As we mentioned earlier, quality of voice is also affected by the
robustness of the speech-coding algorithm, coverage of service, methods to handle
interference, handoffs, and power control as well.

System Capacity. Comparison of the capacity depends on a number of issues, including the
frequency reuse factor, speech coding rate, and the type of antenna. Therefore, a fair
comparison would be difficult unless we go to practical systems. The following simple
example compares the capacity of FDMA, TDMA, and CDMA used in debates to evaluate
alternatives for the 1G/2G North American cellular systems to replace the 1G analog.
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Example 5.15: Comparison of the Capacity of Different 2G Systems Compare the
capacity of 2G CDMA with 1G FDMA and 2G TDMA systems. For the CDMA system,
assume an acceptable signal to interference ratio of 6 dB, data rate of 9600 bits/s, voice duty
cycle of 50%, effective antenna separation factor of 2.75 (close to ideal three-sector
antenna), and neighboring cell interference factor of 1.67.

Solution For the 2G CDMA system, using Eq. (5.4), for each carrier with W= 1.25 MHz,

R, =9600bits/s, S, =4 (6 dB), G, = 2 (50% voice activity), G = 2.75,and Hy = 1.67 we have
W 1GaG,
" RyS: Ho

= 108 users per cell

For the 2G TDMA system with a carrier bandwidth of B =30 kHz, number of users per
carrier of m =3, and frequency reuse factor of Ny =4 (commonly used in these systems),
each W= 1.25 MHz of bandwidth provides for

w
M= rn_ 31.25 users per cell
B N¢

For the 1G analog system with carrier bandwidth of B =30kHz, number of users per
carrier of m =1, and frequency reuse factor of Ny=7 (commonly used in these systems),
each W=1.25 MHz of bandwidth provides for

w1
M = BN = 6 users per channel

Another example of this form is instructive to compare these systems with the 2G TDMA
system (GSM) that originated in Europe and since then has become a presence in the USA as
well. We note that these are simple calculations that provide some insight into the system
capacity.

Example 5.16: Comparison of North American Systems with GSM Determine the
capacity of GSM for N;=3.

Solution For the GSM system with a carrier bandwidth of B=200kHz, number of users
per carrier of m = 8, and frequency reuse factor of Ny = 3 (commonly used in these systems),
each W=1.25 MHz of bandwidth provides for

W m

M = BN = 16.7 users per cell

Handoff. As we discuss in Chapter 7, handoff occurs when a received signal in a mobile
station (MS) becomes weak and another BS can provide a stronger signal to the MS. The 1G
FDMA cellular systems often used the so-called hard-decision-handoff in which the BS
controller monitors the received signal from the BS and at the appropriate time switches the
connection from one BS to another. TDMA systems use the so-called mobile-assisted
handoff (MAHO) in which the MS monitors the received signal from available BSs and
reports it to the BS controller which then makes a decision on the handoff. Since adjacent
cells in both FDMA and TDMA use different frequencies, the MS has to disconnect from and
reconnect to the network, which will appear as a click to the user. Handoffs occur at the edge
of the cells when the received signals from both BSs are weak. The signals also fluctuate
anyway because they are arriving over radio channels. As a result, decision-making for the
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handoff time is often complex and the user experiences a period of poor signal quality and
possibly several clicks during the completion of the handoff process. Since adjacent cellsin a
CDMA network use the same frequency, a mobile moving from one cell to another can make
a “seamless’” handoff by the use of signal combining. When the MS approaches the boundary
between cells, it communicates with both cells. A controller combines the signals from both
links to form a better communication link. When a reliable link has been established with the
new BS, the mobile stops communicating with the previous BS and communication is fully
established with the new BS. This technique is referred to as soft handoff. Soft handoff
provides a dual diversity for the received signal from two links, which improves the quality of
reception and eliminates clicking as well as the ping-pong problem.

Power Control. As we discussed earlier in this chapter, power control is necessary for
FDMA and TDMA systems to control adjacent channel interference and mitigate the
unexpected interference caused by the near-far problem. In FDMA and TDMA systems,
some sort of power control is needed to improve the quality of the voice delivered to the user.
In CDMA, however, the capacity of the system depends directly on the power control, and an
accurate power control mechanism is needed for proper operation of the network. With
CDMA, power control is the key ingredient in maximizing the number of users that can
operate simultaneously in the system. As a result, CDMA systems adjust the transmitted
power more often and with smaller adjustment steps to support a more refined control of
power. Better power control also saves on the transmission power of the MS, which
increases the life of the battery. The more refined power control in CDMA systems also helps
in power management of the MS, which is an extremely important practical issue for users of
the mobile terminals.

Implementation Complexity. Spread spectrum is a two-layer modulation technique
requiring greater circuit complexity than conventional modulation schemes. This, in turn,
will lead to higher electronic power consumption and larger weight and cost for mobile
terminals. Gradual improvements in battery and integrated circuit technologies, however,
have made this issue transparent to the user.

5.2.5 Performance of Assigned Access Methods

Fixed assignment access methods are used with circuit-switched cellular and PCS telephone
networks. In these networks, in a manner similar to the wired multichannel environments,
the performance of the network is measured by the blockage rate of an initiated call. A call
does not go through for two reasons: (1) when the calling number is not available; (2) when
the telephone company is out of resources to provide a line for the communication session.
In POTS, for both cases the user hears a busy tone signal and cannot distinguish between the
two types of blockage. In most cellular systems, however, type (1) blockage results in a
response that is a busy tone and type (2) with a message like “all the circuits are busy at this
time, please try your call later.” In the rest of this book we refer to blockage rate only as type
(2) blockage rate. The statistical properties of the traffic offered to the network are also a
function of time. The telephone service providers often design their networks so that the
blockage rate at the peak traffic is always below a certain percentage. Cellular operators
often try to keep this average blockage rate below 2%.

The blockage rate is a function of the number of subscribers, number of initiated calls,
and the length of the conversations. In telephone networks, the Erlang equations are used to
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relate the probability of blockage to the average rate of the arriving calls and the average
length of a call. In wired networks, the number of lines or subscribers that can connect to a
multichannel switch is a fixed number. The telephone company monitors the statistics of the
calls over a long period of time and upgrades the switches with the growth of subscribers so
that the blockage rate during peak traffic times remains below the objective value. In cellular
telephony and PCS networks, the number of subscribers operating in a cell is also a function
of time. Everyone uses their cellular telephones during the day in downtown areas; in the
evenings they use them in their residential areas, which are covered by a different cell.
Therefore, traffic fluctuations in cellular telephone networks are much more than the traffic
fluctuations in POTS. In addition, telephone companies can easily increase the capacity of
their networks by increasing their investment on the number of transmission lines and
quality of switches supporting network connections. In wireless networks, the overall
number of available channels for communications is ultimately limited by the availability of
the frequency bands assigned for network operation. To respond to the fluctuations of the
traffic and cope with the bandwidth limitations, cellular operators use complex frequency
assignment strategies to share the available resources in an optimal manner. Some of these
issues are discussed in Chapter 5.

Traffic Engineering Using the Erlang Equations. The Erlang equations are the core of
traffic engineering for telephony applications. The two basic equations used for traffic
engineering are Erlang B and Erlang C equations. The Erlang B equation relates the
probability of blockage B(N, p) to the number of channels N, and the normalized call density
in units of channels p. The Erlang B formula is

pVe /N,

(5.6)

where p = A/, / is the call arrival rate, and L is the service rate of the calls.’

Example 5.17: Call Blocking Using the Erlang B Formula 'We want to provide a wireless
public phone service with five lines to a ferry crossing between Helsinki and Stockholm
carrying 100 passengers where, on average, each passenger makes a 3 min telephone call
every 2 h. What is the probability of a passenger approaching the telephones and none of the
five lines being available?

Solution In practice, the probability of call blockage is often given and we need to
calculate the number of subscribers. Here, we need an inverse function for the Erlang
equation that is not available. As aresult, a number of tables and graphs are available for this
inverse mapping. Figure 5.8 shows a graph relating the probability of blockage B(V,, p) to
the number of channels N, and the normalized traffic per available channels p. From this
graph, we can estimate the blocking probability. The traffic load is 100 users x 1 call/
user X 3 min/call per 120 min = 2.5 Erlangs. Since there are five lines available and the
traffic is 2.5 Erlangs, the blocking probability is roughly 0.07.

Example 5.18: Capacity Using Erlang B Formula An IS-136 cellular phone provider
owns 50 cell sites and 19 traffic carriers per cell each with a bandwidth of 30 kHz. Assuming

3The equation assumes that the arrivals are Poisson and the service rate is exponential. For details, see [Ber87].
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FIGURE 5.8 Erlang B chart showing the blocking probability as a function of offered traffic and
number of channels.

each user makes three calls per hour and the average holding time per call of 5 min,
determine the total number of subscribers that the service provider can support with a
blocking rate of less than 2%.

Solution The total number of channels is N, = 19 x 3 =57 per cell. For B(N,, p) =0.02
and N, = 57, Fig. 5.8 shows that p = 45 Erlangs. With an average of five calls per minute the
service rate is L= 1/5 min, and the acceptable arrival rate of the calls is A =pu=1/5
(min~") x 45 (Erlangs) =9 (Erlangs/min). With an average of three calls per hour the
system can accept 9 (Erlangs/min)/3 (Erlangs)/60 (min)= 180 subscribers per cell.
Therefore, the total number of subscribers is 180 (subscribers/cell) x 50 (cells) = 8000
subscribers.

The Erlang C formula relates the waiting time in a queue if a call does not go through but it
is buffered until a channel is available. These equations start with the probability that a call
does not get processed immediately and gets delayed. The probability a call is delayed is
given by

pM

p\ Nzl pF
Nop N 1= 2 g
P ( Nu> & K

P(delay>0) =

(5.7)

Because of the complexity of the calculation, tables or graphs are again used to provide
values for this probability based on normalized values of p. Figure 5.9 illustrates the
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FIGURES5.9 Erlang C chart relating the offered traffic to the number of channels and the probability
of queuing.

relationship between probability of delay, number of channels N,, and the normalized
traffic per available channel p. The probability of having a delay that is more than a time ¢ is
given by

P|delay > 7] = P[delay > 0]e~ (NP1t (5.8)

This indicates the exponential distribution of the delay time. The average delay is then given
by the average of the exponential distribution:

D = Pldelay >0] (5.9)
w

(Nufp)

Example 5.19: Call Delay Using Erlang C Formula For the ferry described in Example
5.17, answer the following questions:

1. What is the average delay for a passenger to get access to the telephone?

2. Whatis the probability of having a passenger waiting more than a minute for access to
the telephone?

Solution

1. Using Eq. (5.7), for N, =5 and p =2.5 we have P[delay >0] =0.13. Using Eq. (5.9),
the average delay is 0.13/(5-2.5)/3 = 0.17 min.

2. Using Eq. (5.8), P[delay > 1 min] = 0.13 exp[—(5-2.5)1/3] = 0.13 exp(—0.83) = 0.0565.
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5.3 DISTRIBUTED RANDOM ACCESS SCHEMES

Random access methods have evolved around bursty data applications for computer com-
munications. In our discussion of fixed-assignment access methods, we noted that such
methods make relatively efficient use of communications resources when each user has a
steady flow of information to be transmitted. This would be the case, for example, with
digitized voiced traffic, data file transfer, or facsimile transmission. However, if the informa-
tion to be transmitted is intermittent or bursty in nature, then fixed-assignment access methods
can result in communication resources being wasted for much of the duration of the
connection. Furthermore, in wireless networks, where subscribers pay for service as a
function of channel connection time, fixed-assignment access can be an expensive means
of transmitting short messages and will also involve large call set-up times. Random access
methods provide a more flexible and efficient way of managing channel access for commu-
nicating short bursty messages. In contrast to fixed-assignment access schemes, random
access schemes provide each user station varying degrees of freedom in gaining access to the
network whenever information is to be sent. A natural consequence of randomness of user
access is that there is contention among the users of the network for access to a channel, and
this is manifested in collisions of contending transmissions. Therefore, these access schemes
are sometimes called contention-based schemes or simply contention schemes.

Random access techniques are widely used in wired LANS, and the literature in computer
networking provides an adequate description of these techniques. When applied to wireless
applications these techniques often are modified from their original wired version. The
objective of the rest of this section is to describe the evolution of random access techniques
that are used in wireless networks. We first discuss the random access methods used in
wireless data networks and then we provide some details of the access methods used in
WLAN applications.

5.3.1 Random Access Methods for Data Services

The random access methods used data networks can be divided into two groups. The first
group consists of ALOHA-based access methods for which the terminals transmit their
packets without any coordination between them (they contend for the medium). The second
class is the carrier-sense-based random access techniques for which the terminal senses the
availability of the channel before it transmits its packets.

ALOHA-based Random Access Techniques. The original ALOHA protocol is sometimes
called pure ALOHA to distinguish it from subsequent enhancements of the original protocol.
This protocol derives its name from the ALOHA system, a communications network
developed by Norman Abramson and his colleagues at the University of Hawaii and first put
into operationin 1971 [Abr70]. The initial system used ground-based UHF radios to connect
computers on several of the island campuses with the university’s main computer center on
Oahu, by use of a random access protocol which has since then been known as the ALOHA
protocol. The word ALOHA means hello in Hawaiian.

The basic concept of the ALOHA protocol is very simple. A terminal transmits an
information packet upon when the packet arrives from the upper layers of the protocol stack.
Simply put, terminals say “hello” to the medium interface as the packet arrives. Each packet
is encoded with an error-detection code. The BS/AP checks the parity of the received packet.
If the parity checks properly, then the BS sends a short acknowledgement packet to the MS.
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Of course, since the MS packets are transmitted at arbitrary times, there will be collisions
between packets whenever packet transmissions overlap by any amount of time, as indicated
in Fig. 5.10a. Thus, after sending a packet, the user waits a length of time more than the
round-trip delay for an acknowledgment (ACK) from the receiver. If no acknowledgment is
received, then the packet is assumed lost in a collision and it is transmitted again with a
randomly selected delay to avoid repeated collisions.

The advantage of the ALOHA protocol is that it is very simple and it does not impose any
synchronization between mobile terminals. The terminals transmit their packets as they
become ready for transmission, and they simply retransmit if there is a collision. The
disadvantage of the ALOHA protocol is its low throughput under heavy load conditions. If
we assume that packets arrive randomly, they have the same length, and are generated from a
large population of terminals, then the maximum throughput of the pure ALOHA is 18%.

Example 5.20: Throughput of Pure ALOHA

1. What is the maximum throughput of a pure ALOHA network with a large number of
users and a transmission rate of 1 Mb/s?

2. What is the throughput of a TDMA network with the same transmission rate?
3. What is the throughput of the ALOHA network if only one user was effective?

Solution

1. For a large number of mobile terminals each using a transmission rate of 1 Mb/s to
access a BS/AP using the ALOHA protocol, the maximum data rate that successfully
passes through to the BS is 180kb/s.

2. If we have a TDMA system with negligible overhead (long packets), the throughput
defined this way is 100% and throughput is 1 Mb/s.

3. The 1 Mb/s can be attained in an ALOHA system only if we have one user (no
collision) who transmits all the time.
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In wireless channels, where bandwidth limitations often impose serious concerns for
data communications applications, this technique is often changed to its synchronized
version, referred to as slotted ALOHA. The maximum throughput of a slotted ALOHA
system under the conditions mentioned above is 36%, which is double the throughput of
pure ALOHA.

In the slotted ALOHA protocol, shown in Fig. 5.10b, the transmission time is divided into
time slots. The BS/AP transmits a beacon signal for timing and all MSs synchronize their
time slots to this beacon signal. When a user terminal generates a packet of data, the packet is
buffered and transmitted at the start of the next time slot. With this scheme we eliminate
partial packet collision. Assuming equal-length packets, either we have a complete collision
or we have no collisions. This doubles the throughput of the network. The report on collision
and retransmission mechanisms remains the same as in pure ALOHA. Because of its
simplicity, the slotted ALOHA protocol is commonly used in the early stages of registration
of an MS to initiate a communication link with the BS.

Example 5.21: Slotted ALOHA in GSM In the GSM system, the initial contact between
the MS and the BS tower to establish a traffic channel for TDMA voice communications is
performed through a random access channel using the slotted ALOHA protocol. Other
voice-oriented cellular systems adopt similar approaches as the first step in the registration
process of a MS.

The throughput of the slotted ALOHA protocol is still very low for wireless data
applications. This technique is sometimes combined with TDMA systems to form the so-
called reservation ALOHA (R-ALOHA) protocol, shown in Fig. 5.10c. In R-ALOHA, time
slots are divided into contention periods and contention-free periods. During the contention
interval, MSs use very short packets to contend for the upcoming contention-free intervals
that will be used for transmission of long information packets. The R-ALOHA protocol was
used in the ALTAIR WLANSs that were developed in the early 1990s to operate in licensed
frequency bands around 18-19 GHz. The detailed implementation of R-ALOHA can take a
variety of forms, and for that reason it is sometimes used under different names. The
following example provides some details of the so-called dynamic slotted ALOHA protocol
that is used in the Mobitex mobile data networks.

Example 5.22: Dynamic Slotted ALOHA Mobitex has a full-duplex communication
capability (simultaneous transmissions on the uplink and downlink) and employs a dynamic
slotted ALOHA protocol. Suppose that there are three MSs (MS;, MS,, and MS3) in a cell.
The situation is such that the BS has two messages to send to MS3, MS; has a short status
update that requires one slot, MS, has a long message to send, and MSj has nothing to
transmit. An MS can transmit only during certain “free” cycles consisting of several slots of
equal length that are periodically initiated by the BS using a free frame on the downlink. In
this example, shown in Fig. 5.11, the BS indicates that there are six free slots for contention,
each of a certain length. This can change depending on the traffic; hence the term
“dynamic.” Also note that MSs cannot transmit whenever they want, as in slotted ALOHA.
The MSs with traffic to send, i.e. MS; and MS,, select one of the six slots at random. In this
case, MS; selects slot 1 and MS, selects slot 4. Hence, there is no collision. MS; is able to
transmit its short status update in slot 1, after which it ceases transmission. MS, transmits in
slot 4, requesting access to the channel using a message called ABD. Simultaneously, the BS
would have transmitted its message to MSs. Upon receipt of the message, MS3 acknowl-
edges it. The free slots are designed to be of the duration of the downlink message to MS3 so



MEDIUM ACCESS METHODS 187

Free Free

Random slots ACK to
< > ACKto ATD to
MS,

MS;  MS,
Message to MS, Message to MS,

1 2 3 4 5 6
[ | |

[ [
Message from MS,
MSs
Status

ABD from ACK from ACK from
from MS1 MSS MS3 MSS

FIGURE 5.11 Dynamic slotted ALOHA used in Mobitex.

that the ACK from MS; can be received without contention. The BS also acknowledges the
status report from MS; and sends an access grant (ATD) to MS,. As MS, transmits its long
message on the uplink, the BS can simultaneously send the second message to MS;. After
proper ACKs are transmitted and received, a new free cycle is started.

Example 5.23: Packet Reservation Multiple Access An example of a system that uses
reservation for integrating voice and data services is the work done by David Goodman and
his colleagues in developing the concept of packet reservation multiple access (PRMA)
[Goo89]. PRMA is a method for transmitting, in a wireless environment, a variable mixture
of voice packets and data packets. The PRMA system is closely related to R-ALOHA, in that
it merges characteristics of slotted ALOHA and TDMA protocols. PRMA has been
developed for use in centralized networks operating over short-range radio channels. Short
propagation times are an important ingredient in providing acceptable delay characteristics
for voice service. Our description here closely follows that of Goodman and coworkers
[Goo89, Goo9l].

The transmission format in PRMA is organized into frames, each containing a fixed
number of time slots. The frame rate is identical to the arrival rate of speech packets. The
terminals identify each slot as either “reserved” or “available,” in accordance with a
feedback message received from the BS at the end of the slot. In the next frame, only the user
terminal that reserved the slot can use a reserved slot. Any terminal not holding a reservation
that has information to transmit can use an available slot.

Terminals can send two types of information, referred to as periodic and random. Speech
packets are always periodic. Data packets can be random (if they are isolated) or periodic (if
they are contained in a long unbroken stream of information). One bit in the packet header
specifies the type of information in the packet. A terminal having periodic information to
send starts transmitting in contention for the next available time slot. Upon successfully
detecting the first packet in the information burst, the BS grants the sending terminal a
reservation for exclusive use of the same time slot in the next frame. The terminal in effect
“owns” that time slot in all succeeding frames as long as it has an unbroken stream of packets
to send. After the end of the information burst, the terminal sends nothing in its reserved slot.
This, in turn, causes the BS to transmit a negative acknowledgment (NACK) feedback
message indicating that the slot is once again available.
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To transmit a packet, a terminal must verify two conditions. The current time slot must be
available and the terminal must have permission to transmit. Permission is granted
according to the state of a pseudorandom number generator, permissions at different
terminals being statistically independent. The terminal attempts to transmit the initial
packet of a burst until the BS acknowledges successful reception of the packet or until the
terminal discards the packet, because it has been held too long. The maximum holding time
D« (seconds) is determined by delay constraints on speech communication and is a design
parameter of the PRMA system. If the terminal drops the first packet of a burst, it continues
to contend for a reservation to send subsequent packets. It drops additional packets as their
holding times exceed the limit D,,,. Terminals with periodic data (as opposed to voice)
packets to send store packets indefinitely while they contend for slot reservations (equiva-
lent to setting D, to infinity). Thus, as a PRMA system becomes congested, both the
speech packet dropping rate and the data packet delay increase.

Goodman and Wei [Goo91] analyze PRMA efficiency, which they quantify as the
maximum number of conversations per channel that the system can support within a chosen
constraint on packet-dropping probability. In their work they adopted a constraint of
Pgrop<0.01. They used a speech source rate of 32kb/s and a header length of 64 bits in
each packet. Using computer simulation methods, they investigated the effects of six system
variables on PRMA efficiency: (1) channel rate, (2) frame duration, (3) speech activity
detector, (4) maximum delay, (5) permission probability, and (6) number of conversations.
Over the range of conditions examined, they found many PRMA configurations capable of
supporting about 1.6 conversations per channel and found that this level of efficiency could
be maintained over a wide range of conditions. Their overall conclusion was that PRMA
shows encouraging potential as a statistical multiplexer of speech packets. However, they
judged that there are still many questions to be answered in order to verify that PRMA will
perform properly in short-range radio systems. Issues requiring further investigation include
the effects of mixing random information packets (data) and periodic information packets
(speech) in PRMA and the effects of packet transmission errors on PRMA efficiency.

Example 5.24: Reservation in General Packet Radio Service A single 200 kHz carrier in
GSM has eight time slots, each capable of carrying data at 9.6 kb/s (standard), 14.4 kb/s
(enhanced) or 21.4 kb/s (if FEC is completely omitted). The raw data rate can thus be as high
as 8 x 21.4 =171.2 kb/s. The same time slots can be reserved for data access using slotted
ALOHA. Medium access is based on a slotted ALOHA reservation protocol. In the
contention phase a slotted ALOHA random access technique is used to transmit reservation
requests, the BS then transmits a notification to the MS indicating the channel allocation for
an uplink transmission, and finally the MS can transfer data on the allocated slots without
contention. On the downlink, the BS transmits a notification to the MS indicating the
channel allocation for downlink transmission of data to the MS. The MS will monitor the
indicated channels and the transfer occurs without contention.

Carrier Sense Multiple Access-based Random Access Techniques. The main drawback of
ALOHA-based contention protocols is the lack of efficiency caused by the collision and
retransmission process. In ALOHA, users do not take into account what other users are
doing when they attempt to transmit data packets, and there are no mechanisms to avoid
collisions. A simple method to avoid collisions is to sense the channel before transmission of
apacket. If there is another user transmitting on the channel, then it is obvious that a terminal
should delay the transmission of the packet. Protocols employing this concept are referred to
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as CSMA or listen-before-talk (LBT) protocols. Figure 5.12 shows the basic concept of the
CSMA protocol. Terminal “1” will sense the channel first and then sends a packet. This is
followed by a sensing and packet transmission by terminal “1” again. During the second
transmission time of terminal “1”, terminal “2” senses the channel and discovers that
another terminal is using the medium. It then delays its transmission for a later time using a
back-off algorithm. The CSMA protocol reduces the packet collision probability signifi-
cantly compared with the ALOHA protocol. However, it cannot eliminate the collisions
entirely. Sometimes, as shown in Fig. 5.12, two terminals sense the channel busy and
reschedule their packets for a later time but their transmission times overlap with each other,
causing a collision. Such situations do not cause a significant operational problem because
the collisions can be handled in the same way as they were handled in ALOHA. However, if
the propagation time between the terminals is very long, then such situations happen more
frequently, thereby reducing the effectiveness of carrier sensing in preventing collisions. As
a result, several variations of CSMA have been employed in local-area applications,
whereas ALOHA protocols are preferred in wide-area applications.

Example 5.25: Examples of Wireless Networks that Employ ALOHA and CSMA  As
described earlier, Mobitex uses a variation of the ALOHA protocol while the IEEE 802.11
standard for WLANSs employs a version of the CSMA protocol. The ALOHA protocol is
also used in the random access logical channels in cellular telephone and satellite
communication applications (WANs).

A number of strategies are used for the sensing procedure and retransmission mechan-
isms, which has resulted in a number of variations of the CSMA protocol for a variety of
wired and wireless data networks. Figure 5.13 depicts the key elements of distinction among
these protocols. If, after sensing the channel, the terminal attempts another sensing only
after a random waiting period, then the carrier-sensing mechanism is called “non-
persistent.” After sensing a busy channel, if the terminal continues sensing the channel
until the channel becomes free, the protocol is referred to as “persistent.” In persistent
operation, after the channel becomes free, if the terminal transmits its packet right away then
it is referred to as “l-persistent” CSMA; and if it runs a random number generator and
based on the outcome it transmits its packet with a probability p, then the protocol is called
p-persistent CSMA.

In a wireless network, owing to multipath and shadow fading, as well as to the mobility of
terminals, sensing the availability of the channel is not as simple as in the case of wired
channels. Typically in a wireless network, two terminals can each be within range of some
intended third terminal but out of range of each other, because they are separated by
excessive distance or by some physical obstacle that makes direct communication between
the two terminals impossible. This situation, where the two terminals cannot sense the
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transmission of each other but a third terminal can sense both of them, is referred to as the
hidden terminal problem. This is a more likely situation in cases of radio networks covering
wider geographic areas in which hilly terrain blocks some groups of user terminals from
sensing other groups. In this situation the CSMA protocol will successfully prevent
collisions among the users of one group but will fail to prevent collisions between users
in groups hidden from one another.

To resolve the hidden terminal problem we need to facilitate the sensing procedure. In
multi-hop adhoc networks, where there is no centralized station or infrastructure, a protocol
called busy-tone multiple-access (BTMA) has been used in packet radio for military
applications. A brief summary of BTMA is given in [Tob80], where a number of packet
communication protocols are discussed and compared. In the BTMA scheme, the system
bandwidth is divided into two channels: a message channel and a busy-tone channel.
Whenever a station sends signal energy on the message channel, it transmits a simple busy-
tone signal (e.g. a sinusoid) on its busy-tone channel. When any other terminal senses a
busy-tone signal, it turns on its own busy tone. In other words, as a terminal detects that
some user is on the message channel, it sounds the alarm on the busy-tone channel in an
attempt to inform every user, including those hidden to the transmitting terminal. A user
station with a packet ready to send first senses the busy-tone channel to determine whether
the network is occupied.

Most cellular mobile data networks use different frequencies for forward (downlink) and
reverse (uplink channels). The messages in the forward channel are transmitted from the
mobile data BS, which is designed and deployed to provide a comprehensive and reliable
coverage. In other words, the BSs are not hidden to the mobile terminals, whereas the mobile
terminals may be hidden from one another. In this situation one may use the forward channel
to announce the availability of the channel for the mobile terminals. This conceptis used in a
protocol referred to as digital or data sense multiple-access (DSMA). DSMA is very
popular in mobile data networks and itis used in CDPD, ARDIS, and TETRA. In DSMA, the
forward channel broadcasts a periodic busy-idle bit announcing the availability of the
reverse channel for data transmission. A mobile terminal checks the busy-idle bit prior to
transmission of its packet. As soon as the MS starts its transmission, the BS will change the
busy-idle bit to the busy state to prevent other mobile terminals from transmission. Since the
sensing process is performed after demodulation of data from the digital information, it is
referred to as digital or data sense, rather than carrier sense, multiple access.
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5.3.2 Access Methods for Local-Area Networks

Compared with WANs, a LAN operates over shorter distances with smaller propagation
delays and, consequently, a transmission medium that is well suited for variations of the
CSMA protocol. Low-speed WANSs are developed for communicating shorter messages,
whereas LANSs are designed to facilitate large file transfers at high data rates. As aresult, the
length of the packets in LANs is much larger than the length of the packets in low-speed
mobile data networks. When the length of the packets is long it would be very useful to pay
further attention to packet collisions. LANs often employ variations of the CSMA protocol
that either stop transmission as soon as a packet collision is detected or add additional
features to avoid collisions.

Example 5.26: Packet Sizes in Wide- and Local-Area Wireless Networks

1. Determine the transfer time of a 20kB file with a mobile data network with a
transmission rate of 10Kkb/s.

2. Repeat for an 802.11 WLAN operating at 2 Mb/s.

3. What is the length of the file that the WLAN of part (2) can carry in the time that
mobile data service of part (1) carries its 20 kB file.

Solution

1. The early mobile data networks, such as ARDIS and Mobitex, limited the length of a
file to around 20 kB. For a data rate of around 10 kb/s it would take 20 x 8/10 =16 s to
transfer such a file.

2. An IEEE 802.11 network operating at 2 Mb/s would transfer this file in 80 ms.
3. In a 16 time interval the same WLAN transfers a 4 MB file.

The most popular version of the CSMA for wired LANs is CSMA/CD adopted in
the IEEE 802.3 (Ethernet) standard, the dominant standard for wired LANs supporting
data rates that can be up to several gigabits per second. The basic operation of CSMA/
CD is the same as CSMA implementations discussed earlier. The defining feature of
CSMA/CD is that it provides for detection of a collision shortly after its onset, and
each transmitter involved in the collision stops transmission as soon as it senses a
collision. In this way, colliding packets can be aborted promptly, minimizing the
wastage of channel occupancy time by transmissions destined to be unsuccessful. More
details of Ethernet are provided in Chapter 8. Other LAN multiple access protocols
employed the idea of taking turns (as in polling or token-based schemes), but such
schemes are not widely deployed. Ethernet pretty much dominates the wired LAN
deployments of today.

Unlike plain CSMA, which requires an acknowledgment (or lack of an acknowledgment)
to learn the status of a packet collision, CSMA/CD requires no such feedback information,
since the collision-detection mechanism is built into the transmitter. When a collision is
detected, the transmission is immediately aborted, a jamming signal is transmitted, and a
retransmission back-off procedure is initiated, just as in CSMA [Pah95]. As is the case with
any random access scheme, proper design of the back-off algorithm is an important element
in assuring stable operation of the network.
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Example 5.27: Binary Exponential Back-Off The back-off algorithm recommended by
IEEE 802.3 Ethernet is referred to as the binary exponential back-off algorithm, which is
combined with the 1-persistence CSMA protocol with collision detection. When a terminal
senses a transmission it continues sensing (persistent) until the transmission is completed.
After the channel becomes free, the terminal sends its own packet. If another terminal was
also waiting, then a collision occurs because of the 1-persistence and the two terminals
reattempt transmission with probability '/, after a time slot that spans twice the maximum
propagation delay allowed between the two terminals. A time slot that spans twice the
maximum propagation delay is selected to ensure that in the worst-case scenario the
terminal will be able to detect the collision. If a second collision occurs, then the terminals
reattempt with probability “/,, which is half of the previous retransmission probability. If
collision persists, then the terminal continues reducing its retransmission probability by half
up to 10 times; after that it continues with the same probability six more times. If no
transmission is possible after 16 attempts, it reports to the higher layers that the network is
congested and transmission shall be stopped. This procedure exponentially increases the
back-off time and gives the back-off strategy its name. The disadvantage of this procedure is
that the packets arriving later have a higher chance of surviving the collision, which results
in an unfair first-come-last-served environment. It can be shown that the average waiting
time for the exponential back-off algorithm is 5.47, where T is the time slot used for waiting
[Tan97, Sta00].

The CSMA/CD scheme is also used in many IR LANSs, where both transmission and
reception are inherently directional. In such an environment, a transmitting station can
always compare the received signal from other terminals with its own transmitted signal to
detect a collision. Radio propagation is not directional, posing a serious problem in
determining other transmissions during your own transmission. As a result, collision
detection mechanisms are not well suited for radio LANs. However, compatibility is very
important for WLANS; therefore, designers of these networks have had to consider CSMA/
CD for compatibility with the Ethernet backbone LANs that dominate the wired-LAN
industry.

While collision detection is easily performed on a wired network, simply by sensing
voltage levels against a threshold, such a simple scheme is not readily applicable to radio
channels because of fading and other radio channel characteristics. The one approach that
can be adopted for detecting collisions is to have the transmitting station demodulate the
channel signal and compare the resulting information with its own transmitted information.
Disagreements can be taken as an indicator of collisions, and the packet can be immediately
aborted. However, on a wireless channel, the transmitting terminal’s own signal dominates
all other signals received in its vicinity and, thus, the receiver may fail to recognize the
collision and simply retrieve its own signal. To avoid this situation the station’s transmitting
antenna pattern should be different from its receiving pattern. Arranging this situation is not
convenient in radio terminals because it requires directional antennas and expensive front-
end amplifiers for both transmitters and receivers.

The approach called CSMA/CA, shown in Fig. 5.14, is actually adopted by the IEEE
802.11 WLAN standard. The elements of CSMA/CA used in the IEEE 802.11 are
interframe spacing (IFS), contention window (CW), and a back-off counter. The CW
intervals are used for contention and transmission of the packet frames. The IFS is used as an
interval between two CW intervals. The back-off counter is used to organize the back-off
procedure for transmission of packets. The method of operation is best described by an
example.



MEDIUM ACCESS METHODS 193

IFS

Data

A A

MS IFS
1

Medium is idle Medium is stifl idle| MSz

FIGURE 5.14 CSMA/CA adopted by the IEEE 802.11.

Example 5.28: Operation of Collision Avoidance in IEEE 802.11 Figure 5.15 provides
an example for the operation of the CSMA/CA mechanism used in the IEEE 802.11
standard. Stations A, B, C, D, and E are engaged in contention for transmission of their
packet frames. Station A has a frame in the air when stations B, C, and D sense the channel
and find it busy. Each of the three stations will run its random number generator to get a back-
off time by random. Station C followed by D and B draws the smallest number. All three
terminals persist on sensing the channel and defer their transmission until the transmission
of the frame from terminal A is completed. After completion, all three terminals wait for the
IFS period and start their counters immediately after completion of this period. As soon as
the first terminal, station C in this example, finishes counting its waiting time it starts
transmission of its frame. The other two terminals, B and D, freeze their counter to the value
that they have reached at the start of transmission for terminal C. During transmission of the
frame from station C, station E senses the channel, runs its own random number generator,
which in this case ends up with a number larger than remainder of D and smaller than the
remainder of B, and defers its transmission for after the completion of station C’s frame. In
the same manner as the previous instance, all terminals wait for IFS and start their counters.
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FIGURE 5.15 Illustration of CSMA/CA.
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Station D runs out of its random waiting time earlier and transmits its own packet. Stations B
and E freeze their counters and wait for the completion of the frame transmission from
terminal D and the IFS period after that before they start running down their counters. The
counter for terminal E runs down to zero earlier, and this terminal sends its frame while B
freezes its counter. After the IFS period following completion of the frame from station E,
the counter in station B counts down to zero before it sends its own frame. The advantage of
this back-off strategy over the exponential back-off used in IEEE 802.3 is that the collision
detection procedure is eliminated and the waiting time is fairly distributed in a way that, on
average, a first come, first served policy is enforced.

Another related technique considered for collision avoidance in WLANS is the combing
method [Wil95]. As shown in Fig. 5.16, the time is divided into comb and data transmission
intervals. During the comb period each station alternates between transmission and listening
periods according to a code assigned to the station. All stations will continue advancing in
their code until they sense a carrier during their listening period. If they do not sense a carrier
at the end of the code, then they transmit their packet. If they sense a carrier, then they
postpone their transmission until the next comb interval. A simple example will further
clarify this method.

Example 5.29: Combing for Collision Avoidance Figure 5.16 shows three stations with
five-digit codes 11101 (terminal A), 11010 (terminal B), and 10011 (terminal C). All three
terminals transmit their carrier during the first slot, because all codes have 1 in that slot. In
the second slot, terminal C will listen and after sensing the other two withdraws from
contention and waits for the next combing. In the third period, station B goes to a listening
state and after sensing the carrier of terminal A defers its transmission until the next cycle.
Terminal A continues its sequence of alternating transmissions and listening until the end of
the comb period, when it transmits its data packet (as it heard no other terminal). After
completion of the data transmission from station A, the other two terminals will wait for an
interpacket spacing (IPS) for a new contention, after which station B transmits its packet.
Station C will transmit after the second transmission cycle.

New Cycle

A |

Backoff]| é\

[Backoff /% %

D Transmission

% Transmission not done due to backoff

FIGURE 5.16 Illustration of combing.
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FIGURE 5.17 RTS/CTS in IEEE 802.11.

In CSMA/CA, as we will see later, priority is assigned by dividing the IFS into several
differently sized intervals associated with different priority levels. In combing, priority can
be arranged by assigning different classes of numbers to the codes. The lower priority
packets will receive earlier zero codes, and higher priority packets will have a zero in their
codes in the later intervals.

Another access method used in WLANSs is the request-to-send (RTS)/clear-to-send
(CTS) mechanism shown in Fig. 5.17. A terminal ready for transmission sends a short RTS
packet identifying the source address, destination address, and the length of the data to be
transmitted. The destination station will respond with a CTS packet. The source terminal
will send its packet with no contention. After acknowledgement from the destination
terminal, the channel will be available for other usage. IEEE 802.11 supports this feature, as
well as CSMA/CA (see Chapter 9 for more details). This method provides a unique access
right to a terminal to transmit without any contention.

Quality of Service in Wireless Local-Area Networks. With the emergence of VoIP as an
important application over random access networks, it became important to provide support
for QoS for voice and other real-time traffic over such networks. The IEEE 802.11e standard
is an attempt to provide quality of service at the MAC layer in WLANSs. The basic idea in
IEEE 802.11e is to provide different priorities for different classes of traffic. Priority here
refers to the ability of frames from certain classes of traffic to access the channel earlier than
other classes of traffic. This helps in reducing the delay for such classes of traffic, as well as
in providing higher throughput. One way of providing different priorities to different classes
of traffic in IEEE 802.11 is to enable different waiting times (interframe spaces) or different
back-off intervals for different classes of traffic. This way, voice traffic, for example, could
wait for a much shorter period of time than Web traffic, reducing latency and improving
throughput for voice packets.

This, however, implies that access to the channel is not fair (flows from some classes of
traffic may be starved of bandwidth). Fair access to the medium while assuring throughput
and latency is possible by using techniques that are distributed and yet provide fair access to
the medium. Several techniques have been proposed to address this issue (see Pattara-
atikom et al. [Pat03] for more details).

Medium Access Control Protocols for Wireless Sensor Networks. Wireless sensor net-
works (see Chapter 13) are a new class of networks that may include several thousand low-
cost devices deployed in a sensor field for monitoring and sensing specific phenomena. In
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such networks, sensors may actually transmit and receive useful data (typically sensed
quantities that have been processed locally) only very infrequently. Sensors may be
deployed in areas that may be inaccessible to humans. Consequently, it is important to
ensure that the limited batteries in such devices last for years. Medium access schemes
designed for high-speed WLANS are quite unsuitable for sensor networks. As discussed in
Chapter 13, coordinating sleep schedules of sensors to reduce the amount of idle listening is
one method of enhancing the battery life in sensors. The reader is referred to Demirkol ez al.
[DemO06] for a survey of MAC protocols for sensor networks.

Enhancements for High-Speed Operation. One of the drawbacks of the CSMA/CA
protocol employed in WLANSs is that the waiting times employed severely limit the
throughput of the network. Recall that no useful data is sent for the IFS time, during the
back-off slots, or during the transmission of the acknowledgment frames. These times form
an overhead for the transmission of every single MAC layer frame in IEEE 802.11. In
particular, as the data rates increase, the waiting times become an increasingly large part of
the transmission of a frame. Consider that the actual size of a frame reduces as the data rate
increases. If the waiting times remain fixed, then eventually they dominate the transmission
of frames; so, the throughput in a WLAN cannot exceed a certain threshold irrespective of
how high the physical transmission rate is. To overcome this problem, in IEEE 802.11n (the
high-speed standard for WLANS), additional MAC layer features have been introduced to
reduce the overhead. These include aggregating several frames for transmission and block
acknowledgments for several frames [Xia05, Sko08].

5.3.3 Performance of Random Access Methods

In voice-oriented circuit-switched networks, performance is measured by the probability of
blockage (blockage rate) of initiating a call. If the call is not blocked, a fixed-rate full-duplex
channel is allocated to the user for the entire communication session. In other words,
interaction between the user and the network takes place in two steps. First, during the call
establishment procedure, the user negotiates the availability of a line with the network and,
if successful (not blocked), the network guarantees a connection with a certain QoS (data
rate, delay, error rates) to the user. For real-time interactive applications, such as telephone
conversations or video conferencing, if the user does not talk then the resource allocated to
the user is wasted. If these facilities, originally designed for two-way voice application, are
used for data application, then: (1) for bursty data, file transfers during the idle times
between the transmission of two packet bursts’ allocated resources are wasted; (2) large file
transfers suffer a long delay or waiting time for the transfer because resources allocated to
each user are more restricted.

Users of packet-switched networks are always connected and there is neither an initiation
(negotiation) procedure to be blocked nor a fixed QoS to be allocated. In this situation,
analysis of the performance for real-time interactive applications such as telephone
conversations is complicated and will be addressed later. The performance of these
networks for data applications is often measured by the average throughput S and average
delay D versus the total offered traffic G. The channel throughput S is the average number of
successful packet transmissions per time interval T},. The offered traffic G is the number of
packet transmission attempts per packet time slot 7}, which includes new arriving packets as
well as retransmissions of old packets. The average delay D is the average waiting time
before successful transmission, normalized to the packet duration T7,. The standard unit of
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TABLE 5.1 Throughput of Various Random Access Protocols

Protocol Throughput
Pure ALOHA S = Ge~26
Slotted ALOHA §=Ge ¢
G[1+ G+ aG(1+ G+ aG/2)|e 01+24)

Unslotted 1-persistent CSMA S = [L+G+aG(1+ G+ aG/2)le

G(142a)—(1—e9C)+ (14 aG)e~6(1+a)

. G[1+a—eC)e=Cl+4)
Slotted 1-persistent CSMA S = (1% a)(1—e~90) 4 ge-aG(17a)
Ge—aG
Unslotted non-persistent CSMA S = W
G —aG

Slotted non-persistent CSMA -

l1—e=%C+q

traffic flow is the Erlang, which can be thought of as the number of the packets per packet
duration time T,. The throughput is always between 0 and 1 Erlang while the offered traffic
G may exceed 1 Erlang.

The analyses of the relationships between S, G, and D for a variety of medium access
protocols have been a subject of research for a few decades. This analysis depends on the
assumptions on the statistical behavior of the traffic, the number of terminals, the relative
duration of the packets, and the details of the implementation. Assuming a large number of
terminals generating fixed-length packets with a Poisson distribution,® Table 5.1 sum-
marizes the throughput expressions for the ALOHA and 1-persistent and non-persistent
CSMA protocols, including the slotted and unslotted versions of each. The expressions for
p-persistent protocols are very involved and are not included here. The interested reader
should refer to [Kle75b, Tob75, Tak85], where the derivations of the other CSMA
expressions can also be found. The expressions in the table are also derived by Hammond
and O’Reilly [Ham86] and [Kei89]. The parameter a in this table corresponds to the
normalized propagation delay, defined as a = t/T},, where t is the maximum propagation
delay for the signal to go from one end of the network to the other end.

Example 5.30: Calculation of the normalized propagation delay Determine the param-
eter @ in IEEE 802.3 (Ethernet) 10 Mb/s LANs and IEEE 802.11 2 Mb/s LANs.

Solution The IEEE 802.3 standard for star LANs allows a maximum length of 200 m
between two terminals. The propagation speed in the cables is usually approximated by
200 000 km/s, resulting in T = 1 us. The IEEE 802.11 allows a maximum distance of 100 m
between the AP and the MS. The radio propagation is at the rate of 300 000 km/s, resulting in
7 =0.33 us. For a star LAN operating at 10 Mb/s with 1000 bit packets, the value is @ = 0.01.
For an IEEE 802.11 operating at 2 Mb/s with the same packet size, a =0.00066

Figure 5.18 shows plots of throughput S versus offered traffic load G for the six protocols
listed in Table 5.1, with normalized propagation delay of ¢ =0.01. All curves follow the
same pattern. Initially, as the offered traffic G increases, the throughput S also increases up to
apoint where it reaches a maximum S,,,,«. After the throughput reaches its maximum value,
an increase in the offered traffic actually reduces the throughput. The first region depicts the

“The Poisson distribution assumes packets are generated independent from one another and the interarrival time
between the packets forms an exponentially distributed random variable.
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FIGURE 5.18 Throughput S versus offered traffic load G for various random access protocols.

stable operation of the network, in which an increase in aggregating traffic G, which includes
arriving traffic as well as retransmissions due to collisions, increases the total successful
transmissions and, thus, S. The second region represents unstable operation, where an
increase in G actually reduces the throughput S because of congestion and eventually halts
the operation. In practice, as we saw in the last section, retransmission techniques adopted
for the real implementation include back-off mechanisms to prevent operation in unstable
regions.

The throughput curves for the slotted and unslotted versions of 1-persistent CSMA are
essentially indistinguishable. It can be seen from the figure that, for low levels of offered
traffic, the 1-persistent protocols provide the best throughput, but the non-persistent
protocols are by far the best at higher load levels. It can also be seen that the slotted
non-persistent CSMA protocol has a peak throughput almost twice that of persistent CSMA
schemes.

The equations in Table 5.1 can also be used to calculate capacity, which is defined as the
peak value Sy,,x of throughput over the entire range of offered traffic load G [Ham86]. An
example is helpful to show how to relate the curve to a particular system.

Example 5.31: Relating Throughput and Offered Traffic to Data Rates To relate
throughput and offered traffic to data rates, assume that we have a centralized network
that supports a maximum data rate of 10 Mb/s and serves a large set of user terminals with
the pure ALOHA protocol.

1. What is the maximum throughput of the network?
2. What is the offered traffic in the medium and how is it composed?
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Solution

1. Since the peak value of the throughput is S = 18.4%, the terminals contending for
access to the central module can altogether succeed in getting at most 1.84 Mb/s of
information through the network.

2. At that peak the total traffic from the terminals is 5 Mb/s (because the peak occurs at
G =0.5), which is composed of 1.84 Mb/s of successfully delivered packets (some
mixture of new and old packets) and 3.16 Mb/s of packets doomed to collide with one
another.

Plots of capacity versus normalized propagation delay are plotted in Fig. 5.19 for the
same set of ALOHA and CSMA schemes. The curves show that for each type of protocol the
capacity has a distinctive behavior as a function of normalized propagation delay a. For
the ALOHA protocols, capacity is independent of a and is the largest of all the protocols
(compared when a is large). As we discussed earlier, this is the case where the area of
coverage is large and propagation delays are comparable to the length of packets. The plots
in Fig. 5.19 also show that the capacity of 1-persistent CSMA is less sensitive to the
normalized propagation delay for small ¢ than is non-persistent CSMA. However, for small
a, non-persistent CSMA yields a larger capacity than does 1-persistent CSMA, though the
situation reverses as a approaches the range 0.3-0.5 [Ham86].

Another important performance measure for packet data communications is the delay
characteristics of the transmitted packets. For real-time applications, such as voice con-
versations, if the delay is more than a certain value (several hundred milliseconds) the packet
is not useful and it is dropped. Therefore, we need to analyze the delay characteristics of the
channel to determine the capacity of the access method. In data transfer applications, the
delay characteristics are usually related to the throughput of the medium and it usually
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FIGURE 5.19 Capacity versus normalized propagation delay for various random access protocols.
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FIGURE 5.20 Delay versus throughput for various random access protocols.

follows a hockey-stick shape. At low traffic, when a small fraction of the maximum
throughput is utilized, the delay often remains the same as the transmission delay. As the
throughput increases, so the number of retransmitted packets increases, resulting in a higher
average delay for the packets. Around the maximum throughput the delay retransmissions
grow rapidly, pushing the network toward an unstable condition where the channel is
dominated with retransmissions and the packet delays grow extremely large. Figure 5.20
shows the delay-throughput behavior of the ALOHA, S-ALOHA and CSMA protocols.

Practical Considerations. The analysis provided above is abstract and is used to provide an
intuitive framework for the operation of different classes of access methods. In practice,
implementations deviate considerably from the abstract and the performance is evaluated by
analysis or simulation of case-by-case situations. Examples of this type of analysis for
CSMA/CD with the exponential back-off algorithm used in the IEEE 802.3 Ethernet and the
performance of the token-ring access method used in IEEE 802.5 are available in the last
chapter of Stallings [Sta00].

Complications Caused by Wireless Channel. Three factors that are effective in throughput
analysis in a wired environment are propagation delay, users’ idle period (not transmitting),
and packet collisions. In a wireless environment, analysis of the real throughput of a protocol
is much more complicated because it involves hidden terminal and capture effects. To
analyze these effects, let us assume we have a centralized AP with a number of terminals
connected to it and communicating via a random access method.

Figure 5.21 demonstrates the basic concept behind the hidden terminal problem. The two
terminals contending to communicate with the AP are both in the coverage area of the AP
but they are out of the coverage area of each other. Limited antenna range and shadowing are
two major causes for hidden terminal degradation. The hidden terminal problem does not
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FIGURE 5.21 Hidden terminal problem.

affect the performance of the ALOHA-type protocols, but it degrades the performance of
CSMA protocols. In a CSMA environment affected by the hidden terminal problem, some
terminals cannot sense the carrier of the transmitting terminal and their transmitted packets
have a higher probability of colliding, degrading the overall throughput.

In real installations, the coverage area of the AP is usually larger than that of the mobile
terminals, because the AP is installed in a selected location to optimize the coverage (high
on the walls or on the ceiling), which will increase the negative impacts of the hidden
terminal problem. Assuming that the coverage areas of the AP and the mobile terminals are
the same, there is still no guarantee that all the terminals in the coverage area of the AP can
hear one another. This is because two terminals at the maximum distance L from the AP
could be as far as 2L apart. Therefore, the hidden terminal problem is unavoidable and
natural to the operation of the centralized access systems using the CSMA protocol that is
common in WLAN operations.

Another phenomenon impacting the throughput of a radio network is capture. In radio
channels, sometimes the collision of two packets may not destroy both packets. Because of
signal fading or the near-far effect, packets from different transmitting stations can arrive
with different power levels, and the strongest packet may survive a collision. Figure 5.22

FIGURE 5.22 The capture effect.
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shows the basic concept of the capture phenomenon. The received power from the terminal
closer to the AP is much larger than the received power from the terminal located at a
distance. If two packets collide in time, then the packet with the weaker signal will appear as
a background noise and the AP captures (detects) the packet from the closer terminal
successfully. The capture effect increases the throughput of the radio network because, in
calculating the throughput, we always assume that the colliding packets are destroyed (not
detected).

The hidden terminal effects were first analyzed for different types of CSMA protocol
used in rapidly moving packet radio networks for military applications, and busy-tone
signaling was suggested for eliminating the hidden terminal problem. More recently, there
have been efforts to analyze the effects of capture and hidden terminals in WLAN
environments using various assumptions [Zha92, Zah97].

In reality, the capture of a packet is a random process, which is a function of the
modulation technique used for transmission, the received SNR, and the length of the packet.

Example 5.32: Capture Effect and Throughput Figure 5.23 [Zha92] shows the effects of
capture on the throughput of the conventional slotted ALOHA and the CSMA systems for
packet lengths of 16, 64, and 640 bits. Also shown for comparison are the curves for
conventional non-persistent CSMA and slotted ALOHA without capture. With capture, the
maximum throughput of CSMA with packet length 16 bits is 0.88 Erlang, which is 0.065
Erlang more than the case without capture. The maximum throughput for slotted ALOHA
with the same packet length is 0.591 Erlang, which is 0.231 Erlang higher than the case
without capture.

In slow fading channels, if the terminal generating the test packet is in a “good” location,
then the interference from other packets is small and all the bits of the test packet survive the
collision. In contrast, for a test packet originating from a terminal in a “bad” location, all the
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FIGURE 5.23 Effects of packet length on throughput for CSMA and slotted ALOHA with capture.
The modulation is BPSK and the SNR is 20dB.
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bits are subject to high probability of error and the packet does not survive the collision. As a
result, the system shows minimal sensitivity to the choice of packet length, which is
consistent with our assumption of slow fading. Figure 5.24 [Zha92] shows the delay
throughput for the CSMA protocol with and without capture for a 640-bit packet network.
The packet delay is normalized to the length of the packet. For both cases, as the throughput
approaches its maximum value the system becomes rapidly unstable, causing unacceptable
delays for the delivery of the packets. When the capture effects are included, the maximum
throughput is increased and the instability occurs at a slightly higher value of the throughput.

Example 5.33: Effect of Capture and Hidden Terminals in a WLAN Environment
Figure 5.25 [Zah97] shows the throughput versus offered traffic curves for a WLAN AP
using the CSMA protocol and surrounded by a large number of terminals uniformly
distributed within the AP’s coverage area. In this scenario, as shown in Fig. 5.26, each
terminal senses a group of terminals within its coverage area (area I in the figure) and cannot
sense those that are out of its coverage area but are still within the coverage area of the AP
(area Il in the figure). The throughput of the target terminal with respect to terminals in area [
is the same as the throughput of a CSMA system. However, the throughput of the target
terminal with respect to terminals in area II is the same as the throughput of ALOHA
networks, because carrier sensing does not work and the terminals transmit their packets
without knowledge of the transmission from terminals in area II. Using these facts, in
[Zah97] the throughput at each point in the area of the coverage of the AP is calculated
and then it is averaged over the entire coverage area of the AP for different coverage areas
for the mobile terminals. Obviously, this average throughput will always remain between
the throughput of CSMA and that of ALOHA. The lowest curve in Fig. 5.25 shows the
throughput when the hidden terminal problem is considered and the coverage of each
terminal is 70% of the coverage of the AP. Because a number of terminals cannot sense the
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FIGURE 5.25 Throughput versus offered traffic for a WLAN with a large number of terminals.

transmission of others, the peak throughput has declined to less than 25%, which is slightly
higher than the 18% maximum throughput of ALOHA and far below the maximum of
CSMA. The second curve from below, with a peak value of around 30%, represents the same
results where the coverage of the AP and the mobile terminals are the same. The third curve
depicts the performance when the effects of both hidden terminal and capture are considered
and the coverage of the mobile terminals is smaller than that of the AP. The capture effect
increases the throughput to more than 40%. The top curve is the same as the third curve,
where the coverages of the AP and the mobile terminals are the same. This situation has

B Access point
@ Mobile terminal

. Area | carrier sensible by mobile terminal
l:‘ Area 1l carrier non-sensible = hidden terminal effect

FIGURE 5.26 Coverage areas of an AP and a tagged mobile terminal in a WLAN.
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increased the throughput by another 10% to above 50%, which is getting closer to the
performance of conventional CSMA.

5.4 INTEGRATION OF VOICE AND DATA TRAFFIC

As the wireless communications industry moves toward 3G and 4G networks, one of the
important objectives is the use of a single wireless system for multimedia applications to
support a variety of communications services, including voice and data and voice in various
forms and combinations. A key technical problem to be dealt with in such integrated systems
is that of multiuser access. As we saw earlier in this chapter, an access method that efficiently
supports one category of service may be unsuitable for another category of service. In the 1G
and 2G networks, as we saw in Chapter 1, the wireless industry evolved around two separate
paths for voice-oriented and data-oriented applications. If a data service can be efficiently
integrated with a voice service, then transmission resources that are otherwise wasted
(because there is no voice transmission) can be used for data, which typically does not have
stringent delay requirements. First, the voice-oriented networks evolved into supporting
data. More recently, with the popularity of VoIP over the Internet and PSTN, supporting
voice in WLANS has become attractive as well.

5.4.1 Access Methods for Integrated Services

As we saw earlier, in a packet communication environment, voice and data have different
requirements. Voice packets can tolerate errors and even packet losses (a loss of 1-2% of
voice packets has an insignificant effect on the perceived quality of reconstructed voice
[Kum74]), while data packets are sensitive to loss and errors but can generally tolerate
delays. Also, the rate at which information is transmitted is constant in the case of voice,
thereby making circuit switching a viable and efficient approach, whereas information
generated for data transmission is very bursty. As a result, voice- and data-oriented networks
use different multiple access methods. In a wireless environment, the simplest approach is to
assign different frequency bands to isochronous (voice) and asynchronous (data) packets.
However, integration in one frequency band will result in a more efficient usage of the
bandwidth, a simpler radio interface, and an environment that provides a better control for
synchronizing voice and video (e.g. lip-sync).

5.4.2 Data Integration in Voice-Oriented Networks

Fixed access methods such as FDMA, TDMA, and CDMA were basically designed for
access to the circuit-switched voice-oriented networks. Later on, as we saw in Chapter 1,
several data services evolved around these systems. The economic incentive for using this
medium for mobile data services is to take advantage, either partially or fully, of the existing
infrastructure, the terminals, and the frequency bands designed for the voice-oriented
networks. This way, the mobile data service provider saves in the major costs of deployment,
which includes the cost of real estate and the installation of the antenna, and there is no
longer a need to obtain new frequency bands for operation of the data service. If possible,
using the same terminal for voice and data will reduce the cost and facilitate marketing of the
service.



206 NETWORKING FUNDAMENTALS

Example 5.34: Mobile Data over FDMA Analog Cellular The cellular digital packet
data (CDPD) system described introduced in the early 1990s uses available frequency
channels in the existing analog FDMA cellular telephone network (AMPS) to provide an
overlaid packet data service supporting data rates similar to voice-band modems (up to
19.2kb/s). Inits present form this system does not exploit the pauses between talk spurts, but
simply takes advantage of the frequency bands temporarily unused by mobile telephone
users in each cell area. CDPD uses the unused AMPS channel to develop a communication
link between a mobile data unit and a mobile data BS. Ideally, a CDPD terminal can use the
RF and antenna of an AMPS terminal to communicate packet data bursts. However, the most
important issue for the CDPD network is that it can use the same antenna site and the antenna
towers and the frequency bands of an existing AMPS network. Since real estate, installation
of the antenna post, and the frequency bands are perhaps the most expensive parts
for implementation of a network, CDPD was perceived to provide a cost-efficient
solution for a mobile data service with a comprehensive coverage. The air interface
protocol and modulation technique used in the CDPD, however, are different from the
AMPS system.

Example 5.35: Mobile Data over TDMA Systems The GPRS packet data network,
introduced in the late 1990s, uses the air interface and the infrastructure of the GSM network
to provide a mobile packet data service that can support data rates of up to a couple of
hundred kilobits per second. GPRS uses the same physical packet format and modulation
technique as GSM. The logical channels used in GPRS do not use the dialing procedure used
in the GSM. In a manner similar to CDPD, through the wired infrastructure of the network,
the packets of data in GPRS are routed to the packet-switched data networks rather than
being switching through the PSTN. GPRS is designed to take advantage of the unused time
slots of a TDMA voice-oriented GSM network.

Example 5.36: Mobile Data over CDMA Networks In TDMA systems and FDMA
systems, data users may use free time slots and free channels respectively as they become
available. In a CDMA system the situation is somewhat different. The structure of CDMA is
such that all active users use the entire bandwidth time space simultaneously. The resource
to be managed is signal power. With the application of efficient power control algorithms,
the signal levels transmitted by MSs and the BS are continually adjusted in response to the
changing locations of mobiles and the number of users on the system at any given time. In a
CDMA network, the integration of data calls with voice calls is straightforward in principle,
since various numbers of both categories of calls are readily mixed together, with each call
accessing the channel with its unique user signal code. Therefore, in a CDMA system, no
modification needs to be made to the channel access scheme to accommodate integration of
voice and data “channels,” and the information rate for voice or data traffic in any one
channel can, in principle, be varied by a variable-rate scheme such as is used for voice
service in the IS-95 standard. The integration of voice and data services in a single user
channel is not necessarily straightforward.

From a technical point of view, there are two incentives for integration of data into voice-
oriented fixed-assignment access methods:

1. The fixed-assignment access methods used in voice-oriented networks are designed to
support a certain number of simultaneous users. When the number of active users falls
below that number, some portion of the transmission resources is wasted.
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2. A typical two-way conversation does not make full use of the call connection time,
since only one party talks at a time. Furthermore, the flow of natural speech is actually
composed of talk spurts with intervening short pauses. It is generally estimated that,
in atwo-way voice connection, the average voice activity factor for each party is in the
vicinity of 40%; thus, about 60% of the available transmission time remains unused.

Assume that we have N voice channels available for a given area (e.g. the coverage area of
a sectored antenna in a cellular deployment) to accommodate newly originated calls and
calls handed off from other areas. Further assume that the overall calls in the area are
generated according to a Poisson process with normalized rate of p = A/| calls/unit channel
and the length of call holding is generally distributed with a unit mean. The number of idle
channels Nq, according to renewal theory [Bud97] is given by

Nidle = Nu—p[l—B(Nmp)] (510)

where B(V,, p) represents the blocking probability for the M/G/1 queue calculated from the
Erlang B equation given by
N,
p/N!
B(Nu,p) = N#

S0/t

i=0

(5.11)

Figure 5.27 shows the average number of the idle voice channels per area N, versus the
number of available channels N for variety of call blocking rates. At call blocking rates of
around 2%, which is desirable for most cellular systems, a number of free channels are
available for data communications. As the network accepts larger values of blocking rates,
because most of the time all channels are in use, regardless of the number of channels, only a
few channels will be available for data. If the integrated system uses the idle channels for
data transmission, then, on average, the maximum throughput available to the data user is
Niq1e times the encoding rate of the voice channel. If the system can take advantage of the
silence periods in the two-way telephone conversations, as we indicated earlier, then an
additional throughput of up to 60% is available for data applications.
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FIGURE 5.27 Average number of idle channels per area as a function of the number of available
channels for a given call blocking rate.
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FIGURE 5.28 Normalized average idle period per channel as a function of the number of channels
and call blocking probability.

Another important parameter is the idle time for a voice channel. The idle time is the
period of time that a voice channel is not occupied by a voice user. In an N-channel voice-
oriented network, assuming that each channel receives an equal fraction of the call load, one
may calculate T}, the average length of time a channel is idle, by [Bud97]

_ Nu=p[1-B(Ny, p)]
' p[1=B(Nu, p)]

Figure 5.28 shows the normalized average idle period per channel T versus the number of
available voice channels for different blocking rates. For a typical holding time of around a
couple of minutes and a blocking rate of around 2%, the average idle periods are fairly long,
implying that a data network has a reasonable time to detect the availability and send its
bursts of data.

There are periods of time for which all the voice channels are occupied for the voice users
and there is no channel available to the data service. If these periods are short and infrequent,
then some data applications may accept the situation. Otherwise, specific channels should
be allocated for data-only usage. In these situations the data users have their own channel as
well as unused portions of the voice channels.

Assuming that we accept the block out periods and assign no dedicated channel resources
to the data application, we will have periodic operation between the available and blocked
out periods. Assuming that the holding time for the telephone conversations is exponentially
distributed, it can be shown (See [Bud97]) that the average active period where a channel is
available for data T, is given by

(5.12)

_ liB(Nuap)

T, =
* " NuB(Ny,p)

(5.13)
The mean length of the blackout period Ty, for this case is independent of the call load and,
hence, blockage rate and is given by

Ty = (5.14)

1
Ny
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FIGURE 5.29 Mean length of available time for data as a function of the number of voice channels.

Figure 5.29 shows the normalized mean length of the active period T, versus the number
of channels. As the call blocking rate increases, the active period shortens, leaving the
system in more blackout periods. For a blocking rate of 5% or less and with fewer than 25
channels, the system has the equivalent of one dedicated channel for data applications. At
higher blocking rates and data applications that cannot tolerate blackout periods, the data
service must be deployed with at least one dedicated channel. Some practical examples are
helpful at this stage.

Example 5.37: Data Overlay in FDMA systems - CDPD The above analysis was
actually developed for CDPD, and all of the above analyses and discussions are directly
applicable to it. As we saw in Chapter 1, CDPD operates over analog FDMA cellular
networks at a rate of 19.2 kb/s per channel, which corresponds to digital transmission using
Gaussian minimum shift keying (GMSK) modulation over 30 kHz AMPS channels. CDPD
supports a channel hopping feature that allows a mobile data terminal to move to another
channel during a communication session, releasing the current channel for voice telephone
conversation. This feature helps maintain the blockage probability at its nominal value and
allows continual operation during the handoffs. The weakness of CDPD data overlay is
that it does not assign several voice channels for one data user to support higher data rates.
In general, in an FDMA system, the assignment of multiple voice channels to a single data
user involves simultaneous operation of several RF channels by one terminal, which is not
practically attractive. For the same practical reason, data overlay in FDMA systems
encounters difficulties in taking advantage of the silence periods during telephone
conversations.

Example 5.38: Data Overlay in TDMA systems - GPRS An example of TDMA data
overlay is GPRS. All of the above analysis is applicable to GPRS applications as well.
However, the format flexibility of TDMA allows multislot assignment to support higher data
rates. GPRS also does not take advantage of silence periods in two-way telephone
conversation.

An efficient method of integrating voice and data packets is a movable boundary TDMA
scheme with silence detection. This method has been applied in the time-assignment speech
interpolation (TASI) system used in T1-carrier telephone networks [Fis80] to maximize the
number of voice users carried and to integrate data transmission into the channel. Using this
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basic idea, it is possible to design a TDMA/framed-polling protocol to integrate voice and
data packets in a WLAN. This system consists of a number of voice and data terminals and a
central station, which coordinates all the transmissions [Zha90]. The protocol for integra-
tion of voice and data packets is a movable boundary TDMA scheme, shown in Fig. 5.30. A
frame is divided into two regions with a boundary between them. The first region is used for
both voice and data traffic, where the voice traffic has priority. If not, voice packets occupy
all the slots in this region and the remaining slots are used for data traffic. The second region
is reserved exclusively for data traffic. The boundary between the voice and data regions
moves in accordance with the number of active voice packets in each frame. The maximum
number of voice packets per frames is Ny, which is assigned an appropriate value to ensure
some minimum data traffic capacity and to keep the blockage of voice packets below a
selected value (2% in Zhang and Pahlavan [Zha90]).

The result of extensive analysis and simulation by Zhang and Pahlavan [Zha90] provides
a simple experimental relation between the capacity that can be allocated for voice and data
applications: D =R1—0.032N,—0.29, where D is the data rate in megabits per second
available for data applications, N, is the number of active 64 kb/s PCM-encoded telephone
conversations, and Rt is the transmission rate available on the medium. We can apply this
equation to the TASI system that uses this protocol to accommodate 30 voice users with
some additional data in a traditional 24-voice channels system (T1 carrier). The transmis-
sion rate is Rt =0.064 x 24 = 1.536 Mb/s to support 24 voice users at 64 kb/s. Using the
equation for NV, = 30 active users, the data throughput with maximum delay of 10 ms (used
in the simulation) is 286 kb/s. The new protocol supports six more voice users plus 280 kb/s
data. With the same 24-voice users, 487 kb/s would be available for data applications, which
is around 30% of the overall transmission rate.

Example 5.39: Data Overlay on CDMA As we saw earlier in this chapter, integration of
bursty data with voice in the CDMA system is very simple, and CDMA systems already take
advantage of the voice activity factor. Therefore, with the same infrastructure and terminals,
data services can be overlaid on CDMA. If higher data rates are needed, then one can either
reduce the processing gain of the data channel or assign several parallel channels for one
data link. Indeed, the natural flexibility of CDMA to accommodate a variety of data services
is one of the major reasons behind selection of the CDMA for 3G systems. Qualcomm has
suggested its high data rate (HDR) technology, where asymmetric uplink and downlink
datarates can be supported by simply using multiple carriers on the downlink for higher data
rates. More discussion of data overlays is provided in Chapter 7.
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5.4.3 Voice Integration into Data-Oriented Networks

Integration of voice and data has been discussed extensively in the literature. Most of these
studies are concerned with protocols with explicit synchronization between the receiver and
the transmitter. These approaches use assignment-based protocols for integration of voice
and data that allocate a fixed reference time, such as a slot for transmission of packets.
Synchronous systems provide more control on delay for voice traffic, but less flexibility for
bursty data traffic. Another approach that does not need explicit synchronization between
the receiver and the transmitter is the asynchronous approach. The asynchronous packet
approach mostly uses protocols extended from packet data networks, which are more suited
for bursty data traffic. The voice traffic in this approach requires relatively complicated
handling to limit the delay.

Contention-based packet communications protocols such as ALOHA and CSMA are used
for data-oriented wireless networks. They are especially well suited to networks comprising
of many user stations each with low average data rate and potentially high peak rates. These
protocols can operate with little or no centralized control and they can generally accommo-
date variable numbers of users in the network. However, contention-based schemes can
become very inefficient in sharing the communications resources when the traffic load is
heavy, as the system throughput degrades and the transmission delays increase. The
unpredictability of throughput and the time delays make these access methods unattractive
for voice-dominated communication services, where a minimum throughput and delay are
essential for user acceptance of the QoS. Up to recent times (the Internet and wireless age),
wired telephone services and the PSTN were producing the dominant source of income for the
telecommunications industry. In the past century, telephone users have accepted the quality of
the PSTN wired voice services as a normal standard for telephone conversations.

Quality of Service in Voice Services. Inthe language of digital packet communications, the
QoS of the PSTN voice user is specified by a guaranteed 64 kb/s PCM (or 32 kb/s ADPCM)
coded data rate and a maximum delay of around 100 ms. We refer to this QoS as wireline-
voice quality. With the introduction of cellular telephone services in the late twentieth
century, users accepted a lower QoS that suffered from the effects of fading due to the radio
channel and dropped calls due to handoff, lack of coverage, or other reasons. As we saw in
Chapter 1, cordless telephony and PCS services were aimed at bringing their QoS close to
that of wireline quality. If the quality of voice in a cordless telephone were far below that of
wireline quality, then users would have rejected the service. This is because they have the
choice to receive a better QoS (no drops or fading effects) with their wired telephone that is
also available at home or in the office. However, users had to accept the lower quality QoS
with cellular telephony because there was no other alternative service provision for vehicles
and other mobile applications.

Another recent event deviating from the wireline QoS is the emergence of voice over
Internet or, as most people refer to it, the VoIP phenomenon. The popularity of the Internet,
its penetration into the home market, its capability to support multimedia, and (the most
important advantage) its uniform cost for local and long-haul communications have
encouraged development of Internet telephony. Operating on a packet-switched environ-
ment with contention access, the QoS of these services is not guaranteed at all, and in its
present stage of technology, the quality of voice calls is well below that of wireline quality.
However, free international calls through an Internet connection have been an incentive for
some users to try this option as well.
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In wireless networks, VoIP does not make sense for mobile data applications because
these services provide low data rates and, after all, they are evolving as an auxiliary network
over already existing voice-oriented networks. Nevertheless, in 3G networks, recently, the
use of VoIP over their high-speed packet access protocols is being investigated. However,
VoIP can be considered for WLAN environments. Imagine a WLAN installation in a stock
market hall supporting wireless terminals for the users working in the hall. It would be useful
and beneficial if they had a VoIP service at the same terminal to use it for their telephone
conversations as well. This incentive has initiated preliminary work on VoIP in a WLAN
environment using contention-based access methods. The work in [Zah00, FeiO0] deter-
mines the number of supported voice terminals in a WLAN environment under a variety of
conditions.

Capacity of a Wireless Local-Area Network with Voice and Data. WLANs are becoming
very popular in indoor applications, such as in stock exchange halls, where mobile users
demand a high-speed wireless data access to the network and voice capabilities for
telephone conversations. To deploy such a network, a mathematical framework is very
helpful to compare the capacity performance of WLANSs with voice and data services in
different scenarios. Therefore, for an asynchronous WLAN using the TCP/IP suite, we need
to find answers to two questions:

1. What is the number of network telephone calls that can be carried with a given amount
of data traffic?

2. What is the maximum data traffic per user for a given number of voice users?

A mathematical framework to answer these two questions is provided by Zahedi and
Pahlavan [Zah00], where the integration of voice and data with TCP/IP, which operates in an
asynchronous CSMA access environment, is analyzed.

To integrate voice packets in a TCP/IP environment, the first step is to select a speech
coder. A variety of speech coding algorithms exist with different rates, as discussed in
Chapter 3. We first present some theoretical results and then discuss some experimental
results reported in the literature. To reduce the load on the network generated by voice
traffic, Zahedi and Pahlavan [ZahOO] adopted IMBE, which is a popular low data-rate
vocoder (4.8 kb/s) with an acceptable QoS. This vocoder has been used in INMARSAT-M
and AUSSAT mobile satellite communication systems and is proposed for APCO-25
standard for narrow-band digital land mobile radio.

Using TCP/IP will provide two options for sending packets in the network: the TCP and
the user datagram protocol (UDP). As a streaming protocol, UDP has no support for error
correction, acknowledgment, sequencing, and flow control. Under high traffic conditions,
the lack of flow control in UDP may cause bandwidth saturation in the Internet that should be
prevented by the application program. In contrast, TCP has an error-correcting mechanism,
uses acknowledgment, and guarantees in-order packet delivery. These requirements
demand additional overhead that increases the average delay and reduces the overall
throughput of the network. In general, data packets can tolerate delay but cannot tolerate
packet loss, while the voice packets can accept packet loss of the order of 1% but cannot
afford delays of more than 200 ms between consecutive packets. In the system described by
Zahedi and Pahlavan [ZahOO], TCP is used for the data packets to guarantee accuracy of
information and UDP for voice packets to handle the delay requirement. This approach is
adopted in several products available in the market, while other products use TCP for both
voice and data. Although in our analysis TCP is selected for data transmission, there are
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FIGURE 5.31 Schematic of a system employing voice and data terminals in a WLAN.

some products which use UDP for data transmission. In this case the upper layers are
responsible for delivery accuracy.

Figure 5.31 presents a general overview of the system where several voice and data
terminals communicate with an AP of a WLAN. Since the human ear is sensitive to time
delays larger than 200 ms (Ty,) in a voice conversation, wireless terminals should provide
some facilities to minimize voice time delay. Allocating higher priority for transmitting
voice over the data traffic is one way to decrease the voice packet time delay. Therefore,
voice and data packets should be stored in a queue and wait for transmission, as shown in
Fig. 5.32. The total delay for each packet transmission consists of a queuing delay at the
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