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Dear Reader

Thank you for choosing Mastering VMuware Infrastructure 3. This book is part of a family of pre-
mium quality Sybex books, all written by outstanding authors who combine practical experience
with a gift for teaching.

Sybex was founded in 1976. More than thirty years later, we're still committed to producing
consistently exceptional books. With each of our titles we're working hard to set a new standard
for the industry. From the paper we print on, to the authors we work with, our goal is to bring you
the best books available.

I hope you see all that reflected in these pages. I'd be very interested to hear your comments
and get your feedback on how we’re doing. Feel free to let me know what you think about this or
any other Sybex book by sending me an email at nedde@wiTey. com, or if you think you've found
a technical error in this book, please visit http://sybex.custhelp.com. Customer feedback is
critical to our efforts at Sybex.

Best regards,
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Neil Edde
Vice President and Publisher
Sybex, an Imprint of Wiley
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Introduction

For the past several years, the buzzword exciting the information technology community has
been security: network security, host security, application security, just about any type of security
imaginable. There is a new buzzword around the information technology world and it’s rapidly
becoming the most talked about technology since the advent of the client/server network. That

buzzword is virtualization.

Virtualization is the process of implementing multiple operating systems on the same set of
physical hardware to better utilize the hardware. Companies with strong plans to implement
virtualized computing environments look to gain many benefits, including easier systems manage-
ment, increased server utilization, and reduced datacenter overhead. Traditional IT management
has incorporated a one-to-one relationship between the physical servers implemented and the
roles they play on the network. When a new database is to be implemented, we call our hardware
vendor of choice and order a new server with specifications to meet the needs of the database.
Days later we may order yet another server to play the role of a file server. This process of order-
ing servers to fill the needs of new network services is oftentimes consuming and unnecessary
given the existing hardware in the datacenter. To ensure stronger security, we separate services
across hosts to facilitate the process of hardening the operating system. We have learned over
time that the fewer the functions performed by a server, the fewer the services that are required
to be installed, and, in turn, the easier it is to lock down the host to mitigate vulnerabilities. The
byproduct of this separation of services has been the exponential growth of our datacenters into
large numbers of racks filled with servers, which in most cases are barely using the hardware
within them.

Virtualization involves the installation of software commonly called a hypervisor. The hyper-
visor is the virtualization layer that allows multiple operating systems to run on top of the same
set of physical hardware. Figure I.1 shows the technological structure of a virtualized computing
environment. Virtual machines that run on top of the hypervisor can run almost any operating
system, including the most common Windows and Linux operating systems found today as well
as legacy operating systems from the past.

FIGURE 1.1 - .
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For those just beginning the journey to a virtual server environment and for those who have
already established their virtual infrastructures, the reasons for using virtualization can vary.
Virtualization offers many significant benefits, including server consolidation, rapid server
provisioning, new options in disaster recovery, and better opportunities to maintain service-level
agreements (SLAs), to name a few. Perhaps the most common reason is server consolidation.
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Most servers in a datacenter are performing at less than 10 percent CPU utilization. This leaves an
overwhelming amount of processing power available but not accessible because of the separation
of services. By virtualizing servers into virtual machines running on a hypervisor, we can better
use our processors while reducing rack space needs and power consumption in the datacenter.

Depending on the product used to virtualize a server environment, there are many more
benefits to virtualization. Think of the struggles IT professionals have had throughout the years
and you’'ll gain a terrific insight into why virtualization has become such a popular solution. The
simple process of moving a server from a datacenter in Tampa, Florida, to a datacenter in Atlanta,
Georgia, is a good example of a common pain point for IT pros. The overhead of removing an
80-pound server from a rack, boxing it, shipping it, unboxing it, and placing it back into another
rack is enough to make you want to virtualize. With virtual machines this same relocation process
can be reduced to simply copying a directory to an external media device, shipping the external
media device, and copying the directory back to another ESX implementation. Other methods,
such as virtual machine replication and full and delta images of virtual machines, can be taken
with third-party tools.

Although a handful of products have emerged for enterprise-level virtualization, this book
provides all of the details an IT professional needs to design, deploy, manage, and monitor an
environment built on the leading virtualization product, VMware Infrastructure 3.

WhatIs Covered in This Book

This book is written with a start-to-finish approach to installing, configuring, managing, and
monitoring a virtual environment using the VMware Infrastructure 3 (VI3) product suite. The
book begins by introducing the VI3 product suite and all of its great features. After introducing all
of the bells and whistles, this book details an installation of the product and then moves into con-
figuration. Upon completion of the installation and configuration, we move into virtual machine
creation and management, and then into monitoring and troubleshooting. This book can be read
from cover to cover to gain an understanding of the VI3 product in preparation for a new virtual
environment. Or it can also be used as a reference for IT professionals who have begun their vir-
tualization and want to complement their skills with real-world tips, tricks, and best practices as
found in each chapter.

This book, geared toward the aspiring and the practicing virtualization professional, provides
information to help implement, manage, maintain, and troubleshoot an enterprise virtualization
scenario. As an added benefit we have included four appendices: one offering solutions to Master
It problems, another detailing common Linux and ESX commands, another discussing some of the
more popular tools and third-party products that can be used to facilitate virtual infrastructure
management, and another describing best practices for VI3.

Here is a glance at what’s in each chapter:

Chapter 1: Introducing VMware Infrastructure 3 begins with a general overview of all the
products that make up the VI3 product suite. VMware has created a suite with components
to allow for granular licensing and customization of features for each unique deployment.

Chapter 2: Planning and Installing ESX Server looks at planning the physical hardware,
calculating the return on investment, and installing ESX Server 3.5 both manually and in an
unattended fashion.

Chapter 3: Creating and Managing Virtual Networks dives deep into the design, manage-
ment, and optimization of virtual networks. In addition, it initiates discussions and provides
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solutions on how to integrate the virtual networking architecture with the physical network
architecture while maintaining network security.

Chapter 4: Creating and Managing Storage Devices provides an in-depth overview of the
various storage architectures available for ESX Server 3.5. This chapter discusses fibre channel,
iSCSI, and NAS storage design and optimization techniques as well as the new advanced
storage features like round-robin load balancing, NPIV, and Storage VMotion.

Chapter 5: Installing and Configuring VirtualCenter 2.0  offers an all-encompassing look

at VirtualCenter 2.5 as the brains behind the management and operations of a virtual infras-
tructure built on the VI3 product suite. From planning, installing, and configuring, this chapter
covers all aspects of VirtualCenter 2.5.

Chapter 6: Creating and Managing Virtual Machines introduces the practices and proce-

dures involved in provisioning virtual machines through VirtualCenter 2.5. In addition, you’ll
be introduced to timesaving techniques, virtual machine optimization, and best practices that
will ensure simplified management as the number of virtual machines grows larger over time.

Chapter 7: Migrating and Importing Virtual Machines continues with more information
about virtual machines but with an emphasis on performing physical-to-virtual (P2V) and
virtual-to-virtual (V2V) migrations in the VI3 environment. This chapter provides a solid,
working understanding of the VMware Converter Enterprise tool and offers real-world hints at
easing the pains of transitioning physical environments into virtual realities.

Chapter 8: Configuring and Managing Virtual Infrastructure Access Controls covers the
security model of VI3 and shows you how to manage user access for environments with mul-
tiple levels of system administration. The chapter shows you how to use Windows users and
groups in conjunction with the VI3 security model to ease the administrative delegation that
comes with enterprise-level VI3 deployments.

Chapter 9: Managing and Monitoring Resource Access provides a comprehensive look at
managing resource utilization. From individual virtual machines to resource pools to clus-
ters of ESX Server hosts, this chapter explores how resources are consumed in VI3. In addition,
you'll get details on the configuration, management, and operation of VMotion and Distributed
Resource Scheduler (DRS).

Chapter 10: High Availability and Business Continuity covers all of the hot topics regard-
ing business continuity and disaster recovery. You'll get details on building highly available
server clusters in virtual machines as well as multiple suggestions on how to design a backup
strategy using VMware Consolidated Backup and other backup tools. In addition, this chapter
discusses the use of VMware High Availability (HA) as a means of providing failover for
virtual machines running on a failed ESX Server host.

Chapter 11: Monitoring Virtual Infrastructure Performance takes a look at some of the
native tools in VI3 that allow virtual infrastructure administrators the ability to track and trou-
bleshoot performance issues. The chapter focuses on monitoring CPU, memory, disk, and
network adapter performance across ESX Server 3.5 hosts, resource pools, and clusters in
VirtualCenter 2.5.

Chapter 12: Securing a Virtual Infrastructure covers different security management aspects,
including managing direct ESX Server access and integrating ESX Servers with Active
Directory.
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Chapter 13: Configuring and Managing ESXi finishes the book by looking at the future of
the hypervisor in ESXi. This chapter covers the different versions of ESXi and how they are
managed.

Appendix A: Solutions to the Master It Problems  offers solutions to the Master It problems
in each chapter.

Appendix B: Common Linux and ESX Commands focuses on navigating through the
Service Console command line and performing management, configuration, and trouble-
shooting tasks.

Appendix C: Third-Party Virtualization Tools discusses some of the virtualization tools
available from third-party vendors.

Appendix D: Virtual Infrastructure 3 Best Practices serves as an overview of the design,
deployment, management, and monitoring concepts discussed throughout the book. It is
designed as a quick reference for any of the phases of a virtual infrastructure deployment.

The Mastering Series

The Mastering series from Sybex provides outstanding instruction for readers with intermediate
and advanced skills, in the form of top-notch training and development for those already working
in their field and clear, serious education for those aspiring to become pros. Every Mastering book
includes:

® Real-World Scenarios, ranging from case studies to interviews, that show how the tool,
technique, or knowledge presented is applied in actual practice

@ Skill-based instruction, with chapters organized around real tasks rather than abstract
concepts or subjects

@ Self-review test questions, so you can be certain you're equipped to do the job right

The Hardware Behind the Book

Due to the specificity of the hardware for installing VMware Infrastructure 3, it might be difficult
to build an environment in which you can learn by implementing the exercises and practices
detailed in this book. It is possible to build a practice lab to follow along with the book; however,
the lab will require very specific hardware and can be quite costly. Be sure to read Chapter 2 before
attempting to construct any type of environment for development purposes.

For the purpose of writing this book, we used the following hardware configuration:

¢ Three Dell PowerEdge 2850 servers for ESX
¢ Two Intel Xeon 2.8GHz processors
¢ 4GBof RAM
¢ Two hard drives in RAID-1 Array (Mirror)
¢ QLogic 23xx iSCSI HBA
# Four Gigabit Ethernet adapters: two on-board, two and two in a dual-port expansion

card

¢ QLogic 40xxiSCSI HBA
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EMC CX-300 storage device
Two Brocade fibre channel switches

LeftHand Networks iSCSI virtual storage appliance

As we move through the book, we’ll provide diagrams to outline the infrastructure as it
progresses.

Who Should Buy This Book

This book is for IT professionals looking to strengthen their knowledge of constructing and
managing a virtual infrastructure on VMware Infrastructure 3. While the book can be helpful for
those new to IT, there is a strong set of assumptions made about the target reader:
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*
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A basic understanding of networking architecture
Experience working in a Microsoft Windows environment
Experience managing DNS and DHCP

A basic understanding of how virtualization differs from traditional physical infrastruc-
tures

A basic understanding of hardware and software components in standard x86 and x64
computing

How to Contact the Author

I welcome feedback from you about this book or about books you’d like to see from me in the
future. You can reach me by writing to chris.mccain@nittci.com or by visiting my blog at
http://www.getyournerdon.com.






Chapter 1

Introducing VMware
Infrastructure 3

VMware Infrastructure 3 (VI3) is the most widely used virtualization platform available today.
The lineup of products included in VI3 makes it the most robust, scalable, and reliable server vir-
tualization product on the market. With dynamic resource controls, high availability, distributed
resource management, and backup tools included as part of the suite, IT administrators have all
the tools they need to run an enterprise environment consisting of anywhere from ten to thousands

of servers.
In this chapter you will learn to:

Identify the role of each product in the VI3 suite
Discriminate between the different products in the V13 suite

Understand how V13 differs from other virtualization products

Exploring VMware Infrastructure 3

The VI3 product suite includes several products that make up the full feature set of enterprise
virtualization. The products in the VI3 suite include:

& VMware ESX Server

VMware Virtual SMP

VMware VirtualCenter

Virtual Infrastructure Client

VMware VMotion

VMware Distributed Resource Scheduler (DRS)
VMware High Availability (HA)

VMware Consolidated Backup (VCB)

® 6 6 6 6 o o

Rather than wait to introduce the individual products in their own chapters, I'll introduce each
product so I can refer to the products and explain how they affect each piece of the design, instal-
lation, and configuration of your virtual infrastructure. Once you understand the basic functions
and features of each product in the suite, you'll have a better grasp of how that product fits into
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the big picture of virtualization, and you'll more clearly understand how each of the products fits
into the design.

VMware ESX Server

VMware ESX Server 3.5 and ESXi are the core of the VI3 product suite. They function as the hyper-
visor, or virtualization layer, that serves as the foundation for the whole VI3 package. Unlike
some virtualization products that require a host operating system, ESX Server is a bare metal
installation, which means no host operating system (Windows or Linux) is required. ESX Server
is a leaner installation than products requiring a host operating system, which allows more of
its hardware resources to be utilized by virtual machines rather than by processes required to
run the host. The installation process for ESX Server installs two components that interact with
each other to provide a dynamic and robust virtualization environment: the Service Console and
the VMkernel.

The Service Console, for all intents and purposes, is the operating system used to manage
ESX Server and the virtual machines that run on the server. The console includes services found
in other operating systems, such as a firewall, Simple Network Management Protocol (SNMP)
agents, and a web server. At the same time, the Service Console lacks many of the features and
benefits that other operating systems offer. This deficiency, however, serves as a true advantage
in making the Service Console a lean, mean, virtualization machine.

The other installed component is the VMkernel. While the Service Console gives you access
to the VMkernel, it is the VMkernel that is the real foundation of the virtualization process. The
VMkernel manages the virtual machines’ access to the underlying physical hardware by providing
CPU scheduling, memory management, and virtual switch data processing. Figure 1.1 shows the
structure of ESX Server.

FIGURE 1.1 3 P
Installing ESX Server Linux VMs Sermcle
installs two interopera- , A Console
ble components: 1) the ‘ _ |

Linux-derived Service
Console, and 2) the vir-
tual machine-managing
VMkernel.

ESXi is the next generation of the VMware virtualization foundation in that it lightens the load
to a 32MB footprint as installation of a hypervisor only. ESXi is only a hypervisor and does not
have any reliance on an accompanying Service Console.

I'll go into much more detail about the installation of ESX Server in Chapter 2. The installation
procedure of ESX Server also allows for the configuration of VMware File System (VMEFES) datas-
tores. Chapter 4 will provide an in-depth look at the various storage technologies. Once your core
product, ESX Server, is installed, you can build off this product with the rest of the product suite.

VMware Virtual SMP

The VMware Virtual Symmetric Multi-Processing (SMP) product allows virtual infrastructure
administrators to construct virtual machines with multiple virtual processors. VMware Virtual
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SMP is not the licensing product that allows ESX Server to be installed on servers with multiple
processors; it is the configuration of multiple processors inside a virtual machine. Figure 1.2 identi-
fies the differences between multiple processors in the ESX Server host system and multiple virtual
processors.

FIGURE 1.2
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In Chapter 6 we’ll look at how, why, and when to build virtual machines with multiple virtual
processors.

ESX Server includes a host of new features and support for additional hardware and storage
devices. At the urging of the virtualization community, ESX Server now boasts support for Inter-
net Small Computer Systems Interface (iSCSI) storage and network attached storage (NAS) in
addition to Fibre Channel storage technologies. Chapter 4 describes the selection, configuration,
and management of all three storage technologies supported by ESX Server.

VMware VirtualCenter

Stop for a moment and think about your current Windows network. Does it include Active Direc-
tory? There is a good chance it does. Now imagine your Windows network without Active
Directory, without the ease of a centralized management database, without the single sign-on
capabilities, and without the simplicity of groups. That is what managing ESX Server computers
would be like without using VMware VirtualCenter 2.0. Now calm yourself down, take a deep
breath, and know that VirtualCenter, like Active Directory, is meant to provide a centralized
management utility for all ESX Server hosts and their respective virtual machines. VirtualCenter
is a Windows-based, database-driven application that allows IT administrators to deploy, man-
age, monitor, automate, and secure a virtual infrastructure in an almost effortless fashion. The
back-end database (SQL or Oracle) used by VirtualCenter stores all the data about the hosts and
virtual machines. In addition to its configuration and management capabilities, VirtualCenter pro-
vides the tools for the more advanced features of VMware VMotion, VMware DRS, and VMware
HA. Figure 1.3 details the VirtualCenter features provided for the ESX Server hosts it manages.

In Chapter 5, you'll learn the details of the VirtualCenter implementation, configuration, and
management, as well as look at ways to ensure its availability.

Virtual Infrastructure Client

The Virtual Infrastructure (VI) Client is a Windows-based application that allows you to con-
nect to and manage an ESX Server or a VirtualCenter Server. You can install the VI Client by
browsing to the URL of an ESX Server or VirtualCenter and selecting the appropriate installation
link. The VI Client is a graphical user interface (GUI) used for all the day-to-day management
tasks and for the advanced configuration of a virtual infrastructure. Using the client to connect

3
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directly to an ESX Server requires that you use a user account residing in the Service Console (a
Linux account), while using the client to connect to a VirtualCenter Server requires you to use
a Windows account. Figure 1.4 shows the account authentication for each connection type.

FIGURE 1.3
VirtualCenter 2.0 is a
Windows-based appli-
cation used for the
centralization of authen-
tication, accounting, and
management of ESX
Server hosts and their
corresponding virtual
machines.

FIGURE 1.4
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ture Client can be used
to manage an individual
ESX Server by authen-
ticating with a Linux
account that resides

in the Service Con-
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also be used to manage
an entire enterprise by
authenticating to a Vir-
tualCenter Server using
a Windows account.
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Almost all the management tasks available when you're connected directly to an ESX Server are
available when you're connected to a VirtualCenter Server, but the opposite is not true. The man-
agement capabilities available through VirtualCenter Server are more significant and outnumber
the capabilities of connecting directly to an ESX Server.

VMware VMotion and Storage VMotion

If you have read anything about VMware, you have most likely read about the extremely unique
and innovative feature called VMotion. VMotion is a feature of ESX Server and VirtualCenter that
allows a running virtual machine to be moved from one ESX Server host to another without having
to power off the virtual machine. Figure 1.5 illustrates the VMotion feature of VirtualCenter.

FIGURE 1.5

The VMotion feature of
VirtualCenter allows a
running virtual machine
to be transitioned from
one ESX Server host to
another.
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VMotion satisfies an organization’s need for maintaining service-level agreements (SLAs) that
guarantee server availability. Administrators can easily instantiate a VMotion to remove all virtual
machines from an ESX Server host that is to undergo scheduled maintenance. Once the mainte-
nance is complete and the server is brought back online, VMotion can once again be utilized to
return the virtual machines to the original server.

Even in a normal day-to-day operation, VMotion can be used when multiple virtual machines
on the same host are in contention for the same resource (which ultimately is causing poor per-
formance across all the virtual machines). VMotion can solve the problem by allowing an admin-
istrator to migrate any of the running virtual machines that are facing contention to another ESX
host with greater availability for the resource in demand. For example, when two virtual machines
are in contention with each other for CPU power, an administrator can eliminate the contention
by performing a VMotion of one of the virtual machines to an ESX host that has more available
CPU. More details on the VMware VMotion feature and its requirements will be provided in
Chapter 9.

Storage VMotion builds on the idea and principle of VMotion in that downtime can be reduced
when running virtual machines can be migrated to different physical environments. Storage VMo-
tion, however, allows running virtual machines to be moved between datastores. This feature
ensures that outgrowing datastores or moving to a new SAN does not force an outage for the
effected virtual machines.

VMware Distributed Resource Scheduler (DRS)

Now that I've piqued your interest with the introduction of VMotion, let me introduce VMware
Distributed Resource Scheduler (DRS). If you think that VMotion sounds exciting, your anticipa-
tion will only grow after learning about DRS. DRS, simply put, is a feature that aims to provide
automatic distribution of resource utilization across multiple ESX hosts that are configured in a
cluster. An ESX Server cluster is a new feature in VMware Infrastructure 3. The use of the term
cluster often draws IT professionals into thoughts of Microsoft Windows Server clusters. However,
ESX Server clusters are not the same. The underlying concept of aggregating physical hardware
to serve a common goal is the same, but the technology, configuration, and feature sets are very
different between ESX Server clusters and Windows Server clusters.

An ESX Server cluster is an implicit aggregation of the CPU power and memory of all hosts
involved in the cluster. Once two or more hosts have been assigned to a cluster, they work in
unison to provide CPU and memory to the virtual machines assigned to the cluster. The goal of
DRS is to provide virtual machines with the required hardware resources while minimizing the
amount of contention for those resources in an effort to maintain good performance levels.

DRS has the ability to move running virtual machines from one ESX Server host to another
when resources from another host can enhance a virtual machine’s performance. Does that sound
familiar? It should, because the behind-the-scenes technology for DRS is VMware VMotion. DRS
can be configured to automate the placement of each virtual machine as it is powered on as well
as to manage the virtual machine’s location once it is running. For example, let’s say three servers
have been configured in an ESX Server cluster with DRS enabled. When one of those servers
begins to experience a high contention for CPU utilization, DRS will use an internal algorithm
to determine which virtual machine(s) will experience the greatest performance boost by being
moved to another server with less CPU contention. Figure 1.6 outlines the automated feature
of DRS.

5
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FIGURE 1.6
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Chapter 9 dives deeper into the configuration and management of DRS on an ESX Server
cluster.

VMware High Availability (HA)

With the introduction of the ESX Server cluster, VMware has also introduced a new feature called
VMware High Availability (HA). Once again, by nature of the naming conventions (clusters, high
availability), many traditional Windows administrators will have preconceived notions about
this feature. Those notions, however, are premature in that VMware HA does not function like

a high-availability configuration in Windows. The VMware HA feature provides an automated
process for restarting virtual machines that were running on an ESX Server at a time of complete
server failure. Figure 1.7 depicts the virtual machine migration that occurs when an ESX Server
that is part of an HA-enabled cluster experiences failure.

FIGURE 1.7
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The VMware HA feature, unlike DRS, does not use the VMotion technology as a means of
migrating servers to another host. In a VMware HA failover situation, there is no anticipation of
failure; it is not a planned outage and therefore there is no time to perform a VMotion. VMware
HA does not provide failover in the event of a single virtual machine failure. It provides an auto-
mated restart of virtual machines during an ESX Server failure.

Chapter 10 will explore the configuration and working details of VMware High Availability.

VMware Consolidated Backup (VCB)

One of the most critical aspects to any network, not just a virtualized infrastructure, is a solid
backup strategy as defined by a company’s disaster recovery and business continuity plan.
VMware Consolidated Backup (VCB) is a Windows application that provides a LAN-free Fibre
Channel or iSCSI-based backup solution that offloads the backup processing to a dedicated
physical server. VCB takes advantage of the snapshot functionality in ESX Server to mount the
snapshots into the file system of the dedicated VCB server. Once the respective virtual machine
files are mounted, entire virtual machines or individual files can be backed up using third-party
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backup tools. VCB scripts integrate with several major third-party backup solutions to provide a
means of automating the backup process. Figure 1.8 details a VCB implementation.

FIGURE 1.8
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In Chapter 10 you'll learn how to use VCB to provide a solid backup and restore practice for
your virtual infrastructure.

@ Real World Scenario

VIRTUAL INFRASTRUCTURE 3 VS. VMWARE SERVER (AND THE OTHERS)

The Virtual Infrastructure 3 (VI3) product holds a significant advantage over most other virtualiza-
tion products because virtualization on VI3 does not require a host operating system. Products like
VMware Server and Microsoft Virtual Server 2005 both require an underlying operating system to
host the hypervisor.

The lack of the host operating system in VI3 offers additional stability and security. Without an under-
lying operating system like Windows, there is less concern for viruses, spyware, and unnecessary
exposure to vulnerabilities.

With products like VMware Server (which require a host operating system), limitations from the host
operating systems spill into the virtualization deployment. For example, installing VMware Server on
Windows Server 2003 Web edition would establish two processors and 2GB of RAM limitations on
VMware Server, despite its ability to use up to 16 processors and 64GB of RAM. At the same time,
however, there’s the advantage that hosted products have over the bare metal install of ESX Server.
The existence of the host operating system greatly extends the level of hardware support on which the
hypervisor will run. If the host operating system offers support, then the virtual machine will too. A
great example of this hardware support is to look at the use of USB. ESX Server does not support USB,
while VMware Server (and Workstation) includes support. Since the underlying host understands the
USB technology, the virtual machines will also offer support.

In all, each of the virtualization products has its place in a network infrastructure. The Virtual Infras-
tructure 3 product is more suited to the mission-critical enterprise data center virtualization scenario,
while the VMware Server product is best for noncritical test or branch office scenarios. And of course
you cannot forget the best part of VMware Server: it’s free!

7
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FIGURE 1.9
The products in the

INTRODUCING VMWARE INFRASTRUCTURE 3

The Bottom Line

Identify the role of each product in the VI3 suite. =~ Now that you've been introduced to the
products included in the VMware Infrastructure 3 suite, we can begin discussing the technical
details, best practices, and how-tos that will make your life as a virtual infrastructure adminis-
trator a whole lot easier. This chapter has shown that each of the products in the VI3 suite plays
an integral part in the overall process of creating, managing, and maintaining a virtual enter-
prise. Figure 1.9 highlights the VI3 product suite and how it integrates and interoperates to
provide a robust set of tools upon which a scalable, reliable, and redundant virtual enterprise
can be built.

VMware Infrastruc- Access

ture suite work together
to provide a scalable,
robust, and reliable
framework for creating,
managing, and monitor-
ing a virtual enterprise.

Virtual Center

The next chapter will begin a start-to-finish look at designing, implementing, managing, mon-
itoring, and troubleshooting a virtual enterprise built on VI3. I'll dive into much greater detail
on each of the products I introduced in this chapter. This introduction should provide you with
a solid foundation so we can discuss the different products beginning with the next chapter.
You can use this introduction as a reference throughout the remaining chapters if you want to
refresh your base knowledge for each of the products in the suite.

Master It You want to centralize the management of ESX Server hosts and all virtual
machines.

Master It You want to minimize the occurrence of system downtime during periods of
planned maintenance.

Master It  You want to provide an automated method of maintaining fairness and balance
of resource utilization.

Master It  You want to provide an automated restart of virtual machines when an ESX
Server fails.

Master It You want to institute a method of providing disaster recovery and business
continuity in the event of virtual machine failure.



Chapter 2

Planning and Installing ESX Server

Now that you've been introduced to VMware Infrastructure 3 (VI3) and its suite of applications
in Chapter 1, you're aware that ESX Server 3 is the foundation of VI3. The deployment, installa-
tion, and configuration of the ESX Server requires adequate planning for a VMware-supported

installation.
In this chapter you will learn to:

@ Understand ESX Server compatibility requirements
Plan an ESX Server deployment
Install ESX Server

*
L 2
@ Perform postinstallation configuration
¢

Install the Virtual Infrastructure Client (VI Client)

Planning a VMware Infrastructure 3 Deployment

In the world of information technology management, there are many models that reflect the project
management lifecycle. In each of the various models, it is almost guaranteed that you'll find a step
that involves planning. Though these models might stress this stage of the lifecycle, the reality is
that planning is often passed over very quickly if not avoided altogether. However, a VI3 project
requires careful planning due to hardware constraints for the ESX Server software. In addition, the
server planning can have a significant financial impact when calculating the return on investment
for a VI3 deployment.

VMware ESX Server includes stringent hardware restrictions. Though these hardware restric-
tions provide a limited environment for deploying a supported virtual infrastructure, they also
ensure the hardware has been tested and will function as expected as a platform for VMware’s
VMkernel hypervisor. Although not every vendor or whitebox configuration can play host to ESX
Server, the list of supported hardware platforms will continue to change as newer models and
more vendors are tested by VMware. The official VMware Systems Compatibility guide can be
found on VMware’s website at http://www.vmware.com/pdf/vi3_systems_guide.pdf. With
a quick glance at the systems compatibility guide, you will notice Dell, HP, and IBM among a
dozen or so lesser-known vendors. Within the big three, you will find different server models that
provide a tested and supported platform for ESX Server.
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THE RIGHT SERVER FOR THE JOB

Selecting the appropriate server is undoubtedly the first step in ensuring a successful V13 deploy-
ment. In addition, it is the only way to ensure VMware will provide any needed support.

A deeper look into a specific vendor, like Dell, will reveal that the compatibility guide identifies
server models of all sizes (see Figure 2.1) as valid ESX Server hosts, including;:

¢ The 1U PowerEdge 1950

¢ The 2U PowerEdge 2950 and 2970

@ The 4U PowerEdge R900

¢ The 6U PowerEdge 6850 and 6950

¢ The PowerEdge 1955 Blade Server
FIGURE 2.1

Servers on the com-
patibility list come in
various sizes and
models.
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The model selected as the platform has a direct effect on server configuration and scalability,
which will in turn influence the return on investment for a virtual infrastructure.



PLANNING A VMWARE INFRASTRUCTURE 3 DEPLOYMENT

Calculating the Return on Investment

In today’s world, every company is anxious and hoping for the opportunity for growth. Expansion
is often a sign that a company is fiscally successful and in a position to take on the new challenges
that come with an increasing product line or customer base. For the IT managers, expansion means
planning and budgeting for human capital, computing power, and spatial constraints.

As many organizations are figuring out, virtualization is a means of reducing the costs and
overall headaches involved with either consistent or rapid growth. Virtualization offers solutions
that help IT managers address the human, computer, and spatial challenges that accompany
corporate demands.

Let’s look at a common scenario facing many successful medium-to-large business environ-
ments. Take the fictitious company Learn2Virtualize (L2V) Inc. L2V currently has 40 physical
servers and an EMC fibre channel storage device in a datacenter in St. Petersburg, Florida. Dur-
ing the coming fiscal year, through acquisitions, new products, and new markets L2V expects to
grow to more than 100 servers. If L2V continues to grow using the traditional information systems
model, they will buy close to 100 physical servers during their rapid expansion. This will allow
them to continue minimizing services on hosts in an effort to harden the operating systems. This
practice is not uncommon for many IT shops. As a proven security technique, it is best to mini-
mize the number of services provided by a given server to reduce the exposure to vulnerability
across different services. Using physical server deployment will force L2V to look at their existing
and future power and datacenter space consumption. In addition, they will need to consider the
additional personnel that might be required. With physical server implementations, L2V might be
looking at expenses of more than $150,000 in hardware costs alone. And while that might be on
the low side, consider that power costs will rise and that server CPU utilization, if it is consistent
with industry norms, might sit somewhere between 5 and 10 percent. The return on investment
just doesn’t seem worth it.

Now let’s consider the path to virtualization. Let’s look at several options L2V might have
if they move in the direction of server consolidation using the VI3 platform. Since L2V already
owns a storage device, we'll refrain from including that as part of the return on investment (ROI)
calculation for their virtual infrastructure. L2V is interested in the enterprise features of VMotion,
DRS, and HA, and therefore they are included in each of the ROI calculations.

THE PRICE OF HARDWARE

The prices provided in the ROI calculations were abstracted from the small and medium business
section of Dell’s website, at http://www.del1.com. The prices should be used only as a sample for
showing how to determine the ROL. It is expected that you will work with your preferred hardware
vendor on server make, model, and pricing while using the information given here as a guide for
establishing the right hardware for your environment and budget.

Each of the following three ROI calculations identifies various levels of availability, including
single server failure, two-server failure, or no consideration for failover. All of the required soft-
ware licenses have been included as part of the calculation; however, annual licensing fees have
not been included since there are several options and they are recurring annual charges.



12 CHAPTER 2 PLANNING AND INSTALLING ESX SERVER

Scenario 1: Quad Core 3 Server Cluster

3 Dell 2950 III Energy Smart 2U Servers $35,000 ($7,000 x 5)
Two Quad-Core Intel CPUs

16GB of RAM

Two 73GB 10K RPM SAS hard drives in RAID1

Two QLogic 2460 4Gbps fibre channel HBAs

Dell Remote Access Controller (DRAC)

Six network adapters (two onboard, one quad-port card)

3-Year Gold 7 x 24, 4-hour response support

VMware Midsize Acceleration Kit $21,824
3 VMware Infrastructure 3 Enterprise licenses (6 procs)

Virtual SMP

VirtualCenter Agent

VMFS

VMotion and Storage VMotion

DRS

HA

Update Manager

VCB

1 VirtualCenter 2.5 Foundation license

10 CPU Windows Server 2003 Datacenter Licenses $25,000 ($2,500 x 10)
Hardware and licensing total $71,824
Per virtual machine costs

One server HA failover capacity: Average 10, 1GB VMs per host  $2,394 per VM
(30 VMs)

Maximum capacity: Average 14, 1GB VMs per host (42 VMs) $1,710 per VM

Scenario 2: Quad Core Four Server Cluster

4 Dell R900 Servers $164,000 ($41,000 x 4)
Four Quad-Core Intel processors

128GB of RAM

Two 73GB 10K RPM SAS hard drives in RAID1

Two QLogic 2460 4Gbps fiber channel HBAs

Dell Remote Access Controller (DRAC)
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4 Dell R900 Servers $164,000 ($41,000 x 4)
Six network adapters (two onboard, one quad port card)

3-Year Gold 7 x 24, 4-hour response support

8 CPU VI3 Enterprise licenses $75,328 (39,416 x 8)
8 VMware Infrastructure 3 Enterprise licenses (16 processors)

Virtual SMP

VirtualCenter Agent

VMES

VMotion and Storage VMotion

DRS

HA

Update Manager

VCB

1 VMware Virtual Center 2.0 License $8,180

16 CPU Windows Server 2003 Datacenter Licenses $40,000 ($2,500 x 16)
Hardware and licensing totals $287,508

Per virtual machine costs

One server HA failover capacity: Average 80, 1GB VMs per host $898 per VM
(320 VMs)

Two server HA failover capacity: Average 60, 1IGB VMs per host $1,197 per VM
(240 VMs)

Although both scenarios present a different deployment, the consistent theme is that using
VI3 reduces the cost per server by introducing them as virtual machines. At the lowest cost, vir-
tual machines would each cost $898, and even at the highest cost, they would run $2,394 per
machine. These cost savings do not include the intrinsic savings on power consumption, space
requirements, and additional employees required to manage the infrastructure.

Though your environment may certainly differ from the L2V Inc. example, the concepts and
processes of identifying the ROI will be similar. Use these examples to identify the sweet spot for
your company based on your existing and future goals.

THE BEST SERVER FOR THE JOB

With several vendors and even more models to choose from, it is not difficult to choose the right
server for a VI3 deployment. However, choosing the best server for the job means understanding the
scalability and fiscal implications while meeting current and future needs. The samples provided are
simply guidelines that can be used. They do not take into consideration virtual machines with high
CPU utilization. The assumption in the previous examples is that memory will be the resource with
greater contention. You may adjust the values as needed to determine what the ROI would be for your
individualized virtual infrastructure.
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No matter the vendor or model selected, ESX Server 3.5 has a set of CPU and memory maxi-
mums, as shown in Table 2.1.

ESX SERVER MAXIMUMS

Where appropriate, each chapter will include additional values for ESX Server 3.5 maximums for
NICS, storage configuration, virtual machines, and so forth.

TABLE 2.1: ESX Server 3.5 Maximums
COMPONENT MAXIMUM
No. of virtual CPUs per host 128
No. of cores per host 32
No. of logical CPU (hyperthreading enabled) 32
No. of virtual CPUs per core 8
Amount of RAM per host 128GB

ESX Server Installation

In addition to the choice of server vendor, model, and hardware specification, the planning process
involves a decision between using ESX Server 3.5 versus ESXi 3.5. This chapter will cover the
installation of ESX Server 3.5, while Chapter 13 will examine the specifics of ESXi 3.5.

Installing ESX Server 3.5 can be done in a graphical mode or a text-based installation, which
limits the intricacy of the screen configuration during the installation. The graphical mode is the
more common of the two installation modes. The text mode is reserved for remote installation
scenarios where the wide area network is not strong enough to support the graphical nature of the
graphical installation mode.

ESX Server Disk Partitioning

Before we offer step-by-step instructions for installing ESX Server, it is important to review some
of the functional components of the disk architecture upon which ESX Server will be installed.
Because of its roots in Red Hat Linux, ESX Server does not use drive letters to represent the par-
titioning of the physical disks. Instead, like Linux, ESX Server uses mount points to represent
the various partitions. Mount points involve the association of a directory with a partition on the
physical disk. Using mount points for various directories under the root file system protects the
root file system by not allowing a directory to consume so much space that the root becomes full.
Since most folks are familiar with the Microsoft Windows operating system, think of the follow-
ing example. Suppose you have a server that runs Windows using a standard C: system volume
label. What happens when the C drive runs out of space? Without going into detail let s just leave
the answer as a simple one: bad things. Yes, bad things happen when the C drive of a Windows
computer runs out of space. In ESX Server, as noted, there is no C drive. The root of the operating
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system file structure is called exactly that: the root. The root is noted with the / character. Like
Windows, if the / (root) runs out of space, bad things happen. Figure 2.2 compares Windows disk
partitioning and notation against the Linux disk partitioning and notation methods.

FIGURE 2.2

Windows and Linux . 'l j

represent disk parti- ['l / K
tions in different ways. — o

Windows, by default

C: |

uses drive letters, while D:

Linux uses mount ’

= E @ ET
F:

In addition, because of the standard x86 architecture, the disk partitioning strategy for ESX
Server involves creating three primary partitions and an extended partition that contains multiple
logical partitions. The standard x86 disk partitioning strategy does not allow for more than three
primary partitions to be created.

ALLOW ME

It is important to understand the disk architecture for ESX Server; however, as you will soon see, the
installation wizard provides a selection that creates all the proper partitions automatically.

With that said, the partitions created are enough for ESX Server 3.5 to run properly, but there
is room for customizing the defaults. The default partitioning strategy for ESX Server 3.5 is shown
in Table 2.2.

TABLE 2.2: Default ESX Partition Scheme

MOUNT POINT NAME TYPE SI1ZE

/boot Ext3 100MB

/ Ext3 5000MB (5GB)
(none) VMEFS 3 Varies

(none) Swap 544MB
/var/Tlog Ext3 2000MB (2GB)
(none) vmkcore 100MB

THE /BOOT PARTITION

The /boot partition, as its name suggests, stores all the files necessary to boot and ESX

Server. The default size of 100MB is ample space for the necessary files. This 100MB size, however,
is twice the size of the default boot partition created during the installation of the ESX 2 prod-
uct. It is not uncommon to find recommendations of doubling this to 200MB in anticipation of a
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future increase. By no means is this a requirement — it is just a suggestion. The assumption is that
an existing installation is already configured for support of the next version of ESX, presumably
ESX 4.0.

THE / PARTITION

The / partition is the root of the Service Console operating system. We have already alluded to the
importance of the / (root) of the file system, but now we should detail the implications of its
configuration. Is 5GB enough for the / of the console operating system? The obvious answer is
that 5GB must be enough if that is what VMware chose as the default. The minimum size of the
/ partition is 2.5GB, so the default is twice the size of the minimum. So why change the size of the /
partition? Keep in mind that the / partition is where any third-party applications would install by
default. This means that six months, eight months, or a year from now when there are dozens of
third-party applications available for ESX Server, all of these applications will likely be installed
into the / partition. As you can imagine, 5GB can be used rather quickly. One of the last things on
any administrator’s list of things to do is reinstallations of each of their ESX Servers. Planning for
future growth and the opportunity to install third-party programs into the Service Console means
creating a / partition with plenty of space to grow. I, as well as many other consultants, often
recommend that the / partition be given more than the default 5GB of space. It is not uncommon
for virtualization architects to suggest root partition sizes of 20GB to 25GB. However, the most
important factor is to choose a size that fits your comfort for growth.

THE SWAP PARTITION

The swap partition, as the name suggests, is the location of the Service Console swap file. This par-
tition defaults to 544MB. As a general rule, swap files are created with a size equal to two times the
memory allocated to the operating system. The same holds true for ESX Server. The swap partition
is 544MB in size by default because the Service Console is allocated 272MB of RAM by default. By
today’s standards, 272MB of RAM seems low, but only because we are used to Windows servers
requiring more memory for better performance. The Service Console is not as memory intensive
as Windows operating systems can be. This is not to say that 272MB is always enough. Continu-
ing with ideas from the previous section, if the future of the ESX Server deployment includes the
installation of third-party products into the Service Console, then additional RAM will certainly be
warranted. Unlike Windows or Linux, the Service Console is limited to only 800MB of RAM. The
Post-Installation Configuration section of this chapter will show exactly how to make this change,
but it is important to plan for this change during the installation so that the swap partition can be
increased accordingly. If the Service Console is to be adjusted up to the 800MB maximum, then
the swap partition should be increased to 1600MB (2 x 800MB).

THE /VAR/LOG PARTITION

The /var/log partition is created with a default size of 2000MB, or 2GB of space. This is typi-
cally a safe value for this partition. However, I recommend that you make a change to this default
configuration. ESX Server uses /var directory during patch management tasks. Since the default
partition is /var/Tog, this means that the /var partition is still under the / (root) partition. There-
fore, space consumed in /var is space consumed in / (root). For this reason I recommend that you
change the mount point to /var instead of /var/Tog and that you increase the space to a larger
value like 10GB or 15GB. This alteration provides ample space for patch management without
jeopardizing the / (root) file system and still providing a dedicated partition to store log data.
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THE VMKCORE PARTITION

The vmkcore partition is the dump partition where ESX Server writes information about a system
halt. We are all familiar with the infamous Windows blue screen of death (BSOD) either from
experience or the multitude of jokes that arose from the ever-so-frequent occurrences. When an
ESX Server crashes, it, like Windows, writes detailed information about the system crash. This
information is written to the vimkcore type partition. Unlike Windows, an ESX Server system
crash results in a purple screen of death (PSOD) that many administrators have never seen. The
size of this partition does not need to be altered.

THE VMFS3 PARTITION

You might have noticed that I skipped over the VMFS3 partition. I did so for a reason. The VMFS3
partition is created, by default, with a size equal to the disk size minus the default sizes of all
other partitions. In other words, ESX Server creates all the other partition types and then uses the
remaining free space as the local VMFS3 storage. In most VI3 infrastructures, the local VMFS3
storage device will be negligible in light of the dedicated storage devices that will be in place.
Fibre channel and iSCSI storage devices that provide the proper infrastructure for VMotion, DRS,
and HA reduce the need for large amounts of local VMFS3 storage.

ALL THAT SPACE AND NOTHING TO DO

Although local disk space is useless in the face of a dedicated storage network, there are ways to
take advantage of local storage rather than let it go to waste. LeftHand Networks (http://www
. lefthandnetworks . com) has developed a virtual storage appliance (VSA) that presents local ESX
Server storage space as an iSCSI target. In addition, this space can be combined with other local stor-
age on other servers to provide data redundancy. And the best part of being able to present local
storage as virtual shared storage units is the availability of VMotion, DRS, and HA.

Table 2.3 provides a customized partitioning strategy that offers strong support for any future
needs in an ESX Server installation.

TABLE 2.3: Custom ESX Partition Scheme
MOUNT POINT NAME TYPE SIZE
/boot Ext3 200MB
/ Ext3 25,000MB (25GB)
(none) VMEFS 3 Varies
(none) Swap 1,600MB(1.6GB)
/var Ext3 12,000MB (12GB)

(none) vmkcore 100MB




18

CHAPTER 2 PLANNING AND INSTALLING ESX SERVER

LocAL DisKS, REDUNDANT DiSKS

Just because local VMFS 3 storage might not hold much significance in an ESX Server deployment
does not mean that all local storage is irrelevant. The availability of the /(root) file system, vmkcore,
Service Console swap, and so forth is critical to a functioning ESX Server. For the safety of the
installed Service Console always install ESX Server on a hardware-based RAID array. Unless you
intend to use a product like LeftHand Networks’ VSA, there is little need to build a RAID 5 array with
three or more large hard drives. A RAID1 (mirrored) array provides the needed reliability while mini-
mizing the disk requirements.

ESX Server 3.5 offers a CD-based installation and an unattended installation that uses the same
kickstart file technology commonly used for unattended Linux installations. We’ll begin by look-
ing at a standard CD installation and then transition into the automated ESX Server installation
method.

CD-ROM-Based Installation

Readers who have already done ESX Server installs are probably wondering what we could be
talking about in this section given that the installation can be completed by simply clicking Next
until the Finish button shows up. And though this is true, there are some significant decisions to be
made through the installation — decisions that affect the future of the ESX Server deployment as
well as decisions that could cause severe damage to company data. For this reason, it is important
for the experienced administrator and the installation newbie to read this section carefully and
understand how best to install ESX Server to support the current and future demands of the VI3
deployment.

Perform the following steps to install ESX Server 3.5 from a CD:

1. Configure the server to boot from the CD, insert the VMware ESX Server 3.5 CD, and reboot
the computer.

2. Select the graphical installation mode by pressing the Enter key at the boot options screen,
shown in Figure 2.3.

FIGURE 2.3

ESX Server 3.5 includes
a graphical installation
mode, which includes
an enhanced GUI and
a text-based installa-

tion mode better suited e rver 3 5
for installing over a .
wide area network. Virtual Infrastructure for the Enterprise

To install or upgrade in graphical mode,
press the {ENTER> key.

To install or upgrade X in text mode, type:
esx text <ENTER>.
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3. At the CD Media Test screen, shown in Figure 2.4, click the Skip button to continue with
the installation. Click the Test button to identify any errors in the installation media.

FIGURE 2.4 kelcome to Wware ESX Server 3
To prevent installa-
tion errors due to bad
media, the CD can
be tested early in the
install procedure.

<Tab>~<Alt{-Tab> between elements | <{Space> selects i <F1Z> next screen

4. Click the Next button on the Welcome to the ESX Server 3.5 Installer screen.

5. Select the U.S. English keyboard layout, or whichever is appropriate for your installation, as
shown in Figure 2.5. Then click the Next button.

FIGURE 2.5
ESX Server 3.5 offers ESX Server 3.5 {

support for numerous

Select Keyboard
keyboard layouts.

What type of keyboard do you want to use for this system?

Keyboard =1

Russian (win)
Slovakian

Slovenian

Spanish

Speakup

Speakup (laptop)
Swedish

Swiss French

Swiss French (latinl)
Swiss German
Swiss German (latin1)
Turkish

Ukrainian

United Kingdom

‘q Back ‘ ‘P MNext =‘ ‘x gance“

6. Select the Wheel Mouse (PS/2), shown in Figure 2.6. Or if you choose to match your mouse
model exactly, select the appropriate option.
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FIGURE 2.6
ESX Server 3.5 offers ESX Server 3.5 "

support for numer- Mouse Configuration
ous models of mouse Select the appropriate mouse for the system.
devices.

Model S

2 Button Mouse (serial)

2 Button Mouse (USB)

3 Button Mouse (PS/2) [

3 Button Mouse (serial)

3 Button Mouse (USB) )
Wheel Mouse (USB)

I Genius

I> Kensington

> Logitech

[> Microsoft

[=]

Serial Mouse Port

Jdev/ttyS0 (COM1 under DOS)
JdevttyS1 (COM2 under DOS)
J/dev/ttyS2 (COM3 under DOS)
Jdev/ttyS3 (COM4 under DOS)

[] Emulate 3 buttons

|<] Back | |D Next | ‘n gancel‘

7. Select the Yes button to initialize any device to be used for storing the ESX Server 3.5 instal-
lation partitions, shown in Figure 2.7.

FIGURE 2.7 e
Unknown devices
must be initialized 9 The partition table on device sda was unreadable. To create

H new partitions it must be initialized, causing the loss of ALL
for ESX Server 3.5 = DATA on this drive.

to be installed.

This operation will override any previous installation choices
about which drives to ignore.

Would you like to initialize this drive, erasing ALL DATA?

3¢ No || @ Yes |

'WARNING! YOU COULD LOSE DATA IF YOU DON’T READ THIS. . .

If SAN storage has already been presented to the server being installed, it could be possible to initial-
ize SAN LUNs with production data. As a precaution, it is an excellent idea to disconnect the server
from the SAN or ensure LUN masking has been performed to prevent the server from accessing LUNs.

Access to the SAN is only required during installation if a boot from SAN configuration is required.

8. Asshownin Figure 2.8, select the check box labeled I Accept the Terms of the License Agree-
ment and click the Next button.
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FIGURE 2.8
The ESX Server 3.5 ESX Server 3.5 -

license agreement must N
be accepted; however .E
no licenses are con-

End User License Agreement

To continue with the installation, please read and accept the end user license agreement.

figured during the VMWARE MASTER END USER LICENSE AGREEMENT
installation wizard.

BB

NOTICE: BY DOWNLOADING AND INSTALLING, COPYING OR OTHERWISE USING THE SOFTWARE, YOU AGREE TO BE
BOUND BY THE TERMS OF THIS VMWARE MASTER END USER LICENSE AGREEMENT (‘EULA"). IF YOU DO NOT
/AGREE TO THE TERMS OF THIS EULA, YOU MAY NOT DOWNLOAD, INSTALL, COPY OR USE THE SOFTWARE, AND

OU MAY RETURN THE UNUSED SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30)
DAYS AND REQUEST A REFUND OF THE LICENSE FEE, IF ANY, ALREADY PAID UPON SHOWING PROOF OF
PAYMENT. "YOU" MEANS THE NATURAL PERSON OR THE ENTITY THAT IS AGREEING TO BE BOUND BY THIS EULA,
[THEIR EMPLOYEES AND THIRD PARTY CONTRACTORS THAT PROVIDE SERVICES TO YOU. YOU SHALL BE LIABLE
FOR ANY FAILURE BY SUCH EMPLOYEES AND THIRD PARTY CONTRACTORS TO COMPLY WITH THE TERMS OF THIS
AGREEMENT.

1. DEFINITIONS

1.1 "Designated Administrative Access” means that access to the standard user interfaces of a given instance of the
Scoftware (designated in this section) that you may grant to a designated third party (a) for which you have provided advance
ritten notice to VMware that you are providing outsourced services and (b) for whose dedicated benefit you have licensed such
instance of the Software. Designated Administrative Access is applicable only where you are 1) an IT outsourcing company that
is providing outsourced IT services to a client company and 2) applicable only to the following Software: ESX Server, ViMware
Server and VirtualCenter.

1.2 "GPL Software” means GPL software licensed to you under the GNU General Public License as published by the Free
Software Foundation (GPL). A copy of the GPL is included on the media on which you received the Software or included in the

<]

I accept the terms of the license agreement

|<] Back | |D Next | ‘X Qancel‘

9. As shown in Figure 2.9, select the Recommended radio button option to allow the instal-
lation wizard to automatically partition the local disk. Ensure that the local disk option is
selected in the Install ESX Server on the drop-down list. To protect any existing VMFS data,
ensure that the Keep Virtual Machines and the VMFS (Virtual Machine File System) That
Contains Them option is selected.

FIGURE 2.9
The ESX Server 3.5 ESX Server 3.5 .
installation wizard offers e :
. e . Partitioning Options
automatic partltlonlng E The wizard can set up initial system partitions for you, or you can create them yourself.

of the selected disk and
protection for any exist-
ing data that resides S

in a VMFS-formatted If you are not familiar with ESX Server, we will select the best partitioning options for you.

How do you want to partition the disks for this system?

partition. Install ESX Server on: SCsl Disk sda: VMware, VMware Virtual S - 20480 MB ¥

Keep virtual machines and the VMFS (virtual machine file system) that contains them.

() Advanced
You must create all the system partitions on the disks for this system.

‘q Back | |D Next ‘ ‘I Cancel

10. Click the Yes button on the partition removal warning, shown in Figure 2.10.

11. Review the partitioning strategy, as shown in Figure 2.11, and click the Next button to con-
tinue the installation.
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FlouR 2.10 I R

The ESX Server 3.5

installation wizard offers You have chosen to remove all partitions except VMFS file
a waming before remov- & systems on the following drive:
ing all partitions on sda: VMware, VMware Virtual S - 20480 MB

the selected disk. This will remove all non-VMFS partitions including vendor

provided system management partitions.

Are you sure you want to do this?

3 No H @ Yes |

FIGURE 2.11
ESX Server 3.5 default ESX Server 3.5 ..

partitioning provides a
. Partition Disks
configuration that offers @

These are the default partitions that we recommend. You do not need te change anything on this page.

successful installation To continue, click Next.
and system operation.

To create a partition by specifying its size, click New.
To create a partition by specifying exact start and end cylinders, select free space and click Edit.

System partitions:

Device Mount Pmml Type |Format|5|ze (MBJl Start | End |
~ Hard Drives
~ (devfsda
Jdev/sdal /boot ext3 d 100 : ! 100
Jdevjsda2 / ext3 o 5000 101 5100
[dev/sda3 vmfs3 o 12736 5101 17836
~ jdev/sdat Extended 2644 17837 20480
Jdev/sda5 swap d 544 17837 18380
/devisdaé  fvarflog ext3 4 2000 18381 20380
/dev/sda7 vmkcore o 100 20381 20480
‘ New. H Edit H Delete H Reset ‘
|<] Back | |D Next | ‘ﬂ Cancel ‘

STRAY FROM THE NORM

As discussed in the previous section, it might be necessary to alter the default partitioning strategy.
This does not mean that all partitions must be built from scratch. To change the default partition strat-
egy, select the partition to change and click the Edit button.

Start the partition customization by reducing the space allocated to the local partition with a type of
VMFS 3. Once this partition is reduced, the other partitions — /boot, /swap, and /var/log — can
be edited. After these partitions have been reconfigured, any leftover space can be given back to the
local VMFS 3 partition and the installation can proceed.

12. Ensure that the ESX Server 3.5 installation wizard has selected to boot from the same drive
that was selected for partitioning. By default, the selection should be correct and should not
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be configurable without selecting the option to allow editing. As shown in Figure 2.12, this
screen provides a default configuration consistent with the previous installation configura-
tion. This avoids misconfiguration in which the installation is performed on a local disk but
the server is booted from a SAN LUN, or vice versa.

ESX Server 3.5 -

FIGURE 2.12

An ESX Server 3.5
host should be booted
from the same device
where the installa-

Advanced Options
These advanced options usually do not need to be changed.

tion partitions have
been configured.

[] Edit default bootloader configuration

ESX Boot Specification
How will the ESX Server boot?

@) From a drive (install on the MER of the drive):

SCSI Disk sda: VMware, VMware Virtual S - 20480 MB | ¥

This is the standard option. Make sure your BIOS settings are correct for the drive you select.
O From a partition
Use this option, for example, if you are using a Boot Menu tool, or if you have the option to
run special diagnostic software that runs in a separate partition.
Boot Options
If you wish to add default options to boot up, enter them here:

L |

General kernel parameters:

‘Q Back ‘ (D next |

‘ﬂ Cancel ‘

13. Asshown in Figure 2.13, select the network interface card (NIC) through which the Service
Console should communicate. Assign a valid IP address, as well as subnet mask, default
gateway, DNS servers, and host name for the ESX Server 3.5 host.

FIGURE 2.13

A NIC must be selected
and configured for

Service Console commu-
nication over the appro-
priate physical network.

ESX Server 3.5 .

Network Interface Card

Network Configuration

Select and configure the network interface card that is used for console communication.

Device: ‘ 0:11:0 - €1000 - 82545EM Gigabit Ethernet Controller (Copper) ¥

Network Address and Host Name
() Set automatically using DHCP
(@) Use the following network information:

IP Address @ED 101

Subnet mask IE‘IE‘E'

Gateway 172 EE'

Primary DNS 172 El

scconayons [ 1L 1| ||

Host name: silo352.vde.local Enter a fully qualified host name (e.g. host.vmware.com)
VLAN Settings

VLAN ID: (Leave blank if you are unsure whether your network requires a VLAN D)
AL y

Create a default network for virtual machines

‘q Back ‘ ‘D Next ‘ ‘x Qancel‘
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If the Service Console must communicate over a virtual LAN (VLAN), enter the appropriate
VLAN ID in the VLAN Settings text box.

If virtual machines must communicate over the same physical subnet as the Service Con-
sole, leave the Create a Default Network for Virtual Machines option selected. The out-
come of this option can always be modified during postinstallation configuration.

Once the Network Configuration page is configured correctly, click the Next button.

Do 1 HAVE TO MEMORIZE THE PCl ADDRESSES OF MY NICS?

Although the configuration screen for the Service Console is not very user friendly with respect to
identifying the physical NICs in the computer, it is not a big deal to fix the NIC association should the
wrong NIC be selected during the installation wizard. As part of the Postinstallation Configuration
section of this chapter, we will detail how to recover if the wrong NIC is selected during the installa-
tion wizard.

The bright side is that if your hardware remains consistent, then the PCI addresses would also remain
consistent. Therefore, company policy could document the PCI address to be selected during any new
ESX Server deployments.

Keep in mind that since the NIC was incorrect, access to the server via SSH, web page, or VI Client
will fail. The fix to be detailed later in the chapter requires direct access to the console or an out-of-
band management tool like Dell’s Remote Access Controller, which provides console access from a
dedicated Ethernet port.

14. Select the appropriate time zone for the ESX Server host and then click the Next button, as
shown in Figure 2.14.

FIGURE 2.14
ESX Server 3.5 can be ESX Server3.5 "

configured with one of

. Time Zone Selection
many time zones from ®
Set the time zone for the server by clicking on the map, selecting a location or selecting
around the world. the UTC offset from GMT.

Map | Location | UTC Offset

Location |Des(npucm =
America/Monterrey Central Time - Coahuila, Durango, Nuevo Leon, Tamaulipas

AmericajMontevideo

America/Montreal Eastern Time - Quebec - most locations

America/Montserat 7
America/Nassau -
America/Nipigon Eastern Time - Ontario & Quebec - places that did not observe DST 1967-1973

AmericajfNome Alaska Time - west Alaska

America/Neronha Atlantic islands

America/North_Dakota/Center Central Time - North Dakota - Oliver County
America/Panama —

<] ? B

Selected time zone: America/New_York - Eastern Time

System clock uses UTC

‘d Back ‘ “} Next ‘ ‘X Cancel
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15. Set and confirm a root password, as shown in Figure 2.15.

FIGURE 2.15 ]
Each ESX Server 3.5 ESXServer3.5 ’

host maintains its own

root user and password == Set the root (administrater) password for the VMware ESX Server.
configuration. The pass-

word must be at least Passwords must be at least 6 characters.

six characters. o

M Set Root Password

Confirm: o]

‘Q Back ‘ ‘D Next ‘ " Cancel

16. Review the installation configuration parameters, as shown in Figure 2.16.

FIGURE 2.16 =
The installation review ESX Server3.5 ’

offers a final chance

About to Install
to double_CheCk the The wizard is ready to install the VMware ESX Server. Please review the summary of your selected installation options.
server configuration.

17.
18.

19.

20.

Summary:

[x]

Partition Disks:
sdal ext3 99M /boot
sda2 ext3 5000M /
sda3 wvmfs3  12736M None

sda5 swap 543M None
sdaf ext3 1999M /var/log
sda7 vmkcore 99M None |

Boot Loader Record:
Master Boot Record of sda

Conscle Network Device:

vswif0: e1000 - 82545EM Gigabit Ethernet Controller (Copper)
IP Address: 192.168.200.152

Subnet mask: 255.255.255.0

‘Gateway: 192.168.200.254

Primary DNS: 192.168.200.1

Hostname: silo352.vleam.vmw

Create a Virtual Machine Portgroup

Time zone:
AmericalNew York

To install VMware ESX Server 3.5, click Next.

[=I°1

‘Q Back ‘ (D nNext | ‘I Cancel

If everything looks correct, click the Next button to begin the installation procedure.
As shown in Figure 2.17, the installation will begin.

As shown in Figure 2.18, click the Finish button to reboot the computer once the installation
is complete.

During the reboot, the GRUB boot loader will show the boot options, as shown in
Figure 2.19.

Ensure that the VMware ESX Server option is selected and press the Enter key (or select
nothing and the option will be selected by default).

Upon completion of the server reboot, the console session will display the information for
accessing the server from a remote computer, as shown in Figure 2.20.

25
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FIGURE 2.17
Installing ESX Server 3.5

ESX Server 3.5 .

Installing Packages
Please wait while the installation wizard installs VMware ESX Server 3.5. This may take a few minutes.

Status: 40% Complete
Installing initscripts

To stop the installation, click Cancel

|‘ Back | |} Next | ‘R Qancel‘

FIGURE 2.18

The new ESX Server
3.5 host must be
rebooted to finalize
the installation.
ESX Server 3.5 Installer Complete

To reboot this system and start the ESX Server, click Finish.

To manage this ESX server after rebooting, use any browser
to open the URL:

http://192.168.200.152

ESX Server 3.5

Virtual Infrastructure for the Enterprise

“ Back ‘ ‘x Cancel ‘ @ Finish ‘

Despite the ease with which ESX Server 3.5 can be installed, it is still not preferable to perform
manual, attended installations of a bulk number of servers. Nor is it preferable to perform manual,
attended installation in environments that are rapidly deploying new ESX Server hosts. To support
large numbers or rapid-deployment scenarios, ESX Server 3.5 can be installed in an unattended
fashion.

Unattended ESX Server Installation

Installing an ESX Server 3.5 host in an unattended fashion can be done using third-party imaging
tools or using the native VMware tools. Using the native tools requires several network-accessible
components, including;:

¢ An existing ESX Server 3.5 installation
@ An NFS server accessible by the host to be installed



FIGURE 2.19
ESX Server 3.5 uses the
GRUB boot loader.

FIGURE 2.20

ESX SERVER INSTALLATION

GRUB wversion B.93 (638K lower -~ 1875136K upper memory)

UMuare ESX Server
UMuare ESX Server (debug mode)
Service Console only (troubleshooting mode)

Use the * and 4 keys to select which entry is highlighted.
Press enter to boot the selected 0S5, ‘e’ to edit the
commands before booting, "a’ to modify the kermel arguments
before booting, or ‘c’ for a command-line.

After a reboot, the con- UMuare ESK Server version 3.5.8

sole offers the data
necessary for access-

5ilo3566.vdc. local (172.38.8.186)

ing the server from a To manage this ryer, use any browser to open the URL:

remote computer.

L 4
L 4

hitp:s172.38.0. 166/

To open the ES
To return t

A copy of the ESX Server 3.5 installation media

An installation script with the appropriate configuration parameters

Figure 2.21 details the infrastructure components needed to complete an unattended ESX
Server 3.5 installation using the tools built into ESX Server 3.5.

The unattended installation procedure involves booting the computer and reading the installa-
tion files, and reading the unattended installation script. The destination host can be booted from
CD, floppy, or PXE boot and then directed to the location of the installation files and answer files.
The installation files and/or answer script can be stored and accessed from any of the following
locations:

4

*® 6 o o

An HTTP URL

A shared NFS directory

An FTP directory

A CD (install files only)

A floppy disk (answer files only)

Table 2.4 outlines the various methods and the boot options required for each option set. The
boot option is typed at the boot prompt on ESX Server 3.5 graphical versus text mode selection

screen.
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FIGURE 2.21
Performing an unat-
tended ESX Server 3.5
installation requires the

proper network servers 1. Create kickstart file
and services to save to local
' workstation.

2. Copy kickstart file
to NFS Server.

ESX Server

NFS Server

3. Reference kickstart
file for install of new

ESX Server.
Target Server
TABLE 2.4: Unattended Installation Methods
IF THE AND THE AND THE THEN THE BOOT OPTION IS
COMPUTER MEDIA 1S ANSWER FILE IS
BOOTS FROM STORED ON A STORED ON A
PXE (Media) URL (Answer) URL esx ks=<answer URL>
method=<media URL>
ksdevice=<NIC>
CD CD URL esx ks=<answer URL>
ksdevice=<NIC>
CD CD Floppy esx ks=<fTloppy drive>
Floppy URL Floppy esx ks=<fToppy drive>

The kickstart answer file is created from a web-based wizard accessible from the default home
page of an ESX Server host, as shown in Figure 2.22.

By default, an ESX Server 3.5 host is not configured to allow access to the scripted installer. An
error, shown in Figure 2.23, identifies clearly that a given host has not been configured.



FIGURE 2.22

The home page for an
ESX Server host provides
access to the Scripted
Installer, which gen-
erates an answer file
through a web-based
wizard.

FIGURE 2.23

Access to the scripted
installer must be
enabled on an ESX
Server 3.5 host.
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ESX SERVER INSTALLATION

VMware ESX Server 3

Welcome

For Administrators

Getting Started

If you need to access this host remotely, use the following
program to install WMware Infrastructure client software. after
running the installer, start the dient and log in to this host,

¥Mware Infrastructure Web Access

WMware Infrastructure web Access
streamlines remaote desktop deployment
by allowing you to organize and share
wirtual machines using ordinary web
browser URLs.

» Download WMware Infrastructure Client

To streamline your IT operations with WMware Infrastructure, use
the following program to install WirtualCenter Server. VirtualCenter
Server will help you consolidate and optimize workload distribution
across ESX Server hosts, reduca new system deployment time
from weeks to seconds, monitor your virkual computing
environment around the clock, avoid service disruptions due to
planned hardware maintenance or unexpected failure, centralize
access control, and automate system administration tasks.

Log in to Weh Access

Web-Based Datastore Browser

Use your web browser to find and

download files (for example, virtual

machine and virtual disk files),
Browse datastores in this host's
inventory

ESX Server Scripted Installer
* Download WMware WirtualCenter Server v

. This browser-based utility allows you to
If you need more help, please refer to our documentation library: sutornate host pravisioning,

Log in to the Scripted Installer

* YMware Infra ure 3 Documentation

For Developers

¥Mware Infrastructure SDK

The WMware Infrastructure SOk package
contains interface definitions, detailed
documentation and sample code to help
you write your own management
programs.

Download the SDK

Browse objects managed by this host

Scripted Install is disabled

Perform the following steps to enable the Scripted Installer on an ESX Server 3.5 host and to
create a kickstart file:

1. Establish a console session with an ESX Server 3.5 host.
2. Type the following command:

cd /usr/lib/vmware/webAccess/tomcat/apache-tomcat-5.5.17/webapps/ui/WEB-INF
3. Type the following command to get a list of all files and folders in the current directory:

1s
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4.

5.

FIGURE 2.24
Enabling the Scripted
Installer requires
minor editing of the
struts-config.xml

file.

6.

Type the following command:
nano -w struts-config.xml

Comment out the following line by adding <!-- to the front of the line and --> to the end of
the line, as shown here and in Figure 2.24:

<I-- action path ="/scriptedInstall" type="org.apache.struts.actions.
ForwardAction" parameter="/WEB-INF/jsp/scriptedInstall/disabled.jsp" -->

Uncomment the following lines by removing the <!-- and --> that precede and conclude
the series of lines, as shown here and in Figure 2.24:

<action path="scriptedInstall" type="com.vmware.webcenter.scripted.
ProcessAction">

<forward name="scriptedInstall.forml" path="/Web-INF/jsp/scriptedInstall/
forml.jsp" />

<forward name="scriptedInstall.form2" path="/Web-INF/jsp/scriptedInstall/
form2.jsp" />

<forward name="scriptedInstall.form3" path="/Web-INF/jsp/scriptedInstall/
form3.jsp" />

<forward name="scriptedInstall.form4" path="/Web-INF/jsp/scriptedInstall/
formd.jsp" />

<forward name="scriptedInstall.form5" path="/Web-INF/jsp/scriptedInstall/
form5.jsp" />

<forward name="scriptedInstall.form6" path="/Web-INF/jsp/scriptedInstall/
form6.jsp" />

<forward name="scriptedInstall.form7" path="/Web-INF/jsp/scriptedInstall/
form7.jsp" />

</action>

Type the following command:
service vmware-webAccess restart

Return to the ESX Server 3.5 home page and click the link labeled Log In to the Scripted
Installer.

The Scripted Install web-based wizard will begin. Select the appropriate options for the
unattended installation, as shown in Figure 2.25, and then click the Next button. The options
include:

¢ Installation Type: Initial Installation | Upgrade



FIGURE 2.25 Scripted Install
The Scripted Installer = Configure your WMware ESx Server to create and provide autormated installation services

wizard defines the
installation type and

method as well as the Installation Type lm
Service Console conﬁg- Installation Method lm
uration information. Remote Server URL
Metwork Method Static IP x
Create a default network for WMs m
WLAMN ID—
Time Zong IAmerica.-"New_York ;I
Reboot After Installation m
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ESX SERVER INSTALLATION

Kickstart Dptions

Root Password

Password: ssssas
Again: ooon-ol

Nextl

Installation Method: CD-ROM | Remote | NFS
€ This selection identifies where the installation files are located.

Remote Server URL:<URL of remote server when installation method is set to Remote>

Network Method: DHCP | Static IP
& Static will be the more common selection.

Create a default network for VMs: Yes | No
@ This option is negligible. If Yes is selected, the VM network can be deleted later. If
No is selected, the VM network can be created later.

VLAN:<VLAN ID if Service Console should be on a VLAN>
@ Provide a VLAN ID for Service Console only if you know that a VLAN is con-
figured on the physical switch to which the network adapter is connected.

Time Zone
Reboot After Installation: Yes | No

Root password

10. As shown in Figure 2.26, set the hostname and IP address information of the server to be
installed with the answer file and then click the Next button.

11. Select the check box labeled I Have Read and Accept the Terms of the License Agreement
and then click the Next button.

12. As shown in Figure 2.27, configure the disk partitioning strategy and licensing mode for
the target server and then click the Next button. Apply any necessary customizations to
the partitions. Licensing options include: Post Install | Use License Server | Use Host License
File.

13. Configure the licensing options, as shown in Figure 2.28, and then click the Next button.
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o Scripted Install
The Scripted Installer 7= Configure your WMware ESX Server to create and provide autornated installation services
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Previous |

FIGURE 2.26 m

Metworking Options

Scripted Install
Configure your MMware ESX Server to create and provide autormated installation services

FIGURE 2.27 j
The Scripted Installer =
allows disk partition-
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Iicensing mode. If you do not know how to partition your system, please refer to Seripted Install documentation and
read thraugh the instructions before setting partitions.

Partition Configuration

WARNING:
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14. Click the Download Kickstart File from the final page of the Scripted Installer, as shown in
Figure 2.29.

Since a Windows file share is not an option for the location of a kickstart file, the file must be
copied to an appropriate location, which is most commonly an NFS directory. Use WordPad to
review the kickstart file created by the Scripted Installer wizard. A sample default file is shown in
Figure 2.30.



FIGURE 2.28

The Scripted Installer
automates the con-
figuration of pointing
an ESX Server to a
license server.

FIGURE 2.29

The finished kickstart
file can be saved to the
local computer accessing
the Scripted Installer
web-based wizard.

ESX SERVER INSTALLATION

= 7| Scripted Install
=3 Configure your YMware ESX Server to create and provide autornated installation services

Server Based Licensing Information

License Server 172.30.0.111 Paort; (27000

ES¥ Server License Type  Starter & standard

Previous | Mext

= 7| Scripted Install
s Configure your YMware ESX Server to create and provide autornated installation services

You are ready to create a YMware ESX Server kickstart file.

You have entered all of the information needed to complete a scripted installation. You may now
download a kickstart definition fils,

Users who wish to use 3rd party deployment tools should consult their vendor-supplied
documentation for instructions regarding scripted install.

To install using this kickstart file, copy it to a blank floppy and boot from vour YMware ESx Server
CD. Specify "esx ks=floppy method=cdrom"” at the boot prompt. Your installation should proceed
automatically,

For other deployment options (such as remote installations), please consult your YMware ESX Server
documentation,

‘ Download Kickstart File i

Using free tools like Veeam FastSCP (http://www.veeam.com) or WinSCP (http://waw.

winscp.com), the kickstart file can be copied to an NFS directory that is accessible to the target
ESX Server. Once the file is in place on the NFS directory, the unattended installation can be
launched from the target server.

Perform the following steps to perform an unattended installation using a CD for the installa-
tion files and a remote NFS directory for the kickstart file:

1. Boot the target computer from the ESX Server 3.5 CD.

2. At the installation mode selection screen, type the following command, as shown in
Figure 2.31:

esx ks=nfs:<IP address or name of NFS server>:<path to kickstart file>
ksdevice=<NIC to use>

3. The installation will begin and continue until the final reboot.

Kickstart files can be edited directly through WordPad so that the wizard does not have to
be executed for each new installation. Unfortunately, the kickstart file does not provide a way
of generating unique information for each installation and therefore each install will require a
manually created (or adjusted) kickstart file that is specific to that installation — particularly
configuration of static information that must be unique like IP address and hostname.
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FIGURE 2.30 B is f1ie ae wsed for Miwore T5X Sorver Servpted Tastall Deploment
A sample kickstart file # Installation tetnoa

created by the Scripted
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through WordPad " o
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insta
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FIGURE 2.31
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file on an NFS directory
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Virtual Infrastructure for the Enterprise
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KICKSTART CUSTOMIZATIONS

You may have noticed the kickstart file creation wizard did not allow for configuration of Service Con-
sole NIC or any virtual networking or storage configuration. That’s because by default it doesn’t. The
lack of Service Console NIC configuration can cause access problems because the kickstart installation
automatically selects the NIC with the lowest PCI address. If your Service Console is not to be associ-
ated with the NIC that has the lowest PCI address, a postinstallation configuration will be required to
unlink the current NIC and link the correct NIC. We will cover how to do this in the next section of
this chapter.

Kickstart files can be edited to configure postinstallation configuration. These configurations can
include Service Console NIC corrections, creation of virtual switches and port groups, storage config-
uration, and even customizations of Service Console config files for setting up external time servers.
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The command-line syntax for virtual networking and storage will be covered in Chapters 3 and 4. The
following kickstart file makes many postinstallation changes:

# Advanced Kickstart file with postinstallation configuration.

# Installation Method

cdrom

# root Password

rootpw --iscrypted a6fh$/hkQQrCaeucOmAe38$.captvmyeT4

# Authconfig

auth --enableshadow --enablemd5

# BootLoader (Grub has to be the default boot loader for ESX Server 3)
bootloader --driveorder=sda --Tocation=mbr

# Timezone (set this time zone to fit your company policy)

timezone --utc UTC

# Do not install the X windowing System

skipx

# Clean Installation or upgrade an existing installation

install

# Text Mode

text

# Network install type (this server will have a static IP address of 172.30.0.105

with a subnet mask of 2555.255.255.0, a gateway of 172.30.0.1, a DNS server
# of 172.30.0.2 and a hostname of silo3505.vdc.local. It will not be configured
on a vlan

network --bootproto static --ip 172.30.0.105 --netmask 255.255.255.0 --gateway
172.30.0.1 --nameserver 172.30.0.2 --hostname silo3505.vdc.local --vlanid=0
# Language

lang en_US

# Langauge Support

Tlangsupport --default en_US

# Keyboard

keyboard us

# Mouse

mouse none

# Force a reboot after the install

reboot

# Firewall settings

firewall --disabled

# Clear all Partitions on the local disk sda

clearpart --all --initlabel --drives=sda

# Partitioning strategy for ESX Server host

part /boot --fstype ext3 --size 200 --ondisk sda

part / --fstype ext3 --size 25000 --ondisk sda

part swap --size 1600 --ondisk sda

part None --fstype vmfs3 --size 1 --grow --ondisk sda

part None --fstype vmkcore --size 100 --ondisk sda
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part /var --fstype ext3 --size 12000 --ondisk sda

part /tmp --fstype ext3 --size 2000 --ondisk sda

# VMware Specific Commands for accepting the license agreement, configuring a
Ticense server at 172.30.0.2 on port 270000, and a full license

vmaccepteula

vmlicense --mode=server --server=27000@172.30.0.2 --edition=esxFull

%packages

@base

@ everything

%post

# Create a new file named S11Post Install Config that will become an executable
that is run during the first reboot of the ESX Server

cat > /etc/rc.d/rc3.d/S11Post_Install_Config << EOF

#!/bin/bash

# Overwrite the resolv.conf file to create primary and secondary DNS entries
cat > /etc/resolv.conf << DNS

nameserver 172.30.0.2

nameserver 172.30.0.3

DNS

# Link vSwitchO used for Service Console communication to vmnic2 if the vmnicO
was not correct

/usr/sbin/esxcfg-vswitch -U vmnicO vSwitchO

/Jusr/sbin/esxcfg-vswitch -L vmnicl vSwitchO

# Add a vmkernel port for NAS access named NFSPort, with IP address of 172.30.0.101,
and a default gateway of 172.30.0.1 (if required for routing)
/Jusr/sbin/esxcfg-vswitch -A NFSAccess vSwitchO

/Jusr/sbin/esxcfg-vmknic -a -i 172.30.0.101 -n 255.255.255.0 NFSport
/usr/sbin/esxcfg-route 172.30.0.1

# Add an NFS datastore named NFSDatastoreOl with an NFS server at 172.30.0.100
and a shared directory of ISOImages

/usr/sbin/esxcfg-nas -a -o 172.30.0.100 -s /ISOImages NFSDatastore(Ol

# Enable the Service Console firewall to allow ntp and iSCSI client firewall ports
/Jusr/sbin/esxcfg-firewall -e ntpClient

/usr/sbin/esxcfg-firewall -e swISCSIClient

# Add a vmkernel port named VMotion on a virtual switch named vSwitchl. The VMkernel
port will have an IP address of 172.29.0.105

# and a subnet mask of 255.255.255.0

/usr/sbin/esxcfg-vswitch -a vSwitchl

/Jusr/sbin/esxcfg-vswitch -A VMotion vSwitchl

/usr/sbin/esxcfg-vswitch -L vmnicO vSwitchl

/usr/sbin/esxcfg-vmknic -a -i 172.29.0.105 -n 255.255.255.0 VMotion

# Add a vswitch named vSwitch2 with a virtual machine port group named ProductionLAN
/usr/sbin/esxcfg-vswitch -a vSwitch2

/usr/sbin/esxcfg-vswitch -L vmnic2 vSwitch2

/Jusr/sbin/esxcfg-vswitch -A ProductionLAN vSwitch?2

# Set up time synchronization for ESX Server

cat > /etc/ntp.conf << NTP
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restrict default kod nomodify notap noquery nopeer

restrict 173.30.0.111

172.30.0.111

fudge 127.127.1.0 stratum 10

driftfile /etc/ntp/drift

broadcastdelay 0.008

authenticate yes

keys /etc/ntp/keys

NTP

cat > /etc/ntp/step-tickers << STEP

172.30.0.111

STEP

/sbin/service ntpd start

/sbin/chkconfig --Tevel 3 ntpd on

# Update system clock

/sbin/hwclock --systohc --utc

# The --utc setting in the "timezone" command above eliminates the need for updating

the clock file

#cat > /etc/sysconfig/clock << CLOCK

#ZONE="UTC"

#UTC=true

#ARC=false

#CLOCK

# Allow incoming/outgoing communications on the Service Console via SSH.

esxcfg-firewall -e sshServer

esxcfg-firewall -e sshClient

# Rename the S11Post Install Config file to S11Post Install Complete after first
execution. Since file name will now be incorrect it will

# not be triggerd in subsequent ESX Server boot sequences. EOF dictates end of file.

mv /etc/rc.d/rc3.d/S11Post_Install_Config /etc/rc.d/rc3.d/S11Post_Install_complete
EOF

# Make the Sllservercfg file an executable

/bin/chmod +x /etc/rc.d/rc3.d/S11Post Install Config

Postinstallation Configuration

Once the installation of ESX Server is complete, there are several postinstallation changes that
either must be set or are just strongly recommended. Among these configurations are adjusting
the amount of RAM allocated to the Service Console, changing the physical NIC used by the
Service Console, and configuring the ESX Server host to synchronize with an external Network
Time Protocol (NTP) server.

Service Console NIC

During the installation of ESX Server, the NIC selection screen creates a virtual switch bound to
the selected physical NIC. The tricky part, as noted earlier, is choosing the correct PCI address
that corresponds to the physical NIC connected to the physical switch that makes up the logical
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IP subnet from which the ESX Server will be managed. The problem often arises when the wrong
PCI address is selected, resulting in the inability to access the Service Console. Figure 2.32 shows
the structure of the virtual networking when the wrong NIC is selected and when the correct NIC
is selected.

FIGURE 2.32 Correct configuration Incorrect configuration
The virtual switch used

by the Service Console
must be associated with
the physical switch that
makes up the logical
subnet from which the
Service Console will be
managed.

ESX Server

ESX Server

Management Production

Should the incorrect PCI address be selected, the result is an inability to reach the ESX Server
Web Access page after the installation is complete. The simplest fix for this problem is to unplug
the network cable from the current Ethernet port and continue trying the remaining ports until the
web page is accessible. The problem with this solution is that it puts a quick end to any type of
documented standard that dictates the physical connectivity of the ESX Server hosts in a virtual
environment.

So what then is the better fix? Is a reinstallation in order? If you like installations, go for it, but
there is something much better. A quick visit to the command line and this problem is solved:

SOMETIMES IT’S ALL ABOUT THE CASE

Remember that ESX Server holds its roots in Linux and therefore any type of command-line manage-
ment or configuration will always be case sensitive.

1. Log in to the console of the ESX Server using the root user account.

2. Review the PCI addresses of the physical NICs in the server by typing the following
command:

esxcfg-nics -1

3. The results, as shown in Figure 2.33, will list identifying information for each NIC. Note the
PCI addresses and names of each adapter.
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FIGURE 2.33 [rootls

The esxcfg-nics Name Irive Spee Dup lex MTU Description
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about each adapter in i ;1888 Up  18@@Mbps Full 1500
an ESX Server host.

1888Mbps Full 1588 Intel Corporation B2

Intel Corporation B2
1888Mbps Full 1588 Intel Corporation BZ
1888Mbps Full 1568 Intel Corporation B2

Cigabit Ethernet Controller
i A6 root1#

4. Review the existing Service Console configuration by typing the following command:
esxcfg-vswitch -1

5. The results, as shown in Figure 2.34, will display the current configuration of the Service
Console port association.

FIGURE 2.34

The esxcfg-vswitch Switch Hame Nun Por Used P Configured Ports MIU
command provides vSwitche 64 3 64 1568 vhnic
information about the

. PortGroup MHame ULAN ID Used Ports Uplinks
current Service Con- 8 vnnich
sole configuration. Servi sole vnmicl

6. To change the NIC association, the existing NIC must be unlinked by typing the following
command:

esxcfg-vswitch -U vmnic# vSwitch#
In this example the appropriate command would be:
esxcfg-vswitch -U vmnicO vSwitchO
7. Use the following command to associate a new NIC with the vSwitch0 used by the Service
Console:

esxcfg-vswitch -L vmnic# vSwitch#

If still unsure of the correct NIC, try each NIC listed in the output from step 2. For this
example, to associate vmnicl with a PCI address of 08:07:00, the appropriate command
would Dbe:

esxcfg-vswitch -L vmnicl vSwitchO

8. Repeat steps 6 and 7 until a successful connection is made to the Web Access page of the
ESX Server host.

Service Console Memory

Adjusting the amount of memory given to the Service Console is not mandatory but is strongly
recommended if you have to install third-party applications into the console operating system.
These third-party applications will consume memory available to the Service Console. As noted
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earlier, the Service Console is only granted 272MB of RAM by default, as shown in Figure 2.35,
with a hard-coded maximum of 800MB.

FIGURE 2.35

The Service Console
is allocated 272 MB of
RAM by default.
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The difference of 528MB is, and should be, negligible in relation to the amount of memory in
the ESX Server host. Certainly an ESX Server host in a production network would not have less
than 8GB of memory. Even that would be the low end. So adding 528MB of memory for use by the
Service Console does not place a significant restriction on the number of virtual machines a host is

capable of running due to lack of available memory.

Perform the following steps to increase the amount of memory allocated to the Service Console:

1. Use the VI Client to connect to an ESX Server host or VirtualCenter Server installation.

2. Select the appropriate host from the inventory tree on the left and then select the Configura-
tion tab from the details pane on the right.

3. Select Memory from the Hardware menu.

4. Click the Properties link.

5. Asshown in Figure 2.36, enter the amount of memory to be allocated to the Service Con-
sole in the text box and then click the OK button. The value entered must be between 256

and 800.

FIGURE 2.36

The amount of memory
allocated to the Ser-
vice Console can be
increased to a maxi-
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6. Reboot the ESX Server host. As shown in Figure 2.37, the Configuration tab now reflects the
current memory allocated and the new amount of memory to be allocated after a reboot.
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Time Synchronization

Time synchronization in ESX Server is an important configuration because the ramifications of
incorrect time run deep. Time synchronization issues can affect things like performance charting,
SSH key expirations, NFS access, backup jobs, authentication, and more. After the installation of
ESX Server (or in a kickstart script), the host should be configured to perform time synchronization
with a reliable time source. This source could be another server on your network or an Internet
time source. For the sake of managing time synchronization, it is easiest to synchronize all your
servers against one reliable internal time server and then synchronize the internal time server with
a reliable Internet time server.

Configuring time synchronization for an ESX Server requires several steps, including Service
Console firewall configuration and edits to several configuration files.

Perform the following steps to enable the NTP Client in the Service Console firewall:

1. Use the VI Client to connect directly to the ESX Server host or to a VirtualCenter installation.

2. Select the hostname from the inventory tree on the left and then click the Configuration tab
in the details pane on the right.

3. Select Security Profile from the Software menu.

4. Asshown in Figure 2.38, enable the NTP Client option in the Firewall Properties dialog box.

5. Alternatively the NTP client could be enabled using the following command:
esxcfg-firewall -e ntpClient
Type the following command to apply the changes made to the Service Console Firewall:
service mgmt-vmware restart

Perform the following steps to configure the ntp.conf and step-tickers files for NTP time
synchronization on an ESX Server host:

1. Log in to a console or SSH session with root privileges. If SSH has not been enabled for the
host, log in with a standard user account and use the su - command to elevate to the root
user privileges and environment.
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2. Create a copy of the ntp.conf file by typing the following command:
cp /etc/ntp.conf /etc/old.ntpconf
3. Type the following command to use the nano editor to open the ntp.conf file:
nano -w /etc/ntp.conf
4. Replace the following line:
restrict default ignore
with this line:
restrict default kod nomodify notrap noquery nopeer
5. Uncomment the following line:

#restrict mytrustedtimeserverip mask 255.255.255.255 nomodify notrap noquery

Edit the line to include the IP address of the new time server. For example, if the time
server’s IP address is 172.30.0.111, the line would read:

restrict 172.30.0.111 mask 255.255.255.255 nomodify notrap noquery
6. Uncomment the following line:

#server mytrustedtimeserverip

Edit the line to include the IP address of the new time server. For example, if the time
server’s IP address is 172.30.0.111, the line would read:

server 172.30.0.111

Save the file by pressing Ctrl+X. Click Y to accept.
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Create a backup of the step-tickers file by typing the following command:
cp /etc/ntp/step-tickers /etc/ntp/backup.step-tickers

Type the following command to open the step-tickers file:

nano -w /etc/ntp/step-tickers

Type the IP address of the new time server. For example, if the time server’s IP address is
172.30.0.111, the single entry in the step-tickers would read:

172.30.0111

Save the file by pressing Ctrl+X. Click Y to accept.

WINDOWS AS A RELIABLE TIME SERVER

An existing Windows Server can be configured as a reliable time server by performing these steps:

1. Use the Group Policy Object editor to navigate to Administrative Templates > System » Win-
dows Time Service » Time Providers.

2. Enable the Enable Windows NTP Server Group Policy option.

3. Navigate to Administrative Templates » System » Windows Time Service.

4. Double-click on the Global Configuration Settings option and select the Enabled radio button.

5. Set the AnnounceFlags option to 4.

6. Click the OK button.

Installing the Virtual Infrastructure Client

The VI Client is a Windows-only application that allows for connecting directly to an ESX Server
host or to a VirtualCenter installation. The only difference in the tools used is that connecting
directly to an ESX Server requires authentication with a user account that exists within the Service
Console, while connecting to a VirtualCenter installation relies on Windows users for authentica-
tion. The VI Client can be installed as part of a VirtualCenter installation or with the VirtualCenter
installation media. However, the easiest installation method is to simply connect to the Web
Access page of an ESX Server or VirtualCenter and choose to install the application right from
the web page.

Perform the following steps to install the VI Client from an ESX Server Web Access home page:

Open an Internet browser (Internet Explorer or Firefox).

Type in the IP address or fully qualified domain name of the ESX Server host from which the
VI Client should be installed.

From the ESX Server host or VirtualCenter home page, click the link labeled Download the
Virtual Infrastructure Client.

The application can be saved to the local system by clicking the Save button, or if the remote
computer is trusted, it can be run directly from the remote computer by clicking the Run
button.
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5. Click the Run button in the Security Warning box that identifies an unverified publisher, as
shown in Figure 2.39.

FIGURE 2.39
The VI Client might

issue a warning about
an unverified publisher.
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6. Click the Next button on the welcome page of the Virtual Infrastructure Client installation
wizard.

7. Click the radio button labeled I Accept the Terms in the License Agreement and then click
the Next button.

8. Specify a username and organization name and then click the Next button.
9. Configure the destination folder and then click the Next button.
10. Click the Install button to begin the installation.

11. Click the Finish button to complete the installation.

No BITS FOR 64 BITS

As of the writing of this book, the latest VI Client (version 2.5) could not be installed on 64-bit oper-
ating systems.

The Bottom Line

Understand ESX Server compatibility requirements. ESX Server has tight restrictions with
regard to supported hardware. VMware is the only company that provides hardware drivers
for the VMware-supported hardware. The compatibility lists provided by VMware are living
documents that will continue to change as new hardware is approved.

Master It You want to reconfigure an existing physical server as an ESX Server host.

Plan an ESX Server deployment. A great deal of detailed planning and projecting is required
to deploy a scalable virtual infrastructure.

Master It  Your company wants to achieve the greatest ROI while maintaining high per-
formance and availability levels. You need to produce a report that details the virtual infras-
tructure hardware specifications and costs.

Install ESX Server. ESX Server is a fairly straightforward installation process with only one
or two details to pay close attention to.
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Master It You need to reinstall ESX Server and want to be sure that inadvertent data loss
cannot occur. The ESX Server will boot from local disks.

Perform postinstallation configuration. ~Once the installation of ESX Server is complete the
configuration can be tweaked to meet the needs of the organization.

Master It  After installing ESX Server, the web-based management page is returning a
“page not found” error.

Master It  Your department heads have defined a company policy mandating the installa-
tion of antivirus software into the Service Console. Additional software might be installed at
a later date.

Install the Virtual Infrastructure Client (VI Client). The Virtual Infrastructure Client is a
flexible management tool that allows management of an ESX Server host directly or by con-
necting to a VirtualCenter installation.

Master It You want to manage the ESX Server hosts from your administrative
workstation.






Chapter 3

Creating and Managing
Virtual Networks

The goal of this chapter is to arm you with the most critical tools required for designing, managing,
and troubleshooting a virtual infrastructure. Fluency in storage management, virtual machine
provisioning, security, and backup are pointless if virtual machines cannot talk to the rest of the
network. Server consolidation, simplified management, and greater return on investment are
wasted efforts if production systems are not available.

In this chapter you will learn to:

@ Identify the components of virtual networking

Create virtual switches and virtual switch port groups

*

@ Create and manage NIC teams

@ Create and manage virtual LANs (vLANSs)
*

Configure virtual switch security policies

Virtual Networking Components

When it comes to constructing the virtual networking infrastructure of your ESX Server hosts,
you will notice some similar components and some not-so-similar components. The following list
defines the various components involved in a virtual network architecture:

Virtual switch A switch that resides in the VMkernel and provides traffic management
for virtual machines.

Port/port group A logical object on a virtual switch that provides specialized services for the
Service Console, VMkernel, or hosted virtual machines. A virtual switch can contain a Service
Console port, a VMkernel port, or a virtual machine port group.

Service Console port A specialized virtual switch port type that is configured with an IP
address to allow access to the Service Console at the respective address. A Service Console port
is also referred to as a vswif.

VMkernel port A specialized virtual switch port type that is configured with an IP address
to allow VMotion, iSCSI storage access, or NAS/NFS storage access. A VMkernel port is also
referred to as a vimknic.

Virtual Machine port group A specialized virtual switch port that is representative of a
switch-to-switch connection and that allows virtual machines to access physical networks.
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Virtual LAN (vVLAN) A logical LAN configured on a virtual or physical switch that provides
efficient traffic segmentation, security, and efficient bandwidth utilization by providing traffic
only to the ports configured for a respective vLAN.

Trunk port (trunking) A trunk port on a switch is a port that listens for and knows how to
pass traffic for all vVLANSs configured on the switch.

NIC team The aggregation of physical ports to form a single logical communication channel.

vmxnet adapter A virtualized network adapter operating inside a guest operating system.
The vmxnet adapter is a high-performance virtual network adapter that operates only if
VMware Tools have been installed. The vimxnet adapter is identified as ““flexible” in the
virtual machine properties.

vlance adapter A virtualized network adapter operating inside a guest operating system.
The vlance adapter is the default adapter used until the VMware Tools installation has been
completed.

€1000 adapter A virtualized network adapter that emulates the Intel e1000 network adapter.

The e1000 network adapter is most common in 64-bit virtual machines.

FIGURE 3.1
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The networking architecture of ESX revolves around the creation and configuration of virtual
switches. Virtual switches are created and managed through the Service Console, but they operate
within the VMkernel. Virtual switches provide the connectivity to provide communication:

€ Dbetween virtual machines within an ESX Server host

€@ between virtual machines on different ESX Server hosts
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@ between virtual machines and physical machines on the network
@ for Service Console access
¢ for VMkernel access to networks for VMotion, iSCSI, or NFS

Figure 3.1 details the various communication channels provided by virtual network adapters
through virtual switches created in the VMkernel. The VMkernel then manages the virtual switch
communication through a physical network adapter to connect the virtual and physical
networking components.

As the virtual network implementation makes virtual machines accessible, it is essential that
virtual switches be configured in a manner that supports reliable and efficient communication
around the different network infrastructure components.

Creating Virtual Switches and Port Groups

The answers to the following questions are an integral part of the design of your virtual
networking:

¢ Do you have a dedicated network for Service Console management?
Do you have a dedicated network for VMotion traffic?

Do you have an IP storage network? iSCSI? NAS/NFS?

*
4
¢ How many NICs are standard in your ESX Server host design?
® s the existing physical network comprised of VLANSs?

4

Do you want to extend the use of vVLANSs into the virtual switches?

As a precursor to the setup of a virtual networking architecture, the physical network
components and the security needs of the network will need to be identified and documented.

Virtual switches in ESX Server are constructed and operated in the VMkernel. Virtual switches
(also known as vSwitches) are not managed switches and do not provide all the advanced fea-
tures that many new physical switches provide. These vSwitches operate like a physical switch in
some ways, but in other ways they are quite different. Like their physical counterparts, vSwitches
operate at Layer 2, support vVLAN configurations, prevent overdelivery, forward frames to other
switch ports, and maintain MAC address tables. Despite the similarities to physical switches,
vSwitches do have some differences. A vSwitch created in the VMkernel cannot be connected to
another vSwitch, thereby eliminating a potential loop configuration and the need to offer sup-
port for Spanning Tree Protocol (STP). In physical switches, STP offers redundancy for paths and
prevents loops in the network topology by locking redundant paths in a standby state. Only when
a path is no longer available will STP activate the standby path.

VSWITCH LOOPING

Though the VMkernel does not allow looping because it does not allow vSwitches to be inter-
connected, it would be possible to manually create looping by connecting a virtual machine with two
network adapters to two different vSwitches and then bridging the virtual network adapters. Since
looping is a common network problem, it is a benefit for network administrators that vSwitches don’t
allow looping and prevent it from happening.
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ESX Server allows for the configuration of three types of virtual switches. The type of switch
is dependent on the association of a physical network adapter with the virtual switch. The three
types of vSwitches, as shown in Figure 3.2 and Figure 3.3, include:

¢ Internal-only virtual switch
4 Virtual switch bound to a single network adapter

@ Virtual switch bound to two or more network adapters
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VIRTUAL SWITCH CONFIGURATION MAXIMUMS

The maximum number of vSwitches for an ESX Server host is 127. Virtual switches created through
the VI Client will be provided default names of vSwitch#, where # begins with 0 and increases sequen-
tially to 127.

CREATING AND CONFIGURING VIRTUAL SWITCHES

By default every virtual switch is created with 64 ports. However, only 56 of the ports are available
and only 56 are displayed when looking at a vSwitch configuration through the Virtual Infrastructure
client. Reviewing a vSwitch configuration via the esxcfg-vswitch command shows the entire 64 ports.
The 8 port difference is attributed to the fact that the VMkernel reserves these 8 ports for its own use.

Once a virtual switch has been created the number of ports can be adjusted to 8, 24, 56, 120, 248, 504,
or 1016. These are the values that are reflected in the Virtual Infrastructure client. But, as noted, there
are 8 ports reserved and therefore the command line will show 32, 64, 128, 256, 512, and 1,024 ports
for virtual switches.

Changing the number of ports in a virtual switch requires reboot of the ESX Server 3.5 host on which
the virtual switch was altered.

FIGURE 3.4

Virtual machines com-
municating through an
internal-only vSwitch
do not pass any traf-
fic through a physical
adapter.

Without an uplink, the internal-only vSwitch allows communication only between virtual

machines that exist on the same ESX Server host. Virtual machines that communicate through an

internal-only vSwitch do not pass any traffic through a physical adapter on the ESX Server host.
As shown in Figure 3.4, communication between virtual machines connected to an internal-only

switch takes place entirely in software and happens at whatever speed the VMkernel can perform

the task.
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No UPLINK, NO VMOTION

Virtual machines connected to an internal-only vSwitch are not VMotion capable. However, if
the virtual machine is disconnected from the internal-only vSwitch, a warning will be provided but
VMotion will succeed if all other requirements have been met. The requirements for VMotion will be
covered in Chapter 9.

For virtual machines to communicate with resources beyond the virtual machines hosted on
the local ESX server, a vSwitch must be configured to use a physical network adapter, or uplink.
A vSwitch bound to a single physical adapter allows virtual machines to establish communication
with physical servers on the network, or with virtual machines on other ESX Server hosts that are
also connected to a vSwitch bound to a physical adapter. The vSwitch associated with a physical
network adapter provides virtual machines with the amount of bandwidth the physical adapter
is configured to support. For example, a vSwitch bound to a network adapter with a 1Gbps max-
imum speed will provide up to 1Gbps worth of bandwidth for the virtual machines connected to
it. Figure 3.5 displays the communication path for virtual machines connected to a vSwitch bound
to a single network adapter. In the diagram, when VMO01 on silo104 needs to communicate with
VMO2 on silo105, the traffic from the virtual machine is passed through the ProductionLAN virtual
switch (port group) in the VMkernel on silo104 to the physical network adapter to which the vir-
tual switch is bound. From the physical network adapter, the traffic will reach the physical switch
(PhySw1). The physical switch (PhySw1) passes the traffic to the second physical switch (PhySw2),
which will pass the traffic through the physical network adapter associated with the Production-
LAN virtual switch on silo105. In the last stage of the communication, the virtual switch will pass
the traffic to the destination virtual machine VMO02.

FIGURE 3.5 VMO1 VMO02
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NETWORK ADAPTERS AND NETWORK DISCOVERY

Discovering the network adapters, and even the networks they are connected to, is easy with the VI
Client. While connected to a VirtualCenter server or an individual ESX Server host, the Network
Adapters node of the Configuration tab of a host will display all the available adapters. The follow-
ing image shows how each adapter will be listed with information about the model of the adapter,
the vmnic# label, the speed and duplex setting, its association to a vSwitch, and a discovery of the IP
addresses it has found on the network:
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BEAN Gigabil Ethernet Controlier

] 1000FE  Negotiste vEeRChL 1920165 1628152165065 1L
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The network IP addresses listed under the Networks column are a result of a discovery across that
network. The IP address range may change as new addresses are added and removed. For those NICs
without a range, no IP addresses have been discovered. The network IP addresses should be used for
information only and should be verified since they can be inaccurate.

The last type of virtual switch is referred to as a NIC team. As shown in Figure 3.6 and Figure 3.7,
a NIC team involves the association of multiple physical network adapters with a single vSwitch.
A vSwitch configured as a NIC team can consist of a maximum of 32 uplinks. In other words, a
single vSwitch can use up to 32 physical network adapters to send and receive traffic from the
physical switches. NIC teams offer the advantage of redundancy and load distribution. Later in
this chapter, we will dig deeper into the configuration and workings of the NIC team.

UPLINK LIMITS

Although a single vSwitch can be associated with multiple physical adapters as in a NIC team, a
single physical adapter cannot be associated with multiple vSwitches. Pending the expansion capa-
bility, ESX Server 3.0.1 hosts can have up to 26 €100 network adapters, 32 e1000 network adapters, or
20 Broadcom network adapters. The maximum number of Ethernet ports on an ESX Server host is 32,
regardless of the expansion slots or the number of adapters used to reach the maximum. For example,
using eight quad-port NICs would achieve the 32-port maximum. All 32 ports could be configured for
use by a single vSwitch or could be spread across multiple vSwitches.
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FIGURE 3.6

A vSwitch with a NIC
team has multiple avail-
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transfer. A NIC team
offers redundancy and
load distribution.

FIGURE 3.7
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The vSwitch, as introduced in the first section of the chapter, allows several different types
of communication, including communication to and from the Service Console, to and from the
VMkernel, and between virtual machines. The type of communication provided by a vSwitch is
dependent on the port (group), or connection type that is created on the switch. ESX Server hosts
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can have a maximum of 512 port groups, while the maximum number of ports (port groups) across
all virtual switches is 4096.

ROOM TO GROW

During the virtual network design I am often asked why virtual switches should not be created with
the largest number of ports to leave room to grow. To answer this question let’s look at some calcu-
lations against the network maximums of an ESX Server 3.5 host.

The maximum number of ports in a virtual switch is 1016. The maximum number of ports across all
switches on a host is 4096. This means that if virtual switches are created with the 1016 port
maximum only 4 virtual switches can be created. If you’re doing a quick calculation of 1016 x 4 and
realizing it is not 4096, don’t forget that virtual switches actually have 8 reserved ports. Therefore,
the 1016 port switch actually has 1,024 ports. Calculate 1,024 x 4 and you will arrive at the 4096 port
maximum for an ESX Server 3.5 host.

Create virtual switches with a number of ports to meet your goals. If you can anticipate growth it will
save you from a seemingly needless reboot in the future should you have to alter the virtual switch,
but if it comes to it, that is why we are thankful for VMotion. Virtual machines can be moved to
another host in order to satisfy the rebooting needs of tasks like editing the number of ports on a
virtual switch.

Port groups operate as a boundary for communication and/or security policy configura-
tion. Each port group includes functionality for a specific type of traffic but can also be used to
provide more or less security to the traffic passing through the respective port group. There are
three different connection types or port (groups), shown in Figure 3.8 and Figure 3.9, that can be
configured on a vSwitch:

@ Service Console port
¢ VMkernel port
¢ Virtual Machine port group

A Service Console port on a vSwitch, shown in Figure 3.10 and Figure 3.11, acts as a passage
into the management and monitoring capabilities of the console operating system. The Service
Console port, also called a vswif, requires that an IP address be assigned. The vSwitch with a
Service Console port must be bound to the physical network adapter connected to the physical
switch on the network from which management tasks will be performed. In Chapter 2, we cov-
ered how the ESX Server installer creates the first vSwitch with a Service Console port to allow
postinstallation access.

SERVICE CONSOLE FIREWALL

The console operating system (COS), or Service Console, includes a firewall that, by default, blocks
all incoming and outgoing traffic except that required for basic server management. In Chapter 12 we
will detail how to manage the firewall.
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FIGURE 3.8
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FIGURE 3.9
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FIGURE 3.10

The Service Console port
type on a vSwitch is
assigned an IP address
that can be used for
access to the console
operating system.

FIGURE 3.11

The Service Console
port, known as a vswif,
provides access to the
console operating
system.

CREATING VIRTUAL SWITCHES AND PORT GROUPS

vmkernel

Service Console vswif0
172.30.0.106

Wirkual Switch: wSwitchd

Service Console Part
Service Console
wawif0 : 172,30,0,106

e

silo106

Rermove. .. Properties...

Physical Adapters
E# vmnicd 1000 Ful

A second Service Console connection provides redundancy in the form of a multihomed con-
sole operating system. This is not the same as a NIC team since this configuration will actually
provide Service Console access on two different IP addresses. Perform the following steps to
create a vSwitch with a Service Console connection using the VI Client:

1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from
the details pane on the right, and then choose Networking from the Hardware menu

list.

3. Click Add Networking to start the Add Network Wizard.

4. Select the Service Console radio button and click Next.

5. Select the checkbox that corresponds to the network adapter to be assigned to the vSwitch
for Service Console communication, as shown in Figure 3.12.
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6. Type a name for the port in the Network Label text box.

7. Enter an IP address for the Service Console port. Ensure the IP address is a valid IP
address for the network to which the physical NIC from step 5 is connected. You do
not need a default gateway for the new Service Console port if a functioning gateway
has already been assigned on the Service Console port created during the ESX Server
installation process.

8. Click Next to review the configuration summary and then click Finish.

Perform the following steps to create a vSwitch with a Service Console port using the
command line:

1. Use putty.exe or a console session to log in to an ESX Server and establish root-level
permissions. Use su - to elevate to root or log in as root if permitted.

2. Use the following command to create a vSwitch named vSwitch:
esxcfg-vswitch -avSwitchX

3. Use the following command to create a port group named SCX to a vSwitch
named vSwitchX:

esxcfg-vswitch -A SCX vSwitchX

4. Use the following command to add a Service Console NIC named vswif99 with an IP
address of 172.30.0.204 and a subnet mask of 255.255.255.0 to the SCX port group created
in step 3:

esxcfg-vswif --add --ip=172.30.0.204 --netmask=255.255.255.0
--portgroup=SCX vswif99

5. Use the following command to assign the physical adapter vmnic3 to the new vSwitch:
esxcfg-vswitch -L vmnic3 vSwitchX
6. Use the following command to restart the VMware management service:

service mgmt-vmware restart
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The VMkernel port, shown in Figure 3.13 and Figure 3.14, is used for VMotion, iSCSI, and
NAS/NFS access. Like the Service Console port, the VMkernel port requires the assignment of an
IP address and subnet mask. The IP addresses assigned to VMkernel ports are needed to support
the source-to-destination type IP traffic of VMotion, iSCSI, and NAS. Unlike with the Service
Console, there is no need for administrative access to the IP addresses assigned to the VMkernel.
In later chapters we will detail the iSCSI and NAS/NFS configurations, as well as the details of the
VMotion process. These discussions will provide insight into the traffic flow between VMkernel
and storage devices (iSCSI/NFS) or other VMkernels (for VMotion).

FIGURE 3.13
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Perform these steps to add a VMkernel port using the VI Client:

1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from
the details pane on the right, and then choose Networking from the Hardware menu list.
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3. Click Properties for the virtual switch to host the new VMkernel port.
4. Click the Add button, select the VMkernel radio button option, and click Next.
5. Type the name of the port in the Network Label text box.

6. Select Use This Port Group for VMotion if this VMkernel port will host VMotion traffic;
otherwise, leave the checkbox unselected.

7. Enter an IP address for the VMkernel port. Ensure the IP address is a valid IP address for
the network to which the physical NIC is connected. You do not need to provide a default
gateway if the VMkernel does not need to reach remote subnets.

8. Click Next to review the configuration summary and then click Finish.
Follow these steps to create a vSwitch with a VMkernel port using the command line:

1. Use the following command to add a port group named VMkernel to a virtual switch
named vSwitch0:

esxcfg-vswitch -A VMkernel vSwitchO

2. Use the following command to assign an IP address and subnet mask to the VMkernel
port group:

esxcfg-vmknic -a -i 172.30.0.114 -n 255.255.255.0 VMkernel

3. Use the following command to assign a default gateway of 172.30.0.1 to the VMkernel
port group:

esxcfg-route 172.30.0.1
4. Use the following command to restart the VMware management service:
service mgmt-vmware restart

The last connection type (or port group) to discuss is the Virtual Machine port group. The Vir-
tual Machine port group is much different than the Service Console or VMkernel. Whereas both
of the other port types require IP addresses for the source-to-destination communication that they
are involved in, the Virtual Machine port group does not require an IP address. For a moment,
forget about vSwitches and consider standard physical switches. Let’s look at an example, shown
in Figure 3.15, with a standard 16-port physical switch that has 16 computers connected and
configured as part of the 192.168.250.0/24 IP network. The IP network provides for 254 valid
IP addresses, but only 16 IP addresses are being used because the switch only has 16 ports. To
increase the number of hosts that can communicate on the same logical IP subnet, a second switch
could be introduced. To accommodate the second switch, one of the existing computers would
have to be unplugged from the first switch. The open port on the first switch could then be con-
nected to a second 16-port physical switch. Once the unplugged computer is reconnected to a port
on the new switch, all 16 computers will once again communicate. In addition, there will be 15
open ports on the second switch to which new computers could be added.

A vSwitch created with a virtual machine port group bound to a physical network adapter that
is connected to a physical switch acts just as the second switch did in the previous example. As in
the physical switch to physical switch example, an IP address does not need to be configured for
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a virtual machine port group to combine the ports of a vSwitch with those of a physical switch.
Figure 3.16 shows the switch-to-switch connection between a vSwitch and a physical switch.

FIGURE 3.15 _ 30 ports available for
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FASTER COMMUNICATION THROUGH THE VMKERNEL

The virtual network adapter inside a guest operating system is not always susceptible to the
maximum transmission speeds of the physical network cards to which the vSwitch is bound. Take,
for example, two virtual machines, VMo1 and VMo2, both connected to the same vSwitch on an ESX
Server host. When these two virtual machines communicate with each other, there is no need for the
vSwitch to pass the communication traffic to the physical adapter to which it is bound. However, for
VMo1 to communicate with VMo3 residing on a second ESX Server host, the communication must
pass into the physical networking elements. The requirement of reaching into the physical network
places a limit on the communication speed between the virtual machines. In this case, VMo1 and
VMo3 would be limited to the 1Gbps bandwidth of the physical network adapter.
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This image details how virtual machines communicating with one another through the same vSwitch
are not susceptible to the bandwidth limits of a physical network adapter because there is no need for
traffic to pass from the vSwitch to the physical adapter.
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Although the guest operating systems of VMo01 and VMo2 will identify the virtual network adapters
with speed and duplex settings, these settings are not apparent when VMo1 and VMo02 communicate
with one another. This communication will take place at whatever speed the VMkernel can perform
the operation. In other words, the communication is occurring in the host system’s RAM and happens
almost instantaneously as long as the VMkernel can allocate the necessary resources to make it hap-
pen. Even though uplinks might be associated with the vSwitch, the VMkernel neglects using the
uplink to process the local traffic between virtual machines connected to the same vSwitch. Given
that, there are advantages to ensuring that two virtual machines with a strong networking
relationship remain on the same ESX Server host. Web servers or application servers that use back-
end databases hosted on another server are prime examples of the type of networking relationship
that can gain tremendous advantage from the efficient networking capability of the VMkernel.

Perform the following steps to create a vSwitch with a virtual machine port group using the
VI Client:

1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab
from the details pane on the right, and then select Networking from the Hardware
menu list.

3. Click Add Networking to start the Add Network Wizard.
4. Select the Virtual Machine radio button option and click Next.

5. Select the checkbox that corresponds to the network adapter to be assigned to the
vSwitch. Select the NIC connected to the switch where production traffic will take place.
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6. Type the name of the virtual machine port group in the Network Label text box.
7. Click Next to review the virtual switch configuration and then click Finish.

Follow these steps to create a vSwitch with a virtual machine port group using the
command line:

1. Use the following command to add a virtual switch named vSwitch1:
esxcfg-vswitch -a vSwitchl

2. Use the following command to assign vSwitchl to vmnicl:
esxcfg-vswitch -L vmnicl vSwitchl

3. Use the following command to create a virtual machine port group named
ProductionLAN on vSwitchl:

esxcfg-vswitch -A ProductionLAN vSwitchl
4. Use the following command to restart the VMware management service:

service mgmt-vmware restart

PORTS AND PORT GROUPS ON A VIRTUAL SWITCH

A vSwitch can consist of multiple connection types, or each connection type can be created in its
own vSwitch.

The creation of vSwitches and port groups and the relationship between vSwitches and uplinks
is dependent on several factors, including the number of network adapters in the ESX Server
host, the number of IP subnets to connect to, the existence of vLANSs, and the number of physical
networks to connect to. With respect to the configuration of the vSwitches and virtual machine
port groups, there is no single correct configuration that will satisfy every scenario. It is true,
however, to say that the greater the number of physical network adapters in an ESX Server host,
the more flexibility you will have in your virtual networking architecture.

Later in the chapter we will discuss some advanced design factors, but for now let’s stick with
some basic design considerations. If the vSwitches created in the VMkernel are not going to be
configured with multiple port groups or vLANS, you will be required to create a separate vSwitch
for every IP subnet that you need to connect to. In Figure 3.17, there are five IP subnets that our
virtual infrastructure components need to reach. The virtual machines in the production environ-
ment must reach the production LAN, the virtual machines in the test environment must reach
the test LAN, the VMkernel needs to access the IP storage and VMotion LANs, and finally the
Service Console must be on the management LAN. Notice that the physical network is configured
with vLANSs for the test and production LANs. They share the same physical network but are still
separate IP subnets. Figure 3.17 displays a virtual network architecture that does not include the
use of VLANSs in the vSwitches and as a result requires one vSwitch for every IP subnet; five IP
subnets means five vSwitches. In this case, each vSwitch consists of a specific connection type.

In this example, each connection type could be split because there were enough physical net-
work adapters to meet our needs. Let’s look at another example where an ESX Server host has
only two network adapters to work with. Figure 3.18 shows a network environment with five
IP subnets: management, production, test, IP storage, and VMotion, where the production, test,
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and IP storage networks are configured as vLANSs on the same physical network. Figure 3.18
displays a virtual network architecture that includes the use of vVLANs and that combines multiple
connection types into a single vSwitch.
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The vSwitch and connection type architecture of ESX Server, though robust and customizable,
is subject to all of the following limits:

€ An ESX Server host cannot have more than 4,096 ports.

€ An ESX Server host cannot have more than 1,016 ports per vSwitch.
€ An ESX Server host cannot have more than 127 vSwitches.
*

An ESX Server host cannot have more than 512 virtual switch port groups.

VIRTUAL SWITCH CONFIGURATIONS . .. DON’T GO TOO BIG!

Although a vSwitch can be created with a maximum of 1,016 ports (really 1,024), it is not recomm-
ended if growth is anticipated. Because ESX Server hosts cannot have more than 4,096 ports (1,024
X 4), if vSwitches are created with 1,016 ports then only four vSwitches would be possible. Virtual
switches should be created with just enough ports to cover existing needs and projected growth.

By default, all virtual network adapters connected to a vSwitch have access to the full amount
of bandwidth on the physical network adapter with which the vSwitch is associated. In other
words, if a vSwitch is assigned a 1Gbps network adapter, then each virtual machine configured to
use the vSwitch has access to 1Gbps of bandwidth. Naturally, if contention becomes a bottleneck
hindering virtual machine performance, a NIC team would be the best option. However, as a
complement to the introduction of a NIC team, it is also possible to enable and to configure traffic
shaping. Traffic shaping involves the establishment of hard-coded limits for a peak bandwidth,
average bandwidth, and burst size to reduce a virtual machine’s outbound bandwidth capability.

As shown in Figure 3.19, the peak bandwidth value and the average bandwidth value are
specified in Kbps, and the burst size is configured in units of KB. The value entered for the average
bandwidth dictates the data transfer per second across the virtual vSwitch. The peak bandwidth
value identifies the maximum amount of bandwidth a vSwitch can pass without dropping packets.
Finally, the burst size defines the maximum amount of data included in a burst. The burst size is a
calculation of bandwidth multiplied by time. During periods of high utilization, if a burst exceeds
the configured value packets will be dropped in favor of other traffic; however, if the queue for
network traffic processing is not full, the packets will be retained for transmission at a later time.

TRAFFIC SHAPING AS A LAST RESORT

Use the traffic shaping feature sparingly. Traffic shaping should be reserved for situations where vir-
tual machines are competing for bandwidth and the opportunity to add network adapters is removed
by limitations in the expansion slots on the physical chassis. With the low cost of network adapters,
it is more worthwhile to spend time building vSwitch devices with NIC teams as opposed to cutting
the bandwidth available to a set of virtual machines.

Perform the following steps to configure traffic shaping:
1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from
the details pane on the right, and then select Networking from the Hardware menu list.
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3. Click the Properties for the virtual switch, select the name of the virtual switch or port
group from the Configuration list, and then click the Edit button.

4. Select the Traffic Shaping tab.

5. Select the Enabled option from the Status drop-down list.

6. Adjust the Average Bandwidth value to the desired number of Kbps.
7. Adjust the Peak Bandwidth value to the desired number of Kbps.

8. Adjust the Burst Size value to the desired number of KB.

FIGURE 3.19
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With all the flexibility provided by the different virtual networking components, you can be
assured that whatever the physical network configuration may hold in store, there will be several
ways to integrate the virtual networking. What you configure today may change as the infrastruc-
ture changes or as the hardware changes. Ultimately the tools provided by ESX Server are enough
to ensure a successful communication scheme between the virtual and physical networks.

Creating and Managing NIC Teams

In the previous section, we looked at some good examples of virtual network architectures needed
to support the physical networking components. Now that you have some design and config-
uration basics under your belt, let’s move on to extending the virtual networking beyond just
establishing communication. A NIC team can support any of the connection types discussed

in the previous section. Using NIC teams provides redundancy and load balancing of network
communications to Service Console, VMkernel, and virtual machines.

A NIC team, shown in Figure 3.20 and Figure 3.21, is defined as a vSwitch configured with an
association to multiple physical network adapters (uplinks). As mentioned in the previous section,
the ESX Server host can either have a maximum of 32 uplinks spread across multiple vSwitches or
be configured as a NIC team on one vSwitch.

Successful NIC teaming requires that all uplinks be connected to physical switches that belong
to the same broadcast domain. As shown in Figure 3.22, all of the physical network adapters in
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the NIC team should be connected to the same physical switch or to physical network adapters
connected to physical switches that are connected to one another.

FIGURE 3.20

Virtual switches, like
vSwitch1, with multiple
uplinks offer redundancy
and load balancing.

FIGURE 3.21
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association of
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assigned to a vSwitch.
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CONSTRUCTING NIC TEAMS

NIC teams should be built on physical network adapters located on separate bus architectures. For
example, if an ESX Server host contains two on-board network adapters and a PCl-based quad-port
network adapter, a NIC team should be constructed using one on-board network adapter and one net-
work adapter on the PCI bus. This design eliminates a single point of failure.

Perform the following steps to create a NIC team using the VI Client:

1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from the
details pane on the right, and then select Networking from the Hardware menu list.

3. Click the Properties for the virtual switch that will be assigned a NIC team and select the
Network Adapters tab.

4. Click Add and select the appropriate adapter from the Unclaimed Adapters list, as shown

in Figure 3.23.

FIGURE 3.23
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5. Adjust the Policy Failover Order as needed to support an Active/Standby configuration.

6. Review the summary of the virtual switch configuration, click Next, and then

click Finish.

The load-balancing feature of NIC teaming does not function like the load-balancing feature
of advanced routing protocols. Load balancing across a NIC team is not a product of identifying
the amount of traffic transmitted through a network adapter and shifting traffic to equalize data
flow through all available adapters. The load-balancing algorithm for NIC teams in a vSwitch is a
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balance of the number of connections — not the amount of traffic. NIC teams on a VI vSwitch can
be configured with one of the following three load-balancing policies:

¢ vSwitch port-based load balancing (default)
@ Source MAC-based load balancing
¢ [P hash-based load balancing

OUTBOUND LOAD BALANCING

The load-balancing feature of NIC teams on a vSwitch only applies to the outbound traffic.

Virtual Switch Port Load Balancing

The vSwitch port-based load-balancing policy that is used by default uses an algorithm that ties
each virtual switch port to a specific uplink associated with the vSwitch. The algorithm will main-
tain an equal number of port-to-uplink assignments across all uplinks to achieve load balancing.
As shown in Figure 3.24, this policy setting ensures that traffic from a specific virtual network
adapter connected to a virtual switch port will consistently use the same physical network adapter.
In the event that one of the uplinks fails, the traffic from the failed uplink will failover to another
physical network adapter.

FIGURE 3.24
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You can see how this policy does not provide load balancing of the amount of traffic because
each virtual machine can access only one physical network adapter at any given time. Since the
port to which a virtual machine is connected does not change, each virtual machine is tied to a
physical network adapter until failover occurs. Looking at Figure 3.24, imagine that the Linux
virtual machine and the Windows virtual machine on the far left and far right are the two most
network-intensive virtual machines. In this case, the vSwitch port-based policy has assigned both
of the ports used by these virtual machines to the same physical network adapter. Meanwhile, the
Linux and Windows virtual machines in the middle, which both might be processing very little
traffic, are connected to ports assigned to individual physical network adapters.

The physical switch passing the traffic learns the port association and therefore sends replies
back through the same physical network adapter from which the request initiated. The vSwitch
port-based policy is best used when the number of virtual network adapters is greater than
the number of physical network adapters. In the case where there are fewer virtual network
adapters than physical adapters, some physical adapters will not be used. For example, if five
virtual machines are connected to a vSwitch with six uplinks, only five used vSwitch ports will be
assigned to exactly five uplinks, leaving one uplink with no traffic to process.

Source MAC Load Balancing

The second load-balancing policy available for a NIC team is the source MAC-based policy,
shown in Figure 3.25. This policy is susceptible to the same pitfalls as the vSwitch port-based
policy simply because the static nature of the source MAC address is the same as the static
nature of a vSwitch port assignment. Like the vSwitch port-based policy, the source MAC-based
policy is best used when the number of virtual network adapters exceeds the number of physical
network adapters. In addition, virtual machines are still not capable of using multiple
physical adapters unless configured with multiple virtual network adapters. Multiple virtual
network adapters inside the guest operating system of a virtual machine will provide
multiple source MAC addresses and therefore offer an opportunity to use multiple physical
network adapters.

VIRTUAL SWITCH TO PHYSICAL SWITCH

To eliminate a single point of failure, the physical network adapters in NIC teams set to use the
vSwitch port-based or source MAC-based load-balancing policies can be connected to different
physical switches; however, the physical switches must belong to the same Layer 2 broadcast domain.
Link aggregation using 802.3ad teaming is not supported with either of these load-balancing policies.

IP Hash Load Balancing

The third load-balancing policy available for NIC teams is the IP hash-based policy, also called the
out-IP policy. This policy, shown in Figure 3.26, addresses the limitation of the other two policies
that prevents a virtual machine from accessing two physical network adapters without having two
virtual network adapters. The IP hash-based policy uses the source and destination IP addresses
to determine the physical network adapter for communication. This algorithm then allows a single
virtual machine to communicate over different physical network adapters when communicating
with different destinations.
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BALANCING FOR LARGE DATA TRANSFERS

Although the IP hash-based load-balancing policy can more evenly spread the transfer traffic for a
single virtual machine, it does not provide a benefit for large data transfers occurring between the
same source and destination systems. Since the source-destination hash will be the same for the dura-
tion of the data load, it will only flow through a single physical network adapter.

A vSwitch with a NIC team set to use the IP hash-based load-balancing policy should have
all physical network adapters connected to the same physical switch to support link aggregation.
ESX Server supports standard 802.3ad teaming in static (manual) mode, but does not support
the Link Aggregation Control Protocol (LACP) or Port Aggregation Protocol (PAgP) commonly
found on switch devices. Link aggregation will increase throughput by combining the bandwidth
of multiple physical network adapters for use by a single virtual network adapter of a virtual
machine.

Follow these steps to alter the load-balancing policy of a vSwitch with a NIC team:

1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from
the details pane on the right, and then select Networking from the Hardware menu list.
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3. Click the Properties for the virtual switch, select the name of virtual switch from the
Configuration list, and then click the Edit button.

4. Select the NIC Teaming tab and then select the desired load-balancing strategy from the
Load Balancing drop-down list.

5. Click OK and then click Close.

FIGURE 3.26 192.168.4.10 192.168.4.11
The 1P hash-based

policy is a more
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multiple destination vmkernel
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192.168.4.121 192.168.4.122 192.168.4.123  192.168.4.124

Now that the load-balancing policies are explained, let’s take a deeper look at the failover and
failback of uplinks in a NIC team. Failover detection in a NIC team can be configured to use either
a link status method or a link status and beacon probing method.

The link status failover detection method works just as the name suggests. Failure of an uplink
is identified by the link status provided by the physical network adapter. In this case, failure is
identified for events like removed cables or power failures on a physical switch. The downside
to the link status failover detection setting is its inability to identify misconfigurations or pulled
cables that connect the switch to other networking devices (i.e., a cable connecting one switch to
another switch.)

The beacon probing failover detection setting, which includes link status as well, sends Ethernet
broadcast frames across all physical network adapters in the NIC team. These broadcast frames
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allow the vSwitch to detect upstream network connection failures and will force failover when
ports are blocked by a spanning tree, are configured with the wrong vLAN, or a switch-to-switch
connection has failed. When a beacon is not returned on a physical network adapter, the vSwitch
triggers the failover notice and reroutes the traffic from the failed network adapter through
another available network adapter based on the failover policy. Consider a vSwitch with a NIC
team consisting of four physical network adapters, where each adapter is connected to a different
physical switch and each physical switch is connected to a single physical switch, which is then
connected to a router, as shown in Figure 3.27. When the NIC team is set to the beacon probing
failover detection method, a beacon will be sent out over all four uplinks.

FIGURE 3.27
The beacon probing vSwitch1
failover detection policy
sends beacons out across
the physical network
adapters of a NIC team
to identify upstream
network failures

or switch
misconfigurations.

vmkernel
erne N

Once a failure has been detected, the vSwitch will use either a Rolling Failover or a Failover
Order policy setting to continue passing traffic through another physical network adapter. By
default, a NIC team is set to use a Rolling Failover policy of No, as shown in Figure 3.28. When
the Rolling Failover policy is set to No, the NIC team not only provides a failover policy but also
applies a fail-back policy. This means that if a failed physical network adapter is repaired and
brought back online, the NIC team will reroute the traffic back to the adapter and relieve the
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standby adapter that assumed its role during failover. When the Rolling Failover policy is set

to Yes, the NIC team will not perform a failback. In this case, the physical network adapter that
assumed responsibility for the failed adapter will continue to process the traffic. Meanwhile, the
failed adapter that is not back online will function as a standby until another adapter experiences
failure.

FIGURE 3.28
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is configured with a
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As an alternative to the Rolling Failover policy, a Failover Order policy can be manually
configured. The Failover Order policy involves an administrative assignment of priority to each
of the physical network adapters in the NIC team. As shown in Figure 3.29, a vSwitch with a NIC
team set to use a Failover Order policy can have physical network adapters designated as active
and standby.

Perform the following steps to configure the Failover Order policy for a NIC team:

1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from
the details pane on the right, and then select Networking from the Hardware menu list.

3. Click the Properties for the virtual switch, select the name of virtual switch from the Con-
figuration list, and then click the Edit button.

4. Select the NIC Teaming tab.
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5. Use the Move Up and Move Down buttons to adjust the order of the network adapters
and their location within the Active Adapters, Standby Adapters, and Unused Adapters
lists, as shown in Figure 3.30.

6. Click OK and then click Close.
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FIGURE 3.31
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When a failover event occurs on a vSwitch with a NIC team, the vSwitch is obviously aware
of the event. The physical switch that the vSwitch is connected to, however, will not know imme-
diately. As shown in Figure 3.31, a NIC Team includes a Notify Switches configuration setting
which, when set to Yes, will allow the physical switch to immediately learn of any of the following
changes:

@ A virtual machine is powered on (or any other time a client registers itself with
the vSwitch)

¢ A VMotion occurs
& A MAC address is changed

& A NIC team failover or failback has occurred
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In any of these events, the physical switch is notified of the change using the Reverse Address
Resolution Protocol (RARP). RARP updates the lookup tables on the physical switches and offers
the shortest latency when a failover event occurs.

Although the VMkernel works proactively to keep traffic flowing from the virtual networking
components to the physical networking components, VMware recommends taking the following
actions to minimize networking delays:

@ Disable Port Aggregation Protocol (PAgP) and Link Aggregation Control Protocol (LACP)
on the physical switches
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¢ Disable Dynamic Trunking Protocol (DTP) or trunk negotiation
4 Disable Spanning Tree Protocol (STP)

VIRTUAL SWITCHES WITH CISCO SWITCHES

VMware recommends configuring Cisco devices to use PortFast mode for access interfaces or PortFast
trunk mode for trunking interfaces.

Creating and Managing VLANSs

To vLAN or not to vVLAN? That is the question. As defined in the first section, a virtual LAN
(VLAN) is a logical LAN configured on a virtual or physical switch port that provides efficient
traffic segmentation, security, and efficient bandwidth utilization by providing traffic only to the
ports configured for a respective vVLAN. In addition to the security and segmentation advantages,
vLANSs allow network administrators to exceed the physical distance limitations of standard
cabling. Using vLANSs is advantageous when an ESX Server host has a limited number of physical
network adapters.

Figure 3.32 shows a typical vLAN configuration across physical switches.

FIGURE 3.32 VLAN117 vLAN116 VvLAN115 VLAN117
Virtual LANs provide
secure traffic segmenta-
tion without the cost of
additional hardware.

No VLAN NEEDED

Virtual switches in the VMkernel do not need vLANSs if an ESX Server host has enough physical net-
work adapters to connect to each of the VLAN subnets.

Blade servers provide an excellent example of when vLANSs offer tremendous benefit, because
the blade servers offer limited expansion slots for physical network adapters due to the small form
factor of the blade casing. Figure 3.33 shows a vSwitch architecture with vLANSs as it integrates
with a physical architecture also using vLANs. For a vSwitch to successfully send and receive
packets tagged as one VLAN or another, a trunk port must be configured on the physical switch
port to which the physical network adapter assigned to the vSwitch is connected.
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FIGURE 3.33 vLAN115  vLAN116 vLAN117
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Follow these steps to configure a vSwitch with a virtual machine port group with a vVLAN using
an ID of VLAN 117:

1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from
the details pane on the right, and then select Networking from the Hardware menu list.

3. Click the Properties link for the vSwitch where the new vVLAN should be created.
4. Click the Add button, select the Virtual Machine radio button option, and then click Next.

5. Type the name of the virtual machine port group in the Network Label text box. In this
case, VLAN117 would be appropriate.

6. Type 117 in the VLAN ID (Optional) text box, as shown in Figure 3.34.
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7. Click Next to review the vSwitch configuration and then click Finish.
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Although vLANSs reduce the costs of constructing multiple logical subnets, keep in mind that
the contention through physical switches and network adapters is still present. For bandwidth-
intensive network operations, the disadvantage of the shared physical network might outweigh
the scalability and cost savings of the vVLAN.

Configuring Virtual Switch Security

Even though the vSwitches created in the VMkernel are considered to be ““dumb switches,” they
can be configured with vSwitch security policies to enhance or ensure Layer 2 security. Security
policies can be applied at the vSwitch or at the lower-level connection types configured on a
vSwitch and include the following three security options:

¢ Promiscuous Mode
¢ MAC Address Changes
@ Forged Transmits

Applying a security policy to the vSwitch is effective, by default, for all connection types within
the switch. However, if a connection type, or port group, is configured with a competing security
policy, it will override the policy set at the vSwitch. As in the example in Figure 3.35, if a vSwitch
is configured with a security policy that rejects the use of MAC address changes but a virtual
machine port group on the switch is configured to accept MAC address changes, then any virtual
machines connected to that port group will be allowed to communicate even though it is using a
MAC address that differs from what is configured in its VMX file.

FIGURE 3.35
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The default security profile for a vSwitch, shown in Figure 3.36, is set to reject Promiscuous
mode and to accept MAC address changes and Forged transmits.

Promiscuous Mode

The Promiscuous Mode option is set to Reject by default to prevent virtual network adapters
from observing any of the traffic submitted through the vSwitch. For enhanced security, allowing



80

CHAPTER 3 CREATING AND MANAGING VIRTUAL NETWORKS

Promiscuous mode is not recommended because it is an insecure mode of operation that allows
virtual adapters to access traffic other than its own. Despite the security concerns, there are valid
reasons for permitting a switch to operate in Promiscuous mode. An intrusion detection system
(IDS) requires the ability to identify all traffic to scan for anomalies and malicious patterns of
traffic. To support the use of the IDS without overextending the reduced security of Promiscuous
mode, you can create a dedicated virtual machine port group for use with the IDS. As shown in
Figure 3.37, the virtual switch security policy will remain at the default setting of Reject for the
Promiscuous Mode option, while the virtual machine port group for the IDS will be set to Accept.
This setting will override the virtual switch, allowing the IDS to monitor all switch traffic.

FIGURE 3.36
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MAC Address Changes and Forged Transmits

When a virtual machine is created with one or more virtual network adapters, a MAC address

is generated for each virtual adapter. Just as Intel, Broadcom, and others manufacture network
adapters and include unique MAC address strings, VMware is also a network adapter manu-
facturer that has its own MAC prefix to ensure uniqueness. Of course, VMware doesn’t actually
manufacture anything, since the product exists as a virtual NIC in a virtual machine. The six-byte,
randomly generated MAC addresses for a virtual machine can be seen in the configuration file
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(.vmx) of the virtual machine, as shown in Figure 3.38. A VMware-assigned MAC address begins
with the prefix 00:50:56 or 00:0 C:29. The value of the fourth set (XX) cannot exceed 3F to prevent
conflicts with other VMware products, while the fifth and sixth sets (YY:ZZ) are generated ran-

domly based on the Universally Unique Identifier (UUID) of the virtual machine that is tied to

the location of the virtual machine. For this reason, when a virtual machine location is changed a
prompt will appear prior to successful boot. The prompt will inquire about keeping the UUID or
generating a new UUID, which helps prevent MAC address conflicts.

FIGURE 3.37
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security, is required
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detection system.

FIGURE 3.38

A virtual machine’s
initial MAC address is
automatically generated
and listed in the con-
figuration file for the
virtual machine.

Intrusion Detection
System (IDS)

N,
ZJ[L_jf

A

vmkernel

Port group
security

Port group security

Promiscuous
Mode: Accept




82 CHAPTER 3 CREATING AND MANAGING VIRTUAL NETWORKS

MANUALLY SETTING A MAC

Manually configuring a MAC address in the configuration file of a virtual machine will not work
unless the first three bytes are VMware-provided prefixes and the last three bytes are unique. If a
non-VMware MAC prefix is entered in the configuration file, the virtual machine will not power on.

All virtual machines have two MAC addresses: the initial MAC and the effective MAC. The
initial MAC address is the MAC discussed in the previous paragraph that is generated automati-
cally and that resides in the configuration file. The guest operating system has no control over the
initial MAC address. The effective MAC address is the MAC address configured by the guest oper-
ating system that is used during communication with other systems. The effective MAC address is
included in network communication as the source MAC of the virtual machine. By default, these
two addresses are identical. To force a non-VMware-assigned MAC address to a guest operating
system, change the effective MAC address from within the guest operating system, as shown in

Figure 3.39.
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The ability to alter the effective MAC address cannot be removed from the guest operat-
ing system. However, the ability to let the system function with this altered MAC address is
easily addressable through the security policy of a vSwitch. The remaining two settings of a
virtual switch security policy are MAC Address Changes and Forged Transmits. Both of these
security policies are concerned with allowing or denying differences between the initial MAC
address in the configuration file and the effective MAC address in the guest operating system.
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As noted earlier, the default virtual switch security is to accept the differences and process traffic
as needed.

The difference between the MAC Address Changes and Forged Transmits security settings
involves the direction of the traffic. MAC Address Changes is concerned with the integrity of
incoming traffic, while Forged Transmits oversees the integrity of outgoing traffic. If the MAC
Address Changes option is set to Reject, traffic will not be passed through the vSwitch to the
virtual machine (incoming) if the initial and the effective MAC addresses do not match. If
the Forged Transmits option is set to Reject, traffic will not be passed from the virtual machine
to the vSwitch (outgoing) if the initial and the effective MAC addresses do not match. Figure 3.40
highlights the security restrictions implemented when MAC Address Changes and Forged
Transmits are set to Reject.

FIGURE 3.40 RHEL-01.vmx Win2008-01.vmx
The MAC Address Ethernet0.generatedAddress="00:50:56:a4:22:4c" Ethernet0.generatedAddress="00:50:56:a4:24:5d"
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For the highest level of security, VMware recommends setting MAC Address Changes, Forged
Transmits, and Promiscuous Mode on each vSwitch to Reject. When warranted or necessary, use
port groups to loosen the security for a subset of virtual machines to connect to the port group.

@ Real World Scenario

VIRTUAL SWITCH POLICIES FOR MICROSOFT NETWORK LOAD BALANCING

As with anything, there are, of course, exceptions. For virtual machines that will be configured as part
of a Microsoft network load balancing (NLB) cluster set in Unicast mode, the virtual machine port
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group must allow MAC Address Changes and Forged Transmits. Systems that are part of an NLB
cluster will share a common IP address and virtual MAC address, as shown here:

Win2008-01.vmx Win2008-02.vmx Win2008-03.vmx

Ethernet0.generatedAddress=  Ethernet0.generatedAddress= Ethernet0.generatedAddress=
'00:50:56:24:24:5d" "00:50:56:a4:11:2¢" *00:50:56:a4:2b:5a"

Network-t0ad Balancing-Cluster

NLB Shared IP: 10.10.10.10
NLB Shared MAC:03-BF-0A-0A-0A-0A

MAC Address Ch

The shared virtual MAC address is generated by using an algorithm that includes a static component
based on the NLB cluster’s configuration of Unicast or Multicast mode plus a hexadecimal representa-
tion of the four octets that make up the IP address. This shared MAC address will certainly differ from
the MAC address defined in the VMX file of the virtual machine. If the virtual machine port group
does not allow for differences between the MAC addresses in the VMX and guest operating system,
NLB will not function as expected. VMware recommends running NLB clusters in Multicast mode due
to these issues with NLB clusters in Unicast mode.

Perform the following steps to edit the security profile of a vSwitch:
1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from
the details pane on the right, and then select Networking from the Hardware menu list.

3. Click the Properties link for the virtual switch.

4. Click the name of the virtual switch under the Configuration list and then click the
Edit button.

5. Click the Security tab and make the necessary adjustments.

6. Click OK and then click Close.



THE BOTTOM LINE

Follow these steps to edit the security profile of a port group:
1. Use the VI Client to establish a connection to a VirtualCenter server or an ESX Server host.

2. Click the hostname in the inventory panel on the left, select the Configuration tab from
the details pane on the right, and then select Networking from the Hardware menu list.

3. Click the Properties link for the virtual switch.

4. Click the name of the port group under the Configuration list and then click the
Edit button.

5. Click the Security tab and make the necessary adjustments.
6. Click OK and then click Close.

Managing the security of a virtual network architecture is much the same as managing the secu-
rity for any other portion of your information systems. Security policy should dictate that settings
be configured as secure as possible to err on the side of caution. Only with proper authorization,
documentation, and change management processes should security be reduced. In addition, the
reduction in security should be as controlled as possible to affect the least number of systems if
not just the systems requiring the adjustments.

The Bottom Line

Identify the components of virtual networking. Virtual networking is made up of a
combination of relationships that exist between the logical networking components created
in the VMkernel of ESX Server and the physical network devices. The virtual machines are
configured on vSwitches bound to physical network adapters that are connected to physical
switches.

Create virtual switches and virtual switch port groups.  Virtual switches, ports, and port
groups are the cornerstone of the virtual networking architecture. These virtual components
provide the tools for connecting to the physical network components to allow communication
between the virtual and physical environments.

Master It  Virtual machines need to communicate with physical servers on the
production network.

Master It  Service console communication must occur on a dedicated management
network.

Master It A dedicated network has been implemented to support VMotion.

Master It A dedicated storage network has been implemented to support communication
to iSCSI and NFS storage devices.

Create and manage NIC teams. NIC teams offer the opportunity for redundancy and load
balancing of network traffic. NIC teams offer three load-balancing policies: port-based, source
MAC-based, and IP hash-based load balancing.
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Master It  Virtual machines with one virtual network adapter must be capable of using
multiple physical network adapters when connecting to multiple network destinations.

Master It A vSwitch configured with a NIC team needs to experience failback when a
physical network adapter is repaired after failover.

Master It Bandwidth available on multiple physical network adapters must be accessible
to a single virtual network adapter on a virtual machine.

Master It Discovery time after a failover event on a NIC team needs to be minimized to
prevent unnecessary delays.

Create and manage virtual LANs (VLANSs). The use of vLANSs in a virtual networking
architecture offers security, scalability, and communication efficiency.

Master It A vSwitch needs to be configured with two vLANs named VLAN101
and VLAN102.

Master It A vSwitch is configured with vLANs identical to those configured on the
physical switch to which it is connected; however, traffic between the two switches is not
functioning.

Configure virtual switch security policies. Virtual switch security comes in a tight little
package that includes three specific security settings that deal with identifying and process-
ing traffic through a virtual switch. Promiscuous Mode, MAC Address Changes, and Forged
Transmits each provides a securable vSwitch architecture, which ensures that only the right
systems are sending and receiving traffic as expected.

Master It A virtual machine with an installed intrusion detection system (IDS) needs

to “/sniff” the traffic passing through a vSwitch but the vSwitch is not configured to allow
virtual machines to identify all traffic on the switch. You need to allow the functionality of
the IDS while minimizing the security impact on the network.

Master It An administrator of a Windows Server 2003 computer has changed the IP
address of the guest operating system from the properties of the network adapter. The
administrator now states that the Windows Server 2003 computer cannot communicate
with requesting clients. You identify that the virtual machine port group to which the
virtual machine is connected does not permit the vSwitch to send traffic when the effective
and initial MAC addresses do not match.



Chapter 4

Creating and Managing
Storage Devices

Fibre channel? iSCSI? NAS? Should you use all three? Is one better than the others? Should you
create a few large LUNs? Should you create smaller LUNs? Where do you put your ISO files?
Answers to all these common questions lie ahead as we dive into the vast array of storage options,
architectures, and configuration settings for ESX Server.

In this chapter you will learn to:

@ Differentiate among the various storage options available to VI3
¢ Design a storage area network for VI3

@ Configure and manage Fibre Channel and iSCSI storage networks
¢ Configure and manage NAS storage
*

Create and manage VMFS volumes

Understanding V13 Storage Options

VMware Infrastructure 3 (VI3) offers several options for deploying a storage configuration as the
back-end to an ESX Server implementation. These options include storage for virtual machines,
ISO images, or templates for server provisioning. An ESX Server can have one or more storage
options available to it, including:

¢ Fibre Channel storage

iSCSI software-initiated storage
iSCSI hardware-initiated storage
Network Attached Storage (NAS)

*® 6 o o

Local storage

ESX Server can take advantage of multiple storage architectures within the same host or even
for the same virtual machine. ESX Server uses a proprietary file system called VMware File Sys-
tem (VMES) that provides significant benefits for storing and managing virtual machine files.
The virtual machines hosted by an ESX Server can have the associated virtual machine disk
files (. vmdk) or mounted CD/DVD-ROM images (.150) stored in different locations on different
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storage devices. Figure 4.1 shows an ESX Server host with multiple storage architectures.

A Windows virtual machine has the virtual machine disk and CD-ROM image file stored on
two different Fibre Channel storage area network (SAN) logical unit numbers (LUNs) on the same
storage device. At the same time, a Linux virtual machine stores its virtual disk files on an iSCSI
SAN LUN and its CD-ROM images on an NAS device.

FIGURE 4.1 Hosts Network Storage
An ESX Server host can

be configured with mul-
tiple storage options for
hosting files used by
virtual machines, 1SO
images, or templates.

vmkernel

iSCSI SAN

LUNs

Fibre Channel Switch

THE ROLE OF LOCAL STORAGE

During installation, an ESX Server host is configured by default with a local VMFS storage location,
named Storage1 by default. The value of this local storage, however, is severely diminished because
of the inability to support VMotion, DRS, or HA, and therefore should only be used for non-mission-
critical virtual machines or templates and ISO images that are not required by other ESX hosts.

For this reason, when you’re sizing a new ESX host, it is not important to dedicate time and money to
large storage pools connected to the internal controllers of the host. Investing in large RAID 5, RAID
1+0, or RAID 0+1 volumes for ESX hosts is extremely unnecessary. In order for you to gain the full ben-
efits of virtualization, the virtual machine disk files must reside on a shared storage device that is
accessible by multiple ESX hosts. Direct any fiscal and administrative attention to memory and CPU
sizing, or even network adapters, but not to locally attached hard drives.

The purpose of this chapter is to answer all your questions about deploying, configuring, and
managing a back-end storage solution for your virtualized environment. Ultimately, each imple-
mentation will differ, and therefore the various storage architectures available might be the proper
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solution in one scenario but not in another. As you'll see, each of the storage solutions available to
VI3 provides its own set of advantages and disadvantages.

Choosing the right storage technology for your infrastructure begins with a strong understand-
ing of each technology and an intimate knowledge of the systems that will be virtualized as part
of the VI3 deployment. Table 4.1 outlines the features of the three shared storage technologies.

TABLE 4.1: Features of Shared Storage Technologies
FEATURE FIBRE CHANNEL 1SCSI1 NAS/NFS
Ability to format VMFS Yes Yes No
Ability to hold VM files Yes Yes Yes
Ability to boot ESX Yes Yes No
VMotion, DRS, HA Yes Yes Yes
Microsoft clustering Yes No No
VCB Yes Yes No
Templates, 1SOs Yes Yes Yes
Raw device mapping Yes Yes No

MICROSOFT CLUSTER SERVICES

As of the writing of this book, VMware had not yet approved support for building Microsoft server
clusters with virtual machines running on ESX Server 3.5. All previous versions up to 3.5 offered sup-
port, and once VMware has performed due diligence in testing server clusters on the latest version, it
is assumed that the support will continue.

Once you have mastered the differences among the various architectures and identified the
features of each that are most relevant to your data and virtual machines, you can feel confident
in your decision. Equipped with the right information, you will be able to identify a solid storage
platform on which your virtual infrastructure will be scalable, efficient, and secure.

The storage adapters in ESX Server will be identified automatically during the boot process and
are available for configuration through the VI client or by using a set of command-line tools. The
storage adapters in your server must be compatible. Remember to check the VI3 I/O Compatibility
Guide before adding any new hardware to your server. You can find this guide at VMware’s
website (http://www.vmware.com/pdf/vi3_io_guide.pdf).

In the following sections, we'll cover both sets of tools, command line and GUI, and explore
how to use them to create and manage the various storage types. Figure 4.2 and Figure 4.3 show
the Virtual Infrastructure (VI) Client’s configuration options for storage adapters and storage,
respectively.
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FIGURE 4.2
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Understanding a Storage Area Network

A storage area network (SAN) is a communication network designed to handle the block-level
transfer of data between a storage device and the requesting servers or hosts. The block-level
transfer of data makes for highly efficient and highly specialized network communication that
enables the reliable, low-latency transfer of large amounts of data with minimal server

overhead.
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A SAN consists of several components that direct and manage the flow of data across the
dedicated network. These components reside in one of three segments on the SAN:

@ The hosts accessing the storage
@ The network across which traffic runs
@ The storage

The concepts of a storage area network have long revolved around using a Fibre Channel
protocol for communication among nodes connected to the network. However, recently the quick
adoption of iSCSI storage area networks has introduced a strong competitor to its fibre channel
predecessor. Whereas fibre channel storage networks use the Fibre Channel Protocol (FCP) for
communication among nodes, iSCSI provides a similar block-level data transfer over standard IP
networks.

As your virtualization career moves forward, you will, at some point, most certainly be in
a position where you must understand and differentiate between the two most popular SAN
architectures today: Fibre Channel and iSCSI. Both architectures offer significant benefits in the
areas of reliability, redundancy, scalability, performance, and security. Incorporating a shared
storage back-end helps eliminate many of the network failure issues that administrators find
themselves constantly fixing. ESX Server with a back-end SAN offers:

€ Automatic failover and multipathing at the host bus adapter (HBA) and storage port
# A high-performance file system in VMFS-3

€ VMotion, Distributed Resource Scheduler (DRS), and High Availability (HA)

@ Support for Microsoft Cluster Services (MSCS)

& VMware Consolidate Backup (VCB)

SAN devices offer additional benefits in the areas of storage replication and mirroring. Using
third-party software, you can replicate or mirror the data on your LUNSs to other LUNs on the
same or even different storage devices. This feature offers administrators great possibilities in
the areas of disaster recovery and business continuity.

Creating and Managing LUNs

After you finish your debate on fibre channel versus iSCSI and you purchase one or the other, you
will then have to spend some time devising the proper procedure for managing and implementing
LUNSs. We are discussing LUN creation and management separately from the fibre channel and
iSCSI sections because of its independence from the actual storage architecture. Details on the
configuration of fibre channel and iSCSI will follow.

A logical unit number (LUN) is a logical configuration of disk space carved from an underlying
set of physical disks. The physical disks on which LUNSs are configured are most often arranged as
a Redundant Array of Independent Disks (RAID) to support performance and/or redundancy for
the data to be stored on the LUN. This section will look at RAID architectures, LUN addressing,
and the age-old question of many little LUNs versus fewer big LUNSs.

No matter your storage device, fibre channel or iSCSI, you will need to create LUNS, or at least
work closely with someone who will create LUNs for you. Virtual machine performance can, in
some cases, come down to a matter of having a solid LUN strategy in place for the activity level
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of that VM. Choosing the right RAID level for a LUN is therefore an integral part of your VI3
implementation. The most common types of RAID configurations are:

RAID 0 Disks configured in RAID 0 do not offer any type of redundancy or protection
against drive failure. RAID 0 does, however, provide the fastest performance times because
data is written simultaneously to all drives involved. A RAID 0 volume, also commonly
referred to as a stripe, can have two or more disks as part of the array. Figure 4.4 outlines the
structure of a RAID 0 configuration.

FIGURE 4.4 Data
A RAID o disk
configuration provides
high-speed performance
for data stored across

a series of disks.

A

RAID1 A RAID 1 configuration puts two identically sized allocations of space from two
drives together for the provisioning of a backup strategy that allows for either of the drives to
fail and still maintain data. A RAID 1 volume, also commonly referred to as a mirrored array,
loses 50 percent of the available drive space. For example, two 500GB LUNs configured as a
RAID 1 array will only provide 500GB of storage. Figure 4.5 outlines the structure of a RAID 1
configuration.

FIGURE 4.5 Data
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RAID 5 A RAID 5 array writes data and parity simultaneously to all drives involved in the
array. RAID 5 arrays provide redundancy in the event of a single drive failure by writing par-
ity in equal increments across all drives. Parity is a mathematical calculation that allows N-1

drives the ability to make up the data on any other drive. A RAID 5 is the most efficient array
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when looking at disk space loss. The RAID 5 array only loses one drive’s worth of space. For
example, a RAID 5 array made up of four 250GB hard drives will have approximately 750GB
of storage space available. Figure 4.6 outlines the structure of a RAID 5 configuration.

FIGURE 4.6 Data & Parity
A RAID 5 array is
commonly used because
of its data protection
and limited loss of
space. Both data and
parity are written
equally across all drives
in the array.
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RAID 1+0/RAID 0+1 For a more advanced disk array configuration, a RAID 1+0 or RAID
0+1 might be used. These structures combine the use of RAID 0 and RAID 1 technologies.
RAID 1+0 involves mirroring a stripe, while RAID 0+1 involves striping several mirrors.

One of the most common challenges facing VI3 administrators is the process of sizing LUNs.
Administrators can quite easily determine the RAID levels of a LUN (as explained in the preceding
paragraphs), but sizing the LUN is an entirely different challenge. To determine the size of a LUN,
administrators must have a game plan for testing virtual machine performance or have a solid
understanding of the functions of the virtual machine(s) to be located on a LUN.

HOw MUCH SPACE DOES A VIRTUAL MACHINE CONSUME?

There is no definitive answer to this question, simply because administrators can choose to build
virtual machines with virtual hard drives of varying sizes. There is, however, a generic but effective
way of determining size requirements for a virtual machine. For each virtual machine, there is a set of
associated files that have a direct influence on storage requirements, including the virtual machine
hard disk, the suspended state, and the virtual machine swap file. Use the following formula to cal-
culate the storage requirements for a virtual machine:

<size of the virtual machine hard disks> + <size of suspended state for virtual machine> +
<memory limit — memory reservation> = minimum storage requirement for a virtual machine

For example, if a virtual machine consisted of a 25GB Virtual Machine Disk Format (VMDK) file, a
memory limit of 4GB, and a memory reservation of 2GB, the minimum storage requirement could be
calculated as follows:

25GB (virtual machine) + 25GB (suspended state) + 2GB (limit — reservation) = 52GB

In this case, a 55GB LUN would suffice for the virtual machine. However, keep in mind that if you
decide to increase the RAM limit to 8GB or to reduce the RAM reservation to 0, you will then be jeop-
ardizing the accuracy of the minimum storage requirement calculation.
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Storage space for snapshots should also be considered, even if only for the temporary duration of the
snapshot process (see Chapter 6). Luckily for SAN and VI3 administrators, the placement of a virtual
machine’s files is not a permanent decision. Moving a virtual machine to different storage locations
is a simple but offline process.

When it comes to LUN design and management, VMware defines two common philosophies:
@ The adaptive scheme
@ The predictive scheme

Each scheme offers its own set of advantages and disadvantages to VI3 administrators.
Undoubtedly, you will find that neither option is the appropriate solution in every situation.
It is safe to say that most administrators will find themselves incorporating a blend of both
philosophies as a means of compromise and earning the best of both worlds.

Adaptive Scheme

We'll start by introducing the adaptive scheme because of its simplicity. The adaptive scheme
involves creating a small number of larger LUNS for the storage of virtual machines. The adap-
tive scheme results in fewer requirements on the part of the SAN administrator, less effort when
performing LUN masking, fewer datastores to manage, and better opportunities for virtual disk
resizing.

The downside to the adaptive scheme is the increased contention for LUN access across all of
the virtual machines in the datastore. For example, if a 500GB LUN holds the virtual machine disk
files for 10 virtual machines, then there will be contention among all of the virtual machines for
access to the LUN. This might not be an issue, as the virtual machines’ disk files residing on the
LUN may be for virtual machines that are not disk intensive — that is, they do not rely heavily
on hard disk input/output (I/O). For the adaptive scheme to be a plausible and manageable solu-
tion, VI3 administrators must be proactive in monitoring the virtual machines stored together on a
LUN. When the performance of the virtual machines begins to reach unacceptable levels, adminis-
trators must look to creating more LUNs to be made available for new or existing virtual machines.
Figure 4.7 shows an implementation of the adaptive scheme for storing virtual machines.

Predictive Scheme

The predictive scheme overcomes the limitations of the adaptive scheme but introduces admin-
istrative challenges of its own. The predictive involves the additional administrative effort of
customizing LUNS to be specific for individual virtual machines. Take the following example:
When administrators deploy a new server to play host to a database application, it is a common
practice to enhance database performance by implementing multiple disks with characteristics
specific to the data stored on the disk. On a database server, this often means a RAID 1 (mirror) vol-
ume for the operating system, a RAID 5 volume for the database files, and another RAID 1 volume
for the database logs. Using the predictive scheme to architect a LUN solution for this database
server would result in three SAN LUNSs built on RAID arrays as needed by the database server.
The sizes of the LUNs would depend on the estimated sizes of the operating system, database,
and log files. Figure 4.8 shows this type of predictive approach to LUN design.

Table 4.2 outlines all of the pros and cons for each of the LUN design strategies.
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TABLE 4.2:
TYPE OF SCHEME

Adaptive

Predictive

PROS

Less need for SAN administrator
Easy resizing of virtual disks
Easy snapshot management
Less volume management

Less contention on each VMFS
More flexible share allocation and
management

Less wasted space on SAN storage
RAID specificity for VMs

Greater multipathing capability
Support for Microsoft clusters
Greater backup policy flexibility

Adaptive and Predictive Scheme Comparisons

CONS

Possible undersizing of LUN, resulting
in greater administrative effort to create
new LUNs

Possible oversizing of LUN, resulting in
wasted storage space

Greater administrative overhead for
LUN masking

Greater administrative effort involved
in VMotion, DRS, and HA planning




926

CHAPTER 4 CREATING AND MANAGING STORAGE DEVICES

As we noted earlier in this section, the most appropriate solution will most likely involve
a combination of the two design schemes. You may find a handful of virtual machines where
performance is unaffected by storing all the virtual machine disk files on the same LUN, and at
the same time you will find those virtual machines that require a strict nonsharing approach for the
virtual machine disk files. But in between the two extremes, you will find the virtual machines that
require specific RAID characteristics but, at the same time, can share LUN access with multiple
virtual machines. Figure 4.9 shows a LUN design strategy that incorporates both the adaptive and
predictive schemes as well as a hybrid approach.
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With all of the effort that will be put into designing the appropriate LUN structures, you will
undoubtedly run into situations in which the design will require change. Luckily for the VI3
administrative community, the product is very flexible in the way virtual machine disk files are
managed. In just a few short steps, a virtual machine’s disk files can be moved from one LUN to
another. The simplified nature of relocating disk files means that if you begin with one approach
and discover it does not fit your environment, you can easily transition to a more suitable LUN
structure. In Chapter 6, we'll detail the steps required to move a virtual machine from one datas-
tore to another.

ESX Network Storage Architectures: Fibre Channel,
iSCSI, and NAS

VMware Infrastructure 3 offers three shared storage options for locating virtual disk files, ISO files,
and templates. Each storage technology presents its own benefits and challenges and requires
careful attention. Despite their differences, there is often room for two or even all three of the
technologies within a single virtualized environment.
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Fibre Channel Storage

Despite its high cost, many companies rely on fibre channel storage as the backbone for critical
data storage and management. The speed and security of the dedicated fibre channel storage
network are attractive assets to companies looking for reliable and efficient storage solutions.

UNDERSTANDING FIBRE CHANNEL STORAGE NETWORKS

Fibre channel SANs can run at either 2GFC or 4GFC speeds and can be constructed in three differ-
ent topologies: point-to-point, arbitrated loop, or switched fabric. The point-to-point fibre channel
architecture involves a direct connection between the server and the fibre channel storage device.
The arbitrated loop, as the name suggests, involves a loop created between the storage device
and the connected servers. In either of these cases, a fibre channel switch is not required. Each of
these topologies places limitations on the scalability of the fibre channel architecture by limiting
the number of nodes that can connect to the storage device. The switched fabric architecture is
the most common and offers the most functionality, so we will focus on it for the duration of this
chapter and throughout the book. The fibre channel switched fabric includes a fibre channel switch
that manages the flow of the SCSI communication over fibre channel traffic between servers and
the storage device. Figure 4.10 displays the point-to-point and arbitrated loop architectures.

FIGURE 4.10
Fibre channel SANs
can be constructed
as point-to-point
or arbitrated loop
architectures.
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The switched fabric architecture is more common because of its scalability and increased relia-
bility. A fibre channel SAN is made up of several different components, including:

Logical unit numbers (LUNs) A logical configuration of disk space created from one or more
underlying physical disks. LUNs are most commonly created on multiple disks in a RAID con-
figuration appropriate for the disk usage. LUN design considerations and methodologies will
be covered later in this chapter.

Storage device The storage device houses the disk subsystem from which the storage pools
or LUNSs are created.

Storage Processor (SP)  One or more storage processors (SPs) provide connectivity between
the storage device and the host bus adapters in the hosts. SPs can be connected directly or
through a fibre channel switch.

Fibre channel switch A hardware device that manages the storage traffic between servers
and the storage device. Although devices can be directly connected over fibre channel net-
works, it is more common to use a fibre channel switched network. The term fibre channel fabric
refers to the network created by using fibre-optic cables to connect the fibre channel switches to
the HBAs and SPs on the hosts and storage devices, respectively.

Host bus adapters (HBAs) A hardware device that resides inside a server that provides
connectivity to the fibre channel network through a fibre-optic cable.

These SAN components make up the infrastructure that processes storage requests and man-
ages the flow of traffic among the nodes on the network. Figure 4.11 shows a commonly
configured fibre channel storage area network with two ESX Servers, redundant fibre channel
switches, and a storage device.

FIGURE 4.11 Hosts Fibre Channel Fabric Storage
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A SAN can be an expensive investment, predominantly because of the redundant hardware
built into each of the segments of the SAN architecture. As shown in Figure 4.11, the hosts were
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outfitted with multiple HBAs connected to the fibre channel fabric, which consisted of multiple
fibre channel switches connected to multiple storage processors in the storage device. The trade-off
for the higher cost is less downtime in the event of a single piece of hardware failing in the SAN
structure.

Now that we have covered the hardware components of the storage area network, it is impor-
tant that, before moving into ESX specifics, we discuss how the different SAN components com-
municate with one another.

Each node in a SAN is identified by a globally unique 64-bit hexadecimal World Wide Name
(WWN) or World Wide Port Name (WWPN) assigned to it. A WWN will look something like this:

22:00:00:60:01:B9:A7:D2

The WWN for a fibre channel node is discovered by the switch and is then assigned a port
address upon login to the fabric. The WWN assigned to a fibre channel node is the equivalent
of the globally unique Media Access Control (MAC) address assigned to network adapters on
Ethernet networks.

Once the nodes are logged in and have been provided addresses they are free to begin com-
munication across the fibre channel network as determined by the zoning configuration on the
fibre channel switches. The process of zoning involves the configuration of a set of access con-
trol parameters that determine which nodes in the SAN architecture can communicate with other
nodes on the network. Zoning establishes a definition of communication between storage proces-
sors in the storage device and HBAs installed on the ESX Server hosts. Figure 4.12 shows a fibre
channel zoning configuration.

FIGURE 4.12

Zoning a fibre channel
network at the switch
level provides a security
boundary that ensures
that host devices do
not see specific storage
devices.

Zoning is a highly effective means of preventing non-ESX hosts from discovering storage vol-
umes that are formatted as VMFS. This process effectively creates a security boundary between
fibre channel nodes that simplifies management in large SAN environments. The nodes within
a zone, or segment, of the network can communicate with one another but not with other nodes
outside their zone. The zoning configuration on the fibre channel switches dictates the number of
targets available to an ESX Server host. By controlling and isolating the paths within the switch
fabric, the switch zoning can establish strong boundaries of fibre channel communication.

In most VI3 deployments, only one zone will be created since the VMotion, DRS, and HA fea-
tures require all nodes to have access to the same storage. That is not to say that larger, enterprise
VI3 deployments cannot realize a security and management advantage by configuring multiple
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zones to establish a segregation of departments, projects, or roles among the nodes. For example,
a large enterprise with a storage area network that supports multiple corporate departments (i.e.,
marketing, sales, finance, and research) might have ESX Server hosts and LUNS for each respec-
tive department. In an effort to prevent any kind of cross-departmental LUN access, the switches
can establish a zone for each department ensuring only the appropriate LUN access. Proper fibre
channel switch zoning is a critical tool for separating a test or development environment from a
production environment.

In addition to configuring zoning at the fibre channel switches, LUNs must be presented, or
not presented, to an ESX Server. This process of LUN masking, or hiding LUNs from a fibre chan-
nel node, is another means of ensuring that a server does not have access to a LUN. As the name
implies, this is done at the LUN level inside the storage device and not on the fibre channel switch.
More specifically, the storage processor (SP) on the storage device allows for LUNs to be made vis-
ible or invisible to the fibre channel nodes that are available based on the zoning configuration. The
hosts with LUNs that have been masked are not allowed to store or retrieve data from those LUNS.

Zoning provides security at a higher, more global level, whereas LUN masking is a more gran-
ular approach to LUN security and access control. The zoning and LUN masking strategies of your
fibre channel network will have a significant impact on the functionality of your virtual infrastruc-
ture. You will learn in Chapter 9 that LUN access is critical to the advanced VMotion, DRS, and
HA features of VirtualCenter.

Figure 4.13 shows a fibre channel switch fabric with multiple storage devices and LUNs con-
figured on each storage device. Table 4.3 describes a LUN access matrix that could help a storage
administrator and VI3 administrator work collaboratively on planning the zoning and LUN mask-
ing strategies.

FIGURE 4.13
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Fibre channel storage networks are synonymous with “high performance” storage systems.
Arguably, this is in large part due to the efficient manner in which communication is managed by
the fibre channel switches. Fibre channel switches work intelligently to reduce, if not eliminate,
oversubscription problems in which multiple links are funneled into a single link. Oversubscrip-
tion results in information being dropped. With less loss of data on fibre channel networks, there
is reduced need for retransmission of data and, in turn, processing power becomes available to
process new storage requests instead of retransmitting old requests.

CONFIGURING ESX FOR FIBRE CHANNEL STORAGE

Since fibre channel storage is currently the most efficient SAN technology, it is a common back-end
to a VI3 environment. ESX has native support for connecting to fibre channel networks through
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the host bus adapter. However, ESX Server has limited support for the available storage devices
and host bus adapters. Before investing in a SAN, make sure it is compatible and supported by

VMware. Even if the SAN is capable of “working”” with ESX, it does not mean VMware is going
to provide support. VMware is very stringent with the hardware support for VI3; therefore, you
should always implement hardware that has been tested by VMware.

TABLE 4.3: LUN Access Matrix
HosT SD1 SD2 LUN1 LUN2 LUN3
ESX1 Yes No Yes Yes No
ESX2 Yes No No Yes Yes
ESX3 Yes No Yes Yes Yes
ESX4 No Yes Yes Yes Yes
ESX5 No Yes Yes No Yes
ESX6 No Yes Yes No Yes

Note: The processes of zoning and masking can be facilitated by generating a matrix that defines which hosts
should have access to which storage devices and which LUNs.

Always check the compatibility guides before adding new servers, new hardware, or new stor-
age devices to your virtual infrastructure.

Since VMware is the only company (at this time) that provides drivers for hardware supported
by ESX, you must be cautious when adding new hardware like host bus adapters. The bright
side, however, is that so long as you opt for a VMware-supported HBA, you can be certain it will
work without incurring any of the driver conflicts or misconfiguration common in other operating
systems.

VMWARE FIBRE CHANNEL SAN COMPATIBILITY

You can find a complete list of compatible SAN devices online on VMware’s website at
http://www.vmware.com/pdf/vi3_san_guide.pdf. Be sure to check the guides regularly as they
are consistently updated. When testing a fibre channel SAN against ESX, VMware identifies compat-
ibility in all of the following areas:

& Basic connectivity to the device.
Multipathing capability for allowing access to storage via different paths.
Host bus adapter (HBA) failover support for eliminating single point of failure at the HBA.

Storage port failover capability for eliminating single point of failure on the storage device.

* 6 o6 o

Support for Microsoft Clustering Services (MSCS) for building server clusters when the guest
operating system is Windows 2000 Service Pack 4 or Windows 2003.

L 2

Boot-from-SAN capability for booting an ESX server from a SAN LUN.

4 Point-to-point connectivity support for nonswitch-based fibre channel network configurations.
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Naturally, since VMware is owned by EMC Corporation you can find a great deal of compatibility
between ESX Server and the EMC line of fibre channel storage products (also sold by Dell). Each of
the following vendors provides storage products that have been tested by VMware:

& 3PAR: http://www.3par.com

& Bull: http://www.bull.com

& Compellent: http://www.compellent.com

& Dell: http://www.delT.com

& EMC: http://www.emc.com

& Fujitsu/Fujitsu Siemens: http://www.fujitsu.com and
http://www.fujitsu-siemens.com

& HP: http://www.hp.com

& Hitachi/Hitachi Data Systems (HDS): http://www.hitachi.com and http://www.hds.com

& IBM: http://www.ibm.com

& NEC: http://www.nec.com

& Network Appliance (NetApp): http://www.netapp.com

& Nihon Unisys: http://www.unisys.com

& Pillar Data: http://www.pillardata.com

& Sun Microsystems: http://www.sun.com

& Xiotech: http://www.xiotech.com

Although the nuances, software, and practices for managing storage devices across different
vendors will most certainly differ, the concepts of SAN storage covered in this book transcend
the vendor boundaries and can be used across various platforms.

Currently, ESX Server supports many different QLogic 236x and 246x fibre channel HBAs for
connecting to fibre channel storage devices. However, because the list can change over time, you
should always check the compatibility guides before purchasing and installing a new HBA.

It certainly does not make sense to make a significant financial investment in a fibre channel
storage device and still have a single point of failure at each server in the infrastructure. We rec-
ommend that you build redundancy into the infrastructure at each point of potential failure. As
shown in the diagrams earlier in the chapter, each ESX Server host should be equipped with a
minimum of two fibre channel HBAs to provide redundant path capabilities in the event of HBA
failure. ESX Server 3 supports a maximum of 16 HBAs per system and a maximum of 15 targets
per HBA. The 16-HBA maximum can be achieved with four quad-port HBAs or eight dual-port
HBAs provided that the server casing has the expansion capability.

Adding a new HBA requires that the physical server be turned off since ESX Server does not
support adding hardware while the server is running, otherwise known as a “hot add” of hard-
ware. Figure 4.14 displays the redundant HBA and storage processor (SP) configuration of a VI3
environment.



FIGURE 4.14

An ESX Server con-
figured through Vir-
tualCenter with two
QLogic 236x fibre chan-
nel HBAs and multiple
SCSI targets or storage
processors (SPs) in the
storage device.
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Once fibre channel storage is presented to a server and the server recognizes the pools of stor-
age, then the administrator can create datastores. A datastore is a storage pool on an ESX Server
host that can be a local disk, fibre channel LUN, iSCSI LUN, or NFS share. A datastore provides a
location for placing virtual machine files, ISO images, and templates.

For the VI3 administrator, the configuration of datastores on fibre channel storage is straightfor-
ward. It is the LUN masking, LUN design, and LUN management that incur significant adminis-
trative overhead (or more to the point, brainpower!). For VI3 administrators who are not responsi-
ble for SAN management and configuration, it is essential to work closely with the storage person-
nel to ensure performance and security of the storage pools used by the ESX
Server hosts.

Later in this chapter we'll discuss LUN design in greater detail, but for now let’s assume that
LUNSs have been created and masking has been performed. With those assumptions in place, the
work required by the VI3 administrator is quick and easy. Figure 4.15 identifies five LUNs that are
available to si10105.vdc.Tocal through its redundant connection to the storage device. The ESX
Server s110105.vdc.Tocal has two HBAs connecting to a storage device, with two SPs creating
redundant paths to the available LUNs. Although there are six LUNs in the targets list, the LUN
with ID 0 is disregarded since it is not available to the ESX Server for storage.

A portion of the ESX Server boot process includes LUN discovery. An ESX Server, at boot-up
and by default, will attempt to enumerate LUNs with LUN IDs between 1 and 255.

Even though si10105.vdc.Tocal is presented with five LUNS, it does not mean that all
five LUNSs are currently being used to store data for the server. Figure 4.16 shows that
si110105.vdc.Tocal has three datastores, only two of which are LUNs presented by the fibre
channel storage device. With two fibre channel SAN LUNSs already in use, si10105.vdc.local
has three more LUNs available when needed. Later in this chapter you'll learn how to use the
LUNSs as VMFS volumes.
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FIGURE 4.15

An ESX Server discov-
ers its available LUNs
and displays them under
each available SCSI tar-
get. Here, five LUNs are
available to the ESX
Server for storage.
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When an ESX Server host is powered on, it will process the first 256 LUNs (LUN 0 through
LUN 255) on the storage devices to which it is given access. ESX will perform this enumeration
at every boot, even if many of the LUNs have been masked out from the storage processor side.
You can configure individual ESX Server hosts not to scan all the way up to LUN 255 by edit-
ing the Disk.MaxLUN configuration setting. Figure 4.17 shows the default configuration of the
Disk.MaxLUN value that results in accessibility to the first 256 LUNS.

LUN MASKING AT THE ESX SERVER

Despite the potential benefit of performing LUN masking at the ESX Server (to speed up the boot pro-
cess), the work necessary to consistently manage LUNs on each ESX Server may offset that benefit.
1 suggest that you perform LUN masking at the SAN.

To change the Disk.MaxLUN setting, perform the following steps:

1. Use the VI client to connect to a VirtualCenter Server or an individual ESX Server host.

2. Select the hostname in the inventory tree and select the Configuration tab in the details

pane on the right.
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3. In the Software section, click the Advanced Settings link.

4. In the Advanced Settings for <hostname> window, select the Disk option from the

selection tree.

5. In the Disk. MaxLUN text box, enter the desired integer value for the number of LUNs

to scan.

FIGURE 4.17
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You should alter the Disk.MaxLUN parameter only when you are certain that LUN IDs will
never exceed the custom value. Otherwise, though a performance benefit might result, you
will have to revisit the setting each time available LUN IDs must exceed the custom value.

Although LUN masking is most commonly performed at the storage processor, as it should be,
it is also possible to configure LUN masking on each individual ESX Server host to speed up the
boot process.

Let’s take an example where an administrator configures LUN masking at the storage proces-
sor. Once the masking at the storage processor is complete, the LUNSs that have been presented
to the hosts are the ones numbered 117 through 127. However, since the default configuration for
ESX Server is set to enumerate the first 256 LUNs by default, it will move through each potential
LUN even if the storage processor is preventing the LUN from being seen. In an effort to speed
up the boot process, an ESX Server administrator can perform LUN masking at the server. In this
example, if the administrator were to mask LUN 1 through LUN 116 and LUN 128 through LUN
256, then the server would only be enumerating the LUNSs that it is allowed to see and, as a result,
would boot quicker. To enable LUN masking on an ESX Server, you must edit the Disk.MaskLUN
option (which you access by clicking the Advanced Settings link on the Configuration tab). The
Disk.MaskLUN text box requires this format:

<adapter>:<target>:<LUN range lists separated by commas>;

For example, to mask the LUNs from the previous example (1 through 116 and 128 through
256) that are accessible through the first HBA and two different storage processors, you'd enter
the following in the Disk.MaskLUN text box entry:

vmhbal:0:1-116,128-256;vmhbal:1:1-116,128-256;
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The downside to configuring LUN masking on the ESX Server is the administrative overhead
involved when a new LUN is presented to the server or servers. To continue with the previous
example, if the VI3 administrator requests five new LUNs and the SAN administrator provisions
LUNSs with LUN IDs of 136 through 140, the VI3 administrator will have to edit all of the local
masking configurations on each ESX Server host to read as follows:

Vmhbal:0:1-116,128-135,141-254;vmhbal:1:1-116,128-135,141-256;

In theory, LUN masking on each ESX Server host sounds like it could be a benefit. But in
practice, masking LUNs at the ESX Server in an attempt to speed up the boot process is not worth
the effort. An ESX Server host should not require frequent reboots, and therefore the effect of
masking LUNs on each server would seldom be felt. Additional administrative effort would be
needed since each host would have to be revisited every time new LUNs are presented to the
server.

ESX LUN MAXIMUMS

Be sure that storage administrators do not carve LUNs for an ESX Server that have ID numbers greater
than 255. ESX hosts have a maximum capability of 256 LUNs, beginning with ID 1 and on through ID
255. Clicking the Rescan link located in the Storage Adapters node of the Configuration tab on a host
will force the host to identify new LUNs or new VMFS volumes, with the exception that any LUNs
with 1Ds greater than 255 will not be discoverable by an ESX host.

Although adding a new HBA to an ESX Server host requires you to shut down the server,
presenting and finding new LUNSs only requires that you initiate a rescan from the ESX
Server host.

To identify new storage devices and/or new VMFS volumes that have been added since the
last scan, click the Rescan link located in the Storage node of the Configuration tab. The host
will launch an enumeration process beginning with the lowest possible LUN ID to the highest
(1 to 255), which can be a slow process (unless LUN masking has been configured on the host as
well as the storage processor).

You have probably seen by now, and hopefully agree, that VMware has done a great job of
creating a graphical user interface (GUI) that is friendly, intuitive, and easy to use. Adminis-
trators also have the ability to manage LUNs from a Service Console command line on an ESX
Server host.

The ability to scan for new storage is available in the VI Client using the Rescan link in the Stor-
age Adapters node of the Configuration page, but it is also possible to rescan from a
command line.

ESTABLISHING CONSOLE ACCESS WITH ROOT PRIVILEGES

The root user account does not have secure shell (SSH) capability by default. You must set the Permit-
RootLogin entry in the /etc/ssh/sshd_config file to Yes to allow access. Alternatively, you can log
on to the console as a different user and use the #su - option to elevate the logon permissions. Opting
to use the #su - option still requires that you know the root user’s password but does not expose the
system to allowing remote root logon via SSH.




ESX NETWORK STORAGE ARCHITECTURES: FIBRE CHANNEL, ISCSI, AND NAS

Use the following syntax to rescan vmhbal from a Service Console command line:
1. Log on to a console session as a nonroot user.

2. Type su - and then click Enter.

3. Type the root user password and then click Enter.

4. Type esxcfg-rescan vmhbal at the # prompt.

When multiple vmhba devices are available to the ESX Server, repeat the command, replacing
vmhba# with each device.

You can identify LUNs using the physical address (i.e., vmhba#:target#:lun:partition), but
the Service Console references the LUNSs using the device filename (i.e., sda, sdb, etc.). You can
see the device filenames when installing an ESX Server that is connected to a SAN with accessible
LUNSs. By using an SSH tool (putty.exe) to establish a connection and then issuing the esxcfg
commands, you can perform command-line LUN management.

To display a list of available LUNs with their associated paths, device names, and UUIDs,
perform the following steps:

1. Log on to a console session as a nonroot user.

2. Type su - and then click Enter.

3. Type the root user password and then click Enter.
4. Type esxcfg-vmhbadevs -m at the # prompt.

Figure 4.18 shows the resulting output for an ESX Server with an IP address of 172.30.0.106 and
a nonroot user named roottoo.

FIGURE 4.18

The esxcfg commands
offer parameters and
switches for managing
and identifying LUNs
available to an ESX
Server host.

The UUIDs displayed in the output are unique identifiers used by the Service Console and
VMkernel. These values are also reflected in the Virtual Infrastructure Client; however, we do
not commonly refer to them because using the friendly names or even the physical paths is
much easier.

Fibre channel storage has a strong performance history and will continue to progress in the
areas of performance, manageability, reliability, and scalability. Unfortunately, the large financial
investment required to implement a fibre channel solution has scared off many organizations
looking to deploy a virtual infrastructure that offers all the VMotion, DRS, and HA bells that
VI3 provides. Luckily for the IT community, VMware now offers lower-cost (and potentially
lower-performance) options in iSCSI and NAS/NFS.
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iSCSI Network Storage

As a response to the needs of not-so-deep-pocketed network administrators, Internet Small Com-
puter Systems Interface (iSCSI) has become a strong alternative to fibre channel. The popularity of
iSCSI storage, which offers both lower cost and increasing speeds, will continue to grow as it finds
its place in virtualized networks.

UNDERSTANDING 1SCSI STORAGE NETWORKS

iSCSI storage provides a block-level transfer of data using the SCSI communication protocol over
a standard TCP/IP network. By using block-level transfer, as in a fibre channel solution, the stor-
age device looks like a local device to the requesting host. With proper planning, an iSCSI SAN
can perform nearly as well as a fibre channel SAN — or better. This depends on other factors, but
we can dive into those in a moment. And before we make that dive into the configuration of iISCSI
with ESX, let’s first take a look at the components involved in an iSCSI SAN. Despite the fact that
the goals and overall architecture of iSCSI are similar to fibre channel, when you dig into the
configuration details, the communication architecture, and individual components of iSCSI,
the differences are profound.

The components that make up an iSCSI SAN architecture, shown in Figure 4.19, include:

Hardware initiator A hardware device referred to as an iSCSI host bus adapter (HBA) that
resides in an ESX Server host and initiates storage communication to the storage processor (SP)
of the iSCSI storage device.

Software initiator A software-based storage driver initiator that does not require specific
hardware and transmits over standard, supported Ethernet adapters.

Storage device The physical device that houses the disk subsystem upon which LUNs
are built.

Logical unit number (LUN) A logical configuration of disk space created from one or more
underlying physical disks. LUNs are most commonly created on multiple disks in a RAID con-
figuration appropriate for the disk usage. LUN design considerations and methodologies will
be covered later in this chapter.

Storage processor (SP) A communication device in the storage device that receives storage
requests from storage area network nodes.

Challenge Handshake Authentication Protocol (CHAP) An authentication protocol used by
the iSCSI initiator and target that involves validating a single set of credentials provided by any
of the connecting ESX Server hosts.

Ethernet switches Standard hardware devices used for managing the flow of traffic between
ESX Server nodes and the storage device.

iSCSI qualified name (IQN)  The full name of an iSCSI node in the format of ign. <year>-
<month>.com.domain:alias. For example, igqn.1998-08.com.vmware:silol-1 represents
the registration of vmware. com on the Internet in August (08) of 1998. Nodes on an iSCSI
deployment will have default IQNs that can be changed. However, changing an IQN requires a
reboot of the ESX Server host.

iSCSI is thus a cheaper shared storage solution than fibre channel. Of course, the reduced
cost does come at the expense of the better performance that fibre channel offers. Ultimately, the
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question comes down to that difference in performance. The performance difference can, in large
part, reflect the storage design and the disk intensity of the virtual machines stored on the iSCSI
LUNs. Although this is true for fibre channel storage as well, it is less of a concern given the greater
bandwidth available via a 4GB fibre channel architecture. In either case, it is the duty of the ESX
Server administrator and the SAN administrator to regularly monitor the saturation level of the
storage network.

FIGURE 4.19

An iSCSI SAN includes
an overall architecture
similar to fibre chan-
nel, but the individual
components differ in
their communication
mechanisms.
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When deploying an iSCSI storage network, you'll find that adhering to the following rules can
help mitigate performance degradation or security concerns:

¢ Always deploy iSCSI storage on a dedicated network.
¢ Configure all nodes on the storage network with static IP addresses.

¢ Configure the network adapters to use full-duplex, gigabit autonegotiated recommended
communication.

€ Avoid funneling storage requests from multiple servers into a single link between the
network switch and the storage device.

Deploying a dedicated iSCSI storage network reduces network bandwidth contention between
the storage traffic and other common network traffic types such as e-mail, Internet, and file trans-
fer. A dedicated network also offers administrators the luxury of isolating the SCSI communication
protocol from “prying eyes” that have no legitimate need to access the data on the storage device.

iSCSI storage deployments should always utilize dedicated storage networks to minimize
contention and increase security. Achieving this goal is a matter of implementing a dedicated
switch or switches to isolate the storage traffic from the rest of the network. Figure 4.20 shows the
differences and one that is integrated with the other network segments.

If a dedicated physical network is not possible, using a virtual local area network (VLAN)
will segregate the traffic to ensure storage traffic security. Figure 4.21 shows iSCSI implemented
over a VLAN to achieve better security. However, this type of configuration still forces the iSCSI
communication to compete with other types of network traffic.

Figure 4.21 iSCSI can be implemented across VLANS to enhance security.
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FIGURE 4.20
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@ Real World Scenario

A COMMON ISCSI NETWORK INFRASTRUCTURE MISTAKE

A common deployment error with iSCSI storage networks is the failure to provide enough connectiv-
ity between the Ethernet switches and the storage device to adequately handle the traffic requests
from the ESX Server hosts. In the sample architecture shown here, four ESX Server hosts are config-
ured with redundant connections to two Ethernet switches, which each have a connection to the iSCSI
storage device. At first glance, it looks as if the infrastructure has been designed to support a redun-
dant storage communication strategy. And perhaps it has. But what it has not done is maximize the
efficiency of the storage traffic.
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iSCSI SAN

If each link between the ESX Server hosts and the Ethernet switches is a 1GB link, that means there is
a total storage bandwidth of 8GB or 4GB per Ethernet switch. However, the connection between the
Ethernet switches and the iSCSI storage device consists of a single 1GB link per switch. If each host
maximizes the throughput from host to switch, the bandwidth needs will exceed the capabilities of
the switch-to-storage link and will force packets to be dropped. Since TCP is a reliable transmission
protocol, the dropped packets will be re-sent as needed until they have reached their destination. All
of the new data processing, coupled with the persistent retries of dropped packets, consumes more
and more resources and strains the communication, thus resulting in a degradation of server
performance.

To protect against funneling too much data to the switch-to-storage link, the iSCSI storage network
should be configured with multiple available links between the switches and the storage device.
The image shown here represents an iSCSI storage network configuration that promotes redundancy
and communication efficiency by increasing the available bandwidth between the switches and
the storage device. This configuration will result in reduced resource usage as a result of less
packet-dropping and less retrying.
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To learn more about iSCSI, visit the Storage Networking Industry Association website at
http://www.snia.org/tech activities/ip storage/iscsi.

CONFIGURING ESX FOR ISCSI STORAGE

I can’t go into the details of configuring the iSCSI storage side of things because each product has
nuances that do not cross vendor boundaries, and companies don’t typically carry an iSCSI SAN
from each potential vendor. On the bright side, what I can and most certainly will cover in great
detail is how to configure an ESX Server host to connect to an iSCSI storage device using both
hardware and software iSCSI initiation.

As noted in the previous section, VMware is limited in its support for hardware device com-
patibility. As with fibre channel, you should always check VMware’s website to review the latest
SAN compatibility guide before purchasing any new storage devices. While software-initiated
iSCSI has maintained full support since the release of ESX 3.0, hardware initiation with iSCSI
devices did not garner full support until the ESX 3.0.1 release. The prior release, ESX 3.0, provided
only experimental support for hardware-initiated iSCSI.

VMWARE 1SCS1 SAN COMPATIBILITY

Each of the manufacturers listed here provides an iSCSI storage solution that has been tested and
approved for use by VMware:

3PAR: http://www.3par.com

Compellent: http://www.compellent.com

Dell: http://www.del1.com

EMC: http://www.emc.com

EqualLogic: http://www.equallogic.com

Fujitsu Siemens: http://www.fujitsu-siemens.com

HP: http://www.hp.com

IBM: http://www.ibm.com

LeftHand Networks: http://www.lefthandnetworks.com
Network Appliance (NetApp): http://www.netapp.com

® 6 6 O 6 O O 6 O o o

Sun Microsystems: http://www.sun.com

An ESX Server host can initiate communication with an iSCSI storage device by using a hard-
ware device with dedicated iSCSI technology built into the device, or by using a software-based
initiator that utilizes standard Ethernet hardware and is managed like normal network com-
munication. Using a dedicated iSCSI HBA that understands the TCP/IP stack and the iSCSI
communication protocol provides an advantage over software initiation. Hardware initiation
eliminates some processing overhead in the Service Console and VMkernel by offloading the
TCP/IP stack to the hardware device. This technology is often referred to as the TCP/IP Offload
Engine (TOE). When you use an iSCSI HBA for hardware initiation, the VMkernel needs only the
drivers for the HBA and the rest is handled by the device.
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For best performance, the iSCSI hardware-based initiation is the appropriate deployment.
After you boot the server, the iSCSI HBA will display all its information in the Storage Adapters
node of the Configuration tab, as shown in Figure 4.22. By default, as shown in Figure 4.23,
iSCSI HBA devices will assign an IQN in the BIOS of the iSCSI HBA. Configuring the hardware
iSCSI initiation with an HBA installed on the host is very similar to configuring a fibre chan-
nel HBA — the device will appear in the Storage Adapters node of the Configuration tab. The
vmhba#’s for fibre channel and iSCSI HBAs will be enumerated numerically. For example, if an
ESX Server host includes two fibre channel HBAs labeled vmhbal and vmhba2, adding two iSCSI
HBAs will result in labels of vmhba3 and vmhba4. The software iSCSI adapter in ESX Server 3.5
will always be labeled as vimhba32.. You can then configure the adapter(s) to support the storage

infrastructure.
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1SCS1 HoST BUS ADAPTERS FOR ESX 3.0

At the time this book was written, the only supported iSCSI HBA was a specific set of QLogic cards
in the 4050 series. Although a card may work, if it is not on the compatibility list, obtaining support
from VMware will be challenging. As with other hardware situations in VI3, always check the
VMware compatibility guide prior to purchasing or installing an iSCSI HBA.

To modify the setting of an iSCSI HBA, perform the following steps:

1. In the Storage Adapters node on the Configuration tab, select the appropriate iSCSI HBA
(i.e., vmhba2 or vmhba3) from the list and click the Properties link.

2. Click the Configure button.

3. For a custom iSCSI qualified name, enter a new iSCSI name and iSCSI alias in the respective
text boxes.

4. If desired, entire the static IP address, subnet mask, default gateway, and DNS server for
the iSCSI HBA.

5. Click OK. Do not click Close.

Once you've configured the iSCSI HBA with the appropriate IP information, you must config-
ure it to accurately find the target available via iSCSI storage devices. ESX provides for the two
types of target identification:

@ Static discovery
4 Dynamic discovery

As the names suggest, one method involves manual configuration of target information (static)
while the other involves a less cumbersome, administratively easier means of finding storage
(dynamic). The dynamic discovery method is also referred to as the SendTargets method in light
of the SendTarget request made by the ESX host. To dynamically discover the available storage
targets, you must configure the host manually with the IP address of at least one node. Ironically,
when configuring a host to perform a SendTarget request (dynamic discovery), you configure a
target on the Dynamic Discovery tab of the iSCSI initiator Properties box, and all of the dynam-
ically identified targets appear on the Static Discovery tab. You perform static assignment as
well on the Dynamic Discovery tab so that dynamic targets appear on the Static Discovery tab.
Figure 4.24 details the SendTargets method of iSCSI LUN discovery.

The hardware-initiated iSCSI allows for either dynamic or static discovery of targets. The iSCSI
software initiator built into ESX 3.0 only allows for the SendTargets discovery method.

To configure the iSCSI HBA for target discovery using the SendTargets method, perform the
following steps:

1. In the iSCSI Initiator Properties dialog box, select the Dynamic Discovery tab and click the
Add button.

2. Enter the IP address of the iSCSI device and the port number (if it has been changed from
the default port of 3260).

3. Click Close.



4. Click the Rescan link.
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5. Review the Static Discovery tab of the iSCSI HBA properties.

FIGURE 4.24

The SendTargets iSCSI
LUN discovery method
requires that you man-
ually configure at least
one iSCSI target to issue
a SendTargets request.
The iSCSI device will
then return information
about all the targets
available.

In this section I've hinted, or, better yet, blatantly stated, that iSCSI storage networks should
be isolated from the other IP networks already configured in your infrastructure. However, this
is not always a possibility due to such factors as budget constraints, IP addressing challenges,
host limitations, and more. If you cannot isolate the iSCSI storage network, you can configure
the storage device and the ESX nodes to use the Challenge Handshake Authentication Protocol
(CHAP). CHAP provides a secure means of authenticating a user account without the need for
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172.28.0.104
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ESX Server

exchanging the password over publicly accessible networks.
To configure an iSCSI HBA to authenticate using CHAP, follow these steps:

1. From the Storage Adapters node on the Configuration page, select the iSCSI HBA to be

configured and click the Properties link.

2. Select the CHAP Authentication tab and click Configure.

3. Insert a custom name in the CHAP Name text box or select the Use Initiator Name checkbox.

4. Type astrong and secure string in the Chap Secret text box.

5. Click OK.
6. Click Close.
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Software-initiated iSCSI is a cheaper solution than the iSCSI HBA hardware initiation because
it does not require any special hardware. Software-based iSCSI initiation, as the name suggests,
begins in the VMkernel and utilizes a normal Ethernet adapter installed on the ESX Server host.
Unlike the iSCSI HBA solution, software initiation relies on a set of drivers and a TCP/IP stack
that resides in the VMkernel. In addition, the iSCSI software initiator, of which there is only one,
uses the name vmhba32 as opposed to being enumerated with the rest of the HBAs within a host.
Figure 4.25 outlines the architectural differences between the hardware and software initiation
mechanisms on ESX Server.

FIGURE 4.25
ESX Server supports Hardware Software

using an iSCSI HBA Initiation Initiation
hardware-based initi-
ation, which reduces
overhead on the
VMkernel. For a
cheaper solution, ESX
Server also supports a
software-based initiation

TCP/IP Offload Engine

that does not require NIéTDOrIiEV)erS

specialized hardware. iSCSI Initiation

Using the iSCSI software initiation built into ESX Server provides an easy means of configuring
the host to communicate with the iSCSI storage device. The iSCSI software initiator uses the Send-
Targets method for obtaining information about target devices. The SendTargets request requires
the manual entry of one of the IP addresses on the storage device. The software initiator will then
query the provided IP address in search of all additional targets.

To enable iSCSI software initiation on an ESX Server, perform the following steps:

1. Enable the Software iSCSI client in the firewall of the ESX Server host as shown
in Figure 4.26:

@ On the Configuration tab of the ESX host, click the Security Profile link.
@ Click the Properties link.
@ Enable the Software iSCSI Client checkbox.

or

4  Open an SSH session with root privileges and type the following commands:

esxcfg-firewall -r swISCSIClient
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FIGURE 4.26
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2. Create a virtual switch with a VMkernel port and a Service Console (vswif) port. Bind the
virtual switch to a physical network adapter connected to the dedicated storage network.
Figure 4.27 shows a correctly configured switch for use in connecting to an iSCSI storage

device.

CREATING A VMKERNEL PORT FROM A COMMAND LINE

Log on to an ESX host using an SSH session and elevate the permissions using #su - if necessary.

Follow these steps:

1. Add a new port group named Storage to the virtual switch on the dedicated storage network:

esxcfg-vswitch -A Storage vSwitch2

2. Configure the VMkernel NIC with an IP address of 172.28.0.106 and a subnet mask of

255.255.255.0:

esxcfg-vmknic -a -i 172.28.0.106 -n 255.255.255.0 Storage

3. Set the default gateway of the VMkernel to 172.28.0.1:

esxcfg-route 172.28.0.1
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Wirtual Switch: wSwitchz

FIGURE 4.27
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3. From the Storage Adapters node on the Configuration tab, shown in Figure 4.28, enable
the iSCSI initiator. Alternatively, open an SSH session with root privileges and type the

following command:

esxcfg-swiscsi -e

FIGURE 4.28
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4. Select the vmhba40 option beneath the iSCSI Software Adapter and click the

Properties link.

5. Select the Dynamic Discovery tab and click the Add button.
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6. Enter the IP address of the iSCSI device and the port number (if it has been changed from

the default port of 3260).
7. Click OK. Click Close.

8. Select the Rescan link from the Storage Adapters node on the Configuration tab.

9. Click OK to scan for both new storage devices and new VMFS volumes.
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10. As shown in Figure 4.29, any available iSCSI LUNs will now be reflected in the Details
section of the vmhba40 option.

FIGURE 4.29 Details
. wmhba32 Properties...
After Conﬁgurlng the Model: iSCSI Software Adapter IP Address:
ISCSI software adapter ISCSI Mame:! ign. 1998-01.com, vmware:silo 105-009d8a88 Discovery Methods:  Send Targets
i5CSI Alias: silo105.wdc.local Targets: 1
with the IP address of SCSI Target 1
the ISCSI Storage target ISCSI Name: ign. 2000-08. com.datacore:ss1-1
o X ? 503 Alas

a rescan will identify Taget LUNs: 2 Hide LUMs
the LUNs on the storage Path | Canonical Path | Capacity LUNID

. vmhba3zi1:1 wihbat0:1:1 48,83 GB 1
device that have been vmhba3ziliz wihba40:1:2 48,83 GB 2
made available to the

ESX host.

THE VMKISCSI-TOOL COMMAND

The vmkiscsi-tool [options] vmhba## command allows command-line management of the iSCSI
software initiator. The options for this command-line tool include:

& -1 is used with -1 or -a to display or add the iSCSI name.

& -k is used with -1 or -a to display or add the iSCSI alias.

& -Dis used with -a to perform discovery of a specified target device.

& -T is used with -1 to list found targets.

Review the following examples:

@ To view the iSCSI name of the software initiator:
vmkiscsi-tool -I -1

@ To view the iSCSI alias of the software initiator:
vmkiscsi-tool -k -1

& To discover additional iSCSI targets at 172.28.0.122:
vmkisci-tool -D -a 172.28.0.122 vmhba40

& To list found targets:

vmkiscsi-tool -T -1 vmhba40

Network Attached Storage and Network File System

Although Network Attached Storage (NAS) devices do not hold up to the performance and effi-
ciency of fibre channel and iSCSI networks, they most certainly have a place on some networks.
Virtual machines stored on NAS devices are still capable of the advanced VirtualCenter features
of VMotion, DRS, and HA. With a significantly lower cost and simplified implementation, NAS
devices can prove valuable in providing network storage in a VI3 environment.
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UNDERSTANDING NAS AND NFS

Unlike the block-level transfer of data performed by fibre channel and iSCSI networks, access

to a NAS device happens at the file system level. You can access a NAS device by using Net-
work File System (NFS) or Server Message Block (SMB), also referred to as Common Internet
File System (CIFS). Windows administrators will be most familiar with SMB traffic, which occurs
each time a user accesses a shared resource using a universal naming convention (UNC) like
\\servername\sharename. Whereas Windows uses the SMB protocol for file transfer, Linux-based
systems use NFS to accomplish the same thing.

Although you can configure the Service Console with a Samba client to allow communication
with Windows-based computers, the VMkernel does not support using SMB and therefore lacks
the ability to retrieve files from a computer running Windows. The VMkernel only supports NFS
version 3 over TCP/IP.

Like the deployment of an iSCSI storage network, a NAS/NFS deployment can benefit greatly
from being located on a dedicated IP network where traffic is isolated. Figure 4.30 shows a
NAS/NFS deployment on a dedicated network.

FIGURE 4.30

An NAS Server deployed
for shared storage
among ESX Server hosts
should be located on

a dedicated network 172.28.0.130
separated from the

common intranet traffic. NAS/NFS Server

ISO

172.28.0.104
ESX Server 172230154

Without competition from other types of network traffic (e-mail, Internet, instant messag-
ing, etc.), the transfer of virtual machine data will be much more efficient and provide better
performance.

NFS SECURITY

NFS is unique because it does not force the user to enter a password when connecting to the shared
directory. In the case of ESX, the connection to the NFS server happens under the context of root, thus
making NFS a seamless process for the connecting client. However, you might be wondering about
the inherent security. Security for NFS access is maintained by limiting access to only the specified
or trusted hosts. In addition, the NFS server employs standard Linux file system permissions based on
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user and group IDs. The user IDs (UIDs) and group IDs (GIDs) of users on a client system are mapped
from the server to the client. If a user or a client has the same UID and GID as a user on the server,
they are both granted access to files in the NFS share owned by that same UID and GID. As you have
seen, ESX Server accesses the NFS server under the context of the root user and therefore has all the
permissions assigned to the root user on the NFS server.

When creating an NFS share on a Linux system, you must supply three pieces of information:

@ The path to the share (i.e., /nfs/IS0s).

@ The hosts that are allowed to connect to the share, which can include:

*
4
L 4
4

A single host identified by name or IP address.
Network Information Service (NIS) groups.
Wildcard characters such as * and ? (i.e.,, *.vdc.Tlocal).

An entire IP network (i.e., 172.30.0.0/24).

@ Options for the share configuration, which can include:

*

*

*
*
*

root_squash, which maps the root user to the nobody user and thus prevents root
access to the NFS share.

no_root_squash, which does not map the root user to the nobody user and thus pro-
vides the root user on the client system with full root privileges on the NFS server.

all_squash, which maps all UIDs and GIDs to the nobody user for enabling a simple
anonymous access NFS share.

ro, for read-only access.
rw, for read-write access.

sync, which forces all data to be written to disk before servicing another request.

The configuration of the shared directories on an NFS server is managed through the
/etc/exports file on the server. The following example shows a /etc/exports file configured to
allow all hosts on the 172.30.0.0/24 network access to a shared directory named NFSShare:

root:~ # cat /etc/exports/mnt/NFSShare 172.30.0.0/24 (rw,no root squash,sync)

The next section explores the configuration requirements for connecting an ESX Server host to
a shared directory on an NFS server.

CONFIGURING ESX TO USE NAS/NFS DATASTORES

Before an ESX Server host can be connected to an NFS share, the NFS server must be configured
properly to allow the host. Creating an NFS share on a Linux system that allows an ESX Server
host to connect requires that you configure the share with the following three parameters:

€ rw (read-write)

€ no _root squash

¢ sync

121



122

CHAPTER 4 CREATING AND MANAGING STORAGE DEVICES

To connect an ESX Server to an NAS/NFS datastore, you must create a virtual switch with a
VMkernel port that has network access to the NFS server. As mentioned in the previous section,
it would be ideal for the VMkernel port to be connected to the same physical network (the same
IP subnet) as the NAS device. Unlike the iSCSI configuration, creating an NFS datastore does
not require that the Service Console also have access to the NFS server. Figure 4.31 details the
configuration of an ESX Server host connecting to a NAS device on a dedicated storage network.
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To create a VMkernel port for connecting an ESX Server to a NAS device, perform these steps:

1.

2.

FIGURE 4.32
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Use the VI Client to connect to VirtualCenter or an ESX Server host.
Select the hostname in the inventory panel and then click the Configuration tab.
Select Networking from the Hardware menu.

Select the virtual switch that is bound to a network adapter that connects to a physical
network with access to the NAS device. (Create a new virtual switch if necessary.)

Click the Properties link of the virtual switch.
In the vSwitch# Properties box, click the Add button.
Select the radio button labeled VMkernel, as shown in Figure 4.32, and then click Next.

Networking hardwars can be partitioned to accommodate each service requiring connectivity.
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4

As shown in Figure 4.33, type a name for the port in the Network Label text box. Then
provide an IP address and subnet mask appropriate for the physical network the virtual
switch is bound to.
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9. Click Next, review the configuration, and then click Finish.

VMKERNEL DEFAULT GATEWAY

If you are prompted to enter a default gateway, choose No if one has already been assigned to a
Service Console port on the same switch or if the VMKkernel port is configured with an IP address on
the same subnet as the NAS device. Select the Yes option if the VMKkernel port is not on the same sub-
net as the NAS device.

Unlike fibre channel and iSCSI storage, an NFS datastore cannot be formatted as VMEFS. For
this reason it is recommended that NFS datastores not be used for the storage of virtual machines
in large enterprise environments. In non-business-critical situations such as test environments
and small branch offices, or for storing ISO files and templates, NFS datastores are an excellent
solution.

Once you've configured the VMkernel port, the next step is to create a new NFS datastore.
To create an NFS datastore on an ESX Server host, perform the following steps:

1. Use the VI Client to connect to a VirtualCenter or an ESX Server host.

2. Select the hostname in the inventory panel and then select the Configuration tab.
3. Select Storage (SCSI, SAN, and NFS) from the Hardware men