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Foreword

One day last year, the chief executive officer (CEO) of a large media company
received an alarming e-mail. The sender said that he had gained access to the
computer system of the CEO’s company. If the CEO were willing to pay a
large sum of money, the sender would reveal the weaknesses that he had
found in the company’s computer system. Just to ensure that they took him
seriously, he attached to the e-mail several sensitive files (including
photographs) that could only have come from the company’s network. This
occurrence was not a drill—it was reality.

As you might expect, this kind of problem went straight to the top of the
to-do list for the victimized company. The CEO needed many immediate
answers and solutions: the true source of the e-mail, the accuracy of the
sender’s claims, the possible weaknesses that he might have used to break
into the system, why the intrusion detection system did not trigger, the steps
that they could take to further tighten security, the legal actions that might be
possible, and the best way to deal with an adversary living halfway around
the world.

For several months, many people—including computer security
professionals—worked to gather information and evidence, to secure the

xvii
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system, and to track down the source of the attack. Ultimately, undercover
officers from New Scotland Yard and the Federal Bureau of Investigation (FBI) met
the unsuspecting “cyberextortionists” at a designated location in London,
where they arrested them. They are currently in jail, awaiting extradition to the
United States.

For anyone who has information security experience, this case brings
many thoughts to mind about some of the tools of the trade: logging, packet
sniffers, firewalls and their rule sets, and legal access rights to e-mail
communications. We cover these concepts in this book. Also, this incident
raises questions about how an adversary in a remote location can gain access
to a computer network without detection.

As those of us who have been involved in this field for years know, you
achieve information systems security through intelligent risk management
rather than risk elimination. Computer information security professionals
find themselves at the core of a collaborative decision-making process. They
must be able to provide answers and explanations anchored in sound
methodology.

Not all security issues that arise in the daily course of business are as
intense as the case study cited here, and many will be quite subtle. As many
of the finest minds in technology focus more on the topic of security, there is
a growing consensus that security is ensured through a process, rather than a
blind reliance on software or hardware products. No one in this field
disputes that a computer security professional must be armed with training
and experience to be effective.

As you read this book, keep in mind that those people who are closest to
the business operations of an organization are in a great position to help
notice anomalies. I often point out to clients that a violation of computer
security might only be apparent to someone who is intimately familiar with
the features of a given network and its file structure. It is not just what you
see but what you know.

For example, if you went home tonight and found that someone had
switched around your family photographs on your bedroom nightstand, yet
everything else in the house was still in its place, you would immediately
know that someone had been in your home. Would a security guard who
does not intimately know your home be able to notice this kind of difference,
even if he or she took the time to look at your nightstand? The answer is
probably not. Similarly, an intruder could disturb many computer network
features that no one would notice except for an expert who is familiar with
your system.

It is sometimes necessary to point out to clients that the most serious threat
to information systems security comes from people, not machines. A person
who is an insider and has a user account on a computer system has an
enormous advantage in targeting an attack on that system. Computer crime
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statistics consistently show that insiders do greater damage to systems as
opposed to outside hackers. As brilliant as they might be, computer criminals
are a poor choice as computer security professionals.

Think of it this way: While the fictional criminal Dr. Hannibal Lechter in
the movie “Silence of the Lambs” was brilliant in many ways, I would not
trust him with my family. I respect the knowledge that smart people possess,
but when you bring one onto the team you get their knowledge and their
ethics—a package deal.

As you study the depth of material provided in this book, keep in mind that
the information systems security professional of today is just that: a
professional. Professionals must abide by rigorous standards yet provide
something that computers cannot: human judgment. For this reason (and
others), the (ISC)* requires strict adherence to its Code of Ethics before granting
Certified Information System Security Professional (CISSP) certifications.

If you are beginning your CISSP certification, this book provides the
framework to help you become a Certified Information System Security
Professional. If you are a harried information technology (IT) manager for
whom security is an increasingly daily concern, this book gives you the
fundamental concepts and a solid foundation to implement effective security
controls. If you are already a CISSP or an active security practitioner, the
“CISSP Prep Guide” will help you succeed in a field that has become crucial
to the success of business and the security of a nation’s economy.

—Edward M. Stroz

Ed Stroz is president of Stroz Associates, LLC, a consulting firm specializing in
helping clients detect and respond to incidents of computer crime. He was an agent
with the FBI, where he formed and supervised the computer crime squad in its New
York office. You can reach him at www.strozassociates.com.






Introduction

You hold in your hand a key—a key unlocking the secrets of the world of
information systems security. This world presents you with many new chal-
lenges and rewards, because information systems security is the latest frontier
in man’s continuing search for communication. This communication has
taken many forms over the centuries; the Internet and electronic communica-
tions being only our most recent attempt. But for this communication to sur-
vive and prosper, it needs reliability, confidence, and security. It needs
security professionals who can provide the secure foundation for the growth
of this new communication. It needs professionals like you.

With the increasing use of the World Wide Web for e-business, we must pro-
tect transaction information from compromise. Threats to networks and infor-
mation systems in general come from sources that are internal and external to
the organization. These threats materialize in the form of stolen intellectual
proprietary, denial of service (DoS) to customers, an unauthorized use of critical
resources, and malicious code that destroys or alters valuable data.

The need to protect information resources has produced a demand for
information systems security professionals. Along with this demand came a
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need to ensure that these professionals possess the knowledge to perform the
required job functions. To address this need, the Certified Information Systems
Security Professional (CISSP) certification emerged. This certification guaran-
tees to all parties that the certified individual meets the standard criteria of
knowledge and continues to upgrade that knowledge in the field of informa-
tion systems security. The CISSP initiative also serves to enhance the recogni-
tion and reputation of the field of information security.

The (ISC)* Organization

The CISSP certification is the result of cooperation among a number of North
American professional societies in establishing the International Information
Systems Security Certification Consortium (ISC)* in 1989. The (ISC)* is a non-
profit corporation whose sole function is to develop and administer the certi-
fication program. The organization defined a common body of knowledge (CBK)
that defines a common set of terms for information security professionals to
use to communicate with each other and to establish a dialogue in the field.
This guide was created based on the most recent CBK and skills, as described
by (ISC)* for security professionals. At this time, the domains in alphabetical
order are as follows:

m Access Control Systems and Methodology

m Application and Systems Development Security

®m Business Continuity and Disaster Recovery Planning
m Cryptography

m Law, Investigation, and Ethics

m QOperations Security

m Physical Security

m Security Architecture and Models

m Security Management Practices

m Telecommunications and Networking Security

The (ISC)? conducts review seminars and administers examinations for
information security practitioners who seek the CISSP certification. Candi-
dates for the examination must attest that they have three to five years’
experience in the information security field and that they subscribe to the
(ISC)? Code of Ethics. The seminars cover the CBK from which the examina-
tion questions originate. The seminars are not intended to teach the exami-
nation.
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New Candidate Requirements

Beginning June 1, 2002, the (ISC)* has divided the credentialing process into
two steps: examination and certification. Once a CISSP candidate has been
notified of passing the examination, he or she must have the application
endorsed by a qualified third party before the CISSP credential is awarded.
Another CISSP, the candidate’s employer, or any licensed, certified, or com-
missioned professional can endorse a CISSP candidate.

After the examination scoring and the candidate receiving a passing grade,
a notification letter advises the candidate of his or her status. The candidate
has 90 days from the date of the letter to submit an endorsement form. If the
endorsement form is not received before the 90-day period expires, the appli-
cation is void and the candidate must resubmit to the entire process. Also, a
percentage of the candidates who pass the examination and submit endorse-
ments are randomly subjected to audit and are required to submit a resume
for formal review and investigation.

You can find more information regarding this process at www.isc2.org.

The Examination

The examination questions are from the CBK and aim at the level of a three to
five-year practitioner in the field. It consists of 250 English language ques-
tions, of which 25 are not counted. The 25 are trial questions that might be
used on future exams. The 25 are not identified, so there is no way to tell
which questions they are. The questions are not ordered according to domain
but are randomly arranged. There is no penalty for candidates answering
questions of which they are unsure. Candidates have six hours for the exami-
nation.

The examination questions are multiple choice with four possible answers.
No acronyms appear without an explanation. It is important to read the ques-
tions carefully and thoroughly and to choose the best possible answer of the
four. As with any conventional test-taking strategy, a good approach is to
eliminate two of the four answers and then choose the best answer of the
remaining two. The questions are of not of exceptional difficulty for a knowl-
edgeable person who has been practicing in the field. Most professionals are
not usually involved with all 10 domains in their work, however. It is uncom-
mon for an information security practitioner to work in all the diverse areas
that the CBK covers. For example, specialists in physical security might not be
required to work in depth in the areas of computer law or cryptography as
part of their job descriptions. The examination questions also do not refer to
any specific products or companies. Approximately 70 percent of the people
taking the examination score a passing grade.
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ONE-STOP, UP-TO-DATE PREPARATION

This text is truly a one-stop source of information that emphasizes the areas of
knowledge associated with the CBK and avoids the extraneous mathematical
derivations and irrelevant material that serve to distract the candidate during
his or her intensive period of preparation for the examination. It covers the
breadth of the CBK material and is independent of the breakdown of the
domains or the possible merger of domains. Thus, although the domains of the
CBK might eventually be reorganized, the fundamental content is still repre-
sented in this text. Also of equal importance, we added material that reflects
recent advances in the information security arena that will be valuable to the
practicing professional and might be future components of the CBK.

The Approach of This Book

Based on the experience of the authors, who have both taken and passed the
CISSP examination, there is a need for a single, high-quality reference source
that the candidate can use to prepare for the examination and to use if the can-
didate is taking the (ISC)* CISSP training seminar. Prior to this text, the candi-
date’s choices were the following;:

1. To buy numerous expensive texts and use a small portion of each in
order to cover the breadth of the 10 domains

2. To purchase a so-called single source book that focused on areas in the
domains not emphasized in the CBK or that left gaps in the coverage of
the CBK

Organization of the Book

We organize the text into the following parts:
Chapter 1—Security Management Practices

Chapter 2—Access Control Systems and Methodology
Chapter 3—Telecommunications and Network Security
Chapter 4—Cryptography

Chapter 5—Security Architecture and Models

Chapter 6—Operations Security

Chapter 7—Applications and Systems Development
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Chapter 8—Business Continuity Planning/Disaster Recovery Planning
Chapter 9—Law, Investigation, and Ethics
Chapter 10—Physical Security

Appendix A—A Process Approach to HIPAA Compliance through a
HIPAA-CMM®

Appendix B—The InfoSec Assessment Methodology
Appendix C—The Case for Ethical Hacking

Appendix D—The Common Criteria

Appendix E—British Standard 7799

Appendix F—HIPAA Informational Updates

Appendix G—References for Further Study

Appendix H—Answers to the Sample and Bonus Questions

Appendix [—Answers to the Advanced Sample QuestionsA series of
sample practice questions that are of the same format as those in the
CISSP examination accompany each domain of the CBK. Answers are
provided to each question along with explanations of the answers.

The appendices include valuable reference material and advanced topics.
For example, Appendix B summarizes the National Security Agency’s IAM,
Information Security Assessment Methodology, and Appendix D provides an
excellent overview of the Common Criteria, which is replacing a number of
U.S. and international evaluation criteria guidelines, including the Trusted
Computer System Evaluation Criteria (TCSEC). The Common Criteria is the
result of the merging of a number of criteria in order to establish one evalua-
tion guideline that the International community accepts and uses.

In Appendix A, we cover emerging process approaches to information systems
security as well as their application to the recent Health Insurance Portability and
Accountability Act (HIPAA). These methodologies include the Systems Security
Engineering Capability Maturity Model (SSE-CMM°) and a newly proposed HIPAA-
CMMP®. This appendix gives a brief history of the CMM culminating in the
HIPAA-CMM. Appendix F provides an overview of the HIPAA Administrative
Simplification Standards including updated Security and Privacy information.

Who Should Read This Book?

There are three main categories of readers for this comprehensive guide:
1. Candidates for the CISSP examination who are studying on their own
or those who are taking the CISSP review seminar will find this text a
valuable aid in their preparation plan. The guide provides a no-
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nonsense way of obtaining the information needed without having to
sort through numerous books covering portions of the CBK domains
and then filtering their content to acquire the fundamental knowledge
needed for the exam. The sample questions provided will acclimate the
reader to the type of questions that he or she will encounter on the
exam, and the answers serve to cement and reinforce the candidate’s
knowledge.

2. Students attending information system security certification programs
offered in many of the major universities will find this text a valuable
addition to their reference library. For the same reasons cited for the
candidate preparing for the CISSP exam, this book is a single source
repository of fundamental and emerging information security knowl-
edge. It presents the information at the level of the experienced informa-
tion security professional and thus is commensurate with the standards
that universities require for their certificate offerings.

3. The material contained in this book is of practical value to information
security professionals in performing their job functions. The profes-
sional, certified or not, will refer to the text as a refresher for informa-
tion security basics as well as for a guide to the application of emerging
methodologies.

Summary

The authors sincerely believe that this text will provide a more cost-effective
and timesaving means of preparing for the CISSP certification examination.
By using this reference, the candidate can focus on the fundamentals of the
material instead of spending time deciding upon and acquiring numerous
expensive texts that might turn out to be, on the whole, inapplicable to the
desired domain. It also provides the breadth and depth of coverage to avoid
gaps in the CBK that are present in other “single” references.

We present the information security material in the text in an organized,
professional manner that is a primary source of information for students in the
information security field as well as for practicing professionals.

New Revisions for the Gold Edition

We have made several additions and revisions in this new CISSP Prep Guide:
Gold Edition. In addition to corrections and updates, we include new security
information—especially in the areas of law, cryptography, and wireless tech-
nology. Also, we have created additional bonus questionsand expanded and
updated the glossary.
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Security Management Practices

In our first chapter, we enter the domain of Security Management. Through-
out this book, you will see that many Information Systems Security (InfoSec)
domains have several elements and concepts that overlap. While all other
security domains are clearly focused, this domain, for example, introduces
concepts that we extensively touch upon in both the Operations Security
(Chapter 6, “Operations Security”) and Physical Security (Chapter 10, “Physi-
cal Security”) domains. We will try to point out those occasions where the
material is repetitive, but be aware that if we describe a concept in several
domains, you need to understand it.

From the published (ISC)2 goals for the Certified Information Systems Secu-
rity Professional candidate:

“The candidate will be expected to understand the planning, organization, and roles of
individuals in identifying and securing an organization’s information assets; the devel-
opment and use of policies stating management’s views and position on particular topics
and the use of guidelines standards, and procedures to support the polices; security
awareness training to make employees aware of the importance of information security,
its significance, and the specific security-related requirements relative to their position;
the importance of confidentiality, proprietary and private information; employment
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agreements; employee hiring and termination practices; and the risk management prac-
tices and tools to identify, rate, and reduce the risk to specific resources.”
A professional will be expected to know the following:

M Basic information about security management concepts

B The difference between policies, standards, guidelines, and procedures
B Security awareness concepts
B Risk management (RM) practices
B Busic information on classification levels
Our Goals

We will examine the InfoSec domain of Security Management by using the fol-
lowing elements:

m Concepts of Information Security Management

m The Information Classification process

m Security Policy implementation

m The roles and responsibilities of Security Administration

m Risk Management Assessment tools (including Valuation Rationale)

M Security Awareness training

Domain Definition

The InfoSec domain of Security Management incorporates the identification of
the information data assets with the development and implementation of poli-
cies, standards, guidelines, and procedures. It defines the management practices
of data classification and risk management. It also addresses confidentiality,
integrity, and availability by identifying threats, classifying the organization’s
assets, and rating their vulnerabilities so that effective security controls can be
implemented.

Management Concepts

Under the heading of Information Security Management concepts, we will
discuss the following:
m The big three: Confidentiality, Integrity, and Availability

m The concepts of identification, authentication, accountability,
authorization, and privacy

m The objective of security controls —(to reduce the impact of threats and
the likelihood of their occurrence)
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Confidentiality

Integrity Availability

Figure 1.1 The C.LA. triad.

The Big Three

Throughout this book, you will read about the three tenets of InfoSec: Confi-
dentiality, Integrity, and Availability (C.I.A.), as shown in Figure 1.1. These
concepts represent the three fundamental principles of information security.
All of the information security controls and safeguards and all of the threats,
vulnerabilities, and security processes are subject to the CIA yardstick.

Confidentiality. The concept of confidentiality attempts to prevent the
intentional or unintentional unauthorized disclosure of a message’s
contents. Loss of confidentiality can occur in many ways, such as
through the intentional release of private company information or
through a misapplication of network rights.

Integrity. The concept of integrity ensures that:

m  Modifications are not made to data by unauthorized personnel or
processes

m  Unauthorized modifications are not made to data by authorized per-
sonnel or processes

m The data are internally and externally consistent; in other words, that
the internal information is consistent among all subentities and that
the internal information is consistent with the real-world, external
situation

Availability. The concept of availability ensures the reliable and timely
access to data or computing resources by the appropriate personnel. In
other words, availability guarantees that the systems are up and running
when needed. In addition, this concept guarantees that the security
services that the security practitioner needs are in working order.

mm D.A.D. is the reverse of C.1.A.
The reverse of confidentiality, integrity, and availability is disclosure,

alteration, and destruction (D.A.D.).
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Other Important Concepts

There are also several other important concepts and terms that a CISSP candi-
date must fully understand. These concepts include identification, authentica-
tion, accountability, authorization, and privacy:

Identification. The means by which users claim their identities to a
system. Most commonly used for access control, identification is
necessary for authentication and authorization.

Authentication. The testing or reconciliation of evidence of a user’s
identity. It establishes the user’s identity and ensures that the users are
who they say they are.

Accountability. A system’s capability to determine the actions and
behaviors of a single individual within a system, and to identify that
particular individual. Audit trails and logs support accountability.

Authorization. The rights and permissions granted to an individual (or
process) that enable access to a computer resource. Once a user’s
identity and authentication are established, authorization levels
determine the extent of system rights that an operator can hold.

Privacy. The level of confidentiality and privacy protection given to a user
in a system. This is often an important component of security controls.
Privacy not only guarantees the fundamental tenet of confidentiality of a
company’s data, but also guarantees the data’s level of privacy, which is
being used by the operator.

Objectives of Security Controls

The prime objective of security controls is to reduce the effects of security
threats and vulnerabilities to a level that an organization can tolerate. This
goal entails determining the impact that a threat might have on an organiza-
tion and the likelihood that the threat could occur. The process that analyzes
the threat scenario and produces a representative value of the estimated
potential loss is called Risk Analysis (RA).

A small matrix can be created by using an x-y graph, where the y-axis rep-
resents the level of impact of a realized threat and the x-axis represents the
likelihood of the threat being realized, both set from low to high. When the
matrix is created, it produces the graph shown in Figure 1.2. Remember, the
goal here is to reduce both the level of impact and the likelihood of a threat or
disastrous event by implementing the security controls. A properly imple-
mented control should move the plotted point from the upper right—the
threat value defined before the control was implemented—to the lower left
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Threat vs. Likelihood Matrix
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Figure 1.2 The threat versus likelihood matrix.

(that is, toward 0,0), after the control was implemented. This concept is also
very important when determining a control’s cost/benefit ratio.

Therefore, an improperly designed or implemented control will show very
little to no movement in the point before and after the control’s implementa-
tion. The point’s movement toward the 0,0 range could be so small (or in the
case of badly designed controls, in the opposite direction) that it does not war-
rant the expense of implementation. In addition, the 0,0 point (no threat with
no likelihood) is impossible to achieve because a very unlikely threat could
still have a measurement of .000001. Thus, it would still exist and possibly
have a measurable impact. For example, the possibility that a flaming pizza
delivery van will crash into the operations center is extremely unlikely; how-
ever, this potentially dangerous situation could still occur and have a fairly
serious impact on the availability of computing resources.

A matrix with more than four subdivisions can be used for a more detailed
categorization of threats and impacts.

Information Classification Process

The first major InfoSec process that we examine in this chapter is the concept of
Information Classification. The Information Classification process is related to
the domains of Business Continuity Planning and Disaster Recovery Planning
because both focus on business risk and data valuation, yet it is still a fundamen-
tal concept in its own right—one that a CISSP candidate must understand.
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Information Classification Objectives

There are several good reasons to classify information. Not all data has the
same value to an organization. Some data is more valuable to the people who
are making strategic decisions because it aids them in making long-range or
short-range business direction decisions. Some data, such as trade secrets, for-
mulas, and new product information, is so valuable that its loss could create a
significant problem for the enterprise in the marketplace by creating public
embarrassment or by causing a lack of credibility.

For these reasons, it is obvious that information classification has a higher,
enterprise-level benefit. Information can have an impact on a business glob-
ally, not just on the business unit or line operation levels. Its primary purpose
is to enhance confidentiality, integrity, and availability and to minimize the
risks to the information. In addition, by focusing the protection mechanisms
and controls on the information areas that need it the most, you achieve a
more efficient cost-to-benefit ratio.

Information classification has the longest history in the government sector. Its
value has long been established, and it is a required component when securing
trusted systems. In this sector, information classification is primarily used to pre-
vent the unauthorized disclosure and the resultant failure of confidentiality.

You can also use information classification to comply with privacy laws or
to enable regulatory compliance. A company might wish to employ classifica-
tion to maintain a competitive edge in a tough marketplace. There might also
be sound legal reasons for a company to employ information classification,
such as to minimize liability or to protect valuable business information.

Information Classification Benefits

In addition to the reasons we mentioned previously, employing information
classification has several clear benefits to an organization. Some of these bene-
fits are as follows:

m Demonstrates an organization’s commitment to security protections

m Helps identify which information is the most sensitive or vital to an
organization

m Supports the tenets of confidentiality, integrity, and availability as it
pertains to data

m Helps identify which protections apply to which information

m Might be required for regulatory, compliance, or legal reasons

Information Classification Concepts

The information that an organization produced or processed must be classi-
fied according to the organization’s sensitivity to its loss or disclosure. These
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data owners are responsible for defining the sensitivity level of the data. This
approach enables the security controls to be properly implemented according
to the classification scheme.

Classification Terms

The following definitions describe several governmental data classification
levels ranging from the lowest level of sensitivity to the highest:

1. Unclassified. Information designated as neither sensitive nor classified.
The public release of this information does not violate confidentiality.

2. Sensitive but Unclassified (SBU). Information designated as a minor secret
but might not create serious damage if disclosed. Answers to tests are
an example of this kind of information. Health care information is
another example of SBU data.

3. Confidential. Information designated to be of a confidential nature. The
unauthorized disclosure of this information could cause some damage
to the country’s national security. This level applies to documents
labeled between SBU and Secret in sensitivity.

4. Secret. Information designated of a secret nature. The unauthorized
disclosure of this information could cause serious damage to the
country’s national security.

5. Top Secret. The highest level of information classification (actually, the
President of the United States has a level only for him). The
unauthorized disclosure of Top Secret information will cause
exceptionally grave damage to the country’s national security.

In all of these categories, in addition to having the appropriate clearance to
access the information, an individual or process must have a “need to know”
the information. Thus, an individual cleared for Secret or below is not autho-
rized to access Secret material that is not needed for him or her to perform
assigned job functions.

In addition, the following classification terms are also used in the private
sector (see Table 1.1):

Table 1.1 A Simple Private/Commercial Sector Information Classification Scheme

) \ O N ) RIF O N

Public Use Information that is safe to disclose publicly

Internal Use Only Information that is safe to disclose internally but not
externally

Company Confidential ~ The most sensitive need-to-know information
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1. Public. Information that is similar to unclassified information; all of a
company’s information that does not fit into any of the next categories
can be considered public. This information should probably not be
disclosed. If it is disclosed, however, it is not expected to seriously or
adversely impact the company.

2. Sensitive. Information that requires a higher level of classification than
normal data. This information is protected from a loss of confidentiality
as well as from a loss of integrity due to an unauthorized alteration.

3. Private. Information that is considered of a personal nature and is
intended for company use only. Its disclosure could adversely affect the
company or its employees. For example, salary levels and medical
information are considered private.

4. Confidential. Information that is considered very sensitive and is
intended for internal use only. This information is exempt from
disclosure under the Freedom of Information Act. Its unauthorized
disclosure could seriously and negatively impact a company. For
example, information about new product development, trade secrets,
and merger negotiations is considered confidential.

Classification Criteria

We use several criteria to determine the classification of an information object:

Value. Value is the number one commonly used criteria for classifying data
in the private sector. If the information is valuable to an organization or
its competitors, it needs to be classified.

Age. The classification of the information might be lowered if the
information’s value decreases over time. In the Department of Defense,
some classified documents are automatically declassified after a
predetermined time period has passed.

Useful Life. If the information has been made obsolete due to new
information, substantial changes in the company, or other reasons, the
information can often be declassified.

Personal Association. If information is personally associated with specific
individuals or is addressed by a privacy law, it might need to be
classified. For example, investigative information that reveals informant
names might need to remain classified.

Information Classification Procedures
There are several steps in establishing a classification system. We list the fol-
lowing primary procedural steps in priority order:

1. Identify the administrator/custodian.

2. Specify the criteria of how to classify and label the information.
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Classify the data by its owner, who is subject to review by a supervisor.
Specify and document any exceptions to the classification policy.
Specify the controls that will be applied to each classification level.

SRR RS

Specify the termination procedures for declassifying the information or
for transferring custody of the information to another entity.

7. Create an enterprise awareness program about the classification
controls.

Distribution of Classified Information

External distribution of classified information is often necessary, and the
inherent security vulnerabilities will need to be addressed. Some of the
instances when this distribution is necessary are as follows:

Court order. Classified information might need to be disclosed to comply
with a court order.

Government contracts. Government contractors might need to disclose
classified information in accordance with (IAW) the procurement
agreements that are related to a government project.

Senior-level approval. A senior-level executive might authorize the release
of classified information to external entities or organizations. This
release might require the signing of a confidentiality agreement by the
external party.

Information Classification Roles

The roles and responsibilities of all participants in the information classifica-
tion program must be clearly defined. A key element of the classification
scheme is the role that the users, owners, or custodians of the data play in
regard to the data. These roles are important to remember.

Owner

An information owner might be an executive or manager of an organization.
This person is responsible for the asset of information that must be protected.
An owner is different from a custodian. The owner has the final corporate
responsibility of data protection, and under the concept of due care the owner
might be liable for negligence because of the failure to protect this data. The
actual day-to-day function of protecting the data, however, belongs to a custo-
dian.
The responsibilities of an information owner could include the following:

m Making the original decision about what level of classification the
information requires, which is based upon the business needs for the
protection of the data
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m Reviewing the classification assignments periodically and making
alterations as the business needs change

m Delegating the responsibility of the data protection duties to the
custodian

Custodian

The owner of information delegates the responsibility of protecting that infor-
mation to the information custodian. IT systems personnel commonly execute
this role. The duties of a custodian might include the following:

m Running regular backups and routinely testing the validity of the
backup data

m Performing data restoration from the backups when necessary

m Maintaining those retained records IAW the established information
classification policy

In addition, the custodian might also have additional duties, such as being
the administrator of the classification scheme.

User

In the information classification scheme, an end user is considered to be any-
one (such as an operator, employee, or external party) who routinely uses the
information as part of his or her job. This person can also be considered a con-
sumer of the data—someone who needs daily access to the information to exe-
cute tasks. The following are a few important points to note about end users:

m Users must follow the operating procedures defined in an
organization’s security policy, and they must adhere to the published
guidelines for its use.

m Users must take “due care” to preserve the information’s security
during their work (as outlined in the corporate information use
policies). They must prevent “open view” from occurring (see sidebar).

m Users must use company computing resources only for company
purposes and not for personal use.

The term “open view” refers to the act of leaving classified documents in

the open where an unauthorized person can see them, thus violating the
information’s confidentiality. Procedures to prevent “open view” should specify
that information is to be stored in locked areas or transported in properly
sealed containers, for example.
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Security Policy Implementation

Security policies are the basis for sound security implementation. Often, orga-
nizations will implement technical security solutions without first creating a
foundation of policies, standards, guidelines, and procedures, which results in
unfocused and ineffective security controls.

We discuss the following questions in this section:

m What are polices, standards, guidelines, and procedures?
m Why do we use polices, standards, guidelines, and procedures?

m What are the common policy types?

Policies, Standards, Guidelines,
and Procedures

Policies

A policy is one of those terms that can mean several things in InfoSec. For
example, there are security policies on firewalls, which refer to the access con-
trol and routing list information. Standards, procedures, and guidelines are
also referred to as policies in the larger sense of a global information security
policy.

A good, well-written policy is more than an exercise created on white
paper—it is an essential and fundamental element of sound security practice.
A policy, for example, can literally be a lifesaver during a disaster, or it might
be a requirement of a governmental or regulatory function. A policy can also
provide protection from liability due to an employee’s actions or can form a
basis for the control of trade secrets.

Policy Types

When we refer to specific polices rather than a group “policy,” we generally
refer to those policies that are distinct from the standards, procedures, and
guidelines. As you can see from the policy hierarchy chart in Figure 1.3, poli-
cies are considered the first and highest level of documentation, from which
the lower level elements of standards, procedures, and guidelines flow. This
order, however, does not mean that policies are more important than the lower
elements. These higher-level policies, which are the more general policies and
statements, should be created first in the process for strategic reasons, and
then the more tactical elements can follow.

Senior Management Statement of Policy. The first policy of any policy
creation process is the Senior Management Statement of Policy. This is a
general, high-level statement of a policy that contains the following
elements:
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Senior Management Statement of Policy

General Organizational Policies

Functional Policies

Mandatory Standards Baselines

Recommended Guidelines

Detailed Procedures

Figure 1.3 Policy hierarchy.

m An acknowledgment of the importance of the computing resources to
the business model

m A statement of support for information security throughout the
enterprise

m A commitment to authorize and manage the definition of the lower-
level standards, procedures, and guidelines

Regulatory. Regulatory policies are security policies that an organization
must implement due to compliance, regulation, or other legal require-
ments. These companies might be financial institutions, public utilities,
or some other type of organization that operates in the public interest.
These policies are usually very detailed and are specific to the industry
in which the organization operates.

Regulatory polices commonly have two main purposes:

1. To ensure that an organization is following the standard procedures or
base practices of operation in its specific industry
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SENIOR MANAGEMENT COMMITMENT

Fundamentally important to any security program’s success is the senior
management’s high-level statement of commitment to the information security
policy process and a senior management’s understanding of how important
security controls and protections are to the enterprise’s continuity. Senior
management must be aware of the importance of security implementation to
preserve the organization’s viability (and for their own “due care” protection)
and must publicly support that process throughout the enterprise.

2. To give an organization the confidence that it is following the standard
and accepted industry policy

Advisory. Advisory policies are security polices that are not mandated to
be followed but are strongly suggested, perhaps with serious conse-
quences defined for failure to follow them (such as termination, a job
action warning, and so forth). A company with such policies wants most
employees to consider these policies mandatory. Most policies fall under
this broad category.

These policies can have many exclusions or application levels. Thus, these
policies can control some employees more than others, according to their
roles and responsibilities within that organization. For example, a policy
that requires a certain procedure for transaction processing might allow
for an alternative procedure under certain, specified conditions.

Informative. Informative policies are policies that exist simply to inform
the reader. There are no implied or specified requirements, and the
audience for this information could be certain internal (within the
organization) or external parties. This does not mean that the policies are
authorized for public consumption, but that they are general enough to
be distributed to external parties (vendors accessing an extranet, for
example) without a loss of confidentiality.

Penalties might be defined for the failure to follow a policy, however, such
as the failure to follow a defined authorization procedure without
stating what that policy is and then referring the reader to another more
detailed and confidential policy.

Standards, Guidelines, and Procedures

The next level down from policies is the three elements of policy implementa-
tion: standards, guidelines, and procedures. These three elements contain the
actual details of the policy, such as how they should be implemented and what
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standards and procedures should be used. They are published throughout the
organization via manuals, the intranet, handbooks, or awareness classes.

It is important to know that standards, guidelines, and procedures are sepa-
rate yet linked documents from the general polices (especially the senior-level
statement). Unfortunately, companies will often create one document that sat-
isfies the needs of all of these elements. This situation is not good. There are a
few good reasons why they should be kept separate:

m Fach of these elements serves a different function and focuses on a
different audience. Also, physical distribution of the policies is easier.

m Security controls for confidentiality are different for each policy type.
For example, a high-level security statement might need to be available
to investors, but the procedures for changing passwords should not be
available to anyone who is not authorized to perform the task.

m Updating and maintaining the policy is much more difficult when all
the policies are combined into one voluminous document. Mergers,
routine maintenance, and infrastructure changes all require that the
policies be routinely updated. A modular approach to a policy
document will keep the revision time and costs down.

Standards. Standards specify the use of specific technologies in a uniform
way. This standardization of operating procedures can be a benefit to an
organization by specifying the uniform methodologies to be used for the
security controls. Standards are usually compulsory and are implemented
throughout an organization for uniformity.

Guidelines. Guidelines are similar to standards—they refer to the
methodologies of securing systems, but they are recommended
actions only and are not compulsory. Guidelines are more flexible
than standards and take into consideration the varying nature of the
information systems. Guidelines can be used to specify the way
standards should be developed, for example, or to guarantee the
adherence to general security principles. The Rainbow Series described
in Appendix B, and the Common Criteria discussed in Appendix G, are
considered guidelines.

Procedures. Procedures embody the detailed steps that are followed to
perform a specific task. Procedures are the detailed actions that
personnel must follow. They are considered the lowest level in the policy
chain. Their purpose is to provide the detailed steps for implementing
the policies, standards, and guidelines previously created. Practices is
also a term that is frequently used in reference to procedures.
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Baselines. We mention baselines here because they are similar to standards,
yet are a little different. Once a consistent set of baselines has been
created, we can design the security architecture of an organization and
develop standards. Baselines take into consideration the difference
between various operating systems, for example, to assure that the
security is being uniformly implemented throughout the enterprise.

If adopted by the organization, baselines are compulsory.

Roles and Responsibilities

The phrase “roles and responsibilities” pops up quite frequently in InfoSec.
InfoSec controls are often defined by the job or role an employee plays in an
organization. Each of these roles has data security rights and responsibilities.
Roles and responsibilities are central to the “separation of duties” concept—
the concept that security is enhanced through the division of responsibilities
in the production cycle. It is important that individual roles and responsibili-
ties are clearly communicated and understood (see Table 1.2).

We discuss these concepts briefly here:

Senior Management. Executive or senior-level management is assigned
the overall responsibility for the security of information. Senior manage-
ment might delegate the function of security, but they are viewed as the
end of the food chain when liability is concerned.

Information Systems Security Professionals. Information systems
security professionals are delegated the responsibility for implementing
and maintaining security by the senior-level management. Their duties

Table 1.2 Roles and Responsibilities

ROLE DESCRIPTION

Senior Manager Has the ultimate responsibility for security
InfoSec Officer Has the functional responsibility for security
Owner Determines the data classification
Custodian Preserves the information’s CIA
User/Operator Performs IAW the stated policies

Auditor Examines security
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include the design, implementation, management, and review of the
organization’s security policy, standards, guidelines, and procedures.

Data Owners. As we previously discussed in the section titled
“Information Classification Roles,” data owners are primarily
responsible for determining the data’s sensitivity or classification levels.
They can also be responsible for maintaining the information’s accuracy
and integrity.

Users. As we previously discussed in the section titled “Information
Classification Roles,” users are responsible for following the procedures
set out in the organization’s security policy during the course of their
normal daily tasks.

Information Systems Auditors. Information systems auditors are
responsible for providing reports to the senior management on the
effectiveness of the security controls by conducting regular, independent
audits. They also examine whether the security policies, standards,
guidelines, and procedures effectively comply with the company’s
stated security objectives.

Risk Management

A major component of InfoSec is Risk Management (RM). RM’s main function
is to mitigate risk. Mitigating risk means to reduce the risk until it reaches a
level that is acceptable to an organization. We can define RM as the identifica-
tion, analysis, control, and minimization of loss that is associated with events.

The identification of risk to an organization entails defining the following

basic elements:

m The actual threat
m The possible consequences of the realized threat
m The probable frequency of the occurrence of a threat

m The extent of how confident we are that the threat will happen

Many formulas and processes are designed to help provide some certainty

when answering these questions. We should point out, however, that because
life and nature are constantly evolving and changing, we cannot consider
every possibility. RM tries as much as possible to see the future and to lower
the possibility of threats impacting a company.

IETYI3 mitigating Risk

It's important to remember that the risk to an enterprise—can never be
totally eliminated—that would entail ceasing operations. Risk Mitigation means
finding out what level of risk the enterprise can safely tolerate and still
continue to function effectively.
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Principles of Risk Management

The RM task process has several elements, primarily including the following;:

m Performing a Risk Analysis, including the cost-benefit analysis of
protections

m Implementing, reviewing, and maintaining protections

To enable this process, you will need to determine some properties of the vari-
ous elements, such as the value of assets, threats, and vulnerabilities and the like-
lihood of events. A primary part of the RM process is assigning values to threats
and estimating how often (or how likely) that threat will occur. To perform this
task, several formulas and terms have been developed, and the CISSP candidate
must fully understand them. The terms and definitions listed in the following sec-
tion are ranked in the order that they are defined during the Risk Analysis (RA).

The Purpose of Risk Analysis

The main purpose of performing a Risk Analysis is to quantify the impact of
potential threats—to put a price or value on the cost of a lost business func-
tionality. The two main results of an RA—the identification of risks and the
cost/benefit justification of the countermeasures—are vitally important to the
creation of a risk mitigation strategy.

There are several benefits to performing an RA. It creates a clear cost-to-
value ratio for security protections. It also influences the decision-making
process dealing with hardware configuration and software systems design. In
addition, it also helps a company focus its security resources where they are
needed most. Furthermore, it can influence planning and construction deci-
sions, such as site selection and building design.

Terms and Definitions
The following are RA terms that the CISSP candidate will need to know:

Asset. An asset is a resource, process, product, computing infrastructure,
and so forth that an organization has determined must be protected. The
loss of the asset could affect C.I.A., confidentiality, integrity, or
availability or have an overall effect, or it could have a discrete dollar
value—tangible or intangible. It could also affect the full ability of an
organization to continue in business. The value of an asset is composed
of all of the elements that are related to that asset—its creation,
development, support, replacement, public credibility, considered costs,
and ownership values.

Threat. Simply put, the presence of any potential event that causes an
undesirable impact on the organization is called a threat. As we will
discuss in the Operations Domain, a threat could be man-made or natural
and have a small or large effect on a company’s security or viability.
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Vulnerability. The absence or weakness of a safeguard constitutes a
vulnerability. A minor threat has the potential to become a greater threat,
or a more frequent threat, because of a vulnerability. Think of a
vulnerability as the threat that gets through a safeguard into the system.
Combined with the terms asset and threat, vulnerability is the third part
of an element that is called a triple in risk management.

Safeguard. A safequard is the control or countermeasure employed to
reduce the risk associated with a specific threat or group of threats.

Exposure Factor (EF). The EF represents the percentage of loss that a
realized threat event would have on a specific asset. This value is
necessary to compute the Single Loss Expectancy (SLE), which in turn is
necessary to compute the Annualized Loss Expectancy (ALE). The EF can
be a small percentage, such as the effect of a loss of some hardware, or a
very large percentage, such as the catastrophic loss of all computing
resources.

Single Loss Expectancy (SLE). An SLE is the dollar figure that is assigned
to a single event. It represents an organization’s loss from a single threat
and is derived from the following formula:

Asset Value ($) X Exposure Factor (EF) = SLE

For example, an asset valued at $100,000 that is subjected to an exposure
factor of 30 percent would yield an SLE of $30,000. While this figure is
primarily defined in order to create the Annualized Loss Expectancy
(ALE), it is occasionally used by itself to describe a disastrous event for a
Business Impact Assessment (BIA).

Annualized Rate of Occurrence (ARO). The ARO is a number that
represents the estimated frequency with which a threat is expected to
occur. The range for this value can be from 0.0 (never) to a large number
(for minor threats, such as misspellings of names in data entry). How
this number is derived can be very complicated. It is usually created
based upon the likelihood of the event and the number of employees
that could make that error occur. The loss incurred by this event is not a
concern here, only how often it does occur.

For example, a meteorite damaging the data center could be estimated to
occur only once every 100,000 years and will have an ARO of .00001. In
contrast, 100 data entry operators attempting an unauthorized access
attempt could be estimated at six times a year per operator and will
have an ARO of 600.

Annualized Loss Expectancy (ALE). The ALE, a dollar value, is derived
from the following formula:

Single Loss Expectancy (SLE) X Annualized Rate of Occurrence (ARO) = ALE
In other words, an ALE is the annually expected financial loss to an
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Table 1.3 Risk Analysis Formulas

N P { H R IV

Exposure Factor (EF) Percentage of asset loss caused by threat
Single Loss Expectancy (SLE) Asset Value x Exposure Factor (EF)
Annualized Rate of Occurrence (ARO) Frequency of threat occurrence per year
Annualized Loss Expectancy (ALE) Single Loss Expectancy (SLE) x Annual-

ized Rate of Occurrence (ARO)

organization from a threat. For example, a threat with a dollar value of
$100,000 (SLE) that is expected to happen only once in 1,000 years (ARO
of .001) will result in an ALE of $100. This example helps to provide a
more reliable cost-benefit analysis. Remember that the SLE is derived
from the asset value and the Exposure Factor (EF). Table 1.3 shows these
formulas.

Overview of Risk Analysis

We now discuss the four basic elements of the Risk Analysis process:

1. Quantitative Risk Analysis
2. Qualitative Risk Analysis
3. Asset Valuation Process

4. Safeguard Selection

Quantitative Risk Analysis

The difference between quantitative and qualitative RA is fairly simple: Quan-
titative RA attempts to assign independently objective numeric values (hard
dollars, for example) to the components of the risk assessment and to the
assessment of potential losses. Qualitative RA addresses more intangible val-
ues of a data loss and focuses on the other issues, rather than on the pure, hard
costs.

When all elements (asset value, impact, threat frequency, safeguard effec-
tiveness, safeguard costs, uncertainty, and probability) are measured, rated,
and assigned values, the process is considered to be fully quantitative. Fully
quantitative risk analysis is not possible, however, because qualitative mea-
sures must be applied. Thus, you should be aware that just because the figures
look hard on paper does not mean it is possible to foretell the future with any
certainty.

A quantitative risk analysis process is a major project, and as such it
requires a project or program manager to manage the main elements of the
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analysis. A major part of the initial planning for the quantitative RA is the esti-
mation of the time required to perform the analysis. In addition, you must also
create a detailed process plan and assign roles to the RA team.

Preliminary Security Examination (PSE). A PSE is often conducted before
the actual quantitative RA. The PSE helps to gather the elements that you will
need when the actual RA takes place. A PSE also helps to focus an RA. Ele-
ments that are defined during this phase include asset costs and values, a list-
ing of various threats to an organization (in terms of threats to both the
personnel and the environment), and documentation of the existing security
measures. The PSE is normally then subject to a review by an organization’s
management before the RA begins.

Risk Analysis Steps

The three primary steps in performing a risk analysis are similar to the steps in
performing a Business Impact Assessment (see Chapter 6, “Operations Secu-
rity”). A risk analysis is commonly much more comprehensive, however, and
is designed to be used to quantify complicated, multiple-risk scenarios.

The three primary steps are as follows:

1. Estimate the potential losses to assets by determining their value.
2. Analyze potential threats to the assets.
3. Define the Annualized Loss Expectancy (ALE).

Estimate Potential Losses

To estimate the potential losses incurred during the realization of a threat, the
assets must be valued by commonly using some sort of standard asset valua-
tion process (we describe this task in more detail later). This process results in
an assignment of an asset’s financial value by performing the EF and the SLE
calculations.

AUTOMATED RISK ANALYSIS PRODUCTS

There are several good automated risk analysis products on the market. The
main objectives of these products is to minimize the manual effort that you
must expend to create the risk analysis and to provide a company with the
capability to forecast its expected losses quickly with different input variations.
The creation of a database during an initial automated process enables the
operator to rerun the analysis by using different parameters to create a what-if
scenario. These products enable the users to perform calculations quickly in
order to estimate future expected losses, thereby determining the benefit of
their implemented safeguards.
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Analyze Potential Threats

Here, we determine what the threats are and how likely and often they are to
occur. To define the threats, we must also understand the asset’s vulnerabili-
ties and perform an ARO calculation for the threat and vulnerabilities.

All types of threats should be considered in this section, no matter whether
they seem likely or not. It might be helpful to organize the threat listing into
the types of threats by source or by their expected magnitude. In fact, some
organizations can provide statistics on the frequency of various threats that
occur in your area. In addition, the other domains of InfoSec discussed in this
book have several varied listings of the categories of threats.

Some of the following categories of threats could be included in this section:

Data Classification. Data aggregation or concentration that results in data
inference, covert channel manipulation, a malicious code/virus/Trojan
horse/worm/logic bomb, or a concentration of responsibilities (lack of
separation of duties).

Information Warfare. Technology-oriented terrorism, malicious code or
logic, or emanation interception for military or economic espionage.

Personnel. Unauthorized or uncontrolled system access, the misuse of
technology by authorized users, tampering by disgruntled employees,
or falsified data input.

Application/Operational. An ineffective security application that results in
procedural errors or incorrect data entry.

Criminal. Physical destruction or vandalism, the theft of assets or
information, organized insider theft, armed robbery, or physical harm to
personnel.

Environmental. Utility failure, service outage, natural disasters, or
neighboring hazards.

Computer Infrastructure. Hardware/equipment failure, program errors,
operating system flaws, or a communications system failure.

Delayed Processing. Reduced productivity or a delayed funds collection
that results in reduced income, increased expenses, or late charges.

Define the Annualized Loss Expectancy (ALE)

Once we have determined the SLE and ARO, we can estimate the ALE by
using the formula that we previously described.

Results

After performing the Risk Analysis, the final results should contain the fol-
lowing;:
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m Valuations of the critical assets in hard costs
m A detailed listing of significant threats
m Each threat’s likelihood and possible occurrence rate

m [ oss potential by a threat—the dollar impact that the threat will have
on an asset

m Recommended remedial measures and safeguards or countermeasures

Remedies

There are three generic remedies to risk that might take the form of either one
or a combination of the following three:

Risk Reduction. Taking measures to alter or improve the risk position of
an asset throughout the company.

Risk Transference. Assigning or transferring the potential cost of a loss to
another party (like an insurance company).

Risk Acceptance. Accepting the level of loss that will occur and absorbing
that loss.

The remedy chosen will usually be the one that results in the greatest risk
reduction while retaining the lowest annual cost necessary to maintain a com-

pany.

Qualitative Risk Analysis

As we mentioned previously, a qualitative RA does not attempt to assign hard
and fast costs to the elements of the loss. It is more scenario-oriented, and as
opposed to a quantitative RA, a purely qualitative risk analysis is possible.
Threat frequency and impact data are required to do a qualitative RA, however.

In a qualitative risk assessment, the seriousness of threats and the relative
sensitivity of the assets are given a ranking, or qualitative grading, by using a
scenario approach and creating an exposure rating scale for each scenario.

During a scenario description, we match various threats to identified assets.
A scenario describes the type of threat and the potential loss to which assets
and selects the safeguards to mitigate the risk.

Qualitative Scenario Procedure

After the threat listing has been created, the assets for protection have been
defined, and an exposure level rating is assigned, the qualitative risk assess-
ment scenario begins. See Table 1.4 for a simple exposure rating scale.

The procedures in performing the scenario are as follows:

M A scenario is written that addresses each major threat.

m The scenario is reviewed by business unit managers for a reality check.
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Table 1.4 Simple Exposure Rating Level Scale

Blank or 0 No measurable loss
1 20% loss

2 40% loss

3 60% loss

4 80% loss

5 100% loss

m The RA team recommends and evaluates the various safeguards for
each threat.

m The RA team works through each finalized scenario by using a threat,
asset, and safeguard.

m The team prepares their findings and submits them to management.

After the scenarios have all been played out and the findings are published,
management must implement the safeguards that were selected as being
acceptable and begin to seek alternatives for the safeguards that did not work.

Asset Valuation Process

There are several elements of a process that determine the value of an asset. Both
quantitative and qualitative RA (and Business Impact Assessment) procedures
require a valuation made of the asset’s worth to the organization. This valuation
is a fundamental step in all security auditing methodologies. A common univer-
sal mistake made by organizations is not accurately identifying the information’s
value before implementing the security controls. This situation often results in a
control that either is ill suited for asset protection, not financially effective, or pro-
tective of the wrong asset. Table 1.5 discusses quantitative versus qualitative RA.

Reasons for Determining the Value of an Asset

Here are some additional reasons to define the cost or value that we previ-
ously described:

m The asset valuation is necessary to perform the cost-benefit analysis.
m The asset’s value might be necessary for insurance reasons.
m The asset’s value supports safeguard selection decisions.

m The asset valuation might be necessary to satisfy “due care” and
prevent negligence and legal liability.
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Table 1.5 Quantitative versus Qualitative RA

Cost/benefit analysis Yes No
Financial hard costs Yes No
Can be automated Yes No
Guesswork involved Low High
Complex calculations Yes No
Volume of information required High Low
Time/work involved High Low
Ease of communication High Low

Elements that Determine the Value of an Asset

Three basic elements determine an information asset’s value:

1. The initial and ongoing cost (to an organization) of purchasing,
licensing, developing, and supporting the information asset

2. The asset’s value to the organization’s production operations, research
and development, and business model viability

3. The asset’s value established in the external marketplace and the
estimated value of the intellectual property (trade secrets, patents,
copyrights, and so forth)

Safeguard Selection Criteria

Once the risk analysis has been completed, safeguards and countermeasures
must be researched and recommended. There are several standard principles
that are used in the selection of safeguards to ensure that a safeguard is prop-
erly matched to a threat and to ensure that a safeguard most efficiently imple-
ments the necessary controls. Important criteria must be examined before
selecting an effective countermeasure.

Cost-Benefit Analysis

The number one safeguard selection criteria is the cost effectiveness of the
control to be implemented, which is derived through the process of the cost-
benefit analysis. To determine the total cost of the safeguard, many elements
need to be considered (including the following):

m The purchase, development, and/or licensing costs of the safeguard
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m The physical installation costs and the disruption to normal production
during the installation and testing of the safeguard

m Normal operating costs, resource allocation, and maintenance/repair costs

The simplest calculation to compute a cost-benefit for a given safeguard is
as follows:

(ALE before safeguard implementation) — (ALE after safeguard implemen-
tation) — (annual safeguard cost) = value of safeguard to the organization

For example, if an ALE of a threat has been determined to be $10,000, the
ALE after the safeguard implementation is $1,000, and the annual cost to oper-
ate the safeguard totals $500, then the value of a given safeguard is thought to
be $8,500 annually. This amount is then compared against the startup costs,
and the benefit or lack of benefit is determined.

This value can be derived for a single safeguard or can be derived for a collec-
tion of safeguards though a series of complex calculations. In addition to the
financial cost-benefit ratio, other factors can influence the decision of whether to
implement a specific security safeguard. For example, an organization is exposed
to legal liability if the cost to implement a safeguard is less than the cost resulting
from the threat realized and the organization does not implement the safeguard.

Level of Manual Operations

The amount of manual intervention required to operate the safeguard is also a
factor in the choice of a safeguard. In case after case, vulnerabilities are created
due to human error or an inconsistency in application. In fact, automated sys-
tems require fail-safe defaults to allow for manual shutdown capability in case
a vulnerability occurs. The more automated a process, the more sustainable
and reliable that process will be.

In addition, a safeguard should not be too difficult to operate, and it should
not unreasonably interfere with the normal operations of production. These
characteristics are vital for the acceptance of the control by operating person-
nel and for acquiring the all-important management support required for the
safeguard to succeed.

Auditability and Accountability Features

The safeguard must allow for the inclusion of auditing and accounting func-
tions. The safeguard must also have the capability for auditors to audit and
test it, and its accountability must be implemented to effectively track each
individual who accesses the countermeasure or its features.

Recovery Ability

The safeguard’s countermeasure should be evaluated with regard to its func-
tioning state after activation or reset. During and after a reset condition, the
safeguard must provide the following:
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BACK DOORS

A back door, maintenance hook, or trap door is a programming element that
gives application maintenance programmers access to the internals of the
application, thereby bypassing the normal security controls of the application.
While this function is valuable for the support and maintenance of a program,
the security practitioner must be aware of these doors and provide a means of
control and accountability during their use.

m No asset destruction during activation or reset
m No covert channel access to or through the control during reset
m No security loss or increase in exposure after activation or reset

m Defaults to a state that does not give any operator access or rights until
the controls are fully operational

Vendor Relations

The credibility, reliability, and past performance of the safeguard vendor must
be examined. In addition, the openness (open source) of the application pro-
gramming should also be known in order to avoid any design secrecy that pre-
vents later modifications or allows unknown application to have a back door
into the system. Vendor support and documentation should also be considered.

Security Awareness

Although this section is our last for this chapter, it is not the least important.
Security awareness is often an overlooked element of security management,
because most of a security practitioner’s time is spent on controls, intrusion
detection, risk assessment, and proactively or reactively administering security.

It should not be that way, however. People are often the weakest link in a
security chain because they are not trained or generally aware of what security
is all about. Employees must understand how their actions, even seemingly
insignificant actions, can greatly impact the overall security position of an
organization.

Employees must be aware of the need to secure information and to protect
the information assets of an enterprise. Operators need training in the skills
that are required to fulfill their job functions securely, and security practition-
ers need training to implement and maintain the necessary security controls.

All employees need education in the basic concepts of security and its ben-
efits to an organization. The benefits of the three pillars of security awareness
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training—awareness, training, and education—will manifest themselves
through an improvement in the behavior and attitudes of personnel and
through a significant improvement in an enterprise’s security.

Awareness

As opposed to training, security awareness refers to the general, collective
awareness of an organization’s personnel of the importance of security and
security controls. In addition to the benefits and objectives we previously
mentioned, security awareness programs also have the following benefits:

m Make a measurable reduction in the unauthorized actions attempted by
personnel.

m Significantly increase the effectiveness of the protection controls.

m Help to avoid the fraud, waste, and abuse of computing resources.

Personnel are considered “security aware” when they clearly understand
the need for security, how security impacts viability and the bottom line, and
the daily risks to computing resources.

It is important to have periodic awareness sessions to orient new employees
and refresh senior employees. The material should always be direct, simple,
and clear. It should be fairly motivational and should not contain a lot of
techno-jargon, and you should convey it in a style that the audience easily
understands. The material should show how the security interests of the orga-
nization parallel the interest of the audience and how they are important to
the security protections.

Let’s list a few ways that security awareness can be improved within an
organization, and without a lot expense or resource drain:

Live/interactive presentations. Lectures, videos, and computer-based
training (CBT).

Publishing/distribution. Posters, company newsletters, bulletins, and the
intranet.

Incentives. Awards and recognition for security-related achievement.

Reminders. Login banner messages and marketing paraphernalia such as
mugs, pens, sticky notes, and mouse pads.

One caveat here: It is possible to oversell security awareness and to inun-
date personnel with a constant barrage of reminders. This will most likely
have the effect of turning off their attention. It is important to find the right
balance of selling security awareness. An awareness program should be cre-
ative and frequently altered to stay fresh.
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Training and Education

Training is different from awareness in that it utilizes specific classroom or
one-on-one training. The following types of training are related to InfoSec:

m Security-related job training for operators and specific users

m Awareness training for specific departments or personnel groups with
security-sensitive positions

m Technical security training for IT support personnel and system
administrators

m Advanced InfoSec training for security practitioners and information
systems auditors

M Security training for senior managers, functional managers, and
business unit managers

In-depth training and education for systems personnel, auditors, and secu-
rity professionals is very important and is considered necessary for career
development. In addition, specific product training for security software and
hardware is also vital to the protection of the enterprise.

A good starting point for defining a security training program could be the
topics of policies, standards, guidelines, and procedures that are in use at an
organization. A discussion of the possible environmental or natural hazards or
a discussion of the recent common security errors or incidents—without blam-
ing anyone publicly—could work. Motivating the students is always the
prime directive of any training, and their understanding of the value of the
security’s impact to the bottom line is also vital. A common training technique
is to create hypothetical security vulnerability scenarios and to get the stu-
dents’ input on the possible solutions or outcomes.

THE NEED FOR USER SECURITY TRAINING

All personnel using a system should have some kind of security training that is
either specific to the controls employed or general security concepts. Training is
especially important for those users who are handling sensitive or critical data.
The advent of the microcomputer and distributed computing has created an
opportunity for the serious failures of confidentiality, integrity, and availability.
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Sample Questions

You can find the answers to the following questions in Appendix H.

1. Which formula accurately represents an Annualized Loss Expectancy
(ALE) calculation?

a. SLE X ARO
b. Asset Value (AV) X EF
c. ARO X EF -SLE
d. % of ARO X AV
2. What is an ARO?
a. A dollar figure assigned to a single event
b. The annual expected financial loss to an organization from a threat

c. Anumber that represents the estimated frequency of an occurrence
of an expected threat

d. The percentage of loss that a realized threat event would have on a
specific asset

3. Which choice MOST accurately describes the difference between the
role of a data owner versus the role of a data custodian?

a. The custodian implements the information classification scheme
after the initial assignment by the owner.

b. The data owner implements the information classification scheme
after the initial assignment by the custodian.

c. The custodian makes the initial information classification assign-
ments, and the operations manager implements the scheme.

d. The custodian implements the information classification scheme
after the initial assignment by the operations manager.

4. Which choice is NOT an accurate description of C.I.A.?
a. C stands for confidentiality.
b. I stands for integrity.
c. A stands for availability.
d. A stands for authorization.

5. Which group represents the MOST likely source of an asset loss through
inappropriate computer use?

a. Crackers
b. Hackers



30 The CISSP Prep Guide: Gold Edition

c. Employees
d. Saboteurs

6. Which choice is the BEST description of authentication as opposed to
authorization?

a. The means by which a user provides a claim of his or her identity to
a system

b. The testing or reconciliation of evidence of a user’s identity

c. A system’s capability to determine the actions and behavior of a sin-
gle individual within a system

d. The rights and permissions granted to an individual to access a com-
puter resource

7. What is a non-compulsory recommendation on how to achieve compli-
ance with published standards called?

a. Procedures
b. Policies

¢. Guidelines
d. Standards

8. Place the following four information classification levels in their proper
order, from the least-sensitive classification to the most sensitive:

_____a. SBU
_b. Top secret
c. Unclassified
_d. Secret
9. How is an SLE derived?

a. (Cost — benefit) X (% of Asset Value)
b. AV X EF
c. ARO X EF
d. % of AV —implementation cost

10. What are the detailed instructions on how to perform or implement a
control called?

a. Procedures
b. Policies
c. Guidelines
d. Standards
11. What is the BEST description of risk reduction?
a. Altering elements of the enterprise in response to a risk analysis

b. Removing all risk to the enterprise at any cost
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12.

13.

14.

15.

16.

17.

c. Assigning any costs associated with risk to a third party
d. Assuming all costs associated with the risk internally

Which choice MOST accurately describes the differences between stan-
dards, guidelines, and procedures?

a. Standards are recommended policies, and guidelines are mandatory poli-
cies.

b. Procedures are step-by-step recommendations for complying with
mandatory guidelines.

c. Procedures are the general recommendations for compliance with
mandatory guidelines.

d. Procedures are step-by-step instructions for compliance with
mandatory standards.

A purpose of a security awareness program is to improve:
a. The security of vendor relations
b. The performance of a company’s intranet
c. The possibility for career advancement of the IT staff
d. The company’s attitude about safeguarding data
What is the MOST accurate definition of a safeguard?
a. A guideline for policy recommendations
b. A step-by-step instructional procedure
c. A control designed to counteract a threat
d. A control designed to counteract an asset
What does an Exposure Factor (EF) describe?
a. A dollar figure that is assigned to a single event

b. A number that represents the estimated frequency of the occurrence
of an expected threat

c. The percentage of loss that a realized threat event would have on a
specific asset

d. The annual expected financial loss to an organization from a threat

Which choice would be an example of a cost-effective way to enhance
security awareness in an organization?

a. Train every employee in advanced InfoSec.
b. Create an award or recognition program for employees.
c. Calculate the cost-benefit ratio of the asset valuations for a risk analysis.
d. Train only managers in implementing InfoSec controls.
What is the prime directive of Risk Management?
a. Reduce the risk to a tolerable level.

b. Reduce all risk regardless of cost.
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18.

19.

20.

21.

c. Transfer any risk to external third parties.

d. Prosecute any employees that are violating published security poli-
cies.

Which choice MOST closely depicts the difference between qualitative
and quantitative risk analysis?

a. A quantitative RA does not use the hard costs of losses, and a quali-
tative RA does.

b. A quantitative RA uses less guesswork than a qualitative RA.
c. A qualitative RA uses many complex calculations.
d. A quantitative RA cannot be automated.
Which choice is NOT a good criterion for selecting a safeguard?
a. The ability to recover from a reset with the permissions set to “allow all”
b. Comparing the potential dollar loss of an asset to the cost of a safeguard
c. The ability to recover from a reset without damaging the asset
d. Accountability features for tracking and identifying operators

Which policy type is MOST likely to contain mandatory or compulsory
standards?

a. Guidelines
b. Advisory
c. Regulatory
d. Informative
What are high-level policies?
a. They are recommendations for procedural controls.

b. They are the instructions on how to perform a Quantitative Risk
Analysis.

c. They are statements that indicate a senior management’s intention
to support InfoSec.

d. They are step-by-step procedures to implement a safeguard.
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Bonus Questions

You can find the answers to the following questions in Appendix H.

1. Place the general information classification procedures below in their
proper order:

__ a. Classify the data.

——Db. Specify the controls.

___c. Specity the classification criteria.

_d. Publicize awareness of the classification controls.

2. Which choice below is NOT considered an information classification
role?

a. Data owner

b. Data custodian
c. Data alterer

d. Data user

. Which choice below is NOT an example of the appropriate external dis-
tribution of classified information?

a. Compliance with a court order

b. Upon senior-level approval after a confidentiality agreement

c. IAW contract procurement agreements for a government project
d. To influence the value of the company’s stock price

. Which choice below is usually the number one-used criterion to deter-
mine the classification of an information object?

a. Value
b. Useful life
c. Age
d. Personal association

. Which choice below is the BEST description of a vulnerability?
a. A weakness in a system that could be exploited
b. A company resource that could be lost due to an incident
¢. The minimization of loss associated with an incident
d. A potential incident that could cause harm

. Which choice below is NOT a common result of a risk analysis?
a. A detailed listing of relevant threats

b. Valuations of critical assets
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c. Likelihood of a potential threat
d. Definition of business recovery roles
7. Which choice below is the BEST definition of advisory policies?
a. Nonmandated policies, but strongly suggested
b. Policies implemented for compliance reasons
c. Policies implemented due to public regulation
d. Mandatory policies implemented as a consequence of legal action
8. Which statement below BEST describes the primary purpose of risk
analysis?
a. To create a clear cost-to-value ratio for implementing security controls
b. To influence the system design process
c. To influence site selection decisions
d. To quantify the impact of potential threats
9. Put the following steps in the qualitative scenario procedure in order:

a. The team prepares its findings and presents them to manage-
ment.

b. A scenario is written to address each identified threat.
c. Business unit managers review the scenario for a reality check.

d. The team works through each scenario by using a threat, asset,
and safeguard.

10. Which statement below is NOT correct about safeguard selection in the
risk analysis process?
a. Maintenance costs need to be included in determining the total cost
of the safeguard.

b. The best possible safeguard should always be implemented, regard-
less of cost.

c. The most commonly considered criteria is the cost effectiveness of
the safeguard.

d. Many elements need to be considered in determining the total cost
of the safeguard.
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Advanced Sample Questions

You can find the answers to the following questions in Appendix I.

These questions are supplemental to and coordinated with Chapter 1 and
are at a level on par with that of the CISSP examination.

We assume that the reader has a basic knowledge of the material contained
in Chapter 1. In the security management questions areas, we will discuss
data classification, security awareness, risk analysis, information system poli-
cies, and roles in information protection.

1. Which choice below most accurately reflects the goals of risk mitiga-
tion?
a. Defining the acceptable level of risk the organization can tolerate,
and reducing risk to that level

b. Analyzing and removing all vulnerabilities and threats to security
within the organization

c. Defining the acceptable level of risk the organization can tolerate,
and assigning any costs associated with loss or disruption to a third
party, such as an insurance carrier

d. Analyzing the effects of a business disruption and preparing the
company’s response

2. Which answer below is the BEST description of a Single Loss
Expectancy (SLE)?

a. An algorithm that represents the magnitude of a loss to an asset

from a threat

b. An algorithm that expresses the annual frequency with which a
threat is expected to occur

c. An algorithm used to determine the monetary impact of each occur-
rence of a threat

d. An algorithm that determines the expected annual loss to an organi-
zation from a threat

3. Which choice below is the BEST description of an Annualized Loss
Expectancy (ALE)?

a. The expected risk factor of an annual threat event, derived by multi-
plying the SLE by its ARO
b. An estimate of how often a given threat event may occur annually

c. The percentile of the value of the asset expected to be lost, used to
calculate the SLE

d. A value determined by multiplying the value of the asset by its
exposure factor
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4. Which choice below is NOT an example of appropriate security man-
agement practice?

a. Reviewing access logs for unauthorized behavior

b. Monitoring employee performance in the workplace

c. Researching information on new intrusion exploits

d. Promoting and implementing security awareness programs
5. Which choice below is an accurate statement about standards?

a. Standards are the high-level statements made by senior manage-
ment in support of information systems security.

b. Standards are the first element created in an effective security policy
program.

c. Standards are used to describe how policies will be implemented
within an organization.

d. Standards are senior management’s directives to create a computer
security program.

6. Which choice below is a role of the Information Systems Security Officer?

a. The ISO establishes the overall goals of the organization’s computer
security program.

b. The ISO is responsible for day-to-day security administration.
c. The ISO is responsible for examining systems to see whether they
are meeting stated security requirements.
d. The ISO is responsible for following security procedures and report-
ing security problems.
7. Which statement below is NOT true about security awareness, training,
and educational programs?
a. Awareness and training help users become more accountable for
their actions.
b. Security education assists management in determining who should
be promoted.
c. Security improves the users” awareness of the need to protect infor-
mation resources.
d. Security education assists management in developing the in-house
expertise to manage security programs.
8. Which choice below is NOT an accurate description of an information
policy?
a. Information policy is senior management’s directive to create a com-
puter security program.

b. An information policy could be a decision pertaining to use of the
organization’s fax.
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¢. Information policy is a documentation of computer security decisions.

d. Information policies are created after the system’s infrastructure has
been designed and built.

9. Which choice below MOST accurately describes the organization’s
responsibilities during an unfriendly termination?

a. System access should be removed as quickly as possible after termi-
nation.

b. The employee should be given time to remove whatever files he
needs from the network.

c. Cryptographic keys can remain the employee’s property.
d. Physical removal from the offices would never be necessary.
10. Which choice below is NOT an example of an issue-specific policy?
a. E-mail privacy policy
b. Virus-checking disk policy
c. Defined router ACLs
d. Unfriendly employee termination policy

11. Who has the final responsibility for the preservation of the organiza-
tion’s information?

a. Technology providers
b. Senior management
c. Users

d. Application owners

12. Which choice below is NOT a generally accepted benefit of security
awareness, training, and education?

a. A security awareness program can help operators understand the
value of the information.

b. A security education program can help system administrators recog-
nize unauthorized intrusion attempts.

c. A security awareness and training program will help prevent nat-
ural disasters from occurring.

d. A security awareness and training program can help an organization
reduce the number and severity of errors and omissions.

13. Which choice below is NOT a common information-gathering technique
when performing a risk analysis?

a. Distributing a questionnaire
b. Employing automated risk assessment tools
c. Reviewing existing policy documents

d. Interviewing terminated employees
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14. Which choice below is an incorrect description of a control?

a.

b.
C.

d.

Detective controls discover attacks and trigger preventative or cor-
rective controls.

Corrective controls reduce the likelihood of a deliberate attack.
Corrective controls reduce the effect of an attack.

Controls are the countermeasures for vulnerabilities.

15. Which statement below is accurate about the reasons to implement a
layered security architecture?

a.

d.

Alayered security approach is not necessary when using COTS
products.

A good packet-filtering router will eliminate the need to implement
a layered security architecture.

Alayered security approach is intended to increase the work-factor
for an attacker.

Alayered approach doesn’t really improve the security posture of
the organization.

16. Which choice below represents an application or system demonstrating
a need for a high level of confidentiality protection and controls?

a.

Unavailability of the system could result in inability to meet payroll
obligations and could cause work stoppage and failure of user orga-
nizations to meet critical mission requirements. The system requires
24-hour access.

The application contains proprietary business information and other
financial information, which if disclosed to unauthorized sources,
could cause an unfair advantage for vendors, contractors, or
individuals and could result in financial loss or adverse legal action
to user organizations.

Destruction of the information would require significant
expenditures of time and effort to replace. Although corrupted
information would present an inconvenience to the staff, most
information, and all vital information, is either backed up by paper
documentation or on disk.

The mission of this system is to produce local weather forecast
information that is made available to the news media forecasters
and the general public at all times. None of the information requires
protection against disclosure.
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17.

18.

19.

20.

21.

Which choice below is an accurate statement about the difference
between monitoring and auditing?

a. Monitoring is a one-time event to evaluate security.
b. Asystem audit is an ongoing “real-time” activity that examines a system.
c. A system audit cannot be automated.

d. Monitoring is an ongoing activity that examines either the system or
the users.

Which statement below is accurate about the difference between issue-
specific and system-specific policies?

a. Issue-specific policy is much more technically focused.

b. System-specific policy is much more technically focused.

c. System-specific policy is similar to program policy.

d. Issue-specific policy commonly addresses only one system.

Which statement below MOST accurately describes the difference
between security awareness, security training, and security education?

a. Security training teaches the skills that will help employees to
perform their jobs more securely.

b. Security education is required for all system operators.
c. Security awareness is not necessary for high-level senior executives.
d. Security training is more in depth than security education.

Which choice below BEST describes the difference between the System
Owner and the Information Owner?

a. There is a one-to-one relationship between system owners and
information owners.

b. One system could have multiple information owners.

c. The Information Owner is responsible for defining the system’s
operating parameters.

d. The System Owner is responsible for establishing the rules for
appropriate use of the information.

Which choice below is NOT an accurate statement about an
organization’s incident-handling capability?

a. The organization’s incident-handling capability should be used to
detect and punish senior-level executive wrong-doing.

b. It should be used to prevent future damage from incidents.
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c. It should be used to provide the ability to respond quickly and
effectively to an incident.

d. The organization’s incident-handling capability should be used to
contain and repair damage done from incidents.

22. Place the data classification scheme in order, from the least secure to the

most:
_____a. Sensitive
__b. Public
_____c. Private

d. Confidential

23. Place the five system security life-cycle phases in order:

__a. Implementation phase

____b. Development/acquisition phase
__c. Disposal phase

__d. Operation/maintenance phase

e. Initiation phase

24. How often should an independent review of the security controls be

performed, according to OMB Circular A-130?
a. Every year
b. Every three years
c. Every five years
d. Never

25. Which choice below is NOT one of NIST’s 33 IT security principles?

a. Implement least privilege.
b. Assume that external systems are insecure.
c. Totally eliminate any level of risk.

d. Minimize the system elements to be trusted.

26. Which choice below would NOT be considered an element of proper

user account management?
a. Users should never be rotated out of their current duties.
b. The users” accounts should be reviewed periodically.
c. A process for tracking access authorizations should be implemented.

d. Periodically re-screen personnel in sensitive positions.
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27. Which question below is NOT accurate regarding the process of Risk
Assessment?

a. The likelihood of a threat must be determined as an element of the
risk assessment.

b. The level of impact of a threat must be determined as an element of
the risk assessment.

c. Risk assessment is the first process in the risk management
methodology.

d. Risk assessment is the final result of the risk management
methodology.

28. Which choice below is NOT an accurate statement about the visibility of
IT security policy?

a. The IT security policy should not be afforded high visibility.

b. The IT security policy could be visible through panel discussions
with guest speakers.

c. The IT security policy should be afforded high visibility.

d. Include the IT security policy as a regular topic at staff meetings at
all levels of the organization.

29. According to NIST, which choice below is not an accepted security self-
testing technique?

a. War Dialing

b. Virus Distribution
c. Password Cracking
d. Virus Detection

30. Which choice below is NOT a concern of policy development at the high
level?

a. Identifying the key business resources
b. Identifying the types of firewalls to be used for perimeter security
c. Defining roles in the organization

d. Determining the capability and functionality of each role.







Access Control Systems

The information security professional should be aware of access control
requirements and their means of implementation to ensure a system’s avail-
ability, confidentiality, and integrity. In the world of networked computers,
this professional should understand the use of access control in distributed as
well as centralized architectures.

The professional should also understand the threats, vulnerabilities, and
risks associated with the information system’s infrastructure and the preven-
tive and detective measures that are available to counter them.

Rationale

Controlling access to information systems and associated networks is neces-
sary for the preservation of their confidentiality, integrity, and availability. Con-
fidentiality assures that the information is not disclosed to unauthorized
persons or processes. We address integrity through the following three goals:

1. Prevention of the modification of information by unauthorized users

2. Prevention of the unauthorized or unintentional modification of
information by authorized users

43
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3. Preservation of the internal and external consistency

a. Internal consistency ensures that internal data is consistent. For
example, assume that an internal database holds the number of
units of a particular item in each department of an organization. The
sum of the number of units in each department should equal the
total number of units that the database has recorded internally for
the whole organization.

b. External consistency ensures that the data stored in the database is
consistent with the real world. Using the example previously
discussed in (a), external consistency means that the number of
items recorded in the database for each department is equal to the
number of items that physically exist in that department.

Availability assures that a system’s authorized users have timely and unin-
terrupted access to the information in the system. The additional access con-
trol objectives are reliability and utility.

These and other related objectives flow from the organizational security
policy. This policy is a high-level statement of management intent regarding
the control of access to information and the personnel who are authorized to
receive that information.

Three things that you must consider for the planning and implementation
of access control mechanisms are the threats to the system, the system’s vul-
nerability to these threats, and the risk that the threat might materialize. We
further define these concepts as follows:

Threat. An event or activity that has the potential to cause harm to the
information systems or networks

Vulnerability. A weakness or lack of a safeguard that can be exploited by a
threat, causing harm to the information systems or networks

Risk. The potential for harm or loss to an information system or network;
the probability that a threat will materialize

Controls

Controls are implemented to mitigate risk and reduce the potential for loss.
Controls can be preventive, detective, or corrective. Preventive controls are put in
place to inhibit harmful occurrences; detective controls are established to dis-
cover harmful occurrences; and corrective controls are used to restore systems
that are victims of harmful attacks.

To implement these measures, controls can be administrative, logical or tech-
nical, and physical.
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m Administrative controls include policies and procedures, security
awareness training, background checks, work habit checks, a review of
vacation history, and increased supervision.

m ] ogical or technical controls involve the restriction of access to systems
and the protection of information. Examples of these types of controls
are encryption, smart cards, access control lists, and transmission
protocols.

m Physical controls incorporate guards and building security in general,
such as the locking of doors, the securing of server rooms or laptops,
the protection of cables, the separation of duties, and the backing up of
files.

Controls provide accountability for individuals who are accessing sensitive
information. This accountability is accomplished through access control
mechanisms that require identification and authentication and through the
audit function. These controls must be in accordance with and accurately rep-
resent the organization’s security policy. Assurance procedures ensure that the
control mechanisms correctly implement the security policy for the entire life
cycle of an information system.

In general, a group of processes that share access to the same resources is
called a protection domain.

Models for Controlling Access

Controlling access by a subject (an active entity such as an individual or
process) to an object (a passive entity such as a file) involves setting up access
rules. These rules can be classified into three categories or models:

Mandatory Access Control. The authorization of a subject’s access to an
object depends upon labels, which indicate the subject’s clearance, and the
classification or sensitivity of the object. For example, the military
classifies documents as unclassified, confidential, secret, and top secret.
Similarly, an individual can receive a clearance of confidential, secret, or
top secret and can have access to documents classified at or below his or
her specified clearance level. Thus, an individual with a clearance of
“secret” can have access to secret and confidential documents with a
restriction. This restriction is that the individual must have a need to
know relative to the classified documents involved. Therefore, the
documents must be necessary for that individual to complete an
assigned task. Even if the individual is cleared for a classification level of
information, unless there is a need to know the individual should not
access the information. Rule-based access control is a type of mandatory
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access control because rules determine this access (such as the
correspondence of clearance labels to classification labels), rather than
the identity of the subjects and objects alone.

Discretionary Access Control. The subject has authority, within certain
limitations, to specify what objects are accessible. For example, access
control lists can be used. An access control list (ACL) is a list denoting
which users have what privileges to a particular resource. For example,
a tabular listing would show the subjects or users who have access to the
object, FILE X, and what privileges they have with respect to that file.
An access control triple consists of the user, program, and file with the
corresponding access privileges noted for each user. This type of access
control is used in local, dynamic situations where the subjects must have
the discretion to specify what resources certain users are permitted to
access. When a user within certain limitations has the right to alter the
access control to certain objects, this is termed as user-directed
discretionary access control. An identity-based access control is a type of
discretionary access control based on an individual’s identity. In some
instances, a hybrid approach is used, which combines the features of
user-based and identity-based discretionary access control.

Non-Discretionary Access Control. A central authority determines what
subjects can have access to certain objects based on the organizational
security policy. The access controls might be based on the individual’s
role in the organization (role-based) or the subject’s responsibilities and
duties (task-based). In an organization where there are frequent personnel
changes, non-discretionary access control is useful because the access
controls are based on the individual’s role or title within the
organization. These access controls do not need to be changed whenever
a new person takes over that role. Another type of non-discretionary
access control is lattice-based access control. In this type of control, a
lattice model is applied. In a lattice model, there are pairs of elements
that have the least upper bound of values and greatest lower bound of
values. To apply this concept to access control, the pair of elements is the
subject and object, and the subject has the greatest lower bound and the
least upper bound of access rights to an object.

Access control can also be characterized as context-dependent or content-
dependent. Context-dependent access control is a function of factors such
as location, time of day, and previous access history. It is concerned with
the environment or context of the data. In content-dependent access
control, access is determined by the information contained in the item
being accessed.
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Control Combinations

By combining preventive and detective control types with the administrative,
technical (logical), and physical means of implementation, the following pair-
ings are obtained:

m Preventive/administrative
m Preventive/technical

m Preventive/physical

m Detective/administrative
m Detective/technical

m Detective/physical

Next, we discuss these six pairings and the key elements that are associated
with their control mechanisms.

Preventive/Administrative

In this pairing, we place emphasis on “soft” mechanisms that support the
access control objectives. These mechanisms include organizational policies
and procedures, pre-employment background checks, strict hiring practices,
employment agreements, friendly and unfriendly employee termination pro-
cedures, vacation scheduling, labeling of sensitive materials, increased super-
vision, security awareness training, behavior awareness, and sign-up
procedures to obtain access to information systems and networks.

Preventive/Technical

The preventive/technical pairing uses technology to enforce access control poli-
cies. These technical controls are also known as logical controls and can be built
into the operating system, can be software applications, or can be supplemental
hardware/software units. Some typical preventive/technical controls are proto-
cols, encryption, smart cards, biometrics (for authentication), local and remote
access control software packages, call-back systems, passwords, constrained
user interfaces, menus, shells, database views, limited keypads, and virus scan-
ning software. Protocols, encryption, and smart cards are technical mechanisms for
protecting information and passwords from disclosure. Biometrics apply tech-
nologies such as fingerprint, retina, and iris scans to authenticate individuals
requesting access to resources, and access control software packages manage access
to resources holding information from subjects local to the information system
or from those at remote locations. Callback systems provide access protection by
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calling back the number of a previously authorized location, but this control can
be compromised by call forwarding. Constrained user interfaces limit the func-
tions that a user can select. For example, some functions might be “grayed-out”
on the user menu and cannot be chosen. Shells limit the system-level commands
that an individual or process can use. Database views are mechanisms that
restrict the information that a user can access in a database. Limited keypads have
a small number of keys that the user can select. Thus, the functions that are
intended not to be accessible by the user are not represented on any of the avail-
able keys.

Preventive/Physical

Many preventive/physical measures are intuitive. These measures are
intended to restrict the physical access to areas with systems holding sensitive
information. A circular security perimeter that is under access control defines
the area or zone to be protected. Preventive/physical controls include fences,
badges, multiple doors (a man-trap that consists of two doors physically sepa-
rated so that an individual can be “trapped” in the space between the doors
after entering one of the doors), magnetic card entry systems, biometrics ( for
identification), guards, dogs, environmental control systems (temperature,
humidity, and so forth), and building and access area layout. Preventive/
physical measures also apply to areas that are used for storage of the backup
data files.

Detective/Administrative

Several detective/administrative controls overlap with preventive/adminis-
trative controls because they can be applied for the prevention of future secu-
rity policy violations or to detect existing violations. Examples of such
controls are organizational policies and procedures, background checks, vaca-
tion scheduling, the labeling of sensitive materials, increased supervision,
security awareness training, and behavior awareness. Additional detective/
administrative controls are job rotation, the sharing of responsibilities, and
reviews of audit records.

Detective/Technical

The detective/technical control measures are intended to reveal the violations
of security policy by using technical means. These measures include intrusion
detection systems and automatically generated violation reports from audit
trail information. These reports can indicate variations from “normal” opera-
tion or detect known signatures of unauthorized access episodes. In order to
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limit the amount of audit information flagged and reported by automated vio-
lation analysis and reporting mechanisms, clipping levels can be set. Using clip-
ping levels refers to setting allowable thresholds on a reported activity. For
example, a clipping level of three can be set for reporting failed logon attempts
at a workstation. Thus, three or fewer logon attempts by an individual at a
workstation are not reported as a violation, thus eliminating the need for
reviewing normal logon entry errors.

Due to the importance of the audit information, audit records should be
protected at the highest level of sensitivity in the system.

Detective/Physical

Detective/physical controls usually require a human to evaluate the input from
sensors or cameras to determine whether a real threat exists. Some of these con-
trol types are motion detectors, thermal detectors, and video cameras.

Identification and Authentication

Identification and authentication are the keystones of most access control sys-
tems. Identification is the act of a user professing an identity to a system, usually
in the form of a logon ID to the system. Identification establishes user account-
ability for the actions on the system. Authentication is verification that the user’s
claimed identity is valid, and is usually implemented through a user password
at logon time. Authentication is based on the following three factor types:

Type 1. Something you know, such as a personal identification number
(PIN) or password

Type 2. Something you have, such as an ATM card or smart card

Type 3. Something you are (physically), such as a fingerprint or retina scan

Sometimes a fourth factor, something you do, is added to this list. Some-
thing you do might be typing your name or other phrases on a keyboard. Con-
versely, something you do can be considered something you are.

Two-Factor Authentication refers to the act of requiring two of the three fac-
tors to be used in the authentication process. For example, withdrawing funds
from an ATM machine requires a two-factor authentication in the form of the
ATM card (something you have) and a PIN number (something you know).

Passwords

Passwords can be compromised and must be protected. In the ideal case, a pass-
word should only be used once. This “one-time password” provides maximum
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security because a new password is required for each new logon. A password
that is the same for each logon is called a static password. A password that changes
with each logon is termed a dynamic password. The changing of passwords can
also fall between these two extremes. Passwords can be required to change
monthly, quarterly, or at other intervals, depending on the criticality of the infor-
mation needing protection and the password’s frequency of use. Obviously, the
more times a password is used, the more chance there is of it being compro-
mised. A passphrase is a sequence of characters that is usually longer than the
allotted number for a password. The passphrase is converted into a virtual pass-
word by the system.

Tokens in the form of credit card-sized memory cards or smart cards, or
those resembling small calculators, supply static and dynamic passwords.
These types of tokens are examples of something you have. An ATM card is a
memory card that stores your specific information. Smart cards provide even
more capability by incorporating additional processing power on the card.
The following are the four types of smart cards:

M Static password tokens

m The owner authenticates himself to the token.

m The token authenticates the owner to an information system.
m Synchronous dynamic password tokens

m The token generates a new, unique password value at fixed time intervals
(this password could be the time of day encrypted with a secret key).

m The unique password is entered into a system or workstation along
with an owner’s PIN.

m The authentication entity in a system or workstation knows an
owner’s secret key and PIN, and the entity verifies that the entered
password is valid and that it was entered during the valid time
window.

m Asynchronous dynamic password tokens

m This scheme is similar to the synchronous dynamic password
scheme, except the new password is generated asynchronously and
does not have to fit into a time window for authentication.

m Challenge-response tokens

m A workstation or system generates a random challenge string, and
the owner enters the string into the token along with the proper PIN.

m The token generates a response that is then entered into the
workstation or system.

m The authentication mechanism in the workstation or system then
determines whether the owner should be authenticated.



Access Control Systems

In all these schemes, a front-end authentication device and a back-end
authentication server, which services multiple workstations or the host, can
perform the authentication.

Biometrics

An alternative to using passwords for authentication in logical or technical
access control is biometrics. Biometrics are based on the Type 3 authentication
mechanism: something you are. Biometrics are defined as an automated means of
identifying or authenticating the identity of a living person based on physiological or
behavioral characteristics. In biometrics, identification is a “one-to-many” search
of an individual’s characteristics from a database of stored images. Authenti-
cation in biometrics is a “one-to-one” search to verify a claim to an identity
made by a person. Biometrics is used for identification in physical controls and for
authentication in logical controls.
There are three main performance measures in biometrics:

False Rejection Rate (FRR) or Type I Error. The percentage of valid
subjects that are falsely rejected

False Acceptance Rate (FAR) or Type II Error. The percentage of invalid
subjects that are falsely accepted

Crossover Error Rate (CER). The percent in which the FRR equals the FAR

Almost all types of detection permit a system’s sensitivity to be increased or
decreased during an inspection process. If the system’s sensitivity is
increased, such as in an airport metal detector, the system becomes increas-
ingly selective and has a higher FRR. Conversely, if the sensitivity is
decreased, the FAR will increase. Thus, to have a valid measure of the system
performance, the CER is used. We show these concepts in Figure 2.1.

In addition to the accuracy of the biometric systems, there are other factors
that must also be considered. These factors include the enrollment time, the
throughput rate, and acceptability. Enrollment time is the time that it takes to ini-
tially “register” with a system by providing samples of the biometric charac-
teristic to be evaluated. An acceptable enrollment time is around two minutes.
For example, in fingerprint systems the actual fingerprint is stored and
requires approximately 250KB per finger for a high-quality image. This level
of information is required for one-to-many searches in forensics applications
on very large databases. In finger-scan technology, a full fingerprint is not
stored; rather, the features extracted from this fingerprint are stored by using a
small template that requires approximately 500 to 1,000 bytes of storage. The
original fingerprint cannot be reconstructed from this template. Finger-scan
technology is used for one-to-one verification by using smaller databases.
Updates of the enrollment information might be required because some bio-
metric characteristics, such as voice and signature, might change with time.
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Figure 2.1 Crossover Error Rate (CER).

The throughput rate is the rate at which the system processes and identifies or
authenticates individuals. Acceptable throughput rates are in the range of 10
subjects per minute. Acceptability refers to considerations of privacy, invasive-
ness, and psychological and physical comfort when using the system. For exam-
ple, a concern with retina scanning systems might be the exchange of body
fluids on the eyepiece. Another concern would be the retinal pattern that could
reveal changes in a person’s health, such as diabetes or high blood pressure.

Collected biometric images are stored in an area referred to as a corpus. The
corpus is stored in a database of images. Potential sources of error are the cor-
ruption of images during collection and mislabeling or other transcription
problems associated with the database. Therefore, the image collection
process and storage must be performed carefully with constant checking.
These images are collected during the enrollment process and thus are critical
to the correct operation of the biometric device.

The following are typical biometric characteristics that are used to uniquely
authenticate an individual’s identity:

m Fingerprints
m Retina scans

B Jris scans
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m Facial scans

m Palm scans

m Hand geometry
= Voice

m Handwritten signature dynamics

Single Sign-On (SSO)

Single Sign-On (SSO) addresses the cumbersome situation of logging on multi-
ple times to access different resources. A user must remember numerous pass-
words and IDs and might take shortcuts in creating passwords that might be
open to exploitation. In SSO, a user provides one ID and password per work
session and is automatically logged on to all the required applications. For SSO
security, the passwords should not be stored or transmitted in the clear. SSO
applications can run either on a user’s workstation or on authentication servers.
The advantages of SSO include having the ability to use stronger passwords,
easier administration of changing or deleting the passwords, and requiring less
time to access resources. The major disadvantage of many SSO implementations
is that once a user obtains access to the system through the initial logon, the user
can freely roam the network resources without any restrictions.

The Open Group has defined functional objectives in support of a user SSO
interface. These objectives include the following;:

m The interface shall be independent of the type of authentication
information handled.

m [t shall not predefine the timing of secondary sign-on operations.

m Support shall be provided for a subject to establish a default user
profile.

Authentication mechanisms include items such as smart cards and mag-
netic badges. Strict controls must be placed to prevent a user from changing
configurations that another authority sets. The scope of the Open Group SSO
Standards is to define services in support of the following:

m “The development of applications to provide a common, single end-
user sign-on interface for an enterprise”

m “The development of applications for the coordinated management of
multiple user account management information bases maintained by an
enterprise”

SSO can be implemented by using scripts that replay the users” multiple
logins or by using authentication servers to verify a user’s identity and
encrypted authentication tickets to permit access to system services.
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Enterprise Access Management (EAM) provides access control manage-
ment services to Web-based enterprise systems that include SSO. SSO can be
provided in a number of ways. For example, SSO can be implemented on Web
applications in the same domain residing on different servers by using non-
persistent, encrypted cookies on the client interface. This task is accomplished
by providing a cookie to each application that the user wishes to access.
Another solution is to build a secure credential for each user on a reverse
proxy that is situated in front of the Web server. The credential is then pre-
sented at each instance of a user attempting to access protected Web applica-
tions.

Kerberos, SESAME, KryptoKnight, and NetSP are authentication server
systems with operational modes that can implement SSO.

Kerberos

Kerberos is a trusted, third-party authentication protocol developed under
Project Athena at the Massachusetts Institute of Technology (MIT). In Greek
mythology, Kerberos is a three-headed dog that guards the entrance to the
underworld.

Using symmetric key cryptography, Kerberos authenticates clients to other
entities on a network of which a client requires services. The rationale and
architecture behind Kerberos can be illustrated by using a university environ-
ment as an example. In such an environment, there are thousands of locations
for workstations, local networks, and PC computer clusters. Client locations
and computers are not secure; thus, one cannot assume that the cabling is
secure. Messages, therefore, are not secure from interception. A few specific
locations and servers can be secured, however, and can serve as trusted
authentication mechanisms for every client and service on that network.
These centralized servers implement the Kerberos-trusted Key Distribution
Center (KDC), Kerberos Ticket Granting Service (TGS), and Kerberos Authen-
tication Service (AS). Windows 2000 provides Kerberos implementations.

The basic principles of Kerberos operation are as follows:

1. The KDC knows the secret keys of all clients and servers on the
network.

2. The KDC initially exchanges information with the client and server by
using these secret keys.

3. Kerberos authenticates a client to a requested service on a server
through TGS and by issuing temporary symmetric session keys for
communications between the client and KDC, the server and the KDC,
and the client and server.

4. Communication then takes place between the client and the server by
using those temporary session keys.
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Table 2.1 Kerberos Items and Symbols
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Table 2.1 explains this detailed procedure using the Kerberos terminology

and symbols.

Kerberos Operation

Next, we examine in more detail the exchange of messages among the client,
TGS Server, Authentication Server, and the server that is providing the service.

Client-TGS Server: Initial Exchange

To initiate a request for service from a server (or servers), the user enters an ID
and password on the client workstation. The client temporarily generates the
client’s secret key (K.) from the password by using a one-way hash function.
(The one-way hash function performs a mathematical encryption operation
on the password that cannot be reversed.) The client sends a request for
authentication to the TGS server by using the client’s ID in the clear. Note that
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no password or secret key is sent. If the client is in the Authentication Server
database, the TGS server returns a client/ TGS session key (K, ), which is
encrypted in the secret key of the client, and a Ticket Granting Ticket (TGT)
encrypted in the secret key (K ) of the TGS server. Thus, neither the client
nor any other entity except the TGS server can read the contents of the TGT,
because only the TGS server knows the K. The TGT consists of the client ID,
the client network address, the starting and ending time that the ticket is valid
(v), and the client/ TGS session key. Symbolically, these initial messages from

the TGS server to the client are represented as follows:
[Kc, tgs]Kc
TGT = [C/ a, Vv, Kc, tgs] K

tgs

The client decrypts the message containing the session key (K_ ) with its
secret key (K.) and now uses this session key to communicate with the TGS
server. Then, the client erases its stored secret key to avoid compromising the

secret key.

Client to TGS Server: Request for Service

When requesting access to a specific service on the network from the TGS
server, the client sends two messages to the TGS server. In one message, the
client submits the previously obtained TGT, which is encrypted in the secret
key (K ) of the TGS server, and an identification of the server (s) from which
service is requested. The other message is an authenticator that is encrypted in
the assigned session key (K_ ). The authenticator contains the client ID, a
timestamp, and an optional additional session key. These two messages are as
follows:

TGT = S/ [C/ ar Vr Kc, tgs] ths
Authenticator = [c, t, key] K

¢, tgs

TGS Server to Client: Issuing of Ticket for Service

After receiving a valid TGT and an authenticator from the client requesting a
service, the TGS server issues a ticket (T ,) to the client that is encrypted in the
server’s secret key (K,) and a client/server session key (K_ ;) that is encrypted
in the client/ TGS session key (K, ). These two messages are as follows:

Ticket Tc,s =S, [C/ a, vV, Kc, s] Ks
K, K

c, tgs

Client to Server Authentication: Exchange and
Providing of Service

To receive service from the server (or servers), the client sends the ticket (T, )
and an authenticator to the server. The server decrypts the message with its
secret key (K,) and checks the contents. The contents contain the client’s
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address, the valid time window (v), and the client/server session key (K_ ,),
which will now be used for communication between the client and server. The
server also checks the authenticator, and if that timestamp is valid, it provides
the requested service to the client. The client messages to the server are as fol-
lows:

TiCket Tc, s — S, [C; a, Vv, Kc, S]KS
Authenticator = [c, t, key] K_

Kerberos Vulnerabilities

Kerberos addresses the confidentiality and integrity of information. It does
not directly address availability and attacks, such as frequency analysis. Fur-
thermore, because all the secret keys are held and authentication is performed
on the Kerberos TGS and the authentication servers, these servers are vulner-
able to both physical attacks and attacks from malicious code. Replay can be
accomplished on Kerberos if the compromised tickets are used within an allot-
ted time window. Because a client’s password is used in the initiation of the
Kerberos request for the service protocol, password guessing can be used to
impersonate a client.

The keys used in the Kerberos exchange are also vulnerable. A client’s secret
key is stored temporarily on the client workstation and can be compromised
as well as the session keys that are stored at the client’s computer and at the
servers.

SESAME

To address some of the weaknesses in Kerberos, the Secure European System for
Applications in a multi-vendor Environment (SESAME) project uses public key
cryptography for the distribution of secret keys and provides additional
access control support. It uses the Needham-Schroeder protocol and a trusted
authentication server at each host to reduce the key management require-
ments. SESAME employs the MD5 and crc32 one-way hash functions. In addi-
tion, SESAME incorporates two certificates or tickets. One certificate provides
authentication as in Kerberos, and the other certificate defines the access priv-
ileges assigned to a client. One weakness in SESAME is that it authenticates by
using the first block of a message only and not the complete message.
SESAME is also subject to password guessing (like Kerberos).

KryptoKnight

The IBM KryptoKnight system provides authentication, SSO, and key distrib-
ution services. It was designed to support computers with widely varying
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computational capabilities. KryptoKnight uses a trusted Key Distribution
Center (KDC) that knows the secret key of each party. One of the differences
between Kerberos and KrytpoKnight is that there is a peer-to-peer relation-
ship among the parties and the KDC. To implement SSO, the KDC has a
party’s secret key that is a one-way hash transformation of their password.
The initial exchange from the party to the KDC is the user’s name and a value,
which is a function of a nonce (a randomly-generated, one-time use authenti-
cator) and the password. The KDC authenticates the user and sends the user a
ticket encrypted with the user’s secret key. The user decrypts this ticket and
can use it for authentication to obtain services from other servers on the sys-
tem. NetSP is a product that is based on KryptoKnight and uses a workstation
as an authentication server. NetSP tickets are compatible with a number of
access control services, including the Resource Access Control Facility
(RACEF).

Access Control Methodologies

Access control implementations are as diverse as their requirements. How-
ever, access control can be divided into two domains: centralized access con-
trol and decentralized /distributed access control. In the following sections,
we summarize the mechanisms to achieve both types.

Centralized Access Control

Dial-up users can use the standard Remote Authentication and Dial-In User Ser-
vice (RADIUS). RADIUS incorporates an authentication server and dynamic
passwords. Users can also use Callback. In Callback, a remote user dials in to the
authentication server, provides an ID and password, and then hangs up. The
authentication server looks up the caller’s ID in a database of authorized users
and obtains a phone number at a fixed location. (Note that the remote user must
be calling from that location.) The authentication server then calls the phone
number, the user answers, and then the user has access to the system. In some
Callback implementations, the user must enter another password upon receiv-
ing a Callback. The disadvantage of this system is that the user must be at a
fixed location whose phone number is known to the authentication server. A
threat to Callback is that a cracker can arrange to have the call automatically for-
warded to their number, enabling access to the system.

Another approach to remote access is the Challenge Handshake Authenti-
cation Protocol (CHAP). CHAP protects the password from eavesdroppers
and supports the encryption of communication.

For networked applications, the Terminal Access Controller Access Control
System (TACACS) employs a user ID and a static password for network
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access. TACACS+ provides even stronger protection through the use of tokens
for two-factor, dynamic password authentication.

Decentralized/Distributed Access
Control

A powerful approach to controlling the access of information in a decentral-
ized environment is through the use of databases. In particular, the relational
model developed by E. F. Codd of IBM (circa 1970) has been the focus of much
research in providing information security. Other database models include
models that are hierarchical, network, object-oriented, and object-relational.
The relational and object-relational database models support queries while the
traditional file systems and the object-oriented database model do not. The
object-relational and object-oriented models are better suited to managing
complex data, such as what is required for computer-aided design and imag-
ing. Because the bulk of information security research and development has
focused on relational databases, this section emphasizes the relational model.

Relational Database Security

A relational database model has three parts:

m Data structures called tables or relations
m [ntegrity rules on allowable values and value combinations in the tables

m Operators on the data in the tables

A database can be defined as a persistent collection of interrelated data items.
Persistency is obtained through the preservation of integrity and through the
use of non-volatile storage media. The description of the database is a schema,
and a Data Description Language (DDL) defines the schema. A database man-
agement system (DBMS) is the software that maintains and provides access to
the database. For security, you can set up the DBMS so that only certain sub-
jects are permitted to perform certain operations on the database. For exam-
ple, a particular user can be restricted to certain information in the database
and will not be allowed to view any other information.

A relation is the basis of a relational database and is represented by a two-
dimensional table. The rows of the table represent records or tuples, and the
columns of the table represent the attributes. The number of rows in the rela-
tion is referred to as the cardinality, and the number of columns is the degree.
The domain of a relation is the set of allowable values that an attribute can take.
For example, a relation might be PARTS, as shown in Table 2.2, or ELECTRI-
CAL ITEMS, as shown in Table 2.3.
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Table 2.2 PARTS Relation

PAR NAIV PAR

E2C491 Alternator Electrical B261
M4D326 Idle Gear Mechanical C418
E5G113 Fuel Gauge Electrical B561

Table 2.3 ELECTRICAL ITEMS Relation

SERIAL NUMBER PART NUMBER PART NAME PART COST

S$367790 E2C491 Alternator $200
S$785439 E5D667 Control Module $700
S$677322 E5W459 Window Motor $300

In each table, a primary key is required. A primary key is a unique identifier
in the table that unambiguously points to an individual tuple or record in the
table. A primary key is a subset of candidate keys within the table. A candidate
key is an attribute that is a unique identifier within a given table. In Table 2.2,
for example, the primary key would be the Part Number. If the Location of the
part in Table 2.2 were unique to that part, it might be used as the primary key.
Then, the Part Numbers and Locations would be considered candidate keys
and the primary key would be taken from one of these two attributes. Now,
assume that the Part Number attributes in Table 2.2 are the primary keys. If an
attribute in one relation has values matching the primary key in another rela-
tion, this attribute is called a foreign key. A foreign key does not have to be the
primary key of its containing relation. For example, the Part Number attribute
E2C491 in Table 2.3 is a foreign key because its value corresponds to the pri-
mary key attribute in Table 2.2.

Entity and Referential Integrity

Continuing with the example, if we designate the Part Number as the primary
key in Table 2.2, then each row in the table must have a Part Number attribute.
If the Part Number attribute is NULL, then Entity Integrity has been violated.
Similarly, the Referential Integrity requires that for any foreign key attribute,
the referenced relation must have a tuple with the same value for its primary
key. Thus, if the attribute E2C491 of Table 2.3 is a foreign key of Table 2.2, then
E2C491 must be a primary key in Table 2.2 to hold the referential integrity.
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Foreign key to primary key matches are important because they represent ref-
erences from one relation to another and establish the connections among
these relations.

Relational Database Operations

A number of operations in a relational algebra are used to build relations and
operate on the data. Five of these operations are primitives, and the other
operations can be defined in terms of those five. Later, we discuss in greater
detail some of the more commonly applied operations. The operations include
the following:

M Select (primitive)

m Project (primitive)

m Union (primitive)

m Difference (primitive)
m Product (primitive)
H Join

M |ntersection

m Divide

= Views

For clarification, the Select operation defines a new relation based on a for-
mula (for example, all the electrical parts whose cost exceed $300 in Table 2.3).
The Join operation selects tuples that have equal numbers for some attributes—
for example, in Tables 2.2 and 2.3, Serial Numbers and Locations can be joined
by the common Part Number. The Union operation forms a new relation from
two other relations (for example, for relations that we call X and Y, the new rela-
tion consists of each tuple that is in either X or Y or both).

An important operation related to controlling the access of database informa-
tion is the View. A View is defined from the operations of Join, Project, and Select.
A View does not exist in a physical form, and can be considered as a virtual table
that is derived from other tables. (A relation that actually exists in the database
is called a base relation.) These other tables could be tables that exist within the
database or previously defined Views. You can think of a View as a way to
develop a table that is going to be frequently used although it might not physi-
cally exist within the database. Views can be used to restrict access to certain
information within the database, to hide attributes, and to implement content-
dependent access restrictions. Thus, an individual requesting access to informa-
tion within a database will be presented with a View containing the information
that the person is allowed to see. The View will then hide the information that
individual is not allowed to see. In this way, the View can be thought of as
implementing Least Privilege.
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In developing a query of the relational database, an optimization process is
performed. This process includes generating query plans and selecting the
best (lowest in cost) of the plans. A query plan is comprised of implementation
procedures that correspond to each of the low-level operations in that query.
The selection of the lowest-cost plan involves assigning costs to the plan.
Costs might be a function of disk accesses and CPU usage.

In statistical database queries, a protection mechanism that is used to limit
inferencing of information is the specification of a minimum query set size,
but prohibiting the querying of all but one of the records in the database. This
control thwarts an attack of gathering statistics on a query set size M, equal to
or greater than the minimum query set size, and then requesting the same sta-
tistics on a query set size of M + 1. The second query set would be designed to
include the individual whose information is being sought surreptitiously.
When querying a database for statistical information, individually identifiable
information should be protected. Thus, requiring a minimum size for the
query set (greater than one) offers protection against gathering information on
one individual.

Abind is also applied in conjunction with a plan to develop a query. A bind
creates the plan and fixes or resolves the plan. Bind variables are placeholders
for literal values in a Structured Query Language (SQL) query being sent to
the database on a server. The SQL statement is sent to the server for parsing,
and then later values are bound to the placeholders and sent separately to the
server. This separate binding step is the origin of the term bind variable.

Data Normalization

Normalization is an important part of database design that ensures that attrib-
utes in a table depend only on the primary key. This process makes it easier to
maintain data and have consistent reports.

Normalizing data in the database consists of three steps:

1. Eliminating any repeating groups by putting them into separate tables
2. Eliminating redundant data (occurring in more than one table)

3. Eliminating attributes in a table that are not dependent on the primary
key of that table

sqQL
Developed at IBM, SQL is a standard data manipulation and relational data-
base definition language. The SQL Data Definition Language creates and
deletes views and relations (tables). SQL commands include Select, Update,
Delete, Insert, Grant, and Revoke. The latter two commands are used in access
control to grant and revoke privileges to resources. Usually, the owner of an
object can withhold or transfer GRANT privileges related to an object to
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another subject. If the owner intentionally does not transfer the GRANT priv-
ileges, however, which are relative to an object to the individual A, A cannot
pass on the GRANT privileges to another subject. In some instances, however,
this security control can be circumvented. For example, if A copies the object,
A essentially becomes the owner of that object and thus can transfer the
GRANT privileges to another user, such as user B.

SQL security issues include the granularity of authorization and the num-
ber of different ways you can execute the same query.

Object-Oriented Databases (OODB)

Relational database models are ideal for business transactions where most of
the information is in text form. Complex applications involving multimedia,
computer-aided design, video, graphics, and expert systems are more suited
to an object-oriented database (OODB). For example, an OODB places no
restrictions on the types or sizes of data elements, as is the case with relational
databases. An OODB has the characteristics of ease of reusing code and analy-
sis, reduced maintenance, and an easier transition from analysis of the prob-
lem to design and implementation. Its main disadvantages are a steep
learning curve, even for experienced traditional programmers, and a high
overhead of hardware and software required for development and operation.

Object-Relational Databases

The object-relational database is the marriage of object-oriented and relational
technologies and combines the attributes of both. This model was introduced
in 1992 with the release of the UniSQL/X unified relational and object-
oriented database system. Hewlett Packard then released OpenODB (later
called Odapter), which extended its AllBase relational Database Management
System.

Intrusion Detection

An Intrusion Detection System (IDS) is a system that monitors network traffic
or monitors host audit logs in order to determine whether any violations of an
organization’s security policy have taken place. An IDS can detect intrusions
that have circumvented or passed through a firewall or that are occurring
within the local area network behind the firewall.

A truly effective IDS will detect common attacks as they occur, which
includes distributed attacks. This type of IDS is called a network-based 1IDS
because it monitors network traffic in real time. Conversely, a host-based IDS
resides on centralized hosts.
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A Network-Based IDS

A network-based IDS usually provides reliable, real-time information without
consuming network or host resources. A network-based IDS is passive when
acquiring data. Because a network-based IDS reviews packets and headers, it
can also detect denial of service (DoS) attacks. Furthermore, because this IDS is
monitoring an attack in real time, it can also respond to an attack in progress
to limit damage.

A problem with a network-based IDS system is that it will not detect attacks
against a host made by an intruder who is logged in at the host’s terminal. If a
network IDS along with some additional support mechanism determines that
an attack is being mounted against a host, it is usually not capable of deter-
mining the type or effectiveness of the attack being launched.

A Host-Based IDS

A host-based IDS can review the system and event logs in order to detect an
attack on the host and to determine whether the attack was successful. (It is
also easier to respond to an attack from the host.) Detection capabilities of
host-based ID systems are limited by the incompleteness of most host audit
log capabilities.

IDS Detection Methods

An IDS detects an attack through two major mechanisms: a signature-based
ID or a statistical anomaly-based ID. These approaches are also termed
Knowledge-based and Behavior-based ID, respectively, and are reinforced in
Chapter 3, “Telecommunications and Network Security.”

A Signature-Based ID

In a signature-based ID, signatures or attributes, which characterize an attack,
are stored for reference. Then, when data about events are acquired from host
audit logs or from network packet monitoring, this data is compared with the
attack signature database. If there is a match, a response is initiated. A weak-
ness of this approach is the failure to characterize slow attacks that extend
over a long time period. To identify these types of attacks, large amounts of
information must be held for extended time periods.

Another issue with signature-based IDs is that only attack signatures that
are stored in their database are detected.

A Statistical Anomaly-Based ID

With this method, an IDS acquires data and defines a “normal” usage profile
for the network or host that is being monitored. This characterization is
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accomplished by taking statistical samples of the system over a period of nor-
mal use. Typical characterization information used to establish a normal pro-
tile includes memory usage, CPU utilization, and network packet types. With
this approach, new attacks can be detected because they produce abnormal
system statistics. Some disadvantages of a statistical anomaly-based ID are
that it will not detect an attack that does not significantly change the system
operating characteristics, or it might falsely detect a non-attack event that had
caused a momentary anomaly in the system.

Some Access Control Issues

As we discussed earlier in this chapter, the cost of access control must be com-
mensurate with the value of the information being protected. The value of this
information is determined through qualitative and quantitative methods.
These methods incorporate factors such as the cost to develop or acquire the
information, the importance of the information to an organization and its
competitors, and the effect on the organization’s reputation if the information
is compromised.

Access control must offer protection from an unauthorized, unanticipated,
or unintentional modification of information. This protection should preserve
the data’s internal and external consistency. The confidentiality of the infor-
mation must also be similarly maintained, and the information should be
available on a timely basis. These factors cover the integrity, confidentiality,
and availability components of information system security.

Accountability is another facet of access control. Individuals on a system are
responsible for their actions. This accountability property enables system
activities to be traced to the proper individuals. Accountability is supported
by audit trails that record events on the system and on the network. Audit
trails can be used for intrusion detection and for the reconstruction of past
events. Monitoring individual activities, such as keystroke monitoring, should
be accomplished in accordance with the company policy and appropriate
laws. Banners at logon time should notify the user of any monitoring being
conducted.

The following measures compensate for both internal and external access
violations:

m Backups

m RAID (Redundant Array of Independent Disks) technology
m Fault tolerance

m Business continuity planning

B |nsurance
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Sample Questions

You can find the answers to the following questions in Appendix H.
1. The goals of integrity do NOT include:
a. Accountability of responsible individuals
b. Prevention of the modification of information by unauthorized users

c. Prevention of the unauthorized or unintentional modification of
information by authorized users

d. Preservation of internal and external consistency
2. Kerberos is an authentication scheme that can be used to implement:
a. Public key cryptography
b. Digital signatures
c. Hash functions
d. Single Sign-On (SSO)
3. The fundamental entity in a relational database is the:
a. Domain
b. Relation
c. Pointer
d. Cost

4. In a relational database, security is provided to the access of data
through:

a. Candidate keys
b. Views

c. Joins

d. Attributes

5. In biometrics, a “one-to-one” search to verify an individual’s claim of an
identity is called:

a. Audit trail review
b. Authentication

c. Accountability

d. Aggregation

6. Biometrics is used for identification in the physical controls and for
authentication in the:

a. Detective controls

b. Preventive controls
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10.

11.

12.

c. Logical controls
d. Corrective controls

Referential integrity requires that for any foreign key attribute, the
referenced relation must have:

a. A tuple with the same value for its primary key
b. A tuple with the same value for its secondary key
c. An attribute with the same value for its secondary key

d. An attribute with the same value for its other foreign key

. A password that is the same for each logon is called a:

a. Dynamic password
b. Static password
c. Passphrase

d. One-time pad

. The number of times a password should be changed is NOT a function of:

a. The criticality of the information to be protected
b. The frequency of the password’s use
c. The responsibilities and clearance of the user
d. The type of workstation used
The description of a relational database is called the:
a. Attribute
b. Record
c. Schema
d. Domain
A statistical anomaly-based intrusion detection system:
a. Acquires data to establish a normal system operating profile
b. Refers to a database of known attack signatures

c. Will detect an attack that does not significantly change the system’s
operating characteristics

d. Does not report an event that caused a momentary anomaly in the
system

Intrusion detection systems can be all of the following types EXCEPT:
a. Signature-based
b. Statistical anomaly-based
c. Network-based
d. Defined-based
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13.

14.

15.

16.

17.

18.

In a relational database system, a primary key is chosen from a set of:
a. Foreign keys
b. Secondary keys
c. Candidate keys
d. Cryptographic keys
A standard data manipulation and relational database definition
language is:
a. OOD
b. SQL
c. SLL
d. Script

An attack that can be perpetrated against a remote user’s callback
access control is:

a. Call forwarding

b. A Trojan horse

¢. A maintenance hook

d. Redialing
The definition of CHAP is:

a. Confidential Hash Authentication Protocol

b. Challenge Handshake Authentication Protocol

c. Challenge Handshake Approval Protocol

d. Confidential Handshake Approval Protocol

Using symmetric key cryptography, Kerberos authenticates clients to
other entities on a network and facilitates communications through the
assignment of:

a. Public keys
b. Session keys
c. Passwords
d. Tokens

Three things that must be considered for the planning and
implementation of access control mechanisms are:

a. Threats, assets, and objectives
b. Threats, vulnerabilities, and risks
c. Vulnerabilities, secret keys, and exposures

d. Exposures, threats, and countermeasures
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19.

20.

21.

22.

23.

24.

In mandatory access control, the authorization of a subject to have
access to an object is dependent upon:

a. Labels
b. Roles
c. Tasks
d. Identity

The type of access control that is used in local, dynamic situations
where subjects have the ability to specify what resources certain users
can access is called:

a. Mandatory access control
b. Rule-based access control
c. Sensitivity-based access control
d. Discretionary access control
Role-based access control is useful when:
a. Access must be determined by the labels on the data.
b. There are frequent personnel changes in an organization.
c. Rules are needed to determine clearances.
d. Security clearances must be used.
Clipping levels are used to:
a. Limit the number of letters in a password.
b. Set thresholds for voltage variations.
c. Reduce the amount of data to be evaluated in audit logs.
d. Limit errors in callback systems.
Identification is:
a. A user being authenticated by the system
b. A user providing a password to the system
c. A user providing a shared secret to the system
d. A user professing an identity to the system
Authentication is:
a. The verification that the claimed identity is valid
b. The presentation of a user’s ID to the system
c. Not accomplished through the use of a password

d. Only applied to remote users
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25.

26.

27.

28.

29.

30.

An example of two-factor authentication is:
a. A password and an ID
b. AnID and a PIN
c. APIN and an ATM card
d. A fingerprint
In biometrics, a good measure of performance of a system is the:
a. False detection
b. Crossover Error Rate (CER)
c. Positive acceptance rate
d. Sensitivity
In finger scan technology,
a. The full fingerprint is stored.
b. Features extracted from the fingerprint are stored.
c. More storage is required than in fingerprint technology.
d. The technology is applicable to large, one-to-many database searches.
An acceptable biometric throughput rate is:
a. One subject per two minutes
b. Two subjects per minute
c. Ten subjects per minute
d. Five subjects per minute

In a relational database, the domain of a relation is the set of allowable
values:

a. That an attribute can take

b. That tuples can take

c. That a record can take

d. Of the primary key

Object-Oriented Database (OODB) systems:

a. Are ideally suited for text-only information

b. Require minimal learning time for programmers

c. Are useful in storing and manipulating complex data, such as
images and graphics

d. Consume minimal system resources
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Bonus Questions

You can find the answers to the following questions in Appendix H.

1. An important element of database design that ensures that the attrib-
utes in a table depend only on the primary key is:

a. Database management
b. Data normalization
c. Data integrity
d. Data reuse
2. A database View operation implements the principle of:
a. Least privilege
b. Separation of duties
c. Entity integrity
d. Referential integrity

3. Which of the following is NOT a technical (logical) mechanism for
protecting information from unauthorized disclosure?

a. Smart cards

b. Encryption

c. Labeling (of sensitive materials)
d. Protocols

4. A token that generates a unique password at fixed time intervals is
called:

a. An asynchronous dynamic password token
b. A time-sensitive token

¢. A synchronous dynamic password token

d. A challenge-response token

5. In a biometric system, the time it takes to register with the system by
providing samples of a biometric characteristic is called:

a. Setup time
b. Login time
c. Enrollment time

d. Throughput time



72  The CISSP Prep Guide: Gold Edition

6. Which of the following is NOT an assumption of the basic Kerberos par-
adigm?
a. Client computers are not secured and are easily accessible.
b. Cabling is not secure.
c. Messages are not secure from interception.
d. Specific servers and locations cannot be secured.

7. Which one of the following statements is TRUE concerning the Terminal
Access Controller Access Control System (TACACS) and TACACS+?

a. TACACS supports prompting for a password change.

b. TACACS+ employs tokens for two-factor, dynamic password
authentication.

c. TACACS+ employs a user ID and static password.

d. TACACS employs tokens for two-factor, dynamic password
authentication.

8. Identity-based access control is a subset of which of the following access
control categories?

a. Discretionary access control

b. Mandatory access control

c. Non-discretionary access control
d. Lattice-based access control

9. Procedures that ensure that the access control mechanisms correctly
implement the security policy for the entire life cycle of an information
system are known as:

a. Accountability procedures
b. Authentication procedures
c. Assurance procedures
d. Trustworthy procedures
10. Which of the following is NOT a valid database model?
a. Hierarchical
b. Relational
c. Object-relational

d. Relational-rational
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Advanced Sample Questions

You can find answers to the following questions in Appendix L.

The following questions are supplemental to and coordinated with Chapter
2, “Access Control Systems and Methodology,” and are at a level commensu-
rate with that of the CISSP examination.

These questions cover advanced material relative to trusted networks,
remote access, biometrics, database security (including relational and object
models), operating system security, Kerberos, SSO, authentication (including
mobile authentication), and Enterprise Access Management (EAM).

We assume that the reader has a basic knowledge of the material contained
in Chapter 2. These questions and answers build upon the questions and
answers covered in that chapter.

1. The concept of limiting the routes that can be taken between a
workstation and a computer resource on a network is called:

a. Path limitation

b. An enforced path

c. A security perimeter
d. Atrusted path

2. An important control that should be in place for external connections to
a network that uses call back schemes is:

a. Breaking of a dial-up connection at the remote user’s side of the line
b. Call forwarding

Call enhancement

£ oo

Breaking of a dial-up connection at the organization’s computing
resource side of the line

3. When logging on to a workstation, the log-on process should:
a. Validate the log-on only after all input data has been supplied.
b. Provide a Help mechanism that provides log-on assistance.

c. Place no limits on the time allotted for log-on or on the number of
unsuccessful log-on attempts.

d. Not provide information on the previous successful log-on and on
previous unsuccessful log-on attempts.
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4. A group of processes that share access to the same resources is called:
a. An access control list
b. An access control triple
c. A protection domain
d. A Trusted Computing Base (TCB)

5. What part of an access control matrix shows capabilities that one user
has to multiple resources?

a. Columns
b. Rows
c. Rows and columns
d. Access control list
6. A type of preventive/physical access control is:
a. Biometrics for authentication
b. Motion detectors
c. Biometrics for identification

d. An intrusion detection system

7. In addition to accuracy, a biometric system has additional factors that
determine its effectiveness. Which one of the following listed items is
NOT one of these additional factors?

a. Throughput rate
b. Acceptability

c. Corpus

d. Enrollment time

8. Access control that is a function of factors such as location, time of day,
and previous access history is called:

a. Positive

b. Content-dependent
c. Context-dependent
d. Information flow

9. A persistent collection of data items that form relations among each
other is called a:

a. Database management system (DBMS)
b. Data description language (DDL)
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c. Schema
d. Database

10. A relational database can provide security through view relations. Views
enforce what information security principle?

a. Aggregation

b. Least privilege

c. Separation of duties
d. Inference

11. A software interface to the operating system that implements access control
by limiting the system commands that are available to a user is called a(n):

a. Restricted shell

b. Interrupt

c. Physically constrained user interface
d. View

12. Controlling access to information systems and associated networks is
necessary for the preservation of their confidentiality, integrity, and
availability. Which of the following is NOT a goal of integrity?

a. Prevention of the modification of information by unauthorized users

b. Prevention of the unauthorized or unintentional modification of
information by authorized users

c. Prevention of authorized modifications by unauthorized users
d. Preservation of the internal and external consistency of the information

13. In a Kerberos exchange involving a message with an authenticator, the
authenticator contains the client ID and which of the following?

a. Ticket Granting Ticket (TGT)
b. Timestamp

c. Client/ TGS session key

d. Client network address

14. Which one of the following security areas is directly addressed by
Kerberos?

a. Confidentiality

b. Frequency analysis
c. Availability

d. Physical attacks
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15.

16.

17.

18.

19.

20.

The Secure European System for Applications in a Multivendor Envi-
ronment (SESAME) implements a Kerberos-like distribution of secret
keys. Which of the following is NOT a characteristic of SESAME?

a. Uses a trusted authentication server at each host
b. Uses secret key cryptography for the distribution of secret keys

c. Incorporates two certificates or tickets, one for authentication and
one defining access privileges

d. Uses public key cryptography for the distribution of secret keys

Windows 2000 uses which of the following as the primary mechanism
for authenticating users requesting access to a network?

a. Hash functions

b. Kerberos

c. SESAME

d. Public key certificates

A protection mechanism to limit inferencing of information in statistical
database queries is:

a. Specifying a maximum query set size

b. Specifying a minimum query set size

c. Specifying a minimum query set size, but prohibiting the querying
of all but one of the records in the database

d. Specifying a maximum query set size, but prohibiting the querying
of all but one of the records in the database

In SQL, a relation that is actually existent in the database is called a(n):

a. Base relation

b. View

c. Attribute

d. Domain

A type of access control that supports the management of access rights
for groups of subjects is:

a. Role-based
b. Discretionary
c. Mandatory
d. Rule-based

The Simple Security Property and the Star Property are key principles in
which type of access control?

a. Role-based
b. Rule-based
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21.

22.

23.

24.

25.

c. Discretionary
d. Mandatory

Which of the following items is NOT used to determine the types of
access controls to be applied in an organization?

a. Least privilege

b. Separation of duties

c. Relational categories
d. Organizational policies

Kerberos provides an integrity check service for messages between two
entities through the use of:

a. A checksum

b. Credentials

c. Tickets

d. Atrusted, third-party authentication server

The Open Group has defined functional objectives in support of a user
single sign-on (SSO) interface. Which of the following is NOT one of
those objectives and would possibly represent a vulnerability?

a. The interface shall be independent of the type of authentication
information handled.

b. Provision for user-initiated change of non-user configured
authentication information.

c. It shall not predefine the timing of secondary sign-on operations.

d. Support shall be provided for a subject to establish a default user
profile.

There are some correlations between relational database terminology
and object-oriented database terminology. Which of the following
relational model terms, respectively, correspond to the object model
terms of class, attribute, and instance object?

a. Domain, relation, and column
b. Relation, domain, and column
c. Relation, tuple, and column
d. Relation, column, and tuple

A reference monitor is a system component that enforces access controls
on an object. Specifically, the reference monitor concept is an abstract
machine that mediates all access of subjects to objects. The hardware,
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26.

27.

28.

29.

firmware, and software elements of a trusted computing base that
implement the reference monitor concept are called:

a. The authorization database

b. Identification and authentication (I & A) mechanisms
c. The auditing subsystem

d. The security kernel

Authentication in which a random value is presented to a user, who
then returns a calculated number based on that random value is
called:

a. Man-in-the-middle

b. Challenge-response

c. One-time password

d. Personal identification number (PIN) protocol
Which of the following is NOT a criterion for access control?
a. Identity

b. Role

c. Keystroke monitoring

d. Transactions

Which of the following is typically NOT a consideration in the design of
passwords?

a. Lifetime

b. Composition

c. Authentication period
d. Electronic monitoring

A distributed system using passwords as the authentication means can
use a number of techniques to make the password system stronger.
Which of the following is NOT one of these techniques?

a. Password generators
b. Regular password reuse
c. Password file protection

d. Limiting the number or frequency of log-on attempts
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30.

31.

32.

Enterprise Access Management (EAM) provides access control
management services to Web-based enterprise systems. Which of the
following functions is NOT normally provided by extant EAM
approaches?

a. Single sign-on

b. Accommodation of a variety of authentication mechanisms
c. Role-based access control

d. Interoperability among EAM implementations

The main approach to obtaining the true biometric information from a
collected sample of an individual’s physiological or behavioral
characteristics is:

a. Feature extraction

b. Enrollment

c. False rejection

d. Digraphs
In a wireless General Packet Radio Services (GPRS) Virtual Private Net-

work (VPN) application, which of the following security protocols is
commonly used?

a. SSL
b. IPSEC
c. TLS
d. WTP

33. How is authentication implemented in GSM?

a. Using public key cryptography
b. It is not implemented in GSM
c. Using secret key cryptography

d. Out of band verification







Telecommunications
and Network Security

This section is the most detailed and comprehensive domain of study for the
CISSP test. Although it is just one domain in the Common Book of Knowledge
(CBK) of Information Systems Security, due to its size and complexity it is
taught in two sections at the (ISC)2 CISSP CBK Study Seminar.

From the published (ISC)?2 goals for the Certified Information Systems Security
Professional candidate:

The professional should fully understand the following:

M Communications and network security as it relates to voice, data, multimedia, and fac-
simile transmissions in terms of local area, wide area, and remote access

W Communications security techniques to prevent, detect, and correct errors so that
integrity, availability, and the confidentiality of transactions over networks may be
maintained

W [nternet/intranet/extranet in terms of firewalls, routers, gateways, and various proto-
cols

M Communications security management and techniques, which prevent, detect, and cor-
rect errors so that the integrity, availability, and confidentiality of transactions over
networks may be maintained
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This is one reason why we feel the CISSP certification favors those candidates
with engineering backgrounds rather than, say, auditing backgrounds. It is easier
to learn the Legal, Risk Management, and Security Management domains if you
have a science or engineering background than the reverse (that is, learning cryp-
tology and telecommunications with a non-engineering or non-science back-
ground). While more advanced telecommunications or data communications
specialists will find the domain rather basic, it is fairly comprehensive in its sub-
ject matter and in this case, can help fill in the gaps that a full-time, working engi-
neer may have missed conceptually. And, of course, the focus here is security
methodology: How does each element of Telecommunications (TC) and Data
Communications affect the basic structure of Confidentiality, Integrity, and
Availability (C.LA.)? To that end, remember (as in every domain) that the
purpose of the CBK seminar series and the CISSP test is not to teach or test a can-
didate on the latest and greatest technological advances in Telecommunications/
Data Communications, but to examine how standard Telecommunications/
Data Communications practices affect InfoSec. Enclosed is an outline of recom-
mended study areas for this domain. Even an advanced Telecommunications/
Data Communications engineer must clearly understand these concepts and
terminology.

Our Goals

We have divided this chapter into two sections: Management Concepts and
Technology Concepts. These are the concepts a CISSP candidate needs to
understand for the exam. We have laid out the areas of study so that you can
quickly go to an area that you feel you need to brush up on, or you can “take
it from the top” and read the chapter in this order:

The Management Concepts section examines the following areas:

m The C.I.A. Triad
m Remote Access Management
m Intrusion Detection and Response

m Intrusion Detection Systems

m Computer Incident Response Teams
m Network Availability

m RAID

m Backup Concepts

m Managing Single Points of Failure
m Network Attacks and Abuses
m Trusted Network Interpretation (TNI)
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In the Technology Concepts section, we will examine the following;:

= Protocols
m The Layered Architecture Concept
m Open Systems Interconnect (OSI) Model
m Transmission Control Protocol/Internet Protocol (TCP/IP) Model
m Security-Enhanced and Security-Focused Protocols
m Firewall Types and Architectures
m Virtual Private Networks (VPNs)
m VPN Protocol Standards
= VPN Devices
m Data Networking Basics
m Data Network Types
m Common Data Network Services
m Data Networking Technologies
m [ ocal Area Network (LAN) Technologies
m Wide Area Network (WAN) Technologies
m Remote Access Technologies

m Remote Identification and Authentication Technologies

Domain Definition

The Telecommunications and Network Security domain includes the structures,
transmission methods, transport formats, and security measures that provide
integrity, availability, authentication, and confidentiality for transmissions over
private and public communications networks and media. This domain is the
information security domain that is concerned with protecting data, voice, and
video communications, and ensuring the following;:

Confidentiality. Making sure that only those who are supposed to access
the data can access it. Confidentiality is the opposite of “disclosure.”

Integrity. Making sure that the data has not been changed unintentionally,
due to an accident or malice. Integrity is the opposite of “alteration.”

Availability. Making sure that the data is accessible when and where it is
needed. Availability is the opposite of “destruction.”

The Telecommunications Security Domain of information security is also
concerned with the prevention and detection of the misuse or abuse of
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systems, which poses a threat to the tenets of Confidentiality, Integrity, and
Availability (C.ILA.).

Management Concepts

This section describes the function of the Telecommunications and Network
Security management, which includes the management of networks, commu-
nications systems, remote connections, and security systems.

The C.I.A. Triad

The fundamental information systems security concept of C.I.A. relates to the
Telecommunications domain in the following three ways.

Confidentiality

Confidentiality is the prevention of the intentional or unintentional unautho-
rized disclosure of contents. Loss of confidentiality can occur in many ways.
For example, loss of confidentiality can occur through the intentional release
of private company information or through a misapplication of network
rights.

Some of the elements of telecommunications used to ensure confidentiality
are:

m Network security protocols
m Network authentication services

m Data encryption services

Integrity

Integrity is the guarantee that the message sent is the message received, and
that the message was not intentionally or unintentionally altered. Loss of
integrity can occur either through an intentional attack to change information
(for example, a Web site defacement) or by the most common type (data is
altered accidentally by an operator). Integrity also contains the concept of non-
repudiation of a message source, which we will describe later.

Some of the elements used to ensure integrity are:

m Firewall services
m Communications Security Management

B [ntrusion detection services
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Confidentiality

Integrity Availability

Figure 3.1 The C.LA. triad.

Availability

This concept refers to the elements that create reliability and stability in networks
and systems, which assures that connectivity is accessible when needed, allow-
ing authorized users to access the network or systems. Also included in that
assurance is the guarantee that security services for the security practitioner are
usable when they are needed. The concept of availability also tends to include
areas in Information Systems (IS) that are traditionally not thought of as pure
security (such as guarantee of service, performance, and up time), yet are obvi-
ously affected by an attack like a Denial of Service (DoS).
Some of the elements that are used to ensure availability are:

m Fault tolerance for data availability, such as backups and redundant
disk systems

m Acceptable logins and operating process performances

m Reliable and interoperable security processes and network security
mechanisms

You should also know another point about availability: The use of ill-structured
security mechanisms can also affect availability. Over-engineered or poorly
designed security systems can impact the performance of a network or system as
seriously as an intentional attack. The C.L. A. triad is often represented by a trian-
gle, as shown in Figure 3.1.

Remote Access Security Management

Remote Access Security Management (RASM) is defined as the management
of the elements of the technology of remote computing. Several current
remote computing technologies confront a security practitioner:

m Dial-Up, Async, and Remote Internet Connectivity

m Digital Subscriber Line (xDSL)
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m [ntegrated Services Digital Network (ISDN)

m Wireless computing—mobile and cellular computing, and Personal
Digital Assistants (PDAs)

m Cable modems
m Securing Enterprise and Telecommuting Remote Connectivity

m Securing external connections (such as Virtual Private Networks
(VPNSs), Secure Sockets Layer (SSL), Secure Shell (SSH-2), and so forth)

m Remote access authentication systems (such as RADIUS and
TACACS)

= Remote node authentication protocols (such as Password Authenti-
cation Protocol (PAP) and Challenge Handshake Authentication Pro-
tocol (CHAP))

m Remote User Management Issues

m Justification for and the validation of the use of remote computing
systems

m Hardware and software distribution

m User support and remote assistance issues

Intrusion Detection (ID)
and Response

Intrusion Detection (ID) and Response is the task of monitoring systems for
evidence of an intrusion or an inappropriate usage. This includes notifying the
appropriate parties to take action in order to determine the extent of the sever-
ity of an incident and to remediate the incident’s effects. This function is not
preventative; it exists after the fact of intrusion (which it detects) and entails
the following two major concepts:

m Creation and maintenance of intrusion detection systems and processes
for the following;:

m Host or network monitoring
m Event notification
m Creation of a Computer Incident Response Team (CIRT) for the following:
m Analysis of an event notification
B Response to an incident if the analysis warrants it
m Escalation path procedures

m Resolution, post-incident follow-up, and reporting to the appropri-
ate parties
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ID Systems

Various types of Intrusion Detection Systems exist from many vendors. A
CISSP candidate should remember the two fundamental variations on the
way they work: a) network- versus host-based systems, and b) knowledge-
versus behavior-based systems. A short description of the differences has been
provided, along with some of the pros and cons of each.

Network- versus Host-Based ID Systems

The two most common implementations of Intrusion Detection are Network-
based and Host-based. Their differences are as follows:
m Network-based ID systems

m Commonly reside on a discrete network segment and monitor the
traffic on that network segment

m Usually consist of a network appliance with a Network Interface
Card (NIC) that is operating in promiscuous mode and is intercept-
ing and analyzing the network packets in real time

m Host-based ID systems

m Use small programs (intelligent agents), which reside on a host com-
puter, and monitor the operating system continually

m Write to log files and trigger alarms

m Detect inappropriate activity only on the host computer—they do
not monitor the entire network segment

Knowledge- versus Behavior-Based
ID Systems

The two current conceptual approaches to Intrusion Detection methodology are
knowledge-based ID systems and behavior-based ID systems, sometimes
referred to as signature-based ID and statistical anomaly-based ID, respectively.

Knowledge-based ID. Systems use a database of previous attacks and
known system vulnerabilities to look for current attempts to exploit
their vulnerabilities, and trigger an alarm if an attempt is found. These
systems are more common than behavior-based ID systems.

The following are the advantages of a knowledge-based ID system:
m This system is characterized by low false alarm rates (or positives).

m Their alarms are standardized and are clearly understandable by
security personnel.
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The following are the disadvantages of knowledge-based ID systems:

m This system is resource-intensive; the knowledge database continu-
ally needs maintenance and updates.

m New, unique, or original attacks often go unnoticed.

Behavior-based ID. Systems dynamically detect deviations from the
learned patterns of user behavior, and an alarm is triggered when an
activity that is considered intrusive (outside of normal system use)
occurs. Behavior-based ID systems are less common than knowledge-
based ID systems.

The following are the advantages of a behavior-based ID system:

m The system can dynamically adapt to new, unique, or original vul-
nerabilities.

m A behavior-based ID system is not as dependent upon specific oper-
ating systems as a knowledge-based ID system.

The following are the disadvantages of a behavior-based ID system:

m The system is characterized by high false alarm rates. High positives
are the most common failure of ID systems and can create data noise
that makes the system unusable.

m The activity and behavior of the users while in the networked sys-
tem might not be static enough to effectively implement a behavior-
based ID system.

BT 113 Remember: Intrusion detection is Detective rather than Preventative.

Computer Incident Response Team

As part of a structured program of Intrusion Detection and Response, a Com-
puter Emergency Response Team (CERT) or Computer Incident Response
Team (CIRT) is commonly created. Because “CERT” is copyrighted, “CIRT” is
more often used.

The prime directive of every CIRT is Incident Response Management,
which manages a company’s response to events that pose a risk to its comput-
ing environment.

This management often consists of the following:

m Coordinating the notification and distribution of information pertaining
to the incident to the appropriate parties (those with a need to know)
through a predefined escalation path

m Mitigating risk to the enterprise by minimizing the disruptions to nor-
mal business activities and the costs associated with remediating the
incident (including public relations)
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m Assembling teams of technical personnel to investigate the potential
vulnerabilities and to resolve specific intrusions

Additional examples of CIRT activities are:

m Management of the network logs, including collection, retention,
review, and analysis of data

m Management of the resolution of an incident, management of the reme-
diation of a vulnerability, and post-event reporting to the appropriate
parties

Network Availability

This section defines those elements that can provide for or threaten network
availability. Network availability can be defined as an area of the Telecommu-
nications and Network Security domain that directly affects the Information
Systems Security tenet of Availability. Later, we will examine the areas of these
networks that are required to provide redundancy and fault tolerance. A more
techno-focused description of these topologies and devices can be found in
the Technology Concepts section later in this chapter.
Now, we will examine the following:

m RAID
m Backup concepts

m Managing single points of failure

RAID

RAID stands for Redundant Array of Inexpensive Disks. It is also commonly
referred to as the Redundant Array of Independent Disks. Its primary purpose
is to provide fault tolerance and protection against file server hard disk
crashes. Some RAID types secondarily improve system performance by
caching and distributing disk reads from multiple disks that work together to
save files simultaneously. Basically, RAID separates the data into multiple
units and stores it on multiple disks by using a process called “striping.” It can
be implemented either as a hardware or a software solution, but as we will see
in the following Hardware versus Software section, each type of implementation
has its own issues and benefits.

The RAID Advisory Board has defined three classifications of RAID: Failure
Resistant Disk Systems (FRDSs), Failure Tolerant Disk Systems, and Disaster
Tolerant Disk Systems. As of this writing, only the first one, FRDS, is an exist-
ing standard, and the others are still pending. We will now discuss the various
implementation levels of an FRDS.
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Failure Resistant Disk System

The basic function of an FRDS is to protect file servers from data loss and a
loss of availability due to disk failure. It provides the capability to reconstruct
the contents of a failed disk onto a replacement disk and provides the added
protection against data loss due to the failure of many hardware parts of the
server. One feature of an FRDS is that it enables the continuous monitoring of
these parts and the alerting of their failure.

Failure Resistant Disk System Plus

An update to the FRDS standard is called FRDS+. This update adds the capa-
bility to automatically hot swap (swapping while the server is still running)
failed disks. It also adds protection against environmental hazards (such as
temperature, out-of-range conditions, and external power failure) and
includes a series of alarms and warnings of these failures.

Overview of the Levels of RAID

RAID Level 0 creates one large disk by using several disks. This process is
called striping. It stripes data across all disks (but provides no redundancy) by
using all of the available drive space to create the maximum usable data vol-
ume size and to increase the read /write performance. One problem with this
level of RAID is that it actually lessens the fault tolerance of the disk system
rather than increasing it—the entire data volume is unusable if one drive in
the set fails.

RAID Level 1 is commonly called mirroring. It mirrors the data from one
disk or set of disks by duplicating the data onto another disk or set of disks.
This process is often implemented by a one-for-one disk-to-disk ratio: Each
drive is mirrored to an equal drive partner that is continually being updated
with current data. If one drive fails, the system automatically gets the data
from the other drive. The main issue with this level of RAID is that the one-
for-one ratio is very expensive—resulting in the highest cost per megabyte of
data capacity. This level effectively doubles the amount of hard drives you
need; therefore, it is usually best for smaller-capacity systems.

RAID Level 2 consists of bit-interleaved data on multiple disks. The parity
information is created by using a hamming code that detects errors and estab-
lishes which part of which drive is in error. It defines a disk drive system with
39 disks: 32 disks of user storage and seven disks of error recovery coding.
This level is not used in practice and was quickly superseded by the more flex-
ible levels of RAID that follow.

RAID Levels 3 and 4 are discussed together because they function in the
same way. The only difference is that level 3 is implemented at the byte level
and level 4 is usually implemented at the block level. In this scenario, data is
striped across several drives and the parity check bit is written to a dedicated
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parity drive. This process is similar to RAID 0. They both have a large data
volume, but the addition of a dedicated parity drive provides redundancy. If a
hard disk fails, the data can be reconstructed by using the bit information on
the parity drive. The main issue with this level of RAID is that the constant
writes to the parity drive can create a performance hit. In this implementation,
spare drives can be used to replace crashed drives.

RAID Level 5 stripes the data and the parity information at the block level
across all the drives in the set. It is similar to RAID 3 and 4 except that the par-
ity information is written to the next-available drive rather than to a dedicated
drive by using an interleave parity. This feature enables more flexibility in the
implementation and increases fault tolerance because the parity drive is not a
single point of failure, as it is in RAID 3 or 4. The disk reads and writes are also
performed concurrently, thereby increasing performance over levels 3 and 4.
The spare drives that replace the failed drives are usually hot swappable,
meaning they can be replaced on the server while the system is up and run-
ning. This is probably the most popular implementation of RAID today.

RAID Level 7 is a variation of RAID 5 wherein the array functions as a
single virtual disk in the hardware. This is sometimes simulated by software
running over a RAID level 5 hardware implementation, which enables the
drive array to continue to operate if any disk or any path to any disk fails. It
also provides parity protection.

Vendors create various other implementations of RAID to combine the fea-
tures of several RAID levels, although these levels are common. Level 6 is an
extension of Level 5 which allows for additional fault tolerance by using a sec-
ond independent distributed parity scheme, i.e., two-dimensional parity. Level
10 is created by combining level 0 (striping) with level 1 (mirroring). Level 15 is
created by combining level 1 (mirroring) with level 5 (interleave). Level 51 is cre-
ated by mirroring entire level 5 arrays. Table 3.1 shows the various levels of
RAID with terms you will need to remember.

Other Types of Server Fault-Tolerant Systems

Redundant Servers. A redundant server implementation takes the concept
of RAID 1 (mirroring) and applies it to a pair of servers. A primary
server mirrors its data to a secondary server, thus enabling the primary
to “roll over” to the secondary in the case of primary server failure (the
secondary server steps in and takes over for the primary server). This
rollover can be hot or warm (that is, the rollover may or may not be
transparent to the user), depending upon the vendor’s implementation
of this redundancy. This process is also commonly known as server fault
tolerance. Common vendor implementations of this are Novell’s SFTIII,
Octopus, and Vinca’s Standby Server. Figure 3.2 shows a common
redundant server implementation.
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Table 3.1 RAID Level Descriptions
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0 Striping

1 Mirroring

2 Hamming Code Parity

3 Byte Level Parity

4 Block Level Parity

5 Interleave Parity

6 Second Independent Parity

7 Single Virtual Disk

10 Striping Across Multiple Pairs (1+0)

15 Striping With Parity Across RAID 5 Pairs (1+5)
51 Mirroring RAID 5 Arrays With Parity (5+1)
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Figure 3.2 Redundant servers.

Server Clustering. A server cluster is a group of independent servers,
which are managed as a single system, that provides higher availability,
easier manageability, and greater scalability. The concept of server clus-
tering is similar to the redundant server implementation previously dis-
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HARDWARE VERSUS SOFTWARE RAID

RAID can be implemented in either hardware or software. Each type has its own
issues and benefits. A hardware RAID implementation is usually platform-inde-
pendent. It runs below the operating system (0S) of the server and usually does
not care if the OS is Novell, NT, or Unix. The hardware implementation uses its
own Central Processing Unit (CPU) for calculations on an intelligent controller
card. There can be more than one of these cards installed to provide hardware
redundancy in the server. RAID levels 3 and 5 run faster on hardware. A software
implementation of RAID means that it runs as part of the operating system

on the file server. Often RAID levels 0, 1, and 10 run faster on software RAID
because of the need for the server’s software resources. Simple striping or mir-
roring can run faster on the operating system because neither use the hardware-
level parity drives.

cussed, except that all the servers in the cluster are online and take part
in processing service requests. By enabling the secondary servers to pro-
vide processing time, the cluster acts as an intelligent entity and bal-
ances the traffic load to improve performance. The cluster looks like a
single server from the user’s point of view. If any server in the cluster
crashes, processing continues transparently; however, the cluster suffers
some performance degradation. This implementation is sometimes
called a “server farm.” Examples of this type of vendor implementation
are Microsoft Cluster Server (“Wolfpack”), Oracle Parallel Server, and
Tandem NonStop. Figure 3.3 shows a type of server clustering.

Backup Concepts

A CISSP candidate will also need to know the basic concepts of data backup.
The candidate might be presented with questions regarding file selection
methods, tape format types, and common problems.

Tape Backup Methods

The purpose of a tape backup method is to protect and/or restore lost, cor-
rupted, or deleted information—thereby preserving the data integrity and
ensuring network availability.

There are several varying methods of selecting files for backup. Some have
odd names, like Grandfather/Father/Son, Towers of Hanoi, and so forth. The
three most basic, common methods are as follows:

1. Full Backup Method. This backup method makes a complete backup of
every file on the server every time it is run. The method is primarily run
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Figure 3.3 Server clustering.

when time and tape space permits, and is used for system archive or
baselined tape sets.

2. Incremental Backup Method. This backup method only copies files that
have been recently added or changed (that day) and ignores any other
backup set. It is usually accomplished by resetting the archive bit on the
files after they have been backed up. This method is used if time and
tape space is at an extreme premium; however, this method has some
inherent vulnerabilities, which we will discuss later.

3. Differential Backup Method. This backup method only copies files that
have changed since a full backup was last performed. This type of
backup is additive because the time and tape space required for each
night’s backup grows during the week as it copies the day’s changed
files and the previous days’ changed files up to the last full backup. In
this scenario, each file’s archive bit is not reset until the next full backup.

BT A Full Backup must be made regardless of whether Differential or
Incremental methods are used.

Tape Format Types
The following are the four most common backup tape format technologies:

1. Digital Audio Tape (DAT). Digital Audio Tape can be used to back up
data systems in addition to its original intended audio uses.
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Table 3.2 Tape Format Technology Comparison

B VL IV

Capacity 4GB/12GB 13GB 20GB 20/35GB
Max. Transfer Rate 1MBps 1.5MBps 3MBps 5MBps
Cost Medium Low Medium High

2. Quarter Inch Cartridge (QIC) drives. This format is mostly used for
home/small office backups, has a small capacity, and is slow but inex-
pensive.

3. 8mm Tape. This format was commonly used in Helical Scan tape drives,
but was superseded by Digital Linear Tape (DLT).

4. Digital Linear Tape (DLT). The tape is 4mm in size, yet the compression
techniques and head scanning process make it a large capacity and fast
tape.

The criteria for selecting which of these tape formats to use is usually based
upon a comparison of the tradeoff of performance versus capacity versus cost.
The bottom line is, “How big is the data that you need to back up, and how
long can you operate until it is recovered?” Table 3.2 is a quick reference of the
major types of backup tape formats.

Other Backup Media

Compact Disc (CD) optical media types. Write once, read many (WORM)
optical disk “jukeboxes” are used for archiving data that does not
change. This is a very good format to use for a permanent backup. Com-
panies use this format to store data in an accessible format that may
need to be accessed at a much later date, such as legal data. The shelf life
of a CD is also longer than a tape. Rewritable and erasable (CDR/W)
optical disks are sometimes used for backups that require short-time
storage for changeable data, but require faster file access than tape. This
format is used more often for very small data sets.

Zip/Jaz drives, SyQuest, and Bernoulli boxes. These types of drives are
frequently used for the individual backups of small data sets of specific
application data. These formats are very transportable and are often the
standard for data exchange in many businesses.

Tape Arrays. A Tape Array is a large hardware/software system that uses
the RAID technology we discussed earlier. It uses a large device with
multiple (sometimes 32 or 64) tapes that are configured as a single array.
These devices require very specific hardware and software to operate,
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BACKUP METHOD EXAMPLE

A full backup was made on Friday night. This full backup is just what it says—it
copied every file on the file server to the tape regardless of the last time any
other backup was made. This type of backup is common for creating full copies
of the data for off-site archiving or in preparation for a major system upgrade.
On Monday night, another backup is made. If the site uses the Incremental
Backup Method, Monday, Tuesday, Wednesday, and Thursday’s backup tapes
contain only those files that were altered during that day (Monday’s incremen-
tal backup tape has only Monday’s data on it, Tuesday’s backup tape has only
Tuesday’s on it, and so on). All backup tapes might be required to restore a sys-
tem to its full state after a system crash, because some files that changed dur-
ing the week might only exist on one tape. If the site is using the Differential
Backup Method, Monday’s tape backup has the same files that the Incremental
tape has (Monday is the only day that the files have changed so far). However,
on Tuesday, rather than only backing up that day’s files, it also backs up Mon-
day’s files—creating a longer backup. Although this increases the time required
to perform the backup and increases the amount of tapes needed, it does pro-
vide more protection from tape failure and speeds up recovery time.

but provide a very fast backup and a multi-tasking backup of multiple
targets with considerable fault tolerance.

Hierarchical Storage Management (HSM). HSM provides a continuous
online backup by using optical or tape “jukeboxes,” similar to WORMs.
It appears as an infinite disk to the system, and can be configured to pro-
vide the closest version of an available real-time backup. This is com-
monly employed in very large data retrieval systems.

Common Backup Issues and Problems

All backup systems share common issues and problems, whether they use a
tape or a CD-ROM format. There are three primary backup concerns:

Slow data transfer of the backup. All backups take time, especially tape
backup. Depending upon the volume of data that needs to be copied,
full backups to tape can take an incredible amount of time. In addition,
the time required to restore the data must also be factored into any dis-
aster recovery plan. Backups that pass data through the network infra-
structure must be scheduled during periods of low network utilization,
which are commonly overnight, over the weekend, or during holidays.
This also requires off-hour monitoring of the backup process.
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Server disk space utilization expands over time. As the amount of data
that needs to be copied increases, the length of time to run the backup
proportionally increases and the demand on the system grows as more
tapes are required. Sometimes the data volume on the hard drives
expands very quickly, thus overwhelming the backup process. There-
fore, this process must be monitored regularly.

The time the last backup was run is never the time of the server crash.
With non-continuous backup systems, data that was entered after the
last backup prior to a system crash will have to be recreated. Many sys-
tems have been designed to provide online fault tolerance during
backup (the old Vortex Retrochron was one), yet because backup is a
post-processing batch process, some data re-entry will need to be per-
formed.

| NOTE] Physically securing the tapes from unauthorized access is obviously a
security concern and is considered a function of the Operations Security
Domain.

Managing Single Points of Failure

A Single Point of Failure is an element in the network design that, if it fails or
is compromised, can negatively affect the entire network. Network design
methodologies expend a lot of time and resources to search for these points;
here, we provide only a few. We discuss the technological aspects of cabling
and networking topologies in more detail in the Technology Concepts section
later in this chapter. Now, we will discuss how they can contribute to creating
a single point of failure.

Cabling Failures

Coaxial. These are coaxial cables with many workstations or servers
attached to the same segment of cable, which creates a single point of
failure if it is broken. Exceeding the specified effective cable length is
also a source of cabling failures.

Twisted Pair. Twisted Pair cables currently have two categories in common
usage: CAT3 and CAT5. The fundamental difference between these two
types is how tightly the copper wires are wound. This tightness deter-
mines the cable’s resistance to interference, the allowable distance it can
be pulled between points, and the data’s transmission speed before
attenuation begins to affect the signal. CAT3 is an older specification
with a shorter effective distance. Cable length is the most common fail-
ure issue with twisted pair cabling.
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Fiber Optic. Fiber-Optic cable is immune to the effects of electromagnetic
interference (EMI) and therefore has a much longer effective usable
length (up to 2 kilometers in some cases). It can carry a heavy load of
activity much more easily than the copper types, and as such it is com-
monly used for infrastructure backbones, server farms, or connections
that need large amounts of bandwidth. The primary drawbacks of this
cable type are its cost of installation and the high level of expertise
needed to have it properly terminated.

Topology Failures

Ethernet. Ethernet is currently the most popular topology. The older coax-
ial cable has been widely replaced with twisted pair, which is extremely
resistant to failure, especially in a star-wired configuration.

Token Ring. Token ring was designed to be a more fault-tolerant topology
than Ethernet, and can be a very resilient topology when properly
implemented. Because a token is passed by every station on the ring, a
NIC that is set to the wrong speed or that is in an error state can bring
down the entire ring.

Fiber Distributed Data Interface (FDDI). FDDI is a token-passing ring
scheme like a token ring, yet it also has a second ring that remains dor-
mant until an error condition is detected on the primary ring. The pri-
mary ring is then isolated and the secondary ring begins working, thus
creating an extremely fault-tolerant network. This fault tolerance is occa-
sionally overridden in certain implementations that use both rings to
create a faster performance.

Leased Lines. Leased lines, such as T1 connections and Integrated Services
Digital Network (ISDN) lines, can be a single point of failure and have
no built-in redundancy like the Local Area Network (LAN) topologies. A
common way to create fault tolerance with leased lines is to group sev-
eral T1s together with an inverse multiplexer placed at both ends of the
connection. Having multiple vendors can also help with redundancy;
the T1 lines are not all supplied by one carrier.

Frame Relay. Frame relay uses a public switched network to provide Wide
Area Network (WAN) connectivity. Frame relay is considered extremely
fault-tolerant because any segment in the frame relay cloud that is expe-
riencing an error or failure diverts traffic to other links. Sometimes fault
tolerance is achieved by a client using multiple vendors for this service,
such as in leased lines.

Other Single Points of Failure

Other single points of failure can be unintentionally created by not building
redundancy into the network design. For example, network devices can create
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SAVING CONFIGURATION FILES AND TRIVIAL FILE TRANSFER PROTOCOL

Sometimes when a network device fails, the configuration programmed into it
is also lost. This can especially happen to routers. The procedure that is used to
prevent this from occurring consists of capturing the configuration files by log-
ging a terminal session during a configuration session, and then storing that
configuration on floppies, or installing a Trivial File Transfer Protocol (TFTP)
server. The TFTP server is then accessed during the configuration session to
save or retrieve configuration information to the network device. This server
can be located in a secure area. If the network is very large, a TFTP server is
considered mandatory. Many networking devices now support TFTP.

a single point of failure when all network traffic in or out of the network
passes through this single device. This can happen with firewalls, routers,
hubs, and switches. All single devices should have redundant units installed
and/or redundant power supplies and parts. Dial-up or ISDN Basic Rate
Interface (BRI) connections are often created as backup routes for faster leased
lines.

PoweRr FAILURE

Blackouts, brownouts, surges, and spikes are all examples of power fluctua-
tions that can seriously harm any electronic equipment. Servers, firewalls,
routers, and mission-critical workstations are network devices that should
have their own Uninterruptible Power Supply (UPS) attached. A UPS can pro-
vide a source of clean, filtered, steady power, unlike a battery backup. Intelli-
gent UPS systems can shut down devices gracefully (without a hard crash),
notify personnel that a power outage has occurred, and restart the system
after the outage has been remedied. For example, in New York, the supplied
power wattage range varies widely throughout the day and can be very dam-
aging on electronics without a UPS. Network Operations Centers (NOC) and
other providers of carrier services commonly install their own Direct Current
(DC) power generators as part of their network infrastructure design. You can
find a more thorough description of electrical power failures and controls in
Chapter 10, “Physical Security.”

Network Attacks and Abuses

The CISSP candidate will need to know in general the various types of attacks on
and abuses of networked systems. In current practice, these attacks are con-
stantly evolving. This is probably the most dynamic area of InfoSec today. Large
teams and huge amounts of money and resources are dedicated to reacting to the
latest twists and turns of intrusions into networked systems, particularly on the
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Internet. We describe attacks and abuses in almost every chapter; here we focus
on those attacks and abuses that commonly apply to networked systems.!

This area is also a constant source of fodder for the media. Arguments can
be made as to whether internal versus external intrusions are more serious or
common. A recent study estimated that about 60 percent of unauthorized net-
work intrusions originated internally, and this figure is on a downward trend.
With the Internet economy so visible, external C.I. A. failures can create some
very serious credibility and PR problems that will negatively affect the bottom
line.

General Classes of Network Abuses

We will now explain several classes of network attacks a CISSP candidate
should know. These classes are grouped very generally, and should not be
considered a complete listing of network attacks or abuses.

Class A: Unauthorized Access of Restricted
Network Services by the Circumvention of
Security Access Controls

This type of usage is called logon abuse. It refers to legitimate users accessing
networked services that would normally be restricted to them. Unlike net-
work intrusion, this type of abuse focuses primarily on those users who might
be internal to the network, legitimate users of a different system, or users who
have a lower security classification. Masquerading is the term used when one
user pretends to be another user. An attacker socially engineering passwords
from an Internet Service Provider (ISP) would be an example of this type of
masquerading.

Class B: Unauthorized Use of a Network
for Non-Business Purposes

This style of network abuse refers to the non-business or personal use of a net-
work by otherwise authorized users, such as Internet surfing to inappropriate
content sites (travel, pornography, sports, and so forth). As per the (ISC)2 Code
of Ethics and the Internet Advisory Board (IAB) recommendations, the use of
networked services for other than business purposes can be considered abuse
of the system. While most employers do not enforce extremely strict Web surf-
ing rules, occasional harassment litigation resulting from employees accessing
pornography sites and employees operating private Web businesses using the
company’s infrastructure can constitute unauthorized use.

1 Two books that are excellent sources of detailed information on network hacks and intrusions
are “Hack Attacks Encyclopedia” by John Chirillo (Wiley, 2001), and “Counter Hack,” by Ed Skoudis
(Prentice Hall PTR, 2002).
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Class C: Eavesdropping

This type of network attack consists of the unauthorized interception of net-
work traffic. Eavesdropping attacks occur through the interception of network
traffic. Certain network transmission methods, such as by satellite, wireless,
mobile, PDAs, and so on, are vulnerable to eavesdropping attacks. Tapping
refers to the physical interception of a transmission medium (like the splicing
of the cable or the creation of an induction loop to pick up electromagnetic
emanations from copper).

Passive Eavesdropping. Covertly monitoring or listening to transmissions
that are unauthorized by either the sender or receiver.

Active Eavesdropping. Tampering with a transmission to create a covert
signaling channel, or actively probing the network for infrastructure
information.

An active variation on eavesdropping is called Covert Channel eavesdrop-
ping, which consists of using a hidden unauthorized network connection to
communicate unauthorized information. A Covert Storage Channel operates
by writing information to storage by one process and then reading by using
another process from a different security level. A Covert Timing Channel sig-
nals information to another process by modulating its own resource use to
affect the response time of another.

Eavesdropping and probing are often the preliminary steps to session
hijacking and other network intrusions.

Class D: Denial of Service and Other Service

Disruptions

These types of attacks create service outages due to the saturation of net-
worked resources. This saturation can be aimed at the network devices,
servers, or infrastructure bandwidth—whatever network area that unusual
traffic volumes can seriously degrade. For example, the Distributed Denial of
Service (DDoS) attack that occurred in February 2000 is not specifically con-
sidered a hack because the attack’s primary goal was not to gather informa-
tion (confidentiality or integrity is not intentionally compromised), but rather
to halt service by overloading the system. This attack, however, can be used as
a diversion to enable an intentional hack to gain information from a different
part of the system by diverting the company’s Information Technology (IT)
resources elsewhere. We provide detailed examples of DoS attacks later in the
text.

Class E: Network Intrusion

This type of attack refers to the use of unauthorized access to break into a net-
work primarily from an external source. Unlike a login abuse attack, the
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intruders are not considered to be known to the company. Most common con-
ceptions of hacks reside in this category. Also known as a penetration attack, it
exploits known security vulnerabilities in the security perimeter.

Spoofing. Refers to an attacker deliberately inducing a user (subject) or
device (object) into taking an incorrect action by giving it incorrect infor-
mation.

Piggy-backing. Refers to an attacker gaining unauthorized access to a sys-
tem by using a legitimate user’s connection. A user leaves a session open
or incorrectly logs off, enabling an attacker to resume the session.

Back-door attacks. Commonly refers to intrusions via dial-up or async
external network connections.

Class F: Probing

Probing is an active variation of eavesdropping. It is usually used to give an
attacker a road map of the network in preparation for an intrusion or a DoS
attack. It can give the eavesdropper a list of available services. Traffic analysis
through the use of a “Sniffer” is one probing type of eavesdropping, where
scans of the hosts for various enabled services document what systems are
active on a network and what ports are open.

Probing can be performed either manually or automatically. Manual vul-
nerability checks are performed by using tools such as Telnet to connect to a
remote service to see what is listening. Automated vulnerability scanners are
software programs that automatically perform all the probing and scanning
steps and report the findings back to the user. Due to its free availability on the
Internet, the number of this type of automated probing has skyrocketed
recently.

Denial of Service (DoS) Attacks

The DoS attack might use some of the following techniques to overwhelm a
target’s resources:

m Filling up a target’s hard drive storage space by using huge e-mail
attachments or file transfers

m Sending a message, which resets a target host’s subnet mask, causing a
disruption of the target’s subnet routing

m Using up all of a target’s resources to accept network connections,
resulting in additional network connections being denied

Next, we list additional specific types of DoS attacks:

Buffer Overflow Attack. A basic buffer overflow attack occurs when a
process receives much more data than expected. If the process has no
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programmed routine to deal with this excessive amount of data, it acts
in an unexpected way that the intruder can exploit. A Ping of Death
exploits ICMP by sending an illegal ECHO packet of >65K octets of data,
which can cause an overflow of system variables and lead to a system
crash.

SYN Attack. A SYN attack occurs when an attacker exploits the use of the
buffer space during a Transmission Control Protocol (TCP) session ini-
tialization handshake. The attacker floods the target system’s small “in-
process” queue with connection requests, but it does not respond when
a target system replies to those requests. This causes the target system to
time out while waiting for the proper response, which makes the system
crash or become unusable.

Teardrop Attack. A Teardrop attack consists of modifying the length and
fragmentation offset fields in sequential Internet Protocol (IP) packets.
The target system then becomes confused and crashes after it receives
contradictory instructions on how the fragments are offset on these
packets.

Smurf. A Smurf attack uses a combination of IP spoofing and ICMP to satu-
rate a target network with traffic, thereby launching a DoS attack. It con-
sists of three elements: the source site, the bounce site, and the target
site. The attacker (the source site) sends a spoofed ping packet to the
broadcast address of a large network (the bounce site). This modified
packet contains the address of the target site, which causes the bounce
site to broadcast the misinformation to all of the devices on its local net-
work. All of these devices now respond with a reply to the target sys-
tem, which is then saturated with those replies.

Session Hijacking Attacks

IP Spoofing Attacks. Unlike a Smurf attack, where spoofing creates a DoS
attack, IP spoofing convinces a system that it is communicating with a
known entity that gives an intruder access. IP spoofing involves an alter-
ation of a packet at the TCP level, which is used to attack Internet-
connected systems that provide various TCP/IP services. The attacker
sends a packet with an IP source address of a known, trusted host. This
target host might accept the packet and act upon it.

TCP Sequence Number Attacks. TCP sequence number attacks exploit the
communications session, which was established between the target and

2Andress, Mandy. “Surviving Security: How to Integrate People, Process, and Technology” (Sams Pub-
lishing, 2001).
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the trusted host that initiated the session. The intruder tricks the target
into believing it is connected to a trusted host and then hijacks the ses-
sion by predicting the target’s choice of an initial TCP sequence number.
This session is then often used to launch various attacks on other hosts.

Other Fragmentation Attacks

IP fragmentation attacks use varied IP datagram fragmentation to disguise its
TCP packets from a target’s IP filtering devices. The following are some exam-
ples of these types of attacks:

W A tiny fragment attack occurs when the intruder sends a very small frag-
ment that forces some of the TCP header field into a second fragment. If
the target’s filtering device does not enforce minimum fragment size,
this illegal packet can then be passed on through the target’s network.

m An overlapping fragment attack is another variation on a datagram’s zero-
offset modification (like the teardrop attack). Subsequent packets over-
write the initial packet’s destination address information, and then the
second packet is passed by the target’s filtering device. This can happen
if the target’s filtering device does not enforce a minimum fragment off-
set for fragments with non-zero offsets.

Trusted Network Interpretation

One of the most important documents of the 20 or so books in the Rainbow
series is the Trusted Network Interpretation (TNI), which is also called the
“Red Book.” The National Institute of Standards and Technology (INIST)
developed these books and the resulting standards.

The Red Book interprets the criteria described in the Trusted Computer Secu-
rity Evaluation Criteria (TCSEC, called the “Orange Book”) for networks and
network components, so it is applicable for this chapter. The reader should
note that time and technological changes lessen the relevancy of the TNI to
contemporary networking.

To deal with technical issues that are outside the scope of the Orange Book,
the Red Book examines an interpretation of the Orange Book as it relates to
networks and examines other security services that the Orange Book does not
address. The TNI provides Orange Book interpretations for trusted computer
and communications network systems under the areas of assurance require-
ments. It creates rating structures for this assurance and describes and defines
additional security services for networks in the areas of communications
integrity, DoS, and transmission security. It also assumes that the physical,
administrative, and procedural protection measures are already in place. The
primary purpose of these interpretations is to provide a standard to manufac-
turers who are incorporating security features, which operate at defined
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Table 3.3 TNI Evaluation Classes

) KIF 0]\

D: Minimal protection

C: Discretionary protection

C1: Discretionary security protection
C2: Controlled access protection

B: Mandatory protection

B1: Labeled security protection

B2: Structured protection

B3: Security domains

Al: Verified protection

The TNI is restricted to a limited class of networks; namely, centralized net-
works with a single accreditation authority. It addresses network issues, which
the Orange Book does not address, and in a way it competes with the 1ISO
architecture. Because the distributed network model is becoming the standard
(including the rise of the Internet), you can think of the TNI as a bridge between
the Orange Book and these newer network classes.

assurance levels that provide a measurable degree of trust. Table 3.3 is a short
introduction to the various TNI evaluation classes.

Technology Concepts

This section describes the functions of various Telecommunications and Net-
work technologies.

Protocols

Here is where we get into the meat of networking, and can understand the lay-
ered model and the protocols that accompany it. In this section, we will exam-
ine the OSI and the TCP/IP layered models, and the protocols that accompany
each of these models.
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LAYERED MODELS

Layered models serve to enhance the development and management of a net-
work architecture. While they primarily address issues of data communications,
they also include some data processing activities at the upper layers. These
upper layers address applications software processes, the presentation format,
and the establishment of user sessions. Each independent layer of a network
architecture addresses different functions and responsibilities. All of these lay-
ers work together to maximize the performance of the process and interoper-
ability. Examples of the various functions addressed are data transfer, flow
control, sequencing, error detection, and notification.

A protocol is a standard set of rules that determine how computers commu-
nicate with each other across networks. When computers communicate with
one another, they exchange a series of messages. A protocol describes the for-
mat that a message must take and the way in which computers must exchange
messages. Protocols enable different types of computers such as Macintosh,
PC, UNIX, and so on to communicate in spite of their differences. They com-
municate by describing a standard format and communication method by
adhering to a layered architecture model.

The Layered Architecture Concept

Layered architecture is a conceptual blueprint of how communications should
take place. It divides communication processes into logical groups called layers.
There are many reasons to use a layered architecture:

m To clarify the general functions of a communications process, rather
than focusing on the specifics of how to do it

m To break down complex networking processes into more manageable
sublayers

m Using industry-standard interfaces enables interoperability

m To change the features of one layer without changing all of the pro-
gramming code in every layer

m Easier troubleshooting

How Data Moves through a Layered
Architecture

Data is sent from a source computer to a destination computer. In a layered
architecture model, the data passes downward through each layer from the
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highest layer (the Application Layer 7 in the OSI model) to the lowest layer
(the Physical Layer 1 of the OSI model) of the source. It is then transmitted
across the medium (cable) and is received by the destination computer, where
it is passed up the layers in the opposite direction from the lowest (Layer 1) to
the highest (Layer 7).

Each of the various protocols operates at specific layers. Each protocol in the
source computer has a job to do: Each one is responsible for attaching its own
unique information to the data packet when it comes through its own layer.
When the data reaches the destination computer, it moves up the model. Each
protocol on the destination computer also has a job to do: Each protocol
detaches and examines only the data that was attached by its protocol coun-
terpart at the source computer, then it sends the rest of the packet up the pro-
tocol stack to the next highest layer. Each layer at each destination sees and
deals only with the data that was packaged by its counterpart on the sending
side.

Open Systems Interconnect (0SI) Model

In the early 1980s, the Open Systems Interconnection (OSI) reference model
was created by the International Standards Organization (ISO) to help ven-
dors create interoperable network devices. The OSI reference model describes
how data and network information is communicated from one computer
through a network media to another computer. The OSI reference model
breaks this approach into seven distinct layers. Layering divides a problem
into functional groups that permit an easier understanding of each piece of the
problem. Each layer has a unique set of properties and directly interacts with
its adjacent layers.

The OSI model was expected to become the standard, yet it did not prevail
over TCP/IP. Actually, in some cases, they have been joined at the Application
Level to obtain the benefits of each.

The Seven Layers of the 0SI
Reference Model

The OSI reference model is divided into seven layers (see Figure 3.4), which
we will examine here.

BT X113 As we describe these 0SI layers, you will notice that we do not equally
discuss all of the layers—we will focus on some layers more than others. The
0Sl layers that we are most concerned with are the Application, Network,
Transport, Data Link, and Physical layers.

Application Layer (Layer 7). The Application Layer of the OSI model sup-
ports the components that deal with the communication aspects of an
application. The Application Layer is responsible for identifying and
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DATA ENCAPSULATION

Data Encapsulation is the process in which the information from one data
packet is wrapped around or attached to the data of another packet. In the OSI
reference model, each layer encapsulates the layer immediately above it as the
data flows down the protocol stack. The logical communication, which happens
at each layer of the OSI reference model, does not involve several physical con-
nections because the information that each protocol needs to send is encapsu-
lated within the protocol layer.

Application

Presentation

Session

Transport

Network

Data Link

Physical

Figure 3.4 The OSI seven-layer reference model.

establishing the availability of the intended communication partner. It is
also responsible for determining whether sufficient resources exist for
the intended communication. This layer is the highest level and is the
interface to the user.

The following are some examples of Application Layer applications:
m World Wide Web (WWW)

m File Transfer Protocol (FTP)

m Trivial File Transfer Protocol (TFIP)
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m [.ine Printer Daemon (LPD)
m Simple Mail Transfer Protocol (SMTP)

Presentation Layer (Layer 6). The Presentation Layer presents data to the
Application Layer. It functions essentially as a translator, such as
Extended Binary-Coded Decimal Interchange Code (EBCDIC)3 or Amer-
ican Standard Code for Information Interchange (ASCII)*. Tasks like data
compression, decompression, encryption, and decryption are all associ-
ated with this layer. This layer defines how the applications can enter a
network.

When you are surfing the Web, most likely you are frequently encountering
some of the following Presentation Layer standards:

m Hypertext Transfer Protocol (HTTP)
m Tugged Image File Format (TIFF). A standard graphics format.

m Joint Photographic Experts Group (JPEG). Standard for graphics defined
by the Joint Photographic Experts Group.

m Musical Instrument Digital Interface (MIDI). A format used for digitized
music.

m Motion Picture Experts Group (MPEG). The Motion Picture Experts
Group’s standard for the compression and coding of motion video.

Session Layer (Layer 5). The Session Layer makes the initial contact with
other computers and sets up the lines of communication. It formats the
data for transfer between end nodes, provides session restart and recov-
ery, and performs the general maintenance of the session from end to
end. The Session Layer offers three different modes: simplex, half
duplex, and full duplex. It also splits up a communication session into
three different phases: connection establishment, data transfer, and con-
nection release.

Some examples of Session Layer protocols are:

m Network File System (NFS)

m Structured Query Language (SQL)

mm Remote Procedure Call (RPC)

Transport Layer (Layer 4). The Transport Layer defines how to address the

physical locations and/or devices on the network, how to make connec-
tions between nodes, and how to handle the networking of messages. It

3 IBM’s 8-bit extension of the 4-bit Binary Coded Decimal encoding of digits 0-9.
47-bit American National Standard Code for information interchange.
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is responsible for maintaining the end-to-end integrity and control of the
session. Services located in the Transport Layer both segment and
reassemble the data from upper-layer applications and unite it onto the
same data stream, which provides end-to-end data transport services
and establishes a logical connection between the sending host and desti-
nation host on a network. The Transport Layer is also responsible for
providing mechanisms for multiplexing upper-layer applications, ses-
sion establishment, and the teardown of virtual circuits.

Examples of Transport Layer protocols are:

m Transmission Control Protocol (TCP)
m ser Datagram Protocol (UDP)
m  Sequenced Packet Exchange (SPX)

Network Layer (Layer 3). The Network Layer defines how the small packets
of data are routed and relayed between end systems on the same net-
work or on interconnected networks. At this layer, message routing,
error detection, and control of node data traffic are managed. The Net-
work Layer’s primary function is the job of sending packets from the
source network to the destination network.

Examples of Network Layer protocols are:

m [nternet Protocol (IP)

m Open Shortest Path First (OSPF)

m [nternet Control Message Protocol (ICMP)
m Routing Information Protocol (RIP)

Data Link Layer (Layer 2). The Data Link Layer defines the protocol that com-
puters must follow in order to access the network for transmitting and
receiving messages. Token Ring and Ethernet operate within this layer.
This layer establishes the communications link between individual devices
over a physical link or channel. It also ensures that messages are delivered
to the proper device and translates the messages from layers above into
bits for the Physical Layer to transmit. It also formats the message into data
frames and adds a customized header that contains the hardware destina-
tion and source address. The Data Link Layer contains the Logical Link Con-
trol Sublayers and the Media Access Controle (MAC) Sublayer.

5 The Logical Link Control Sublayer is the part of the link level that supports medium-independent
data link functions and uses the services of the medium access control sublayer to provide services to the
network layer.

6 The Media Access Control Layer is one of two sublayers that make up the Data Link Layer of
the OSI model. The MAC layer is responsible for moving data packets to and from one Network
Interface Card (NIC) to another across a shared channel.
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Examples of Data Link Layer protocols are:
mm Address Resolution Protocol (ARP)

m Serial Line Internet Protocol (SLIP)

m Point-to-Point Protocol (PPP)

Physical Layer (Layer 1). The Physical Layer defines the physical connec-
tion between a computer and a network and converts the bits into volt-
ages or light impulses for transmission. It also defines the electrical and
mechanical aspects of the device’s interface to a physical transmission
medium, such as twisted pair, coax, or fiber. Communications hardware
and software drivers are found at this layer as well as electrical specifica-
tions such as EIA-232 (RS-232) and Synchronous Optical NETwork
(SONET). The Physical Layer has only two responsibilities: It sends bits
and receives bits.

The Physical Layer defines the following standard interfaces:
m EJA/TIA-232 and EIA /TIA-449
m X21

m High-Speed Serial Interface (HSSI)

O0SI Security Services and Mechanisms
OSI defines six basic security services to secure OSI communications. A secu-
rity service is a collection of security mechanisms, files, and procedures that
help protect the network.
These are the six basic security services:
1. Authentication
Access control
Data confidentiality
Data integrity
Nonrepudiation

AL

Logging and monitoring

In addition, the OSI model also defines eight security mechanisms. A secu-
rity mechanism is a control that is implemented in order to provide the six basic
security services.

These are the eight security mechanisms:

1. Encipherment

2. Digital signature

3. Access control

4. Data integrity
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5. Authentication
6. Traffic padding
7. Routing control

8. Notarization

Transmission Control Protocol/Internet
Protocol (TCP/IP) Model

Transmission Control Protocol /Internet Protocol (TCP/IP) is the common name
for the suite of protocols developed by the Department of Defense (DoD) in the
1970s to support the construction of the Internet. The Internet is based on
TCP/IP. A CISSP candidate should be familiar with the major properties of
TCP/IP and should know which protocols operate at which layers of the TCP /1P
protocol suite. TCP and IP are the two most well known protocols in the suite.

The TCP/IP Protocol Model (see Figure 3.5) is similar to the OSI model, but
it defines only the following four layers instead of seven:

m Application Layer. Consists of the applications and processes that use the
network.

W Host-to-Host Transport Layer. Provides end-to-end data delivery service
to the Application Layer.

m [nternet Layer. Defines the IP datagram and handles the routing of data
across networks.

m Network Access or Link Layer. Consists of routines for accessing physical
networks and the electrical connection.

The Application Layer is roughly similar to the top three layers of the OSI
model—the Application, Presentation, and Session layers—and performs
most of the same functions. It is sometimes called the Process/Application
Layer in some DoD definitions.

Application

Host-to-Host

Internet

Network Access

Figure 3.5 The TCP/IP Protocol Model.
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The Host-to-Host Layer is comparable to OSI’s Transport Layer. It defines the
protocols for setting up the level of transmission service. It also provides for
reliable end-to-end communications, ensures the data’s error-free delivery,
handles the data’s packet sequencing, and maintains the data’s integrity.

The Internet Layer corresponds to the OSI's Network Layer. It designates the
protocols that are related to the logical transmission of packets over the network.
This layer gives network nodes an IP address and handles the routing of packets
among multiple networks. It also controls the communication flow between hosts.

At the bottom of the TCP/IP model, the Network Access Layer monitors the
data exchange between the host and the network. The equivalent of the Data
Link and Physical layers of the OSI model, it oversees hardware addressing
and defines protocols for the physical transmission of data.

TCP/IP Protocols

The functional protocols can be grouped by the TCP/IP layer that they
inhabit. Next, we list the main protocols that we are concerned with in the
Telecommunications domain (and the corresponding layer). We describe each
one in the following text.

Host-to-Host Transport Layer Protocols:
m Transmission Control Protocol (TCP)

m User Datagram Protocol (UDP)
Internet Layer Protocols:

m [nternet Protocol (IP)

m Address Resolution Protocol (ARP)

m Reverse Address Resolution Protocol (RARP)
m Internet Control Message Protocol (ICMP)

Host-to-Host Transport Layer Protocols

Transmission Control Protocol (TCP). TCP provides a full-duplex, connection-
oriented, reliable, virtual circuit. Incoming TCP packets are sequenced to
match the original transmission sequence numbers. Because any lost or
damaged packets are retransmitted, TCP is very costly in terms of network
overhead and is slower than UDP.

Reliable data transport is addressed by TCP to ensure that the following
goals are achieved:

m An acknowledgment is sent back to the sender upon the reception of
delivered segments.

m Any unacknowledged segments are retransmitted.
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m Segments are sequenced back in their proper order upon arrival at their
destination.

m A manageable data flow is maintained in order to avoid congestion,
overloading, and data loss.

TCP and UDP must use port numbers to communicate with the upper layers.
Port numbers are used to keep track of the different conversations that are simul-
taneously crossing the network. Originating source port numbers dynamically
assigned by the source host are usually some number greater than 1,023.

User Datagram Protocol (UDP). UDP is a scaled-down version of TCP.
UDP is used like TCP, yet it only gives a “best effort” delivery. It does
not offer error correction, does not sequence the packet segments, and
does not care about the order in which the packet segments arrive at
their destination. Thus, it is referred to as an unreliable protocol.

UDP does not create a virtual circuit and does not contact the destination
before delivering the data. Thus, it is also considered a connectionless protocol.
UDP imposes much less overhead, however, which makes it faster than TCP
for applications that can afford to lose a packet now and then, such as stream-
ing video or audio. Table 3.4 lists the main differences between TCP and UDP.

Table 3.4 TCP versus UDP Protocols

Acknowledged Unacknowledged
Sequenced Unsequenced
Connection-oriented Connectionless
Reliability Unreliable

High Overhead (slower) Low overhead (faster)

CONNECTION-ORIENTED VERSUS CONNECTIONLESS NETWORK SERVICES

The traditional telephone versus letter example might help you to understand
the difference between a TCP and a UDP. Calling someone on the phone is like
TCP, because you have established a virtual circuit with the party at the other
end. That party may or may not be the person you want to speak to (or might
be an answering machine), but you know whether or not you spoke to them.
Alternatively, using UDP is like sending a letter. You write your message,
address it, and mail it. This process is like UDP’s connectionless property. You
are not really sure it will get there, but you assume the post office will provide
its “best effort” to deliver it.
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The Internet Layer Protocols

Internet Protocol (IP). IP is the Big Daddy of all the protocols. All hosts on
a network have a logical ID called an IP address. This software address
contains the information that aids in simplifying routing. Each data
packet is assigned the IP address of the sender and the IP address of the
recipient. Each device then receives the packet and makes routing deci-
sions based upon the packet’s destination IP address.

IP provides an “unreliable datagram service.” It supplies a) no guarantees
that the packet will be delivered, b) no guarantees that it will be delivered only
once, and c) no guarantees that it will be delivered in the order in which it was
sent.

Address Resolution Protocol (ARP). IP needs to know the hardware
address of the packet’s destination so that it can send it. ARP matches an
IP address to an Ethernet address. An Ethernet address is a 48-bit
address that is hard-wired into the NIC of the network node. ARP
matches up the 32-bit IP address with this hardware address, which is
technically referred to as the Media Access Control (MAC) address or
the physical address.

ARP interrogates the network by sending out a broadcast seeking a net-
work node that has a specific IP address, and asking it to reply with its
hardware address. ARP maintains a dynamic table of these translations
between IP addresses and Ethernet addresses, so that it only has to
broadcast a request to every host the first time it is needed.

Reverse Address Resolution Protocol (RARP). In some cases, the reverse is
required: The MAC address is known, but the IP address needs to be
discovered. This is sometimes the case when diskless machines are
booted onto the network. The RARP protocol sends out a packet, which
includes its MAC address and a request to be informed of the IP address
that should be assigned to that MAC address. A RARP server then
responds with the answer.

Internet Control Message Protocol (ICMP). ICMP is a management proto-
col and messaging service provider for IP. Its primary function is to send
messages between network devices regarding the health of the network.
It also informs hosts of a better route to a destination if there is trouble
with an existing route. It can also help identify the problem with that
route.

Other TCP/IP Protocols

Telnet. Telnet’s function is terminal emulation. It enables a user on a
remote client machine to access the resources of another machine.
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Telnet’s capabilities are limited to running applications—it cannot be
used for downloading files.

File Transfer Protocol (FTP). FIP is the protocol that facilitates file transfer
between two machines. FTP is also employed to perform file tasks. It enables
access for both directories and files, and can also accomplish certain types of
directory operations. However, FTP cannot execute remote files as programs.

Trivial File Transfer Protocol (TFIP). TFIP is a stripped-down version of FTP.
TFTP has no directory-browsing abilities; it can do nothing but send and
receive files. Unlike FTP, authentication does not occur, so it is insecure.
Some sites choose not to implement TFTP due to the inherent security risks.

Network File System (NFS). NFS is the protocol that supports file sharing.
It enables two different types of file systems to interoperate.

Simple Mail Transfer Protocol (SMTP). SMTP is the protocol that we use
every day to send and receive Internet email. When a message is sent, it
is sent to a mail queue. The SMTP server regularly checks the mail
queue for messages and delivers them when they are detected.

Line Printer Daemon (LPD). The LPD daemon, along with the Line Printer
(LPR) program, enables print jobs to be spooled and sent to a network’s
shared printers.

X Window. X Window defines a protocol for the writing of graphical user
interface-based client/server applications.

Simple Network Management Protocol (SNMP). SNMP is the protocol that
provides for the collection of network information by polling the devices
on the network from a management station. This protocol can also notify
network managers of any network events by employing agents that
send an alert called a trap to the management station. The databases of
these traps are called Management Information Bases (MIBs).

Bootstrap Protocol (BootP). When a diskless workstation is powered on, it
broadcasts a BootP request to the network. A BootP server hears the
request and looks up the client’'s MAC address in its BootP file. If it finds
an appropriate entry, it responds by telling the machine its IP address and
the file from which it should boot. BootP is an Internet Layer protocol.

Security-Enhanced and Security-Focused
Protocols

The following are two types of security-enhanced protocol extensions:
m Security enhancements to the Telnet protocol, such as Remote Terminal
Access and Secure Telnet

m Security enhancements to the Remote Procedure Call protocol, such as
Secure RPC Authentication (SRA)
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The following protocols are two examples of security-focused protocols that
were primarily created to support Internet transactions and authentication:

Secure Electronic Transaction (SET). Originated by Visa and MasterCard as
an Internet credit card protocol, SET supports the authentication of both
the sender and receiver and ensures content privacy in an effort to
reduce merchant fraud on public networks. Although SET is still widely
in use, SSL is overtaking it.

Secure HITP (S-HTTP). An early standard for encrypting HTTP docu-
ments; the HTTP server caches and secures stored S-HTTP documents.
SSL is also overtaking this protocol.

SET and S-HTTP operate at the Application Layer of the OSI model. The fol-
lowing are three protocols that provide security services at the Transport
Layer. SSH and SSL are very heavily used for protecting Internet transactions.

These are the three security-focused protocols:

Secure Shell (SSH-2). SSH is a strong method of performing client authenti-
cation. Because it supports authentication, compression, confidentiality,
and integrity, SSH is used frequently on the Internet. SSH has two
important components: RSA certificate exchange for authentication and
Triple DES for session encryption.

Secure Sockets Layer (SSL). An encryption technology that is used to pro-
vide secure transactions such as the exchange of credit card numbers.
SSL is a socket layer security protocol and is a two-layered protocol that
contains the SSL Record Protocol and the SSL Handshake Protocol. Simi-
lar to SSH, SSL uses symmetric encryption for private connections and
asymmetric or public key cryptography for peer authentication. It also
uses a Message Authentication Code for message integrity checking.

Simple Key Management for Internet Protocols (SKIP). A security technol-
ogy that provides high availability in encrypted sessions (for example,
crashed gateways). SKIP is similar to SSL, except that it requires no prior
communication in order to establish or exchange keys on a session-by-
session basis. Therefore, no connection setup overhead exists and new
key values are not continually generated.

Firewall Types and Architectures

A CISSP candidate will need to know the basic types of firewalls and their
functions, which firewall operates at which protocol layer, and the basic varia-
tions of firewall architectures.

Firewall Types

We will begin by looking at the various types of firewalls. We have ordered
them here by generation (in what order they were developed).
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Packet Filtering Firewalls

The first type of firewall that we examine is the packet filtering firewall, which
we can also call a screening router. This type of firewall examines both the
source and destination address of the incoming data packet. This firewall
either blocks or passes the packet to its intended destination network, which is
usually the local network segment where it resides. The firewall can then deny
access to specific applications and/or services based on the Access Control
Lists (ACLs), which are database files that reside on the firewall, that are
maintained by the firewall administrator, and that tell the firewall specifically
which packets can and cannot be forwarded to certain addresses. The firewall
can also enable access for only authorized application port or service num-
bers.

A packet filtering firewall looks at the data packet to get information about
the source and destination addresses of an incoming packet, the session’s
communications protocol (TCP, UDP, or ICMP), and the source and destina-
tion application port for the desired service. This type of firewall system is
considered a first-generation firewall and can operate at either the Network or
Transport Layer of the OSI model.

Application Level Firewalls

Another type of firewall is known as an Application Level Firewall (see Figure
3.6). This firewall is commonly a host computer that is running proxy server
software, which makes it a Proxy Server. This firewall works by transferring a
copy of each accepted data packet from one network to another, thereby mask-
ing the data’s origin. This can control which services a workstation uses (FTP
and so on), and it also aids in protecting the network from outsiders who may
be trying to get information about the network’s design.

This type of firewall is considered a second-generation firewall. It is also
called an Application Layer Proxy, and is commonly used with a Dual-Homed
Host. It operates at the OSI protocol Layer Seven, the Application Layer. One
drawback of this type of firewall is that it reduces network performance due

Forwarded . Application Proxy - File Server
reply < Reply
<«— Proxy | |Application Proxy |«
[j | server Protocol client '
—> : : >
=77 Request ! Analysis | ! Forwarded
Real client G T T/ i request

Figure 3.6 An Application Level Firewall.
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to the fact that it must analyze every packet and decide what to do with each
packet.

A variation of the application proxy firewall is called a Circuit Level Fire-
wall. Like an application level firewall, this firewall is used as a proxy server.
However, this firewall creates a virtual circuit between the workstation client
(destination) and the server (host). It also provides security for a wide variety
of protocols and is easier to maintain.

Stateful Inspection Firewalls

Another type of firewall is known as a Stateful Inspection Firewall. In a Stateful
Inspection Firewall, data packets are captured by an inspection engine that is
operating at the faster Network Layer. It maintains a “state” table which is con-
stantly updated. The packets are queued and then analyzed at all OSI layers.
This boosts performance over the pure application level firewall, and also pro-
vides a more complete inspection of the data. By examining the “state” and
“context” of the incoming data packets, it helps to track the protocols that are
considered “connectionless,” such as UDP-based applications and Remote
Procedure Calls (RPCs). This type of firewall system is used in third-generation
firewall systems.

Dynamic Packet Filtering Firewalls

A Dynamic Packet Filtering Firewall is a fourth-generation firewall technology
that enables the modification of the firewall security rule. This type of technol-
ogy is mostly used for providing limited support for UDP. For a short period
of time, this firewall remembers all of the UDP packets that have crossed the
network’s perimeter, and it decides whether to enable packets to pass through
the firewall.

Kernel Proxy

A Kernel Proxy is a fifth-generation firewall architecture that provides a modular,
kernel-based, multi-layer session evaluation and runs in the Windows NT
Executive, which is the kernel mode of Windows NT. It is a specialized fire-
wall architecture that uses dynamic and custom TCP/IP-based stacks to
inspect the network packets and to enforce security policies. Unlike normal
TCP/IP stacks, these stacks are constructed out of kernel-level proxies.

Firewall Architectures

Now we will discuss the four types of firewall architectures: packet filtering,
screened hosts, dual-homed hosts, and screened-subnet firewalls. Keep in
mind that some of these architectures are specifically associated with one of
the previously discussed firewall generation types while other architectures
can be a combination of generation types.
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Figure 3.7 A Packet-Filtering Router.

Packet-Filtering Routers

The most common and oldest firewall device in use is the Packet-Filtering
Router (see Figure 3.7). A packet-filtering router sits between the private
“trusted” network and the “untrusted” network or network segment, and is
sometimes used as a boundary router. A packet-filtering router uses Access
Control Lists (ACLs). This firewall protects against standard generic external
attacks; however, one problem with this type of firewall is that ACLs can be
manually difficult to maintain.

This type of firewall has several drawbacks: It lacks strong user authentica-
tion, employs minimal auditing, and its complex ACLs negatively impact net-
work performance. This packet filtering router is sometimes used to directly
manage the access to a demilitarized zone (DMZ) network segment.

Screened-Host Firewall Systems

This firewall architecture employs both a packet-filtering router and a bastion
host and is called a Screened-Host Firewall (see Figure 3.8). It commonly pro-
vides both network-layer (routing) and application-layer (proxy) services.
This type of firewall system is considered safer because it requires an intruder
to penetrate two separate systems before he or she can compromise the
trusted network. The bastion host is configured on the local “trusted” network
with a packet-filtering router between the “untrusted” network and the bas-

Bastion host

External
router ’ |

Trusted
network

Untrusted
network

Figure 3.8 A Screened-Host Firewall.
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Figure 3.9 A Dual-Homed Firewall.

tion host. Because the bastion host is commonly the focus of external attacks, it
is sometimes called the sacrificial host.

Dual-Homed Host Firewalls

Another very common firewall architecture configuration is the Dual-Homed
Host (see Figure 3.9). It is also called a dual-homed or multi-homed bastion
host. This architecture is a simple configuration that consists of a single com-
puter (the host) with two NICs: One is connected to the local “trusted” net-
work and the other is connected to the Internet or an “untrusted” external
network. A dual-homed host firewall usually acts to block or filter some or all
of the traffic trying to pass between the networks. IP traffic forwarding is usu-
ally disabled or restricted—all traffic between the networks and the traffic’s
destination must pass through some kind of security inspection mechanism. A
multi-homed bastion host can translate between two network access layer
protocols, such as Ethernet to Token Ring, for example.

A design issue with this firewall is that the host’s routing capabilities must
be disabled so that it does not unintentionally enable internal routing, which
will connect the two networks together transparently and negate the firewall’s
function.

Screened-Subnet Firewalls
(with a Demilitarized Zone)

One of the most secure implementations of firewall architectures is the
Screened-Subnet Firewall (see Figure 3.10). It employs two packet-filtering
routers and a bastion host. Like a screened-host firewall, this firewall supports
both packet-filtering and proxy services, yet it also defines a demilitarized
zone (DMZ). This creates a small network between the untrusted network and
the trusted network where the bastion host and other public Web services
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Figure 3.10 A Screened-Subnet Firewall with a DMZ.

exist. The outside router provides protection against external attacks while the
inside router manages the private network access to a DMZ by routing it
through the bastion host. This provides more layers of security. An issue with
this configuration is its complex configuration and maintenance.

SOCKS Gateway

Another variation of firewall protection is provided by a proprietary firewall
called a SOCKS server. This is a circuit-level proxy server that does not require
the server resource overhead of conventional proxy servers. It does, however,
require proprietary SOCKS client software to be loaded on every workstation.
This firewall is mostly used for outbound Internet access by a workstation.
The problem with this type of firewall configuration is that it is IT support-
intensive (due to the individual workstation configurations) and uses propri-
etary software.

NETWORK ADDRESS TRANSLATION

Network Address Translation (NAT) is a very important concept in data net-
working, especially when it pertains to firewalls (see Figure 3.11). As a firewall
administrator, you do not really want to let remote systems know the true IP
addresses of your internal systems. The Internet Assigned Numbers Authority
(IANA) has reserved the following three blocks of the IP address space for pri-
vate Internets: 10.0.0.0 to 10.255.255.255, 172.16.0.0 to 172.31.255.255, and
192.168.0.0 to 192.168.255.255. These are known as global, non-routable
addresses. NAT is a tool that is used for masking true IP addresses by employ-
ing these internal addresses. NAT converts a private IP address to a registered
“real” IP address. Most firewall systems now include NAT capability. NAT is also
used when corporations use private addressing ranges for internal networks
(these ranges are not allowed to be routed on the Internet).
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Figure 3.11 Network Address Translation (NAT).

Virtual Private Networks

A Virtual Private Network (VPN) is created by dynamically building a secure
communications link between two nodes by using a secret encapsulation method
(see Figure 3.12). This link is commonly called a secure encrypted tunnel,
although it is more accurately defined as an encapsulated tunnel because
encryption may or may not be used.

This tunnel can be created by using methods such as the following:

m [nstalling software or hardware agents on the client or a network gate-
way

® [mplementing various user or node authentication systems

m [mplementing key and certificate exchange systems

VPN Protocol Standards

The following are the three most common VPN communications protocol
standards:

Point-to-Point Tunneling Protocol (PPTP). PPTP works at the Data Link
Layer of the OSI model. Designed for individual client to server connec-
tions, it enables only a single point-to-point connection per session. This
standard is very common with asynchronous connections that use
Win9x or NT clients. PPTP uses native Point-to-Point Protocol (PPP)
authentication and encryption services.
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Figure 3.12 Example of a Cisco VPN.

Layer 2 Tunneling Protocol (L2TP). L2TP is a combination of PPTP and the
earlier Layer 2 Forwarding (L2F) Protocol that works at the Data Link
Layer like PPTP. It has become an accepted tunneling standard for
VPNss. In fact, dial-up VPNSs use this standard quite frequently. Like
PPTP, this standard was designed for single point-to-point client to
server connections. Note that multiple protocols can be encapsulated
within the L2TP tunnel, but do not use encryption like PPTP. Also, L2TP
supports TACACS+ and RADIUS, but PPTP does not.

IPSec. IPSec operates at the Network Layer and it enables multiple and
simultaneous tunnels, unlike the single connection of the previous stan-
dards. IPSec has the functionality to encrypt and authenticate IP data. It
is built into the new IPv6 standard, and is used as an add-on to the cur-
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rent IPv4. While PPTP and L2TP are aimed more at dial-up VPNs, IPSec
focuses more on network-to-network connectivity. We describe the ele-
ments of IPSec in more detail in Chapter 4, “Cryptography.”

VPN Devices

VPN devices are hardware or software devices that utilize the previously dis-
cussed VPN standards to create a secure tunnel. The VPN devices should be
grouped into two types: IPSec-compatible and non-IPSec-compatible.

IPSec-Compatible VPN Devices

IPSec-compatible VPN devices are installed on a network’s perimeter and
encrypt the traffic between networks or nodes by creating a secure tunnel
through the unsecured network. Because they employ IPSec encryption, they
only work with IP (thus, they are not multi-protocol). These devices operate at
the Network Layer (Layer Three). These devices have two operational modes:

1. Tunnel mode. The entire data packet is encrypted and encased in an
IPSec packet.

2. Transport mode. Only the datagram is encrypted, leaving the IP address
visible.

Non-IPSec-Compatible VPN Devices

Common VPN devices that are not compatible with IPSec include SOCKS-
based proxy servers, PPTP-compatible devices, and devices that use SSH.

SOCKS-based proxy servers can be used in a VPN configuration as well as in
a firewall configuration. In this implementation, they provide access to the
internal network from the outside instead of enabling internal workstations
access to the external Internet through a proxy firewall (described earlier in
the “Firewall Architectures” section). While not a traditional VPN protocol,
SOCKS-based systems contain authentication and encryption features, which
are similar to strong VPN protocols. SOCKS operates at the OSI Layer 7.

As we previously described, PPTP is most frequently implemented in
Win9x clients and/or WinNT Servers and clients. It is multi-protocol, uses
PAP or CHAP user authentication, compresses data for efficient transmis-
sions, and employs end-to-end encryption. Dial-up VPNs are LAN Remote
Access Servers that have multi-protocol VPN services implemented and use
PPTP. Internet Service Providers (ISPs) commonly use them.

Secure Shell (SSH-2) is not strictly a VPN product, but it can be used like one.
SSH opens a secure, encrypted shell (command line) session from the Internet
through a firewall to the SSH server. After the connection is established, it can
be used as a terminal session or for tunneling other protocols.
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Firewall-Based VPNs

Firewall-based VPNs are frequently available on third-generation firewalls.
These devices employ a VPN system, which is integrated into a firewall and
often uses proprietary or non-standard VPN protocols. These VPNs operate at
the application layer in the tunnel mode. Because they commonly use user-
based authentication and end-to-end encryption, performance degradation is
often a problem with these devices.

Data Networking Basics

A CISSP candidate will also need to know the basics of the data network
structures—the types of cabling, the various network access methods and
topologies, and the differences between various LANs and WANSs.

A Data Network consists of two or more computers that are connected for
the purpose of sharing files, printers, exchanging data, and so forth. To com-
municate on the network, every workstation must have an NIC inserted into
the computer, a transmission medium (such as copper, fiber, or wireless), a
Network Operating System (NOS), and a LAN device of some sort (such as a
hub, bridge, router, or switch) to physically connect the computers together.
Figure 3.13 shows common data networking components.

Data Network Types
We will examine the following Data Network types:
m [ ocal Area Networks (LAN)
m Wide Area Networks (WAN)

m [nternet, intranet, and extranet



Telecommunications and Network Security 127

|
&

Ethernet/IEEE 802.3
Token Ring/IEEE 802.5

Figure 3.14 Local Area Networks (LANSs).

Local Area Networks

A Local Area Network (LAN) (see Figure 3.14) is a discrete network that is
designed to operate in a specific, limited geographic area like a single building
or floor. LANs connect workstations and file servers together so that they can
share network resources like printers, email, and files. LAN devices are con-
nected by using a type of connection medium (such as copper wire or fiber
optics), and they use various LAN protocols and access methods to communi-
cate through LAN devices (such as bridges or routers). LANs can also be con-
nected to a public switched network.
Two common types of LANs are as follows:

m Campus Area Network (CAN). A typically large campus network that
connects multiple buildings with each other across a high-performance,
switched backbone on the main campus

m Metropolitan Area Network (MAN). Although not often used as a descrip-
tion, essentially a LAN that extends over a city-wide metropolitan area

Both CANs and MANs can have connections to a WAN.

Wide Area Networks

Think of a Wide Area Network (WAN) as a network of subnetworks that physi-
cally or logically interconnect LANs over a large geographic area. A WAN is
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basically everything outside of a LAN. A WAN might be privately operated
for a specific user community, might support multiple communication proto-
cols, or might provide network connectivity and services via interconnected
network segments (extranets, intranets, and VPNs). We will describe WAN
technologies later in more detail.

Internet

The Internet is a WAN that was originally funded by the DoD, which uses
TCP/IP for data interchange. The term “Internet” is used to refer to any and
all kinds of Advanced Research Projects Agency Network (ARPANET), Depart-
ment of Defense Research Projects Agency Network (DARPANET), Defense Data
Network (DDN), or DoD Internets. It specifically refers to the global network of
public networks and ISPs throughout the world. Either public or private net-
works (with a VPN) can utilize the Internet.

Intranet

An intranet is an Internet-like logical network that uses a firm’s internal, phys-
ical network infrastructure. Because it uses TCP/IP and HTTP standards, it
can use low-cost Internet products like Web browsers. A common example of
an intranet would be a company’s human resource department publishing
employee guidelines that are accessible by all company employees on the
intranet. An intranet provides more security and control than a public posting
on the Internet.

Extranet

Like an intranet, an extranet is a private network that uses Internet protocols.
Unlike an intranet, users outside the company (partners, vendors, and so
forth) can access an extranet but the general public cannot. An example of this
type of network is a company’s supplier, who can access a company’s private
network (via a VPN or Internet connection with some kind of authentication)
but only has access to the information that he or she needs.

In addition, a CISSP candidate should know the difference between asyn-
chronous versus synchronous communications and analog versus digital tech-
nologies. Figure 3.15 shows the difference between an analog and digital
signal while Table 3.5 shows the difference between analog and digital tech-
nologies.

Common Data Network Services
The following are some of the common services that a data network provides:
File services. They share data files and subdirectories on file servers.

Mail services. They send and receive email internally or externally
through an email gateway device.
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Digital Signal

Figure 3.15 Examples of analog and digital signals.

Table 3.5 Analog versus Digital Technologies

A A 4
ANALU ) A

Infinite wave form Saw-tooth wave form
Continuous signal Pulses
Varied by amplification On-off only

ASYNCHRONOUS VERSUS SYNCHRONOUS COMMUNICATIONS

Asynchronous Communication transfers data by sending bits of data sequen-
tially. Start and stop bits mark the beginning and the end of each transfer. Com-
munications devices must operate at the same speed to communicate.
Asynchronous Communication is the basic language of modems and dial-up
remote access systems. Synchronous Communication is characterized by very
high-speed transmission rates governed by electronic clock timing signals.

Print services. They print documents to a shared printer or a print
queue/spooler.

Client/Server services. They allocate computing power resources among
workstations with some shared resources centralized in a file server.

Domain Name Service (DNS). It matches Internet Uniform Resource
Locator (URL) requests with the actual address or location of the server
that provides that URL. It is a distributed database system that maps
host names to IP addresses. The Domain Name System (DNS) is a global
network of servers that provide these Domain Name Services (DNSs).
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A WORD ABOUT NETWORK ARCHITECTURES

Network Architecture refers to the communications products and services,
which ensure that the various components of a network (such as devices, pro-
tocols, and access methods) work together. Originally, a manufacturer’s net-
work system often did not interoperate within its own product line, much less
enable connectivity with the products of other manufacturers. While IBM’s Sys-
tems Network Architecture (SNA) and Digital Equipment Corporation’s DECnet
were seen as an advance in solving these problems within the vendor’s product
line, they still did not interoperate outside of that product line. The Open Sys-
tems Interconnection (0SI) model by the International Standardization Organi-
zations (ISO) was a big step in solving this problem. Other network architecture
examples include the Xerox Networking System (XNS) and the Advanced
Research Projects Agency Network (ARPANET), the originator of the Internet.
These and other standard computer network architectures divide and subdivide
the various functions of data communications into isolated layers, which makes
it easier to create products and standards that can interoperate.

/S o

Unshielded
L/
W Fiber >a ) Coaxial mn . Twisted Pair

Figure 3.16 Cabling types.

Data Networking Technologies

In this section, we examine the basic components of LAN and WAN technolo-
gies, including cabling, transmission protocols, and topologies.

LAN Technologies

To become more familiar with the various types of LAN technologies, we need
to examine LAN cabling, protocols, transmission and access methods, topolo-
gies, and devices.

LAN Cabling Types

Network cabling comes in three flavors—twisted pair, coaxial, and fiber-
optic—as shown in Figure 3.16.



Telecommunications and Network Security

131

Twisted Pair Cabling. Twisted pair cabling is a relatively low-speed trans-
mission medium, which consists of two insulated wires that are
arranged in a regular spiral pattern. The wires can be shielded (STP) or
unshielded (UTP). UTP cabling is a four-pair wire medium used in a
variety of networks. UTP does not require the fixed spacing between
connections that is necessary with coaxial-type connections.

UTP comes in several categories. The category rating is based on how
tightly the copper cable is wound within the shielding: the tighter the wind,
the higher the rating and its resistance against interference and attenuation. In
fact, UTP Category 3 wire was often used for phone lines, but now the Cate-
gory 5 wire is the standard, and even higher categories are available. Eaves-
droppers can more easily tap this UTP cabling than the other cable types.

The categories of UTP are as follows:

m Category 1 UTP. Used for telephone communications and is not suitable
for transmitting data.

m Category 2 UTP. Specified in the EIA /TIA-586 standard to be capable of
handling data rates of up to 4 million bits per second (Mbps).

m Category 3 UTP. Used in 10BaseT networks and is specified to be capa-
ble of handling data rates of up to 10 Mbps.

m Category 4 UTP. Used in Token Ring networks and can transmit data at
speeds of up to 16 Mbps.

m Category 5 UTP. Specified to be capable of handling data rates of up to
100 Mbps, and is currently the UTP standard for new installations.

m Category 6 UTP. Specified to be capable of handling data rates of up to
155 Mbps.

m Category 7 UTP. Specified to be capable of handling data rates of up to 1
billion bits per second (Gbps).

Coaxial Cable (Coax). Coax consists of a hollow outer cylindrical conduc-
tor that surrounds a single, inner wire conductor. Two types of coaxial
cable are currently used in LANs: 50-ohm cable, which is used for digital
signaling, and 75-ohm cable, which is used for analog signaling and
high-speed digital signaling.

Coax is more expensive, yet it is more resistant to Electromagnetic Interference

(EMI) than twisted pair cabling and can transmit at a greater bandwidth and dis-
tance. However, twisted pair cabling is so ubiquitous that most installations

rarely use coax except in special cases, such as broadband communications.
Coax can come in two types for LANS:

1. Thinnet (RG58 size)
2. Thicknet (RG8 or RG11 size)
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The following are the two common types of coaxial cable transmission
methods:

1. Baseband. The cable carries only a single channel.

2. Broadband. The cable carries several usable channels, such as data, voice,
audio, and video.

Fiber Optic Cable. Fiber optic cable is a physical medium that is capable of
conducting modulated light transmission. Fiber optic cable carries sig-
nals as light waves, thus creating higher transmission speeds and greater
distances due to less attenuation. This type of cabling is much more dif-
ficult to tap than other cabling and is the most resistant to interference,
especially EML. It is sometimes called optical fiber.

Fiber optic cable is usually reserved for the connections between backbone
devices in larger networks. In some very demanding environments, however,
fiber optic cable connects desktop workstations to the network or links to
adjacent buildings. Fiber optic cable is the most reliable cable type, but it is
also the most expensive to install and terminate.

LAN Transmission Protocols

LAN Transmission Protocols are the rules for communication between com-
puters on a LAN. These rules oversee the various steps in communicating,
such as the formatting of the data frame, the timing and sequencing of packet
delivery, and the resolution of error states.

Carrier Sense Multiple Access (CSMA). The foundation of the Ethernet
communications protocol. It has two functional variations: CSMA /CA
and CSMA /CD, which is the Ethernet standard. In CSMA, a worksta-
tion continuously monitors a line while waiting to send a packet, then
transmits the packet when it thinks the line is free. If the workstation
doesn’t receive an acknowledgment from the destination to which it sent
the packet, it assumes a collision has occurred and it resends the packet.
This is defined as persistent carrier sense. Another version of CSMA is
called non-persistent carrier sense where a workstation waits a random
amount of time before resending a packet, thus resulting in fewer errors.

Carrier-Sense Multiple Access with Collision Avoidance (CSMA/CA). In
this variation of CSMA, workstations are attached to two coaxial cables.
Each coax cable carries data signals in one direction only. A workstation
monitors its receive cable to determine whether the carrier is busy:. It
then communicates on its transmit cable if it detected no carrier. Thus,
the workstation transmits its intention to send when it feels the line is
clear due to a precedence that is based upon pre-established tables. Pure
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CSMA does not have a feature to avoid the problem of one workstation
dominating a conversation.

Carrier-Sense Multiple Access with Collision Detection (CSMA/CD).
Under the Ethernet CSMA /CD media-access process, any computer on
a CSMA/CD LAN can access the network at any time. Before sending
data, CSMA /CD hosts listen for traffic on the network. A host wanting
to send data waits until it does not detect any traffic before it transmits.
Ethernet enables any host on a network to transmit whenever the net-
work is quiet. In addition, the transmitting host also constantly monitors
the wire to make sure that no other hosts begin transmitting. If the host
detects another signal on the wire, it then sends out an extended jam sig-
nal that causes all nodes on the segment to stop sending data. These
nodes respond to that jam signal by waiting a bit before attempting to
transmit again.

CSMA /CD was created to overcome the problem of collisions that occur
when packets are simultaneously transmitted from different nodes. Col-
lisions occur when two hosts listen for traffic, and upon hearing none
they both transmit simultaneously. In this situation, both transmissions
are damaged and the hosts must retransmit at a later time.

Polling. In the polling transmission method, a primary workstation checks
a secondary workstation regularly at predetermined times to determine
whether it has data to transmit. Secondary workstations cannot transmit
until the primary host gives them permission. Polling is commonly used
in large mainframe environments where hosts are polled to determine
whether they need to transmit. Because polling is very inexpensive, net-
works that are low-level and peer-to-peer types also use it.

Token-Passing. Used in Token Ring, FDDI, and Attached Resource Com-
puter Network (ARCnet) networks, stations in token-passing networks
cannot transmit until they receive a special frame called a token. This
arrangement prevents the collision problems that are present in CSMA.
Token-passing networks will work well if large, bandwidth-consuming
applications are commonly used on the network.

Token Ring and IEEE 802.5 are two principal examples of token-passing
networks. Token-passing networks move a small frame, called a token,
around the network. Possession of this token grants the right to transmit.
If a node that is receiving the token has no information to send, it passes
the token to the next end station. Each station can then hold the token for
a maximum period of time, as determined by the 802.5 specification.

Unlike CSMA /CD networks (such as Ethernet), token-passing networks
are deterministic, which means that it is possible to calculate the maximum
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time that will pass before any end station can transmit. This feature and the
fact that collisions cannot occur make Token Ring networks ideal for appli-
cations where the transmission delay must be predictable and robust net-
work operation is important. Factory automation environments are
examples of such applications.

LAN Transmission Methods

There are three flavors of LAN transmission methods:

Unicast. The packet is sent from a single source to a single destination
address.

Multicast. The source packet is copied and sent to specific multiple desti-
nations on the network.

Broadcast. The packet is copied and sent to all of the nodes on a network
or segment of a network.

LAN Topologies

A network topology defines the manner in which the network devices are
organized to facilitate communications. A LAN topology defines this trans-
mission manner for a Local Area Network.

There are five common LAN topologies: BUS, RING, STAR, TREE, and
MESH.

BUS Topology. In a BUS topology, all the transmissions of the network
nodes travel the full length of cable and are received by all other stations
(see Figure 3.17). Ethernet primarily uses this topology. This topology
does have some faults. For example, when any station on the bus experi-
ences cabling termination errors, the entire bus can cease to function.

RING Topology. In a RING topology, the network nodes are connected by
unidirectional transmission links to form a closed loop (see Figure 3.18).
Token Ring and FDDI both use this topology.

STAR Topology. In a STAR topology, the nodes of a network are connected
to a central LAN device directly (see Figure 3.19). Here is where it gets a
little confusing: The logical BUS and RING topologies that we previ-
ously described are often implemented physically in a STAR topology.
Although Ethernet is logically thought of as a BUS topology (its first
implementations were Thinnet and Thicknet on a BUS), 10BaseT is actu-
ally wired as a STAR topology, which provides more resiliency for the
entire topology when a station experiences errors.

TREE Topology. The TREE topology (as shown in Figure 3.20) is a BUS-
type topology where branches with multiple nodes are possible.
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Figure 3.17 A BUS topology.

Figure 3.18 A RING topology.

MESH Topology. In a MESH topology, all the nodes are connected to every
other node in a network (see Figure 3.21). This topology may be used to
create backbone-redundant networks. A full MESH topology has every
node connected to every other node. A partial MESH topology may be
used to connect multiple full MESH networks together.

LAN Media Access Methods

LAN media access methods control the use of a network (its physical and data
link layers). Now, we will discuss the basic characteristics of Ethernet, ARC-
net, Token Ring, and FDDI—the LAN technologies that account for virtually
all deployed LANS.

Ethernet. The Ethernet media access method transports data to the LAN
by using CSMA /CD. Currently, this term is often used to refer to all
CSMA /CD LANSs. Ethernet was designed to serve on networks with
sporadic, occasionally heavy traffic requirements.
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Figure 3.19 A STAR topology.
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Figure 3.20 A TREE topology.
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Figure 3.21 A MESH topology.

Ethernet defines a BUS-topology LAN with three cable standards:

1. Thinnet. Known as 10Base2, it is a coaxial cable with segments of up to
185 meters.

2. Thicknet. Known as 10BaseS, it is a coaxial cable with segments of up to
500 meters.

3. Unshielded Twisted Pair. In UTP, all hosts are connected by using an
unshielded twisted pair cable connected to a central device (such as a
hub or switch). UTP has three common variations: 10BaseT operates at
10 Mbps, 100BaseT (Fast Ethernet) operates at 100 Mbps, and 1000BaseT
(Gigabit Ethernet) operates at 1 Gbps.

Figure 3.22 shows an Ethernet network segment.

ARCnet. ARCnet is one of the earliest LAN technologies. It uses a token-
passing access method in a STAR technology on coaxial cable. ARCnet
provides predictable (if not slow) network performance. One issue with
ARCnet stations is that the node address of each station has to be manu-
ally set during installation, thus creating the possibility of duplicate and
conflicting nodes.

Token Ring. IBM originally developed the Token Ring network in the
1970s. It is second only to Ethernet in general LAN popularity. The term
Token Ring refers to both IBM’s Token Ring network and IEEE 802.5 net-
works. All end stations are attached to a device called a Multistation
Access Unit (MSAU). One station on a Token Ring network is desig-
nated the Active Monitor. The Active Monitor makes sure that there is
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Figure 3.22 An Ethernet segment.

Digital, Intel, and Xerox teamed up to create the original Ethernet I standard in
1980. In 1984, they followed up with the release of Ethernet II. The Institute of
Electrical and Electronic Engineers (IEEE) founded the 802.3 subcommittee to
create an Ethernet standard that was almost identical to the Ethernet Il version.
These two standards differ only in their descriptions of the Data Link Layer:
Ethernet Il has a “Type” field, whereas 802.3 has a “Length” field. Otherwise,
both are the same in their Physical Layer specifications and MAC addressing.

not more than one token on the Ring at any given time. If a transmitting
station fails, it probably cannot remove a token as it makes it way back
onto the ring. In this case, the Active monitor will step in and remove
the token and generate a new one.

Fiber Distributed Data Interface (FDDI). Like Token Ring, FDDI is a token-
passing media access topology. It consists of a dual Token Ring LAN
that operates at 100 Mbps over Fiber Optic cabling. FDDI employs a
token-passing media access with dual counter-rotating rings, with only
one ring active at any given time. If a break or outage occurs, the ring
will then wrap back the other direction, keeping the ring intact.

The following are the major advantages of FDDI:

mm [t can operate over long distances, at high speeds, and with minimal
electromagnetic or radio frequency interference present.

m |t provides predictable, deterministic delays and permits several tokens
to be present on the ring concurrently.
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The major drawbacks of FDDI are its expense and the expertise needed to
implement it properly.

Copper Distributed Data Interface (CDDI) can be used with a UTP cable to
connect servers or other stations into the ring instead of using fiber optic cable.
Unfortunately, this introduces the basic problems that are inherent with the
use of copper cabling (length and interference problems).

LAN Devices

Repeaters. Repeaters amplify the data signals to extend the length of a net-
work segment, and they help compensate for signal deterioration due to
attenuation. They do not add any intelligence to the process, however.
They do not filter packets, examine addressing, or change anything in
the data.

Hubs. Hubs are often used to connect multiple LAN devices (such as
servers and workstations) into a device called a concentrator. Hubs can
be considered as multi-port repeaters. See Figure 3.23.

Repeaters and Hubs operate at the Physical Layer of the OSI model.

Bridges. Bridges also amplify the data signals and add some intelligence. A
bridge forwards the data to all other network segments if the Media
Access Control (MAC) or hardware address of the destination computer
is not on the local network segment. If the destination computer is on
the local network segment, it does not forward the data. Because bridges
operate at the Data Link Layer, Layer 2, they do not use IP addresses due
to the fact that the information is attached in the Network Layer, Layer
3. One issue with bridges is that because a bridge automatically for-
wards all broadcast traffic, an error state known as a broadcast storm can
develop, bringing all of the devices to a halt. Figure 3.24 shows a
bridged network.

Repeater

Figure 3.23 A repeater or hub.
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Server

Figure 3.24 A bridged network.

Switches. A switch is similar to a bridge or a hub, except that a switch will
only send the data packet to the specific port where the destination
MAC address is located, rather than to all ports that are attached to the
hub or bridge. A switch can be thought of as a fast, multi-port bridge.
Switches primarily operate at the Data Link Layer, Layer 2, although
intelligent, extremely fast Layer 3 switching techniques (combing,
switching, and routing) are being used more frequently. Tag Switching,
Netflow Switching, and Cisco Express Forwarding are some examples.
Figure 3.25 shows a switched network.

Routers. Routers add even more intelligence to the process of forwarding data
packets. A router opens up a data packet, reads either the hardware or net-
work address (IP address) before forwarding it, and then forwards only the
packet to the network to which the packet was destined. This prevents
unnecessary network traffic from being sent over the network by blocking
broadcast information and traffic to unknown addresses. This blocking
does, however, create more overhead in the routing device than exists in a
bridge. Routers operate at the Network Layer, Layer 3, and at the lower
levels of the OSI protocol model. Figure 3.26 shows a routed network.

Gateways. Gateways are primarily software products that you can run on
computers or other network devices. They can be multi-protocol (link
different protocols) and can examine the entire packet. Mail gateways
are used to link dissimilar mail programs. Gateways can also be used to
translate between two dissimilar network protocols.
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Figure 3.25 A switched network.
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Figure 3.26 A routed network.

Asynchronous Transfer Mode (ATM) Switches. Although ATM switches are
more commonly used for WANSs, they are beginning to be used exten-
sively in CANs. ATM switches use a cell relay technology that combines
the advantages of both conventional circuit and packet-based systems,
thus providing high-speed cell switching. We will describe ATM in
greater detail later when dealing with WAN technology.
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BROADCASTS

A broadcast is a data packet that is sent to all network stations at the same
time. Broadcasts are an essential function built into all protocols. When servers
need to send data to all the other hosts on the network segment, network
broadcasts are useful. If a lot of broadcasts are occurring on a network seg-
ment, however, network performance can be seriously degraded. It is important
to use these devices properly and to segment the network correctly.

Lan
Extender

Figure 3.27 A LAN extender.

LAN Extenders. A LAN extender is a remote-access, multi-layer switch
that connects to a host router (see Figure 3.27). LAN extenders forward
traffic from all the standard network-layer protocols (such as IP, IPX, and
Appletalk), and filter traffic based on the MAC address or network-layer
protocol type. LAN extenders scale well because the host router filters
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out unwanted broadcasts and multicasts. LAN extenders, however, are
not capable of segmenting traffic or creating security firewalls.

WAN Technologies

To become more familiar with the various types of WAN technologies, you
must understand WAN protocols, topologies, and devices.

WAN Protocols and Topologies

Like LAN protocols, WAN protocols are the rules for communicating between
computers on a WAN. Because the WAN is more often used for connecting
networks together than a LAN, these protocols address the issues involved
with communications between many large and disparate networks. Almost
every WAN protocol is designed to run on a specific WAN topology. While
some topologies can combine protocols, the list in the next section shows
which protocol is native to and runs on which topology.

Private Circuit Technologies

Private circuits evolved before packet-switching networks. A private circuit
network is a dedicated analog or digital point-to-point connection joining geo-
graphically diverse networks. Examples of private circuit networks are dedi-
cated lines, leased lines, Serial Line Internet Protocol (SLIP), Point-to-Point
Protocol (PPP), ISDN, and xDSL.

Dedicated Line. A dedicated line is a communications line that is indefi-
nitely and continuously reserved for transmissions, rather than being
switched on and off as transmission is required. A dedicated link can be
a leased line or a point-to-point link.

Leased Line. A communications carrier can reserve a dedicated line for a
customer’s private use. A leased line is a type of dedicated line.
Types and speeds of standard leased lines are as follows:
m Digital Signal Level 0 (DS-0). The framing specification used in trans-
mitting digital signals over a single channel at 64 Kbps on a T1 facility.

m Digital Signal Level 1 (DS-1). The framing specification used in trans-
mitting digital signals at 1.544 Mbps on a T1 facility (in the United
States) or at 2.108 Mbps on an E1 facility (in Europe).

m Digital Signal Level 3 (DS-3). The framing specification used for trans-
mitting digital signals at 44.736 Mbps on a T3 facility.

m T7. Transmits DS-1-formatted data at 1.544 Mbps through a telephone-
switching network.
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m T3. Transmits DS-3-formatted data at 44.736 Mbps through a telephone-
switching network.

m L]. A wide-area digital transmission scheme predominantly used in
Europe that carries data at a rate of 2.048 Mbps.

m E3. The same as E1 (both can be leased for private use from common
carriers), but it carries data at a rate of 34.368 Mbps.

Serial Line IP (SLIP). SLIP is an industry standard that was developed in
1984 to support TCP/IP networking over low-speed serial interfaces in
Berkeley Unix computers. Using the Windows NT RAS service, Win-
dows NT computers can use TCP/IP and SLIP to communicate with
remote hosts.

Point-to-Point Protocol (PPP). PPP is a specification used by data commu-
nications equipment for transmitting over dial-up and dedicated links. It
enables multi-vendor operability and was originally proposed as a stan-
dard to improve on SLIP, which only supported IP. PPP takes the specifi-
cations of SLIP and builds on them by adding login, password, and error
correction capabilities. PPP is a Data Link Layer protocol and has built-
in security mechanisms such as CHAP and PAP.

Integrated Services Digital Network (ISDN). ISDN is a combination of
digital telephony and data transport services that telecommunications
carriers offer. ISDN consists of a digitization of the telephone network by
permitting voice and other digital services (data, music, video, and so
forth) to be transmitted over existing telephone wires. The more popular
xDSL types have recently overtaken it.

Digital Subscriber Line (xDSL). Digital Subscriber Line (xDSL) uses exist-
ing twisted pair telephone lines to transport high bandwidth data to
remote subscribers. It consists of a point-to-point public network that is
accessed through an in-home copper phone wire. It is rapidly becoming
the standard for inexpensive remote connectivity.

The following are examples of the types of xDSL:

m Asymmetric Digital Subscriber Line (ADSL). ADSL is designed to deliver
more bandwidth downstream (from the central office to the customer
site) than upstream. Downstream rates range from 1.5 to 9 Mbps while
upstream bandwidth ranges from 16 to 640 Kbps. ADSL transmissions
work at distances of up to 18,000 feet over a single copper twisted pair
(although 14,400 feet is the maximum practical length).

m Single-Line Digital Subscriber Line (SDSL). SDSL delivers 1.544 Mbps
both downstream and upstream over a single copper twisted pair. This
use of a single twisted pair limits the operating range of SDSL to 10,000
feet.
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m High-Rate Digital Subscriber Line (HDSL). HDSL delivers 1.544 Mbps of
bandwidth each way over two copper twisted pairs. Because HDSL
provides T1 speed, telephone companies have been using HDSL to pro-

vide local access to T1 services whenever possible. The operating range
of HDSL is limited to 12,000 feet.

m Very-High Data Rate Digital Subscriber Line (VDSL). VDSL delivers 13 to 52
Mbps downstream and 1.5 to 2.3 Mbps upstream over a single twisted
copper pair. The operating range of VDSL is limited to 1,000 to 4,500 feet.

Circuit-Switched Versus Packet-Switched
Networks

Circuit-Switched Networks. Circuit switching is defined as a switching sys-
tem in which a dedicated physical circuit path must exist between the
sender and receiver for the duration of the transmission or the “call.” A
circuit-switched network describes a type of WAN that consists of a physi-
cal, permanent connection from one point to another. This technology is
older than packet switching, which we discuss next, but it is the main
choice for communications that need to be “on” constantly and have a
limited scope of distribution (one transmission path only). This network
type is used heavily in telephone company networks.

Packet-Switched Networks. Packet-switching is defined as a networking
method where nodes share bandwidth with each other by sending small
data units called packets. A packet-switched network (PSN) or PSDN is a
network that uses packet-switching technology for data transfer. Unlike
circuit-switched networks, the data in packet-switched networks is bro-
ken up into packets and then sent to the next destination based on the
router’s understanding of the best available route. At that destination,
the packets are reassembled based on their originally assigned sequence
numbers. Although the data is manhandled a lot in this process, it cre-
ates a network that is very resistant to error. Table 3.6 is a list of the basic
differences between circuit and packet switching.

Table 3.6 Circuit Switching versus Packet Switching

CIRCUIT SWITCHING PACKET SWITCHING

Constant traffic Bursty traffic

Fixed delays Variable delays
Connection-oriented Connectionless
Sensitive to loss of connection Sensitive to loss of data

Voice-oriented Data-oriented
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Packet-Switched Technologies

Packet-switched networks can be far more cost effective than dedicated circuits
because they create virtual circuits, which are used as needed, rather than sup-
plying a continuous dedicated circuit. Examples of packet-switching networks
are X.25, Link Access Procedure-Balanced (LAPB), Frame Relay, Switched Multi-
megabit Data Systems (SMDS), Asynchronous Transfer Mode (ATM), and Voice over
IP (VoIP).

X.25. The first packet-switching network, X.25, defines the point-to-point
communication between Data Terminal Equipment (DTE), Data Circuit-
Terminating Equipment (DCE, commonly a modem), or a Data Service
Unit/Channel Service Unit (DSU/CSU), which supports both switched vir-
tual circuits (SVCs) and permanent virtual circuits (PVCs). X.25 defines
how WAN devices are established and maintained. X.25 was designed to
operate effectively regardless of the type of systems that are connected
to the network. It has become an international standard and is currently
much more prevalent overseas than in the United States.

Link Access Procedure-Balanced (LAPB). Created for use with X.25, LAPB
defines frame types and is capable of retransmitting, exchanging, and
acknowledging frames as well as detecting out-of-sequence or missing
frames.

Frame Relay. Frame Relay is a high-performance WAN protocol that operates
at the Data Link layer of the OSI model. Originally designed for use across
ISDN interfaces, it is currently used with a variety of other interfaces and is
a major standard for high-speed WAN communications. Frame Relay is an
upgrade from X.25 and LAPB. It is the fastest of the WAN protocols listed
because of its simplified framing approach, which utilizes no error correc-
tion. Frame Relay uses SVCs, PVCs, and Data Link Connection Identifiers
(DLCIs) for addressing. Because it requires access to a high-quality digital
network infrastructure, it is not available everywhere.

Switched Multi-megabit Data Service (SMDS). SMDS is a high-speed
technology used over public switched networks. It is provided for com-
panies that need to exchange large amounts of data with other enter-
prises over WANSs on a bursty or non-continuous basis, by providing
connectionless bandwidth upon demand.

Asynchronous Transfer Mode (ATM). ATM is a high-bandwidth, low-
delay technology that uses both switching and multi-plexing. It uses 53-
byte, fixed-size cells instead of frames like Ethernet. It can allocate
bandwidth upon demand, making it a solution for bursty applications.
ATM requires a high-speed, high-bandwidth medium like fiber optics.
ATM is taking the place of FDDI in the campus backbone arena because
it can run in both WAN and LAN environments at tremendous speeds.
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VIRTUAL CIRCUITS

Switched virtual circuits (SVCs) are virtual circuits that are dynamically established
on demand and are torn down when transmission is complete. SVCs are used in
situations where data transmission is sporadic. SVCs have three phases: circuit
establishment, data transfer, and circuit termination (teardown). Permanent vir-
tual circuits (PVCs) are virtual circuits that are permanently connected. PVCs save
the bandwidth that is associated with circuit establishment and teardown.

Voice over IP (VoIP). VoIP is one of several digital, multi-service access IP
technologies that combine many types of data (such as voice, audio, and
video) into a single IP packet, which provides major benefits in the areas
of cost, interoperability, and performance.

Other Important WAN Protocols

Synchronous Data Link Control (SDLC). SDLC is a protocol that IBM cre-
ated to make it easier for its mainframes to connect to the remote offices.
SDLC defines and uses a polling media-access method. It consists of a
primary station, which controls all communications, and one or more
secondary stations. SDLC is based on dedicated, leased lines with per-
manent physical connections, and it has evolved into the HDLC and
Link Access Procedure-Balanced (LAPB) protocols. This protocol oper-
ates at the Data Link Layer.

High-Level Data Link Control (HDLC). Derived from SDLC, HDLC spec-
ifies the data encapsulation method on synchronous serial links by using
frame characters and checksums. The ISO created the HDLC standard to
support both point-to-point and multi-point configurations. Vendors
often implement HDLC in different ways, which sometimes makes the
HDLC protocol incompatible. It also operates at the Data Link Layer.

High-Speed Serial Interface (HSSI). HSSI is a DTE/DCE interface that
was developed to address the need for high-speed communications over
WAN links. It defines the electrical and physical interfaces that
DTE/DCEs use and operates at the Physical Layer of the OSI model.

WAN Devices

WAN devices are the elements that enable the use of WAN protocols and
topologies. The following are examples of these device types:

m Routers. Although previously described as a LAN device, in the WAN
environment, routers are extremely important—especially for IP Inter-
net traffic.
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m Multiplexers. Commonly referred to as a mux, a multiplexer is a device
that enables more than one signal to be sent out simultaneously over
one physical circuit.

m WAN Switches. WAN Switches are multi-port, networking devices that
are used in carrier networks. They operate at the Data Link Layer and
typically switch Frame Relay, X.25, and SMDS. These switches connect
private data over public data circuits by using digital signals.

M Access Servers. An Access Server is a server that provides dial-in and
dial-out connections to the network. These are typically asynchronous
servers that enable users to dial in and attach to the LAN. Cisco’s
AS5200 series of communication servers are an example of such
devices.

m Modems. A modem is a device that interprets digital and analog sig-
nals, which enables data to be transmitted over voice-grade telephone
lines. The digital signals are then converted to an analog form, which
is suitable for transmission over an analog communications medium.
These signals are then converted back to their digital form at the des-
tination.

m Channel Service Unit (CSU)/Data Service Unit (DSU). This digital inter-
face device terminates the physical interface on a DTE device (such
as a terminal) to the interface of a DCE device (such as a switch) in a
switched carrier network. These devices connect to the closest tele-
phone company switch in a central office (CO).

Figure 3.28 shows a network that allows Internet access with several differ-
ent devices.

Remote Access Technologies

Remote Access Technologies can be defined as those data networking tech-
nologies that are uniquely focused on providing the remote user (telecom-
muter, Internet/intranet user, or extranet user/partner) with access into a
network, while striving to maintain the principle tenets of Confidentiality,
Availability, and Integrity.

There are many obvious advantages to employing secure remote network
access, such as the following:

m Reducing networking costs by using the Internet to replace expensive
dedicated network lines

m Providing employees with flexible work styles such as telecommuting

m Building more efficient ties with customers, suppliers, and employees
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Figure 3.28 Shared Internet access with WAN and LAN devices.

Remote Access Types

While several of these Remote Access Types share common WAN protocols,
we list them here to indicate their importance in the area of remote access
security.

Asynchronous Dial-Up Access. This method is how most everyone
accesses the Internet. It is the most common remote access method for
personal remote users because it uses the existing public switched tele-
phone network to access an ISP.

Integrated Services Digital Network (ISDN). Described in the section
WAN Technologies, ISDN is a communications protocol, which is offered
by telephone companies, and permits telephone networks to carry data,
voice, and other source traffic. ISDN has two interface types: Basic Rate
Interface (BRI), which is composed of two B channels and one D channel,
and Primary Rate Interface (PRI), which consists of a single 64 Kbps D
channel plus 23 (T1) or 30 (E1) B channels for voice or data.
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xDSL. Described in the section WAN Technologies, XDSL uses regular tele-
phone lines for high-speed digital access.

Cable Modems. A cable modem provides high-speed access to the Internet
by the cable company. All cable modems share a single coax line to the
Internet; therefore, throughput varies according to how many users are
currently using the service. It is also considered one of the most insecure
of the remote access types because the local segment is typically not fil-
tered or firewalled.

Some Remote Access Security Methods

Restricted Address. This procedure filters out unauthorized users based
on their source protocol address (IP or other LAN protocol). It enables
incoming calls only from specific addresses on an approved list. You
should remember, however, that this procedure authenticates the node;
it is not a user authentication method.

Caller ID. Caller ID checks the incoming phone number of the caller
against an approved phone list before accepting the session. This is one
of the most common security methods because it is very hard to defeat.
Its major drawback is that it is hard to administer for traveling users
(such as users calling from a different hotel every night).

Callback. In a callback scenario, a user attempting to initiate the session
supplies a password or some type of identifying code. The Access Server
then hangs up and calls the user back at a predetermined phone number.
Again, this procedure authenticates the node, not the user, and is diffi-
cult to administer in traveling situations.

Remote Identification and Authentication
Technologies

Remote Identification and Authentication technologies are the processes that
are necessary to securely verify who is remotely communicating. Because
remote access presents security professionals with many issues, a variety of
technologies have been developed to provide solutions to these concerns.
Identification embodies the concept of identifying who is attempting the con-
nection, and Authentication embodies the concept of establishing a level of
trust, which includes non-repudiation of the network session.

Remote Node Security Protocols

The following are the two most common remote node security protocols:
m Pgssword Authentication Protocol (PAP)
® Challenge Handshake Authentication Protocol (CHAP)
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Password Authentication Protocol (PAP). PAP is a remote security protocol
that provides identification and authentication of the node attempting to
initiate the remote session. PAP uses a static, replayable password for this
authentication, which is now considered a weak process. In addition, PAP
also does not encrypt the User ID or password during communication.

Challenge Handshake Authentication Protocol (CHAP). CHAP is the
next evolution of PAP, which uses a stronger authentication process: a
non-replayable, challenge /response dialog that verifies the identity of
the node attempting to initiate the remote session. CHAP is often used
to enable network-to-network communications and is commonly used
by remote access servers and xXDSL, ISDN, and cable modem:s.

Remote Access Authentication Systems

As the demand for large remote access networks increased, two security admin-
istration systems, TACACS and RADIUS, emerged to provide security profes-
sionals with more resources. These systems provide a centralized database,
which maintains user lists, passwords, and user profiles that remote access
equipment on a network can access. These systems are “standards-based,”
which means that they are interoperable with other systems of the same type.
Common Remote Access Authentication Systems include the following:

m Terminal Access Controller Access Control System (TACACS)

m TACACS+ (TACACS with additional features, including the use of two-
factor authentication)

mm Remote Authentication Dial-In User Server (RADIUS)

Terminal Access Controller Access Control System (TACACS). TACACS is
an authentication protocol that provides remote access authentication and
related services, such as event logging. In a TACACS system, user pass-
words are administered in a central database rather than in individual
routers, which provides an easily scalable network security solution. A
TACACS-enabled network device prompts the remote user for a username
and static password, then the TACACS-enabled device queries a TACACS
server to verify that password. TACACS does not support prompting for a
password change or for the use of dynamic password tokens.

TACACS+ superseded TACACS. TACACS+ is a proprietary Cisco enhance-
ment to TACACS that provides the following additional features:

m The use of two-factor password authentication
m The user can change his or her password.
m The capability for resynchronizing security tokens

m Better audit trails and session accounting
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TACACS and TACACS+ software is free and is often bundled in the oper-
ating systems of TACACS network devices.

RADIUS. The IETF adopted RADIUS as a standard protocol. It provides
similar user authentication (including the use of dynamic passwords)
and password management as a TACACS+-enabled system. RADIUS is
often used as a stepping-stone to a more robust TACACS+ system.

RADIUS is a distributed client/server system wherein the clients send
their authentication requests to a central RADIUS server that contains all
of the user authentication and network service access information (net-
work ACLs). RADIUS is a fully open protocol, is distributed in source
code format, and can be modified to work with any security system that
is currently available on the market. It can also be used with TACACS+
and Kerberos and provides CHAP remote node authentication.

RADIUS does not support the following protocols:

m AppleTalk Remote Access Protocol (ARAP)
m NetBIOS Frame Protocol Control Protocol (NBFCP)
m NetWare Asynchronous Services Interface (NASI)

m X.25 PAD connections

In addition, RADIUS also does not provide two-way authentication and
therefore is not commonly used for router-to-router authentication.

Wireless Technologies

Wireless technology is probably the fastest-growing area of network connec-
tivity. Experts estimate that the number of Internet-connected PDAs, such as
the Palm Pilot, will eclipse the number of personal computers in use in a few
years. Security is an extreme concern here, because all wireless technologies
(mobile phones, satellite transmissions, and so forth) are inherently suscepti-
ble to interception and eavesdropping. Encryption standards are rapidly
being developed to combat this problem.

Let’s look at some common wireless standards and technologies.

IEEE Wireless Standards

IEEE 802.11 refers to a family of specifications for wireless local area networks
(WLANSs) developed by a working group of the IEEE. This standards effort
began in 1989 with the focus on deployment in large enterprise networking
environments, effectively a wireless equivalent to Ethernet. The IEEE accepted
the specification in 1997.

The 802.11 specification identifies an over-the-air interface between a
mobile device wireless client and a base station or between two mobile device
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wireless clients. To date, there are four completed specifications in the family:
802.11, 802.11a, 802.11b, and 802.11g with a fifth, 802.11e, in development as a
draft standard. All four existing standards use the Ethernet protocol and
CSMA /CA for path sharing.

802.11—The original IEEE wireless LAN standard that provides 1 or 2
Mbps transmission speed in the 2.4 GHz band, using either FHSS or
DSSS (see Spread Spectrum Technologies). The modulation used in 802.11 is
commonly phase-shift keying (PSK).

802.11b—An extension to the 802.11 wireless LAN standard, it provides 11
Mbps transmission speed (but that automatically slows down to 5.5
Mbps, 2 Mbps, or 1 Mbps speeds in the 2.4 GHz band based upon the
strength of the signal). 802.11b uses only DSSS. 802.11b, a 1999 ratifica-
tion to the original 802.11 standard, provides wireless functionality com-
parable to Ethernet; it is also referred to as 802.11 High Rate or Wi-Fi.

802.11a—An extension to the original IEEE 802.11 wireless LAN standard that
provides up to 54 Mbps in the 5 GHz band. 802.11a uses an orthogonal fre-
quency division multiplexing encoding scheme rather than FHSS or DSSS.

802.11g—A new IEEE wireless standard that applies to wireless LANSs,
802.11g provides 20 Mbps to 54 Mbps in the 2.4 GHz band. As of this
writing, this standard has not yet been approved, so it is not available in
the marketplace (unlike 802.11b or 802.11a).

802.11e—The latest IEEE draft extension to provide QoS features and mul-
timedia support for home and business wireless environments.

802.16—Another wireless 802 standard called IEEE 802 Broadband Wire-
less Access (802.WBA or 802.16) is under development. IEEE 802.16 stan-
dardizes the air interface and related functions associated with the
wireless local loop (WLL) for wireless broadband subscriber access. Three
working groups have been chartered to produce 802.16 standards: IEEE
802.16.1, air interface for 10 to 66 GHz; IEEE 802.16.2, coexistence of
broadband wireless access systems; and IEEE 802.16.3, air interface for
licensed frequencies, 2 to 11 GHz.

Spread-Spectrum Technologies

The de facto communication standard for wireless LANSs is spread spectrum, a
wideband radio frequency technique originally developed by the military for
use in secure, mission-critical communications systems. Spread spectrum uses
a radio transmission mode that broadcasts signals over a range of frequencies.
The receiving mobile device must know the correct frequency of the spread-
spectrum signal being broadcast.

Two different spread spectrum technologies for 2.4 GHz wireless LANSs cur-
rently exist: direct-sequence spread spectrum (DSSS) and frequency-hopping spread
spectrum (FHSS).
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Direct Sequence Spread Spectrum (DSSS)

DSSS is a wideband spread-spectrum transmission technology that generates
a redundant bit pattern for each bit to be transmitted. DSSS spreads the signal
over a wide frequency band in which the source transmitter maps each bit of
data into a pattern of chips. At the receiving mobile device, the original data is
recreated by mapping the chips back into a data bit. The DSSS transmitter and
receiver must be synchronized to operate properly. A DSSS signal appears as
low-power wideband noise to a non-DSSS receiver and therefore is ignored by
most narrowband receivers.

Because DSSS spreads across the spectrum, the number of independent,
non-overlapping channels in the 2.4 GHz band is small (typically only three);
therefore, only a very limited number of colocated networks can operate with-
out interference. Some DSSS products enable users to deploy more than one
channel in the same area by separating the 2.4 GHz band into multiple sub-
bands, each of which contains an independent DSSS network.

Frequency-Hopping Spread Spectrum (FHSS)

FHSS uses a narrowband carrier that continually changes frequency in a
known pattern. The FHSS algorithm spreads the signal by operating on one
frequency for a short duration and then “hopping” to another frequency. The
minimum number of frequencies engaged in the hopping pattern and the
maximum frequency dwell time (how long it stays on each frequency before it
changes) are restricted by the FCC, which requires that 75 or more frequencies
be used with a maximum dwell time of 400 ms.

The source mobile device’s transmission and the destination mobile device’s
transmission must be synchronized so that they are on the same frequency at the
same time. When the transmitter and receiver are properly synchronized, it main-
tains a single logical communications channel. Similar to DSSS, FHSS appears to be
noise of a short duration to a non-FHSS receiver and hence is ignored.

FHSS makes it possible to deploy many non-overlapping channels. Because
there are a large number of possible sequences in the 2.4 GHz band, FHSS
products enable users to deploy more than one channel in the same area by
implementing separate channels with different hopping sequences.

WLAN Operational Modes

The IEEE 802.11 wireless networks operate in one of two operational modes:
ad hoc or infrastructure mode. Ad hoc mode is a peer-to-peer type of network-
ing, whereas infrastructure mode uses access points to communicate between
the mobile devices and the wired network.

Ad Hoc Mode

In ad hoc mode, each mobile device client communicates directly with the
other mobile device clients within the network. That is, no access points are
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used to connect the ad hoc network directly with any WLAN. Ad hoc mode is
designed so that only the clients within transmission range (within the same
cell) of each other can communicate. If a client in an ad hoc network wants to
communicate outside the cell, a member of the cell must operate as a gateway
and a perform routing service.

Infrastructure Mode

Each mobile device client in infrastructure mode sends all of its communica-
tions to a network device called an access point (AP). The access point acts as an
Ethernet bridge and forwards the communications to the appropriate net-
work, either the WLAN or another wireless network.

The Wireless Application Protocol (WAP)

Wireless Application Protocol (WAP) was developed as a set of technologies
related to HTML but tailored to the small screens and limited resources of
handheld, wireless devices. The most notable of these technologies is the
Handheld Device Markup Language (HDML). HDML looks similar to HTML
but has a feature set and programming paradigm tailored to wireless devices
with small screens. HDML and other elements of this architecture eventually
became the Wireless Markup Language (WML) and the architecture of WAP.

Since its initial release, WAP has evolved twice. Releases 1.1 and 1.2 of the
specification have the same functionality as 1.0 but with added features to
align with what the rest of the industry is doing. Version 1.3 is used most often
in WAP products as of this writing.

In August 2001, the WAP Forum approved and released the specifications
for WAP 2.0 for public review, and Ericsson, Nokia, and Motorola all
announced support for WAP 2.0. The WAP 2.0 specification contains new
functionality that enables users to send sound and moving pictures over their
telephones, among other things. WAP 2.0 will also provide a toolkit for easy
development and deployment of new services, including XHTML.

The WAP architecture is loosely based on the OSI model, but unlike the
seven layers of OSI or the four layers of the TCP/IP model, WAP has five lay-
ers: application, session, transaction, security, and transport.

Application layer

The WAP application layer is the direct interface to the user and contains the wire-
less application environment (WAE). This top layer consists of several elements,
including a microbrowser specification for Internet access, the Wireless Markup
Language (WML), WMLScript, and wireless telephony applications (WTA).

It encompasses devices, content, development languages (WML and
WMLScript), wireless telephony APIs (WTA) for accessing telephony func-
tionality from within WAE programs, and some well-defined content formats
for phone book records, calendar information, and graphics.
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Session Layer

The WAP session layer contains the Wireless Session Protocol (WSP), which is
similar to the Hypertext Transfer Protocol (HTTP) because it is designed for
low-bandwidth, high-latency wireless networks. WSP facilitates the transfer
of content between WAP clients and WAP gateways in a binary format. Addi-
tional functionalities include content push and the suspension/resumption of
connections.

The WSP layer provides a consistent interface to WAE for two types of ses-
sion services: a connection mode and a connectionless service. This layer pro-
vides the following:

m Connection creation and release between the client and server

m Data exchange between the client and server by using a coding scheme
that is much more compact than traditional HTML text

M Session suspend and release between the client and server

Transaction Layer

The WAP transaction layer provides the Wireless Transactional Protocol (WTP),
which provides the functionality similar to TCP/IP in the Internet model. WTP is
a lightweight transactional protocol that provides reliable request and response
transactions and supports unguaranteed and guaranteed push.

WTP provides transaction services to WAP. It handles acknowledgments so
that users can determine whether a transaction has succeeded. It also provides
a retransmission of transactions in case they are not successfully received and
removes duplicate transactions. WIP manages different classes of transac-
tions for WAP devices: unreliable one-way requests, reliable one-way
requests, and reliable two-way requests. An unreliable request from a WAP
device means that no precautions are taken to guarantee that the request for
information makes it to the server.

Security Layer

The security layer contains Wireless Transport Layer Security (WTLS). WTLS
is based on Transport Layer Security (TLS, similar to the Secure Sockets Layer,
or SSL) and can be invoked similar to HTTPS in the Internet world. It provides
data integrity, privacy, authentication, and DoS protection mechanisms.

WAP privacy services guarantee that all transactions between the WAP
device and gateway are encrypted. Authentication guarantees the authenticity
of the client and application server. DoS protection detects and rejects data
that comes in the form of unverified requests.

Transport Layer

The bottom WAP layer, the transport layer, supports the Wireless Datagram
Protocol (WDP), which provides an interface to the bearers of transportation.
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Figure 3.29 The Wireless Application Protocol.

It supports the CDPD, GSM, Integrated Digital Enhanced Network (iDEN),
CDMA, TDMA, SMS, and FLEX protocols.

WDP provides a consistent interface to the higher layers of the WAP architec-
ture, meaning that it does not matter which type of wireless network on which the
application is running. Among other capabilities, WDP provides data error correc-
tion. The bearers, or wireless communications networks, are at WAP’s lowest level.

Figure 3.29 shows the layers of WAP.

Wired Equivalent Privacy (WEP) Encryption

An option in IEEE 802.11b, Wired Equivalent Privacy, uses a 40-bit shared
secret key, a Rivest Code 4 (RC4) pseudorandom number generator (PRNG)
encryption algorithm, and a 24-bit initialization vector (IV) to provide data
encryption. The basic process works as follows:

1. A checksum of the message is computed and appended to the message.

2. Ashared secret key and the IV are fed to the RC4 algorithm to produce
a key stream.

3. An exclusive OR (XOR) operation of the key stream with the message
and checksum grouping produces ciphertext.

4. The IV is appended to the ciphertext to form the encrypted message,
which is sent to the intended recipient.
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5. The recipient, who has a copy of the same shared key, uses it to generate
an identical key stream.

6. XORing the key stream with the ciphertext yields the original plaintext
message.

You can find more details about WEP in Chapter 4, “Cryptography.”

Personal Digital Assistant Security

PDAs have not been designed to the same standards nor exposed to the
same rigorous examination as desktop operating systems. OS security
requirements for military systems are derived from AR 380-19 and DoD
5200.28-STD of the “Orange Book.” Techniques to evaluate and test products
against security functional requirements are spelled out in the ISO standard
15408, referred to as the Common Criteria. When compared against the OS
against security requirements described in these standards, most PDAs
receive a very poor rating.

PDA operating systems do not have provisions to separate one user’s data
from another (required to support discretionary access control, or DAC); they
lack audit capabilities; they have no support for object reuse control through
the implementation of identification and authentication (1&A); and they do not
provide data integrity protection. Even if a PDA is password-protected, a
malicious user can retrieve the password of a target PDA by using the Palm
debug mode. The password can then be decoded by using simple tools such as
the PalmCrypt tool. Another problem is that even when the OS is password-
locked, applications can still be installed onto the PalmOS without the
owner’s knowledge.

Obviously, the result is compromise of the integrity of the data. Once the
password has been bypassed, all of the information on the PDA is fully read-
able by the malicious user. Security administrators currently do not have the
ability to determine whether this type of attack has occurred, nor do they have
any method to determine who was responsible for the attack.

Probably the most common threat to a PDA is caused by the physical loss of
the device. Although some technical solutions are available to protect against
some of the OS security deficiencies we just mentioned, none provide a coun-
termeasure to the physical security concerns associated with the use of PDAs.
The devices are so small and portable that loss of the device and any informa-
tion contained on it is common. They are smaller, lighter, and have fewer con-
nections to the physical environment—and their mode of use puts them at a
greater risk because they are generally used in uncontrolled environments.
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Sample Questions

You can find the answers to the following questions in Appendix H.
1. Which of the following is NOT a type of data network?
a. LAN
b. WAN
c. MAN
d. GAN
2. Which of the following is NOT a network cabling type?
a. Twisted pair
b. Token Ring
c. Fiber Optic
d. Coaxial
3. Which of the following is NOT a property of a Packet Filtering Firewall?
a. Considered a first-generation firewall
b. Uses ACLs
c. Operates at the Application Layer

d. Examines the source and destination addresses of the incoming
packet

4. Which of the following is NOT a remote computing technology?
a. PGP
b. ISDN
c. Wireless
d. xDSL

5. A firewall that performs stateful inspection of the data packet across all
layers is considered a:

a. First-generation firewall
b. Second-generation firewall
c. Third-generation firewall
d. Fourth-generation firewall
6. RAID refers to the:
a. Redundant Arrays of Intelligent Disks
b. Redundant And fault tolerant Internetworking Devices
c. Rapid And Inexpensive Digital tape backup

d. Remote Administration of Internet Domains
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7. Which of the following is NOT a true statement about Network Address
Translation (NAT)?

a. NAT is used when corporations want to use private addressing
ranges for internal networks.

b. NAT is designed to mask the true IP addresses of internal systems.
c. Private addresses can easily be routed globally.
d. NAT translates private IP addresses to registered “real” IP> addresses.
8. What does LAN stand for?
a. Local Arena News
b. Local Area Network
c. Layered Addressed Network
d. Local Adaptive Network
9. What does CSMA stand for?

a. Carrier Station Multi-port Actuator
b. Carrier Sense Multiple Access
c. Common Systems Methodology Applications
d. Carrier Sense Multiple Attenuation

10. Which is NOT a property of a packet-switched network?
a. Packets are assigned sequence numbers
b. Characterized by “bursty” traffic
c. Connection-oriented network
d. Connectionless network

11. Which is NOT a layer in the OSI architecture model?
a. Transport
b. Internet
c. Data Link
d. Session

12. Which is NOT a layer in the TCP/IP architecture model?
a. Internet
b. Application
c. Host-to-host
d. Session

13. Which is NOT a backup method type?
a. Differential
b. Full
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c. Reactive

d. Incremental

14. What does TFTP stand for?

a. Trivial File Transport Protocol
b. Transport for TCP/IP

c. Trivial File Transfer Protocol

d. Transport File Transfer Protocol

15. What does the Data Encapsulation in the OSI model do?

16

17

18

19

a. Creates seven distinct layers
b. Wraps data from one layer around a data packet from an adjoining
layer
c. Provides “best effort” delivery of a data packet
d. Makes the network transmission deterministic
. What is NOT a feature of TACACS+?
a. Enables two-factor authentication
b. Replaces older Frame Relay-switched networks
c. Enables a user to change passwords
d. Resynchronizes security tokens
. What is NOT true of a star-wired topology?
a. Cabling termination errors can crash the entire network.
b. The network nodes are connected to a central LAN device.
c. It has more resiliency than a BUS topology.
d. 10BaseT Ethernet is star-wired.
. FDDI uses what type of network topology?
a. BUS
b. RING
c. STAR
d. MESH
. What does the protocol ARP do?
a. Takes a MAC address and finds an IP address to match
b. Sends messages to the devices regarding the health of the network

c. Takes an IP address and finds out the MAC address to which it
belongs

d. Facilitates file transfers
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20. What does the protocol RARP do?
a. Takes a MAC address and finds an IP address to match
b. Sends messages to the devices regarding the health of the network
c. Takes an IP address and finds out the MAC address to which it belongs
d. Facilitates file transfers
21. What is the protocol that supports sending and receiving email?
a. SNMP
b. SMTP
c. ICMP
d. RARP
22. Which of the following is NOT a VPN remote computing protocol?
a. PPTP
b. L2F
c. L2TP
d. UTP
23. Which of the following is NOT a property of CSMA?
a. The workstation continuously monitors the line.

b. The workstation transmits the data packet when it thinks that the
line is free.

c. Workstations are not permitted to transmit until they are given per-
mission from the primary host.

d. It does not have a feature to avoid the problem of one workstation
dominating the conversation.

24. Which of the following is NOT a property of Token Ring networks?
a. Workstations cannot transmit until they receive a token.

b. These networks were originally designed to serve large, bandwidth-
consuming applications.

c. These networks were originally designed to serve sporadic and only
occasionally heavy traffic.

d. All end stations are attached to an MSAU.
25. Which is NOT a property of Fiber Optic cabling?

a. Carries signals as light waves

b. Transmits at higher speeds than copper cable

c. Easier to tap than copper cabling

d. Very resistant to interference
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26. Which is NOT a property of a bridge?

a. Forwards the data to all other segments if the destination is not on
the local segment

b. Operates at Layer 2, the Data Link Layer
c. Operates at Layer 3, the Network Layer
d. Can create a broadcast storm
27. Which is NOT a standard type of DSL?
a. ADSL
b. FDSL
c. VDSL
d. HDSL

28. Which is a property of a circuit-switched network as opposed to a
packet-switched network?

a. Physical, permanent connections exist from one point to another in a
circuit-switched network.

b. The data is broken up into packets.

c. The data is sent to the next destination, which is based on the
router’s understanding of the best available route.

d. Packets are reassembled according to their originally assigned
sequence numbers.

29. Which is NOT a packet-switched technology?
a. SMDS
b. T1
c. Frame Relay
d. X.25
30. Which is NOT a remote security method?
a. VoIP
b. Callback
c. Caller ID
d. Restricted Address
31. To what does covert channel eavesdropping refer?

a. Using a hidden, unauthorized network connection to communicate
unauthorized information

b. Nonbusiness or personal use of the Internet
c. Socially engineering passwords from an ISP
d. The use of two-factor passwords
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32. To what does logon abuse refer?
a. Breaking into a network primarily from an external source

b. Legitimate users accessing networked services that would normally
be restricted to them

c. Nonbusiness or personal use of the Internet

d. Intrusions via dial-up or asynchronous external network connections
33. What is probing used for?

a. To induce a user into taking an incorrect action

b. To give an attacker a road map of the network

c. To use up all of a target’s resources

d. To covertly listen to transmissions
34. Which is NOT a property of or issue with tape backup?

a. Slow data transfer during backups and restores

b. Server disk space utilization expands.

c. The possibility that some data re-entry might need to be performed
after a crash

d. One large disk created by using several disks
35. What is a server cluster?
a. A primary server that mirrors its data to a secondary server
b. A group of independent servers that are managed as a single system
c. Atape array backup implementation
d. A group of WORM optical jukeboxes
36. In which OSI layer does the MIDI digital music protocol standard reside?
a. Application Layer
b. Presentation Layer
c. Session Layer
d. Transport Layer
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Bonus Questions

You can find the answers to the following questions in Appendix H.
1. Which statement about a VPN tunnel below is incorrect?
a. It can be created by implementing IPSec devices only.

b. It can be created by installing software or hardware agents on the
client or network.

c. It can be created by implementing key and certificate exchange
systems.

d. It can be created by implementing node authentication systems.

2. Which answer below is true about the difference between FTP and
TFTP?

a. FIP does not have a directory browsing ability, whereas TFTP does.
b. FIP enables print job spooling, whereas TFTP does not.

c. TFTP is less secure because session authentication does not occur.
d. FTP is less secure because session authentication does not occur.

3. Which answer below is true about the difference between TCP and
UDP?

a. UDP is considered a connectionless protocol, and TCP is connection-
oriented.

b. TCP is considered a connectionless protocol, and UDP is connection-
oriented.

c. UDP acknowledges the receipt of packets, and TCP does not.
d. TCP is sometimes referred to as an unreliable protocol.
4. Which TCP/IP protocol operates at the OSI Network layer?
a. FIP
b. IP
c. TCP
d. UDP

5. Which IEEE standard defines wireless networking in the 5 GHz band
with speeds of up to 54 Mbps?

a. 802.5
b. 802.11a
c. 802.11b
d. 802.3
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6. Which UTP cable category is rated for 16 Mbps?
a. Category 4
b. Category 5
c. Category 6
d. Category 7

7. Which statement below about the difference between analog and digital
signals is incorrect?

a. An analog signal produces an infinite waveform.
b. Analog signals cannot be used for data communications.
c. An analog signal can be varied by amplification.
d. Adigital signal produces a saw-tooth waveform.
8. Which choice below BEST describes coaxial cable?

a. Coax consists of two insulated wires wrapped around each other in
a regular spiral pattern.

b. Coax consists of a hollow outer cylindrical conductor surrounding a
single, inner conductor.

c. Coax does not require a fixed spacing between connections that UTP
requires.

d. Coax carries signals as light waves.

9. Which LAN transmission method below describes a packet sent from a
single source to multiple specific destinations?

a. Unicast
b. Multicast
c. Broadcast
d. Anycast
10. To what does 10Base-5 refer?
a. 10 Mbps thinnet coax cabling rated to 185 meters maximum length
b. 10 Mbps thicknet coax cabling rated to 500 meters maximum length
c. 10 Mbps baseband optical fiber
d. 100 Mbps unshielded twisted pair cabling
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Advanced Sample Questions

You can find the answers to the following questions in Appendix I.

The following questions are supplemental to and coordinated with Chapter
3 and are at a level on par with that of the CISSP Examination. We assumed
that the reader has a basic knowledge of the material contained in Chapter 3.

1.

Which of the choices below is NOT an OSI reference model Session
Layer protocol, standard, or interface?

a. SQL
b. RPC
c. MIDI
d. ASP
e. DNA SCP

Which part of the 48-bit, 12-digit hexadecimal number known as the
Media Access Control (MAC) address identifies the manufacturer of the
network device?

a. The first three bytes

b. The first two bytes

c. The second half of the MAC address
d. The last three bytes

. Which IEEE protocol defines the Spanning Tree protocol?

a. IEEE 802.5
b. IEEE 802.3
c. IEEE 802.11
d. IEEE 802.1D

. Which choice below is NOT one of the legal IP address ranges specified

by RFC1976 and reserved by the Internet Assigned Numbers Authority
(IANA) for non-routable private addresses?

a. 10.0.0.0-10.255.255.255

b. 127.0.0.0-127.0.255.255

c. 172.16.0.0-172.31.255.255
d. 192.168.0.0-192.168.255.255

. Which statement is correct about ISDN Basic Rate Interface?

a. It offers 23 B channels and 1 D channel.
b. It offers 2 B channels and 1 D channel.
c. It offers 30 B channels and 1 D channel.
d. It offers 1 B channel and 2 D channels.
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6.

10.

11.

In the DoD reference model, which layer conforms to the OSI transport
layer?

a. Process/Application Layer
b. Host-to-Host Layer

c. Internet Layer

d. Network Access Layer

What is the Network Layer of the OSI reference model primarily
responsible for?

a. Internetwork packet routing

b. LAN bridging

c. SMTP Gateway services

d. Signal regeneration and repeating

Which IEEE protocol defines wireless transmission in the 5 GHz band
with data rates up to 54 Mbps?

a. IEEE 802.11a

b. IEEE 802.11b

c. IEEE 802.11g

d. IEEE 802.15
Which category of UTP wiring is rated for 100BaseT Ethernet networks?
a. Category 1

b. Category 2

c. Category 3

d. Category 4

e. Category 5

Which choice below is the earliest and the most commonly found Inte-
rior Gateway Protocol?

a. RIP

b. OSPF
c. IGRP
d. EAP

The data transmission method in which data is sent continuously and
doesn’t use either an internal clocking source or start/stop bits for tim-
ing is known as:

a. Asynchronous

b. Synchronous
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c. Isochronous
d. Pleisiochronous
12. Which level of RAID is commonly referred to as “disk mirroring”?
a. RAID 0
b. RAID 1
c. RAID 3
d. RAID 5

13. Which network attack below would NOT be considered a Denial of Ser-
vice attack?

a. Ping of Death
b. SMURF
¢. Brute Force
d. TCP SYN
14. Which choice below is NOT an element of IPSec?
a. Authentication Header
b. Layer Two Tunneling Protocol
c. Security Association
d. Encapsulating Security Payload

15. Which statement below is NOT true about the difference between cut-
through and store-and-forward switching?

a. A store-and-forward switch reads the whole packet and checks its
validity before sending it to the next destination.

b. Both methods operate at layer two of the OSI reference model.

c. A cut-through switch reads only the header on the incoming data
packet.

d. A cut-through switch introduces more latency than a store-and-
forward switch.

16. Which statement is NOT true about the SOCKS protocol?
a. It is sometimes referred to as an application-level proxy.
b. It uses an ESP for authentication and encryption.
c. It operates in the transport layer of the OSI model.
d. Network applications need to be SOCKS-ified to operate.
17. Which choice below does NOT relate to analog dial-up hacking?
a. War Dialing
b. War Walking
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18.

19.

20.

21.

22.

23.

c. Demon Dialing
d. ToneLoc

Which choice below is NOT a way to get Windows NT passwords?
a. Obtain the backup SAM from the repair directory.

b. Boot the NT server with a floppy containing an alternate operating
system.

c. Obtain root access to the /etc/passwd file.

d. Use pwdump?2 to dump the password hashes directly from the registry.
A “back door” into a network refers to what?

a. Socially engineering passwords from a subject

b. Mechanisms created by hackers to gain network access at a later time

c. Undocumented instructions used by programmers to debug appli-
cations

d. Monitoring programs implemented on dummy applications to lure
intruders

Which protocol below does NOT pertain to e-mail?
a. SMTP
b. POP
c. CHAP
d. IMAP
The IP address, 178.22.90.1, is considered to be in which class of address?
a. Class A
b. Class B
c. Class C
d. Class D

What type of firewall architecture employs two network cards and a
single screening router?

a. A screened-host firewall

b. A dual-homed host firewall

c. A screened-subnet firewall

d. An application-level proxy server

What is one of the most common drawbacks to using a dual-homed
host firewall?
a. The examination of the packet at the Network layer introduces
latency.

b. The examination of the packet at the Application layer introduces
latency.
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c. The ACLs must be manually maintained on the host.
d. Internal routing may accidentally become enabled.

24. Which firewall type below uses a dynamic state table to inspect the con-
tent of packets?

a. A packet-filtering firewall
b. An application-level firewall
c. A circuit-level firewall
d. A stateful-inspection firewall
25. Which attack type below does NOT exploit TCP vulnerabilities?
a. Sequence Number attack
b. SYN attack
c. Ping of Death
d. land.c attack
26. Which utility below can create a server-spoofing attack?
a. DNS poisoning
b. C2MYAZZ
c. Snort
d. BO2K

27. Which LAN topology below is MOST vulnerable to a single point of
failure?

a. Ethernet Bus
b. Physical Star
c. FDDI

d. Logical Ring

28. Which choice below does NOT accurately describe the difference
between multi-mode and single-mode fiber optic cabling?

a. Multi-mode fiber propagates light waves through many paths,
single-mode fiber propagates a single light ray only.

b. Multi-mode fiber has a longer allowable maximum transmission dis-
tance than single-mode fiber.

c. Single-mode fiber has a longer allowable maximum transmission
distance than multi-mode fiber.

d. Both types have a longer allowable maximum transmission distance
than UTP Cat 5.

29. Which statement below is correct regarding VLANS?
a. A VLAN restricts flooding to only those ports included in the VLAN.
b. A VLAN is a network segmented physically, not logically.
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c. AVLAN is less secure when implemented in conjunction with pri-
vate port switching.

d. A “closed” VLAN configuration is the least secure VLAN configura-
tion.

30. Which choice below denotes a packet-switched connectionless wide
area network (WAN) technology?

a. X.25

b. Frame Relay
c. SMDS

d. ATM

31. Which statement below is accurate about the difference between Ether-
net II and 802.3 frame formats?

a. 802.3 uses a “Length” field, whereas Ethernet II uses a “Type” field.
b. 802.3 uses a “Type” field, whereas Ethernet Il uses a “Length” field.

c. Ethernet IT uses a 4-byte FCS field, whereas 802.3 uses an 8-byte
Preamble field.

d. Ethernet Il uses an 8-byte Preamble field, whereas 802.3 uses a
4-byte FCS field.

32. Which standard below does NOT specify fiber optic cabling as its physi-
cal media?

a. 100BaseFX

b. 1000BaseCX
c. 1000BaselLX
d. 1000BaseSX

33. Which type of routing below commonly broadcasts its routing table
information to all other routers every minute?

a. Static Routing

b. Distance Vector Routing

c. Link State Routing

d. Dynamic Control Protocol Routing

34. Which protocol is used to resolve a known IP address to an unknown
MAC address?

a. ARP

b. RARP
c. ICMP
d. TFTP
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35.

36.

37.

38.

39.

Which statement accurately describes the difference between 802.11b
WLAN ad hoc and infrastructure modes?

a. The ad hoc mode requires an Access Point to communicate to the
wired network.

b. Wireless nodes can communicate peer-to-peer in the infrastructure
mode.

c. Wireless nodes can communicate peer-to-peer in the ad hoc mode.
d. Access points are rarely used in 802.11b WLANS.

Which type of cabling below is the most common type for recent Ether-
net installations?

a. ThickNet
b. ThinNet
c. Twinax
d. Twisted Pair
Which choice below most accurately describes SSL?

a. It’s a widely used standard of securing e-mail at the Application
level.

b. It gives a user remote access to a command prompt across a secure,
encrypted session.

c. It uses two protocols, the Authentication Header and the Encapsu-
lating Security Payload.

d. It allows an application to have authenticated, encrypted communi-
cations across a network.

Which backup method listed below will probably require the backup
operator to use the most number of tapes for a complete system
restoration, if a different tape is used every night in a five-day
rotation?

a. Full Backup Method
b. Differential Backup Method
c. Incremental Backup Method
d. Ad Hoc Backup Method
Which choice below is NOT an element of a fiber optic cable?
a. Core
b. BNC
c. Jacket
d. Cladding
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40. Given an IP address of 172.16.0.0, which subnet mask below would
allow us to divide the network into the maximum number of subnets
with at least 600 host addresses per subnet?

a. 255.255.224.0
b. 255.255.240.0
c. 255.255.248.0
d. 255.255.252.0
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The information system professional should have a fundamental comprehen-
sion of the following areas in cryptography:

m Definitions

= History

m Cryptology Fundamentals

m Symmetric Key Cryptosystem Fundamentals
m Asymmetric Key Cryptosystem Fundamentals
m Key Distribution and Management Issues

m Public Key Infrastructure (PKI) Definitions and Concepts

This chapter will address each of these areas to the level required of a prac-
ticing information system security professional.
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Introduction

The purpose of cryptography is to protect transmitted information from being read
and understood by anyone except the intended recipient. In the ideal sense, unau-
thorized individuals can never read an enciphered message. In practice, reading an
enciphered communication can be a function of time—the effort and correspond-
ing time, which is required for an unauthorized individual to decipher an
encrypted message may be so large that it can be impractical. By the time the mes-
sage is decrypted, the information within the message may be of minimal value.

Definitions

Block Cipher. Obtained by segregating plaintext into blocks of n characters
or bits and applying the identical encryption algorithm and key, K, to
each block. For example, if a plaintext message, M, is divided into blocks
M1, M2, ... Mp, then

EM, K) = EM1, K) E(M2, K) . .. E(Mp, K)
where the blocks on the right-hand side of the equation are concatenated
to form the ciphertext.
Cipher. A cryptographic transformation that operates on characters or bits.
Ciphertext or Cryptogram. An unintelligible message.

Clustering. A situation in which a plaintext message generates identical
ciphertext messages by using the same transformation algorithm, but
with different cryptovariables or keys.

Codes. A cryptographic transformation that operates at the level of words
or phrases.

Cryptanalysis. The act of obtaining the plaintext or key from the ciphertext
that is used to obtain valuable information to pass on altered or fake
messages in order to deceive the original intended recipient; breaking
the ciphertext.

Cryptographic Algorithm. A step-by-step procedure used to encipher
plaintext and decipher ciphertext.

Cryptography. The art and science of hiding the meaning of a
communication from unintended recipients. The word cryptography
comes from the Greek words kryptos (hidden) and graphein (to write).

Cryptology

Cryptography Cryptanalysis
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Cryptology. Encompasses cryptography and cryptanalysis.

Cryptosystem. A set of transformations from a message space to a
ciphertext space. For example, if M = Plaintext, C = Ciphertext, E = the
encryption transformation, and D = the decryption transformation,

EM)=C
D[E(M)] = M

To specifically show the dependence of the encipherment and decipher-
ment transformation on the cryptovariable or key, K,

EM,K)=C
D(C, K) = D[E(M, K), K] =M

Decipher. To undo the encipherment process and make the message
readable.

Encipher. To make the message unintelligible to all but the intended
recipients.

End-to-End Encryption. Encrypted information that is sent from the point
of origin to the final destination. In symmetric key encryption, this
process requires the sender and receiver to have the identical key for the
session.

Exclusive Or. Boolean operation that essentially performs binary addition
without carry on the input bits, as shown in Table 4.1. For two binary input
variables, A and B, the Exclusive Or function produces a binary 1 output
when A and B are not equal and a binary 0 when A and B are equal. The
symbol ® or the acronym XOR indicates the Exclusive Or operation.

A 5 XOR | _
>
B —>

Table 4.1 Exclusive OR (XOR)

INPUTS OUTPUT
A B T

0 0

0
0 1 1

1 0 1
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m1 c1 m
4> >

—»
1 X ] &
k1
m2 c2 m2
4> >

—»
1 X &
k2
mn cn mn
4> >

X X

— >
kn

Figure 4.1 Exclusive Or encipherment and decipherment.

The Exclusive Or function is easily implemented in hardware and therefore
can be executed at hardware speeds. A valuable property of the Exclusive Or
function is that the inverse of the function can be obtained by performing
another Exclusive Or on the output. For example, assume that a transforma-
tion is performed on a stream cipher by applying the Exclusive Or operation,
bit by bit, on the plaintext bits with the bits of a keystream. Then, the deci-
pherment of the enciphered stream is accomplished by applying the Exclusive
Or of the keystream, bit by bit, to the enciphered stream. This property is illus-
trated in Figure 4.1.

If the bits of the message stream M are ml, m2, . . ., mn, the bits of the
keystream K are k1, k2, . . ., kn, and the bits of the cipherstream C are c1, c2, . . .,
cn, then

E(MMK) =M XORK =C, and
D(C) = D[M XOR K] = [M XOR K] XOR K

Schematically, the process is illustrated in Figure 4.2.
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) Keystream

Cryptovariable(Key) —p! Source

Keystream bits

k1, k2,...,kn

A4

Plaintext bits > XOR >
mi1,m2,...,mn
Keystream bits 10110110
Plaintext bits 11000011
Ciphertext bits 01110101

Ciphertextbits

cl,c2,...,cn

Figure 4.2 Encipherment process using Keystream with an XOR operation.

Node 1

Message
Encrypted with

Message

»
»

Key A

Figure 4.3 Link encryption.

Node 2

Message
Decrypted with
Key A; Message
Encrypted with
Key B

Message

Node 3

Message

Decrypted with

> Key B; Message
Encrypted with

Key C

Key or Cryptovariable. Information or a sequence that controls the
enciphering and deciphering of messages.

Link Encryption. Each entity has keys in common with its two
neighboring nodes in the transmission chain. Thus, a node receives the
encrypted message from its predecessor (the neighboring node),
decrypts it, and then re-encrypts it with another key that is common to
the successor node. Then, the encrypted message is sent on to the
successor node, where the process is repeated until the final destination
is reached. Obviously, this mode does not provide protection if the
nodes along the transmission path can be compromised. A general
representation of link encryption is shown in Figure 4.3.



180 The CISSP Prep Guide: Gold Edition

One Time Pad. Assuming an encryption key, K, with components k1, k2, . . .,
kn, the encipherment operation is performed by using each component ki
of the key, K, to encipher exactly one character of the plaintext. Therefore,
the key has the same length as the message. Also, the key is used only
once and is never used again. Ideally, the key’s components are truly
random and have no periodicity or predictability, thus making the
ciphertext unbreakable. The one-time pad is usually implemented as a
stream cipher by using the XOR function. The elements k1, k2, . . ., kn of
the key stream are independent and are uniformly distributed, random
variables. This requirement of a single, independently chosen value of ki
to encipher each plaintext character is stringent and might not be practical
for most commercial IT applications. The one-time pad was invented in
1917 by Major Joseph Mauborgne of the United States Army Signal Corps
and by Gilbert Vernam of AT&T.

Plaintext. A message in cleartext readable form.

Steganography. Secret communications where the existence of the message
is hidden. For example, in a digital image the least-significant bit of each
word can be used to comprise a message without causing any significant
change in the image.

Work Function (Factor). The difficulty in recovering the plaintext from the
ciphertext as measured by cost and/or time. A system’s security is
directly proportional to the value of the work function. The work
function only needs to be large enough to suffice for the intended
application. If the message to be protected loses its value after a short
time period, the work function only needs to be large enough to ensure
that the decryption would be highly infeasible in that period of time.

History

Secret writing can be traced back to 3,000 B.C. when it was used by the Egyp-
tians. They employed hieroglyphics to conceal writings from unintended
recipients. Hieroglyphics is derived from the Greek word hieroglyphica,
which means sacred carvings. Hieroglyphics evolved into hieratic, which was
a stylized script that was easier to use. Around 400 B.c., military cryptography
was employed by the Spartans in the form of a strip of papyrus or parchment
wrapped around a wooden rod. This system is called a Scytale and is shown
in Figure 4.4.

The message to be encoded was written lengthwise down (or up) the rod on
the wrapped material. Then, the material was unwrapped and carried to the
recipient. In its unwrapped form, the writing appeared to be random charac-
ters. When the material was rewound on a rod of the same diameter, d, and
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Figure 4.4 A Spartan Scytale.

ABCDEFGHIJKLMNOPQRSTUVWXYZ

Transforms| to

DEFGHIJKLMNOPQRSTUVWXYZABC

Figure 4.5 Caesar C3 substitution cipher.

minimum length, 1, the message could be read. Thus, as shown in Figure 4.4,
the keys to deciphering the message are d and 1.

Around 50 B.C,, Julius Caesar, the emperor of Rome, used a substitution
cipher to transmit messages to Marcus Tullius Cicero. In this cipher, letters of
the alphabet are substituted for other letters of the same alphabet. Because
only one alphabet was used, this cipher was a monoalphabetic substitution.
This particular cipher involved shifting the alphabet by three letters and sub-
stituting those letters. This substitution, sometimes known as C3 (for Caesar
shifting three places) is shown in Figure 4.5.

In general, the Caesar system of ciphers can be written as follows:

Zi = Cn (Pi),

where the Zi are ciphertext characters, Cn is a monoalphabetic substitution trans-
formation, n is the number of letters shifted, and the Pi are plaintext characters.
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Thus, the message ATTACK AT DAWN would be enciphered using C3 as
follows:

ATTACK AT DAWN

DWWDFNDW GDZQ

Disks have played an important part in cryptography for the past 500 years.
In Italy around 1460, Leon Battista Alberti developed cipher disks for encryp-
tion (Figure 4.6). His system consisted of two concentric disks. Each disk had
an alphabet around its periphery, and by rotating one disk with respect to the
other, a letter in one alphabet could be transformed to a letter in another
alphabet.

The Arabs invented cryptanalysis because of their expertise in mathematics,
statistics and linguistics. Because every Muslim is required to seek knowl-
edge, they studied earlier civilizations and translated their writings into Ara-
bic. In 815, the Caliph al-Mamun established the House of Wisdom in
Baghdad that was the focal point of translation efforts. In the ninth century,
the Arab philosopher al-Kindi wrote a treatise (rediscovered in 1987) entitled,
“A Manuscript on Deciphering Cryptographic Messages.”

In 1790, Thomas Jefferson developed an encryption device by using a stack
of 26 disks that could be rotated individually. A message was assembled by
rotating each disk to the proper letter under an alignment bar that ran the
length of the disk stack. Then, the alignment bar was rotated through a spe-
cific angle, A, and the letters under the bar were the encrypted message. The

A

Figure 4.6 Cipher disks.
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Figure 4.7 Jefferson disks.
(Courtesy of the National Cryptologic Museum)

recipient would align the enciphered characters under the alignment bar,
rotate the bar back through the angle A and read the plaintext message. This
Jeffersonian system is shown in Figure 4.7.

Disk systems were used extensively during the U.S. Civil War. A Federal
Signal Officer obtained a patent on a disk system similar to the one invented
by Leon Battista Alberti in Italy, and he used it to encode and decode flag sig-
nals among units.

Unix systems use a substitution cipher called ROT 13 that shifts the alpha-
bet by 13 places. Another shift of 13 places brings the alphabet back to its orig-
inal position, thus decoding the message.

A mechanical cryptographic machine called the Hagelin Machine, shown in
Figure 4.8, was developed in 1920 by Boris Hagelin in Stockholm, Sweden. In
the United States, the Hagelin Machine is known as the M-209.

In the 1920s, Herbert O. Yardley was in charge of the secret U.S. MI-8 organi-
zation, also known as the “Black Chamber.” MI-8 cracked the codes of a number
of nations. During the 1921-1922 Washington Naval Conference, the United
States had an edge in the Japanese negotiations because MI-8 was supplying the
U.S. Secretary of State with the intercepted Japanese negotiating plans. The U.S.
State Department closed MI-8 in 1929, much to the chagrin of Yardley. In retalia-
tion, Yardley published the book The American Black Chamber (Yardley, Herbert
O., Laguna Hills, CA: Aegean Park Press, 1931), which described to the world
the secrets of MI-8. As a consequence, the Japanese installed new codes. Because
of his pioneering contributions to the field, Yardley is known as the “father of
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Herbert O, Yandley

Figure 4.9 Herbert Yardley's Black Chamber.
(Courtesy of the National Cryptologic Museum)
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American Cryptology.” Figure 4.9 shows a display concerning Yardley in the
U.S. National Cryptologic Museum at the National Security Agency (NSA) site
near Baltimore, Maryland.

The Japanese Purple Machine

Following Yardley’s departure, William F. Friedman resumed cryptanalysis
efforts for the U.S. Army. Friedman’s team broke the new Japanese diplomatic
cipher.

Yardley’s counterpart in the U.S. Navy was Laurance Stafford. Stafford
headed the team that broke the Japanese Purple Machine naval codes during
World War II. A group of these code breakers worked in dark basement rooms
at Naval District Headquarters in Pearl Harbor. Commander Joseph J.
Rochefort led this group in the spring of 1942 when his cryptanalysts inter-
cepted and deciphered a Japanese coded message. This message described a
forthcoming major Japanese attack on a location known as AF. Rochefort
believed that AF referred to the U.S.-held Midway Island. Midway was a key
U.S. base that projected U.S. power into the mid-Pacific.

Rochefort could not convince his superiors that AF was Midway Island. As
a ruse, Rochefort asked Midway personnel to transmit a message that Mid-
way was having a water problem. The message was sent in the clear and in
weak code that was sure to be intercepted and broken by the Japanese. Later
on May 22, Japanese Naval intelligence transmitted a message read by the
United States that AF was having a water problem. As a result of this brilliant
effort in code breaking, Admiral Chester W. Nimitz authorized the strategy for
the U.S. fleet to surprise the Japanese fleet at Midway. This bold undertaking
resulted in a resounding U.S. victory that was the turning point of the war in
the Pacific.

The German Enigma Machine

The German military used a polyalphabetic substitution cipher machine
called the Enigma as its principal encipherment system during World War II.
The Enigma incorporated mechanical rotors for encipherment and decipher-
ment. A Dutchman, Hugo Koch, developed the machine in 1919, and it was
produced for the commercial market in 1923 by Arthur Scherbius. Sherbius
obtained a U.S. patent on the Enigma machine for the Berlin firm of Chiffrier-
masschinen Aktiengesellschaft. Polish cryptanalyst Marian Rejewski, working
with the French from 1928 to 1938, solved the wiring of the three-rotor system
that was used by the Germans at the time and created a card file that could
anticipate the 6 times 17,576 possible rotor positions. The Germans changed
the indicator system and the number of rotors to six in 1938, thus tremen-
dously increasing the difficulty of breaking the Enigma cipher. In their work
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in 1938, the Polish and French constructed a prototype machine called “The
Bombe” for use in breaking the Enigma cipher. The name was derived from
the ticking noises that the machine made.

The work on breaking the Enigma cipher was then taken over by the British
at Bletchley Park in England and was led by many distinguished scientists,
including Alan Turing. The Turing prototype Bombe appeared in 1940, and
high-speed Bombes were developed by the British and Americans in 1943.

The Enigma machine, as shown in Figure 4.10, consists of a plugboard,
three rotors, and a reflecting rotor.

The three rotors’ rotational positions changed with encipherments. A rotor
is illustrated in Figure 4.11. It is constructed of an insulating material and has
26 electrical contacts that are evenly spaced around the circumference on both
sides. A conductor through the disk connects a contact on one side of the disk
to a non-corresponding contact on the other side of the disk, effecting a
monoalphabetic substitution. This connection is illustrated in Figure 4.12.

Turning the rotor places the results in another substitution. These substitu-
tions come from rotor to rotor. The rotors are turned 360/26 degrees for each
increment.

Lol SERT B - e -

i ekt S AT T R

Figure 4.10 Enigma Machine.
(Courtesy of the National Cryptologic Museum)
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Figure 4.11 An Enigma rotor.
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Figure 4.12 An illustration of Enigma rotor connections.
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Thus, current entering the input point on rotor 1 travels through the subse-
quent rotors and emerges at the output. This traverse implements a monoalpha-
betic substitution. To further complicate the decryption, the position of the rotor
is changed after the encryption of each letter. Actually, when one rotor makes a
complete revolution, it increments the next “higher-position” rotor in much the
same manner as counters increment on a gasoline pump. This rotation accom-
plishes a polyalphabetic substitution because the plaintext is being transformed
into a different alphabet. The rotational displacements were implemented by
gears in the World War II Enigma machine. In practice, the rotors had an initial
rotational displacement. These rotors were the primary key and the rotational
displacement was the secondary key. An initial permutation was performed on
the plaintext by means of the plugboard prior to its being passed through the
three substitution rotors. Then, this result was further enciphered by the reflect-
ing rotor, which has contacts only on one side. The path was then returned
through the three rotors in this backward direction. The final resulting ciphertext
was subjected to the inverse permutation of the initial plaintext permutation.

Rotor systems are also referred to as Hebern Machines. In addition to the
German Enigma, the Japanese Red and Purple Machines and the American
SIGABA (Big Machine) (Figure 4.13) were rotor machines. As far as it is
known, SIGABA ciphers were never broken.

Figure 4.13 American SIGABA “Big Machine.”
(Courtesy of National Cryptographic Museum)
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Cryptographic Technologies

The two principal types of cryptographic technologies are symmetric key (secret
key or private key) cryptography and asymmetric (public key) cryptography. In
symmetric key cryptography, both the receiver and sender share a common
secret key. In asymmetric key cryptography, the sender and receiver respec-
tively share a public and private key. The public and private keys are related
mathematically, and in an ideal case, they have the characteristic where an indi-
vidual who has the public key cannot derive the private key.

Because of the amount of computation involved in public key cryptogra-
phy, private key cryptography is on the order of 1,000 times faster than public

key cryptography.

Classical Ciphers

In this section, the basic encipherment operations are discussed in detail in
order to provide a basis for understanding the evolution of encryption meth-
ods and the corresponding cyptanalysis efforts.

Substitution

The Caesar Cipher, as we discussed earlier in this chapter, is a simple substitu-
tion cipher that involves shifting the alphabet three positions to the right. The
Caesar Cipher is a subset of the Vigenere polyalphabetic cipher. In the Caesar
cipher, the message’s characters and repetitions of the key are added together,
modulo 26. In modulo 26 addition, the letters A to Z of the alphabet are given
a value of 0 to 25, respectively. Two parameters have to be specified for the
key:

D, the number of repeating letters representing the key

K, the key

In the following example, D = 3 and K = BAD.

The message is: ATTACK AT DAWN

Assigning numerical values to the message yields

0 19 19 0 2 10 0 19 3 0 22 13
A T TAC K A T D A W N

The numerical values of K are

0
B A D



190 The CISSP Prep Guide: Gold Edition

Now, the repetitive key of 103 is added to the letters of the message as fol-
lows:
1 0 31 0 3 1 0O 3 1 0 3 Repeating Key
0 19 19 0 2 10 O 19 3 0 22 13 Message

1 19 22 1 2 13 1 19 6 1 22 16 Ciphertext
Numerical
Equivalents

B T W B C N B T G B W O Ciphertext

Converting the numbers back to their corresponding letters of the alphabet
produces the ciphertext as shown.

For the special case of the Caesar Cipher, D is 1 and the Key is D (2).

Taking the same message as an example using the Caesar cipher yields the
following;:

2 2 2 2 2 2 2 2 2 2 2 2 Repeating Key

0 19 19 0 2 10 0 19 3 0 22 13 Message

221 21 2 4 12 2 21 5 2 24 15 Ciphertext
Numerical
Equivalents

c vV VvV CE M C V F C Y P Ciphertext

Converting the numbers back to their corresponding letters of the alphabet
produces the ciphertext, which is the letters of the original message text
shifted three positions to the right.

If the sum of any of the additions yields a result greater than or equal to 26,
the additions would be modulo 26, in which the final result is the remainder
over 26. The following examples illustrate modulo 26 addition:

14 12 22 24

12 22 8 5

26 32 30 29 Apparent Sum

0 6 4 3 Result of modulo 2 addition

These ciphers can be described by the general equation,
C =M + b)mod N where

b is a fixed integer

N is the size of the alphabet

M is the Plaintext message in numerical form

C is the Ciphertext in numerical form

This representation is a special case of an Affine Cryptosystem, which is
described in the following equation:
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C = (aM + b)mod N where

a and b comprise the key

Recall that the following transformation is implemented by the Caesar
Cipher:

ABCDEFGHIJKLMNOPQRSTUVWXYZ

Transforms | to

DEFGHIJKLMNOPQRSTUVWXYZABC

This type of cipher can be attacked by using frequency analysis. In fre-
quency analysis, the frequency characteristics shown in the use of the alpha-
bet’s letters in a particular language are used. This type of cryptanalysis is
possible because the Caesar cipher is a monoalphabetic or simple substitution
cipher, where a character of ciphertext is substituted for each character of the
plaintext. A polyalphabetic cipher is accomplished through the use of multiple
substitution ciphers. For example, using the alphabets shown in Figure 4.14, a
Caesar cipher with D =3, and the Key =BAD (103), the plaintext EGGA is enci-
phered into YGZR. Blaise de Vigenere, a French diplomat born in 1523, con-
solidated the cryptographic works of Alberti, Trithemius, and Porta to
develop the very strong polyalphabetic cipher at that time. Vigenére’s cipher
used 26 alphabets.

Because multiple alphabets are used, this approach counters frequency
analysis. It can, however, be attacked by discovery of the periods—when the
substitution repeats.

Plaintext EGG A
Alphabet 4 1 ARVMHXDWI
Alphabet 3 3 BQPHTGLI%
Alphabet 2 0 CDLF%ARJP
Alphabet 1 1 DEXGHMJKN

Figure 4.14 Polyalphabetic substitution.
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NOWISTHE
TIMEFORA
LLGOODME
NTOCOMET
OTHEAIDO
FTHEIRPA
RTY

Figure 4.15 A columnar transposition cipher.

Transposition (Permutation)

Another type of cipher is the transposition cipher. In this cipher, the letters of
the plaintext are permuted.
For example, the letters of the plaintext AT TACKATDAW N could be
permuted to DCKAAWNATATT.
A columnar transposition cipher is one where the plaintext is written hori-
zontally across the paper and is read vertically, as shown in Figure 4.15.
Reading the ciphertext vertically yields: NTLNOFROILTTTTWMGOHHY . ..
The transposition cipher can be attacked through frequency analysis, but it
hides the statistical properties of letter pairs and triples, such as IS and TOO.

Vernam Cipher (One-Time Pad)

The one-time pad or Vernam cipher is implemented through a key that con-
sists of a random set of non-repeating characters. Each key letter is added
modulo 26 to a letter of the plaintext. In the one-time pad, each key letter is
used one time for only one message and is never used again. The length of the
key character stream is equal to the length of the message. For megabyte and
gigabyte messages, this one-time pad is not practical, but it is approximated
by shorter random sets of characters with very long periods.
An example of a one-time pad encryption is as follows:

Plaintext HOWAREYOU 7 14 22 017 4 24 14 20
One-time pad key XRAQZTBCN 23 17 016 25 19 1 213
Apparent sum 30 31 22 16 42 23 25 16 33
Sum Mod 26 4 5 22 16 16 23 25 16 7
Ciphertext E F W Q Q0 X Z Q H

The Vernam machine (shown in Figure 4.16) was developed at AT&T, and
the original system performed an XOR of the message bits in a Baudot code
with the key bits.
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Figure 4.16 A \ernam machine.

Book or Running Key Cipher

This cipher uses text from a source (say, a book) to encrypt the plaintext. The
key, known to the sender and the intended receiver, might be the page and line
number of text in the book. This text is matched character for character with
the plaintext, and modulo 26 addition is performed to effect the encryption.

The Running Key Cipher eliminates periodicity, but it is attacked by
exploiting the redundancy in the key.

Codes

Codes deal with words and phrases and relate these words as phrases to cor-
responding groups of numbers or letters. For example, the numbers 526 might
mean “Attack at Dawn.”

Steganography

Steganography is the art of hiding the existence of a message. The word
steganography comes from the Greek words steganos, meaning “covered,” and
graphein, meaning “to write.” An example is the microdot, which compresses a
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message into the size of a period or dot. Steganography can be used to make a
digital “watermark” to detect the illegal copying of digital images.

Secret Key Cryptography (Symmetric Key)

Secret key cryptography is the type of encryption that is familiar to most peo-
ple. In this type of cryptography, the sender and receiver both know a secret
key. The sender encrypts the plaintext message with the secret key, and the
receiver decrypts the message with the same secret key. Obviously, the chal-
lenge is to make the secret key available to both the sender and receiver with-
out compromising it. For increased security, the secret key should be changed
at frequent intervals. Ideally, a particular secret key should only be used once.

Figure 4.17 illustrates a secret (symmetric) key cryptographic system.

A secret key cryptographic system is comprised of information that is pub-
lic and private. The public information usually consists of the following:

m The algorithm for enciphering the plaintext copy of the enciphered
message

m Possibly, a copy of the plaintext and an associated ciphertext

m Possibly, an encipherment of the plaintext that was chosen by an
unintended receiver

Private information is:

m The key or cryptovariable

m One particular cryptographic transformation out of many possible
transformations

An important property of any secret key cryptographic system is that the
same key can encipher and decipher the message. If large key sizes (> 128 bits)

Sender Receiver
II\D/IIaintext - M o Transmission 5 M o I\Ijllaintext
essage ncrypte ecrypte essage
M With Channel With M
Secret Key anne Secret Key

Secure Distribution of Secret Keys

By Alternate Transmission Path

Figure 4.17 A symmetric (secret) key cryptographic system.
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are used, secret key systems are very difficult to break. These systems are also
relatively fast and are used to encrypt large volumes of data. There are many
symmetric key algorithms available because of this feature. One problem with
using a symmetric key system is that because the sender and receiver must
share the same secret key, the sender requires a different key for each intended
receiver. One commonly used approach is to use public key cryptography to
transmit a symmetric session key that can be used for a session between the
sender and receiver. Time stamps can be associated with this session key so
that it is valid only for a specified period of time. Time stamping is a counter
to replay, wherein a session key is somehow intercepted and used at a later
time. Symmetric key systems, however, do not provide mechanisms for
authentication and non-repudiation. The best-known symmetric key system is
probably the Data Encryption Standard (DES). DES evolved from the IBM
Lucifer cryptographic system in the early 1970s for commercial use.

Data Encryption Standard (DES)

DES is a symmetric key cryptosystem that was devised in 1972 as a derivation
of the Lucifer algorithm developed by Horst Feistel at IBM. He obtained a
patent on the technique (H. Feistel, “Block Cipher Cryptographic System,”
U.S. Patent #3,798,539, March, 19, 1974.) DES is used for commercial and non-
classified purposes. DES describes the Data Encryption Algorithm (DEA) and is
the name of the Federal Information Processing Standard (FIPS) 46-1 that was
adopted in 1977 [Data Encryption Standard, FIPS PUB 46-1 (Washington, D.C.:
National Bureau of Standards, January 15, 1977)]. DEA is also defined as the
ANSI Standard X3.92 [ANSI X3.92 American National Standard for Data
Encryption Algorithm, (DEA),” American National Standards Institute, 1981].
The National Institute of Standards and Technology (NIST) recertified DES in
1993. DES will not be recertified again. It will, however, be replaced by the
Advanced Encryption Standard (AES).

DEA uses a 64-bit block size and uses a 56-bit key. It begins with a 64-bit key
and strips off eight parity bits. DEA is a 16-round cryptosystem and was orig-
inally designed for implementation in hardware. With a 56-bit key, one would
have to try 25 or 70 quadrillion possible keys in a brute force attack. Although
this number is huge, large numbers of computers cooperating over the Inter-
net could try all possible key combinations. Due to this vulnerability, the U.S.
government has not used DES since November 1998. Triple DES-three encryp-
tions using the DEA has replaced DES and will be used until the AES is
adopted.

As previously stated, DES uses 16 rounds of transposition and substitution.
It implements the techniques that were suggested by Claude Shannon, the
father of Information Theory. Shannon proposed two techniques, confusion
and diffusion, for improving the encryption of plaintext. Confusion conceals
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the statistical connection between ciphertext and plaintext. It is accomplished
in DES through a substitution by means of non-linear substitution S-boxes. An
S-box is non-linear because it generates a 4-bit output string from a 6-bit input
string.

The purpose of diffusion is to spread the influence of a plaintext character
over many ciphertext characters. Diffusion can be implemented by means of a
Product Cipher. In a Product Cipher, a cryptosystem (E1) is applied to a mes-
sage (M) to yield ciphertext (C1). Then, another cryptosystem (E2) is applied
to ciphertext (C1) to yield ciphertext C2. Symbolically, this product is gener-
ated by E1(M) = C1; E2(C1) = C2. DES implements this product 16 times. Dif-
fusion is performed in DES by permutations in P-Boxes.

DES operates in four modes:

1. Cipher Block Chaining (CBC)
2. Electronic Code Book (ECB)
3. Cipher Feedback (CFB)

4. Output Feedback (OFB)

Cipher Block Chaining

Cipher Block Chaining (CBC) operates with plaintext blocks of 64 bits. A ran-
domly generated 64-bit initialization vector is XORed with the first block of
plaintext used to disguise the first part of the message that might be pre-
dictable (such as Dear Sir). The result is encrypted by using the DES key. The
first ciphertext will then XOR with the next 64-bit plaintext block. This encryp-
tion continues until the plaintext is exhausted. Note that in this mode, errors
propagate.
A schematic diagram of CBC is shown in Figure 4.18.

Electronic Code Book (ECB)

Electronic Code Book (ECB) is the “native” mode of DES and is a block cipher.
ECB is best suited for use with small amounts of data. It is usually applied to
encrypt initialization vectors or encrypting keys. ECB is applied to 64-bit
blocks of plaintext, and it produces corresponding 64-bit blocks of ciphertext.
ECB operates by dividing the 64-bit input vector into two 32-bit blocks called
a Right Block and a Left Block. The bits are then recopied to produce two 48-
bit blocks. Then, each of these 48-bit blocks is XORed with a 48-bit encryption
key. The nomenclature “code book” is derived from the notion of a code book
in manual encryption, which has pairs of plaintext and the corresponding
code. For example, the word “RETREAT” in the code book might have the cor-
responding code 5374.
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Figure 4.18 Cipher block chaining.

Cipher Feedback (CFB)

The Cipher Feedback (CFB) mode of DES is a stream cipher where the cipher-
text is used as feedback into the key generation source to develop the next key
stream. The ciphertext generated by performing an XOR of the plaintext with
the key stream has the same number of bits as the plaintext. In this mode,
errors will propagate. A diagram of the CFB is shown in Figure 4.19.

Output Feedback

The DES Output Feedback (OFB) mode is also a stream cipher that generates
the ciphertext key by XORing the plaintext with a key stream. In this mode,
errors will not propagate. Feedback is used to generate the key stream; there-
fore, the key stream varies. An initialization vector is required in OFB. OFB is
depicted in Figure 4.20.
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Figure 4.19 DES Cipher Feedback operation.

DES Security

Due to the increase in computing power that is capable of being integrated onto
Very Large Scale Integration (VLSI) chips and the corresponding decrease in
cost, DES has been broken. Through the use of the Internet, a worldwide net-
work of PCs was used to crack DES.

The consensus of the information security community is that DES is vulner-
able to attack by an exhaustive research for the 56-bit key. Therefore, DES is
being replaced by Triple DES, and then by the Advanced Encryption Standard
(AES).

Triple DES

It has been shown that encrypting plaintext with one DES key and then
encrypting it with a second DES key is no more secure than using a single DES
key. It would seem at first glance that if both keys have n bits, a brute force
attack of trying all possible keys will require trying 2" x 2" or 2*" different com-
binations. However, Merkle and Hellman showed that a known plaintext,
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Figure 4.20 DES Output Feedback operations.

Meet-in-the-Middle attack could break the double encryption in 2" * ! attempts.
This type of attack is achieved by encrypting from one end, decrypting from
the other, and comparing the results in the middle. Therefore, Triple DES is
used to obtain stronger encryption.

Triple DES encrypts a message three times. This encryption can be accom-
plished in several ways. For example, the message can be encrypted with Key
1, decrypted with Key 2 (essentially another encryption), and encrypted again
with Key 1:

[E{D[E(M,K1)], K2}, K1]

A Triple DES encryption in this manner is denoted as DES-EDE2. If three
encryptions are performed using the two keys, it is referred to as DES-EEE2:

[E{E[E(M, K1)], K2}, K1]
Similarly,
E{E[E(M, K1)], K2}, K3]

describes a triple encryption DES-EEE3 with three different keys. This encryp-
tion is the most secure form of Triple DES.
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The Advanced Encryption Standard
(AES)

AES is a block cipher that will replace DES, but it is anticipated that Triple DES
will remain an approved algorithm for U.S. Government use. Triple DES and
DES are specified in FIPS 46-3. The AES initiative was announced in January
1997 by NIST, and candidate encryption algorithm submissions were solicited.
On August 29, 1998, a group of 15 AES candidates were announced by NIST.
In 1999, NIST announced five finalist candidates. These candidates were
MARS, RC6, Rijndael, Serpent, and Twofish. NIST closed Round 2 of public
analyses of these algorithms on May 15, 2000.

On October 2, 2000, NIST announced the selection of the Rijndael Block
Cipher, developed by the Belgian cryptographers Dr. Joan Daemen and Dr.
Vincent Rijmen, as the proposed AES algorithm. Rijndael was formalized as
the Advanced Encryption Standard (AES) on November 26, 2001, as Federal Infor-
mation Processing Standard Publication (FIPS PUB 197). FIPS PUB 197 states that
“This standard may be used by Federal departments and agencies when an
agency determines that sensitive (unclassified) information (as defined in P.L.
100-235) requires cryptographic protection. Other FIPS-approved crypto-
graphic algorithms may be used in addition to, or in lieu of, this standard.”
Depending upon which of the three keys is used, the standard might be
referred to as “AES-128,” “AES-192,” or “AES-256.” It is expected that AES
will be adopted by other private and public organizations inside and outside
the United States.

The Rijndael Block Cipher

The Rijndael algorithm was designed to have the following properties:

M Resistance against all known attacks
m Design simplicity
m Code compactness and speed on a wide variety of platforms

The Rijndael cipher can be categorized as an iterated block cipher with a
variable block length and key length that can be independently chosen as 128,
192, or 256 bits.

In decimal terms, there are approximately 3.4 x 10* possible 128-bit keys,
6.2 x 10”7 possible 192-bit keys, and 1.1 x 107 possible 256-bit keys.

AES specifies three key sizes—128, 192, and 256 bits—with a fixed block
size of 128 bits.

As a measure of the relative strength of the Rijndael encryption algorithm, if
a computer could crack the DES encryption by trying 2% keys in one second,
the same computer would require 149 trillion (149 x 10') years to crack Rijn-



Cryptography

201

dael. For a comparison, the universe is estimated to be fewer than 20 billion
(20 x 10%) years old.

Rijndael defines an intermediate cipher result as a State upon which the
transformations that are defined in the cipher operate.

Instead of a Feistel network that takes a portion of the modified plaintext
and transposes it to another position, the Rijndael Cipher employs a round
transformation that is comprised of three layers of distinct and invertible
transformations. These transformations are also defined as uniform, which
means that every bit of the State is treated the same. Each of the layers has the
following respective functions:

The non-linear layer. The parallel application of S-boxes that have
optimum worst-case non-linearity properties.

The linear mixing layer. Layer that provides a guarantee of a high
diffusion of multiple rounds.

The key addition layer. An Exclusive Or of the Round Key to the
intermediate State.

Round keys are derived from the Cipher key through a key schedule, which
consists of a key expansion and Round key selection—defined as follows in
the Rijndael Block Cipher AES Proposal (AES Proposal: Rijndael, Joan Dae-
men and Vincent Rijmen, version 2, 9/8/99), submitted to NIST:

The total number of Round key bits is equal to block length multiplied by the number of
rounds plus 1, (e.g., for a block length of 128 bits and 10 rounds, 1408 Round Key bits are
needed.) The Cipher Key is expanded into an Expanded Key. Round Keys are taken from
the Expanded Key . . . .

The number of rounds used in the Rijndael cipher is a function of the key
size as follows:

m 256-bit key = 14 rounds
= 192-bit key = 12 rounds
m 128-bit key = 10 rounds

The Rijndael Block Cipher is suited for the following types of implementa-
tions:

m High-speed chips with no area restrictions

= A compact co-processor on a smart card

The Twofish Algorithm

Another example of the evolution of cryptographic technology is found in the
Twofish algorithm, one of the finalists in the AES competition.
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In summary, Twofish is a symmetric block cipher that operates on 128-bit
blocks in 16 rounds that works in all standard modes. It can accept key lengths
up to 256 bits.

Twofish is a Feistel network in that in each round, one-half of the 128-bit
block of plaintext or modified plaintext is fed into an element called the F
Function box and then is XORed with the other half of the text in the network.
This one-half block is broken into two 32-bit units that are, in turn, broken into
four bytes. These four bytes are fed into four different, key-dependent S-boxes
and emerge from the S-boxes as four transformed output bytes.

The four output bytes of the S-boxes are combined in a Maximum Distance
Separable (MDS) matrix to form two 32-bit units. These two 32-bit units are
then combined by using a Pseudo-Hadamard Transform (PHT) and are added
to two round subkeys. The PHT is a linear operation of the form

d, = (2b; + b,)mod 256
where b, and b, are the inputs, and d, is the output.

These results are XORed with the right half of the 64 bits of the plaintext. In
addition, 1-bit rotations are performed before and after the XOR. These opera-
tions are then repeated for 15 more rounds.

Twofish also employs what is termed as “prewhitening” and “postwhiten-
ing,” where additional subkeys are XORed with the plaintext before the first
round and after the 16th round. This approach makes cryptanalysis more dif-
ficult, because the whitening subkeys have to be determined in addition to the
algorithm key.

In the Twofish algorithm, the MDS matrix, the PHT, and key additions pro-
vide diffusion.

The IDEA Cipher

The International Data Encryption Algorithm (IDEA) cipher is a secure, secret,
key block encryption algorithm that was developed by James Massey and
Xuejia Lai (X. Lai, “On the Design and Security of Block Ciphers,” ETH Series
on Information Processing, v. 1, Konstanz: Hartung-Gorre Verlag, 1992). It
evolved in 1992 from earlier algorithms called the Proposed Encryption Stan-
dard and the Improved Proposed Encryption Standard. IDEA operates on 64-
bit Plaintext blocks and uses a 128-bit key. It applies both confusion and
diffusion.

The IDEA algorithm performs eight rounds and operates on 16-bit sub-
blocks by using algebraic calculations that are amenable to hardware imple-
mentation. These operations are modulo 2'° addition, modulo 2" + 1
multiplication, and the Exclusive Or.

With its 128-bit key, an IDEA cipher is much more difficult to crack than
DES. IDEA operates in the modes described for DES and is applied in the
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Pretty Good Privacy (PGP) e-mail encryption system that was developed by
Phil Zimmerman.

RC5

RC5 is a family of cryptographic algorithms invented by Ronald Rivest in
1994. It is a block cipher of variable block length and encrypts through integer
addition, the application of a bit-wise Exclusive Or, and variable rotations.
The key size and number of rounds are also variable. Typical block sizes are
32, 64, or 128 bits. The number of rounds can range from 0 to 255 and the key
size can range from 0 to 2048 bits. RC5 was patented by RSA Data Security in
1997.

Public (Asymmetric) Key Cryptosystems

Unlike secret key cryptosystems, which make use of a single key that is known
to a sender and receiver, public key systems employ two keys: a public key
and a private key. The public key is made available to anyone wanting to
encrypt and send a message. The private key is used to decrypt the message.
Thus, the need to exchange secret keys is eliminated. The following are the
important points to note:

m The public key cannot decrypt the message that it encrypted.
m Jdeally, the private key cannot be derived from the public key.

m A message that is encrypted by one of the keys can be decrypted with
the other key.

m The private key is kept private.

When Kp is the public key and Ks is the private key, the process is illus-
trated as follows:

C =Kp(P) and P = Ks(C)

where C is the ciphertext and P is the plaintext.
In addition, the reverse is also true:

C =Ks(P) and P = Kp(C)

One-Way Functions

Public key cryptography is possible through the application of a one-way
function. A one-way function is a function that is easy to compute in one direc-
tion, yet is difficult to compute in the reverse direction. For such a function, if
y =5 f(x), it would be easy to compute y if given X, yet it would be very diffi-
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cult to derive x when given y. A simple example would be the telephone direc-
tory. It is easy to find a number when given a name, but it is difficult to find
the name when given a number. For a one-way function to be useful in the
context of public key cryptography, it should have a trap door. A trap door is a
secret mechanism that enables you to easily accomplish the reverse function in
a one-way function. Thus, if you know the trap door, you can easily derive x in
the previous example when given y.

In the context of public key cryptography, it is very difficult to calculate the
private key from the public key unless you know the trap door.

Public Key Algorithms

A number of public key algorithms have been developed. Some of these algo-
rithms are applicable to digital signatures, encryption, or both. Because there
are more calculations associated with public key cryptography;, it is 1,000 to
10,000 times slower than secret key cryptography. Thus, hybrid systems have
evolved that use public key cryptography to safely distribute the secret keys
used in symmetric key cryptography.

Some of the important public key algorithms that have been developed
include the Diffie-Hellman key exchange protocol, RSA, El Gamal, Knapsack,
and Elliptic Curve.

RSA

RSA is derived from the last names of its inventors, Rivest, Shamir, and Addle-
man (R. L. Rivest, A. Shamir, and L. M. Addleman, “A Method for Obtaining
Digital Signatures and Public-Key Cryptosystems,” Communications of the
ACM, v. 21, n. 2, Feb 1978, pp. 120-126). This algorithm is based on the diffi-
culty of factoring a number, N, which is the product of two large prime num-
bers. These numbers might be 200 digits each. Thus, the difficulty in obtaining
the private key from the public key is a hard, one-way function that is equiva-
lent to the difficulty of finding the prime factors of N.
In RSA, public and private keys are generated as follows:

m Choose two large prime numbers, p and q, of equal length and
compute p X q =n, which is the public modulus.

m Choose a random public key, e, so that e and (p —1)(1q - 1) are
relatively prime.

m Compute e X d =1 mod (p - 1)(q - 1), where d is the private key.
m Thus,d =e' mod [(p-1)(q - 1)].

From these calculations, (d, n) is the private key and (e, n) is the public key.
The plaintext, P, is thus encrypted to generate ciphertext C as follows:
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C =P° modn,
and is decrypted to recover the plaintext, P, as
P=Cimodn

Typically, the plaintext will be broken into equal length blocks, each with
fewer digits than n, and each block will be encrypted and decrypted as shown.
RSA can be used for encryption, key exchange, and digital signatures.

Diffie-Hellman Key Exchange

The Diffie-Hellman Key Exchange is a method where subjects exchange secret
keys over a non-secure medium without exposing the keys. The method was
disclosed by Dr. W. Diffie and Dr. M. E. Hellman in their seminal 1976 paper
entitled “New Directions in Cryptography” (Whitfield Diffie and Martin Hell-
man, “New Directions in Cryptography,” IEEE Transactions on Information The-
ory, Vol. IT-22, November 1976, pp. 644-654).

The method enables two users to exchange a secret key over an insecure
medium without an additional session key. It has two system parameters, p
and g. Both parameters are public and can be used by all the system’s users.
Parameter p is a prime number, and parameter g (which is usually called a
generator) is an integer less than p that has the following property: For every
number n between 1 and p - 1 inclusive, there is a power k of g such that gk =
n mod p.

For example, when given the following public parameters:

p = prime number

g = generator
Generating equation y = gxmodp
Alice and Bob can securely exchange a common secret key as follows:
Alice can use her private value “a” to calculate:
Y. = gemodp
Also, Bob can use his private value “b” to calculate the following:
Vb = gbmodp.

Alice can now send y, to Bob, and Bob can send y;, to Alice. Knowing her pri-
vate value, a, Alice can calculate (y,)?, which yields the following;:

gbamodp
Similarly, with his private value, b, Bob can calculate (y,) as such:

gbmodp.
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Because gbtrmodp is equal to gimodp, Bob and Alice have securely
exchanged the secret key.

In their paper, Diffie and Hellman primarily described key exchange, yet they
also provided a basis for the further development of public key cryptography.

El Gamal

Dr. T. El Gamal extended the Diffie-Hellman concepts to apply to encryption
and digital signatures (T. El Gamal, “A Public-Key Crypto System and a Sig-
nature Scheme Based on Discrete Logarithms,” Advances in Cryptography:
Proceedings of CRYPTO 84, Springer-Verlag, 1985, pp. 10-18). The El Gamal
system is a non-patented public-key cryptosystem that is based on the dis-
crete logarithm problem. Encryption with El Gamal is illustrated in the fol-
lowing example:

Given the prime number, p, and the integer, g, Alice uses her private key, a,
to compute her public key as y, = gamodp.

For Bob to send message M to Alice:

Bob generates random #b < p.

Bob computes y, = gbmodp and y,,= M XOR y,>= M XOR gatmodp.
Bob sends y,, y,, to Alice, and Alice computes y,2 = gabmodp.
Therefore, M = y,2 XOR y,, = gibmodp XOR M XOR gamodp.

Merkle-Hellman Knapsack

The Merkle-Hellman Knapsack (R.C. Merkle and M. Hellman, “Hiding Infor-
mation and Signatures in Trapdoor Knapsacks,” IEEE Transactions on Infor-
mation Theory, v. 24, n. 5, Sep. 1978, pp. 525-530) is based on the problem of
having a set of items with fixed weights and determining which of these items
can be added in order to obtain a given total weight.

This concept can be illustrated by using a superincreasing set of weights.
Superincreasing means that each succeeding term in the set is greater than the
sum of the previous terms. The set [2, 3, 6, 12, 27, 52] has these properties. If
we have a knapsack with a total weight of 69 for this example, the problem
would be to find the terms whose sum is equal to 69. The solution to this sim-
ple example is that terms 52, 12, 3, and 2 would be in the knapsack. Or equiv-
alently, if we represent the terms that are in the knapsack by 1s and those that
are not by 0s, the “ciphertext” representing the “plaintext 69” is 110101.

Elliptic Curve (EC)

Elliptic curves are another approach to public key cryptography. This method
was developed independently by Neal Koblitz (N. Koblitz, “Elliptic Curve
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Cryptosystems,” Mathematics of Computation, v. 48, n. 177, 1987, pp. 203-209)
and V.S. Miller (V.S. Miller, “Use of Elliptic Curves in Cryptography,” Advances
in Cryptology—CRYPTO ’85 Proceedings, Springer-Verlag, 1986, pp. 417-426).
Elliptic curves are usually defined over finite fields, such as real and rational
numbers, and implement an analog to the discreet logarithm problem.

An elliptic curve is defined by the following equation:

y2 = x3 + ax + b along with a single point O, the point at infinity.
The space of the elliptic curve has properties where:

m Addition is the counterpart of modular multiplication.

m Multiplication is the counterpart of modular exponentiation.

Thus, given two points, P and R, on an elliptic curve where P = KR, finding
K is the hard problem that is known as the elliptic curve discreet logarithm
problem.

Because it is more difficult to compute elliptic curve discreet logarithms
than conventional discreet logarithms or to factor the product of large prime
numbers, smaller key sizes in the elliptic curve implementation can yield
higher levels of security. For example, an elliptic curve key of 160 bits is equiv-
alent to a 1024-bit RSA key. This characteristic means fewer computational
and memory requirements. Therefore, elliptic curve cryptography is suited to
hardware applications such as smart cards and wireless devices. Elliptic
curves can be used to implement digital signatures, encryption, and key man-
agement capabilities.

Public Key Cryptosystems Algorithm
Categories

Public key encryption utilizes hard, one-way functions. The calculations asso-
ciated with this type of encryption are as follows:

m Factoring the product of large prime numbers
m RSA

m Finding the discreet logarithm in a finite field
m F] Gamal
m Diffie-Hellman
m Schnorr’s signature algorithm
m Elliptic curve

m Nybergrueppel’s signature algorithm
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Table 4.2 Equivalent Strengths of Asymmetric and Symmetric Key Sizes

2 VIV ! \ V1 IV { \

512 Bits 64 Bits
1792 Bits 112 Bits
2304 Bits 128 Bits

Asymmetric and Symmetric Key Length
Strength Comparisons

A comparison of the approximate equivalent strengths of public and private
key cryptosystems is provided in Table 4.2.

Digital Signatures

The purpose of digital signatures is to detect unauthorized modifications of data
and to authenticate the identity of the signatories and non-repudiation. These
functions are accomplished by generating a block of data that is usually smaller
than the size of the original data. This smaller block of data is bound to the origi-
nal data and to the identity of the sender. This binding verifies the integrity of
data and provides non-repudiation. To quote the NIST Digital Signature Stan-
dard (DSS) [National Institute of Standards and Technology, NIST FIPS PUB 186,
“Digital Signature Standard,” U.S. Department of Commerce, May 1994]:

Digital signatures are used to detect unauthorized modifications to data and to authenti-
cate the identity of the signatory. In addition, the recipient of signed data can use a digi-
tal signature in proving to a third party that the signature was in fact generated by the
signatory.

To generate a digital signature, the digital signal program passes the file to be
sent through a one-way hash function. This hash function produces a fixed size
output from a variable size input. The output of the hash function is called a mes-
sage digest. The message digest is uniquely derived from the input file, and if the
hash algorithm is strong, the message digest has the following characteristics:

m The hash function is considered one-way because the original file
cannot be created from the message digest.

m Two files should not have the same message digest.

m Given a file and its corresponding message digest, it should not be
feasible to find another file with the same message digest.

m The message digest should be calculated by using all of the original
file’s data.
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After the message digest is calculated, it is encrypted with the sender’s private
key. The encrypted message digest is then attached to the original file and is sent
to the receiver. The receiver then decrypts the message digest by using the
sender’s public key. If this public key opens the message digest and it is the true
public key of the sender, verification of the sender is then accomplished. Verifica-
tion occurs because the sender’s public key is the only key that can decrypt the
message digest encrypted with the sender’s private key. Then, the receiver can
compute the message digest of the received file by using the identical hash func-
tion as the sender. If this message digest is identical to the message digest that
was sent as part of the signature, the message has not been modified.

Digital Signature Standard (DSS) and Secure
Hash Standard (SHS)

NIST announced the Digital Signature Standard (DSS) Federal Information Pro-
cessing Standard (FIPS) 186-1. This standard enables the use of the RSA digital
signature algorithm or the Digital Signature Algorithm (DSA). The DSA is based
on a modification of the El Gamal digital signature methodology and was
developed by Claus Schnorr (C.P. Schnorr, “Efficient Signature Generation for
Smart Cards,” Advances in Cryptology—CRYPTO '89 Proceedings, Springer-Ver-
lag, 1990, pp. 239-252).

Both of these digital signature algorithms use the Secure Hash Algorithm
(SHA-1) as defined in FIPS 180 (NIST, NIST FIPS PUB 180, “Secure Hash Stan-
dard,” U.S. Department of Commerce, May 1993).

SHA-1 computes a fixed-length message digest from a variable length input
message. This message digest is then processed by the DSA to either generate
or verify the signature. Applying this process to the shorter message digest is
more efficient than applying it to the longer message.

As previously discussed, any modification to the message being sent to the
receiver results in a different message digest being calculated by the receiver.
Thus, the signature will not be verified.

SHA-1 produces a message digest of 160 bits when any message less than
264 bits is used as an input.

SHA-1 has the following properties:

m [t is computationally infeasible to find a message that corresponds to a
given message digest.

m |t is computationally infeasible to find two different messages that
produce the same message digest.

For SHA-1, the length of the message is the number of bits in a message.
Padding bits are added to the message to make the total length of the message,
including padding, a multiple of 512. To quote from the NIST DSS/SHS docu-
ment:



210 The CISSP Prep Guide: Gold Edition

The SHA-1 sequentially processes blocks of 512 bits when computing a message digest.
The following specifies how the padding shall be performed. As a summary, a “1” fol-
lowed by m “0’s” followed by a 64-bit integer are applied to the end of the message to
produce a padded message of length 512*n. The 64-bit integer is I, the length of the
original message. The padded message is then processed by the SHA-1 as n 512-bit
blocks.

MD5

MD?5 is a message digest algorithm that was developed by Ronald Rivest in
1991. MD5 takes a message of an arbitrary length and generates a 128-bit mes-
sage digest. In MD5, the message is processed in 512-bit blocks in four distinct
rounds.

Sending a Message with a Digital Signature

In summary, to send a message:

1. Ahash algorithm is used to generate the message digest from the
message.

2. The message digest is fed into the digital signature algorithm that
generates the signature of the message. The signing of the message is
accomplished by encrypting the message digest with the sender’s
private key and attaching the result to the message. Thus, the message
is a signed message.

3. The message and the attached message digest are sent to the receiver.
The receiver then decrypts the attached message digest with the
sender’s public key.

The receiver also calculates the message digest of the received message
by using the identical hash function as the sender. The two message
digests should be identical. If they are not identical, the message was
modified in transmission. If the two message digests are identical, then
the message sent is identical to the message received, the sender is
verified, and the sender cannot repudiate the message.

Hashed Message Authentication Code
(HMAC)

An HMAC is a hash algorithm that uses a key to generate a Message Authenti-
cation Code (MAC). A MAC is a type of checksum that is a function of the
information in the message. The MAC is generated before the message is sent,
appended to the message, and then both are transmitted.

At the receiving end, a MAC is generated from the message alone by using
the same algorithm as used by the sender, and this MAC is compared to the
MAC sent with the message. If they are not identical, the message was modi-
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fied en route. Hashing algorithms can be used to generate the MAC and hash
algorithms using keys that provide stronger protection than an ordinary MAC
generation.

Hash Function Characteristics

As described in the previous section, a hash function (H) is used to condense a
message of an arbitrary length into a fixed-length message digest. This message
digest should uniquely represent the original message, and it will be used to cre-
ate a digital signature. Furthermore, it should not be computationally possible to
find two messages, M1 and M2, such that H(M1) = H(M2). If this situation were
possible, then an attacker could substitute another message (M2) for the original
message (M1) and the message digest would not change. Because the message
digest is the key component of the digital signature authentication and integrity
process, a false message could be substituted for the original message without
detection. Specifically, it should not be computationally possible to find:

m A message (M2) that would hash to a specific message digest generated
by a different message (M1)

m Two messages that hash to any common message digest

These two items refer to an attack against the hash function known as a
birthday attack. This attack relates to the paradoxes that are associated with
the following questions:

1. If you were in a room with other people, what would be the sample
size, n, of individuals in the room to have a better than 50/50 chance of
someone having the same birthday as you? (The answer is 253.)

2. If you were in a room with other people, what would be the sample
size, n, of individuals in the room to have a better than 50/50 chance of
at least two people having a common birthday? (The answer is 23,
because with 23 people in a room, there are n(n -1)/2 or 253 pairs of
individuals in the room.)

Cryptographic Attacks

As defined earlier, cryptanalysis is the act of obtaining the plaintext or key
from the ciphertext. Cryptanalysis is used to obtain valuable information and
to pass on altered or fake messages in order to deceive the original intended
recipient. This attempt at “cracking” the cipher is also known as an attack. The
following are examples of some common attacks:

Brute Force. Trying every possible combination of key patterns; the longer
the key length, the more difficult it is to find the key with this method.
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Known Plaintext. The attacker has a copy of the plaintext corresponding
to the ciphertext.

Chosen Plaintext. Chosen plaintext is encrypted and the output ciphertext
is obtained.

Adaptive Chosen Plaintext. A form of a chosen plaintext attack where the
selection of the plaintext is altered according to the previous results.

Ciphertext Only. Only the ciphertext is available.

Chosen Ciphertext. Portions of the ciphertext are selected for trial
decryption while having access to the corresponding decrypted plaintext.

Adaptive Chosen Ciphertext. A form of a chosen ciphertext attack where
the selection of the portions of ciphertext for the attempted decryption is
based on the results of previous attempts.

Birthday Attack. Usually applied to the probability of two different
messages using the same hash function that produces a common
message digest; or given a message and its corresponding message
digest, finding another message that when passed through the same
hash function generates the same specific message digest. The term
“birthday” comes from the fact that in a room with 23 people, the
probability of two or more people having the same birthday is greater
than 50 percent.

Meet-in-the-Middle. Is applied to double encryption schemes by
encrypting known plaintext from one end with each possible key (K)
and comparing the results “in the middle” with the decryption of the
corresponding ciphertext with each possible K.

Man-in-the-Middle. An attacker taking advantage of the store-and-
forward nature of most networks by intercepting messages and
forwarding modified versions of the original message while in-between
two parties attempting secure communications.

Differential Cryptanalysis. Is applied to private key cryptographic
systems by looking at ciphertext pairs, which were generated through
the encryption of plaintext pairs, with specific differences and analyzing
the effect of these differences.

Linear Cryptanalysis. Using pairs of known plaintext and corresponding
ciphertext to generate a linear approximation of a portion of the key.

Differential Linear Cryptanalysis. Using both differential and linear
approaches.

Factoring. Using a mathematical approach to determine the prime factors
of large numbers.

Statistical. Exploiting the lack of randomness in key generation.
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Public Key Certification Systems

A source that could compromise a public key cryptographic system is an indi-
vidual (A) who is posting a public key under the name of another individual
(B). In this scenario, the people who are using this public key to encrypt the
messages that were intended for individual B will actually be sending mes-
sages to individual A. Because individual A has the private key that corre-
sponds to the posted public key, individual A can decrypt the messages that
were intended for individual B.

Digital Certificates

To counter this type of attack, a certification process can be used to bind indi-
viduals to their public keys. A Certificate Authority (CA) acts as notary by veri-
fying a person’s identity and issuing a certificate that vouches for a public key of
the named individual. This certification agent signs the certificate with its own
private key. Therefore, the individual is verified as the sender if that person’s
public key opens the data. The certificate contains the subject’s name, the sub-
ject’s public key, the name of the certificate authority, and the period in which
the certificate is valid. To verify the CA’s signature, its public key must be cross-
certified with another CA. (The X.509 standard defines the format for public key
certificates.) This Certificate is then sent to a Repository, which holds the Certifi-
cates and Certificate Revocation Lists (CRLs) that denote the revoked certifi-
cates. The diagram shown in Figure 4.21 illustrates the use of digital certificates
in a transaction between a subscribing entity and a transacting party.

Public Key Infrastructure (PKI)

The integration of digital signatures and certificates, and the other services
required for E-commerce is called the Public Key Infrastructure (PKI). These
services provide integrity, access control, confidentiality, authentication, and
non-repudiation for electronic transactions. The PKI includes the following
elements:

m Digital certificates

m Certificate Authority (CA)

m Registration authorities

m Policies and procedures

m Certificate revocation

m Non-repudiation support

= Timestamping

m [ightweight Directory Access Protocol (LDAP)
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1. Digital Certificate Application

Certificate Subscribing
Authority > Entity
2. Signed Digital Certificate
3. Certificate 4. Signed
Transaction
5. Query to Verify Subscriber’'s Public Ke
y uery ify Su i ubli y Party
Repository Transacting with
q Subscriber
6. Response to Verification Request

Figure 4.21 A transaction with digital certificates.

B Security-enabled applications

m Cross certification

The Lightweight Directory Access Protocol (LDAP) provides a standard format
to access the certificate directories. These directories are stored on LDAP servers
on a network and the servers on these networks provide public keys and corre-
sponding X.509 certificates for the enterprise. A directory contains information
such as the individuals’ names, addresses, phone numbers, and public key certifi-
cates. LDAP enables a user to search these directories over the Internet. A series of
standards under X.500 defines the protocols and information models for computer
directory services that are independent of the platforms and other related entities.

The primary security concerns relative to LDAP servers are availability and
integrity. For example, denial of service attacks on an LDAP server could pre-
vent access to the Certification Revocation Lists and, thus, permit the use of a
revoked certificate for transactions.

Approaches to Escrowed Encryption

In some instances, there is a need for law enforcement agencies to have access
to information transmitted electronically over computer networks. To have
this access, law enforcement agencies need the encryption keys to read the
enciphered messages. At the same time, the privacy of citizens must be pro-
tected from illegal and unauthorized surveillance of their digital communica-
tions. This section describes two approaches to this issue.
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The Escrowed Encryption Standard

This standard (National Institute of Standards and Technology, NIST FIPS
PUB 185, “Escrowed Encryption Standard,” U.S. Department of Commerce,
Feb 1994) strives to achieve individual privacy and, at the same time, strives to
provide for legal monitoring of the encrypted transmissions. The idea is to
divide the key into two parts, and to escrow two portions of the key with two
separate “trusted” organizations. Then, law enforcement officials, after
obtaining a court order, can retrieve the two pieces of the key from the organi-
zations and decrypt the message. The Escrowed Encryption Standard is
embodied in the U.S. Government’s Clipper Chip, which is implemented in
tamper-proof hardware. The Skipjack Secret Key algorithm performs the
encryption. Figure 4.22 is a block diagram of the clipper chip and the compo-
nents of a transmitted message.

Each Clipper Chip has a unique serial number and an 80-bit unique unit or
secret key. The unit key is divided into two parts and is stored at two separate
organizations with the serial number that uniquely identifies that particular
Clipper Chip. Initially, two parties that wish to exchange information agree on a
session key, Ks. Ks can be exchanged using a Diffie-Hellman or an RSA key
exchange. The plaintext message, M, is encrypted with the session key, Ks. Ks is
not escrowed. In addition, a Law Enforcement Access Field (LEAF) is also trans-
mitted along with the encrypted message, M. The LEAF is encrypted with the
family key, which is common to all Clipper Chips, and contains the following:

CLIPPER CHIP

| Escrow 1 | Escrow?2 |

80-bit unit key --u

80 - bit family key - .
Common to all Clipper Chips Skipjack Algorithm
Message
A
~ Y
Ks= Session Key LEAF FIELD Encrypted with Family Key
Message
Encwpted Ks Encrypted Serial # .
with with 80-bit era Authentication
Ks unit key-u of Sender SIE

Figure 4.22 A Clipper Chip block diagram.
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m Ks encrypted with secret key, u
m The serial number of sender Clipper Chip

m An authentication string

When the intended individual receives the transmitted items, this person
decrypts the message with the mutually known session key, Ks.
A law enforcement agency can obtain the session key as follows:

1. Decrypt the LEAF with a family key to obtain the particular Clipper
Chip serial number and encrypted session key. Ks is still encrypted with
the secret family key, u.

2. Present an authorization court order to the two escrow agencies and
obtain the two portions of the key, u.

3. Decrypt Ks with the key, u.
4. Decrypt the message, M, with Ks.

The 80-bit key of the Clipper Chip is weak. In fact, concerns exist over the
escrow agencies’ abilities to protect the escrowed keys, and whether these
agencies may divulge them in unauthorized ways.

Key Escrow Approaches Using Public
Key Cryptography
Another key escrow approach is Fair Cryptosystems.

In 1992, Sylvio Micali introduced the concept of Fair Cryptosystems (S. Micali,
“Fair Cryptosystems,” MIT/LCS/TR-579.b, MIT Laboratory for Computer Sci-
ence, Nov 1993) where the private key of a public/private key pair is divided
into multiple parts and distributed to different trustees. In 1994, Micali obtained
patents on this approach that were eventually purchased by Banker’s Trust. One
valuable characteristic of Micali’s approach is that each portion of the secret key
can be verified as correct without having to reconstruct the entire key. This is
accomplished by giving each trustee a piece of each public key and private key.
Micali also developed calculations, which can be used on each trustee’s pri-
vate/public key pieces to verify that they are correct. If authorities have the legal
permission to decrypt a message that is encrypted with the secret key, they can
obtain all the portions of the private key and read the message. Micali also pro-
posed a threshold approach where some subset of the trustee’s set would be suf-
ficient to recover the entire secret key.

Micali’s approach can be applied by voluntary trustees in different coun-
tries or business areas rather than by a controlled, governmental entity.
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Key Management Issues

Obviously, when dealing with encryption keys, the same precautions must be
used as with physical keys to secure the areas or the combinations to the safes.
These precautions include the following:

m Key control measures

m Key recovery

m Key storage

m Key retirement/destruction
m Key change

m Key generation

m Key theft

m Frequency of key use

Email Security Issues and Approaches
The main objectives of email security are to ensure the following:
m Non-repudiation
m Messages are read only by their intended recipients
m [ntegrity of the message
m Authentication of the source
m Verification of delivery
m Labeling of sensitive material

m Control of access

The following “standards” have been developed to address some or all of
these issues.

Secure Multi-purpose Internet Mail
Extensions (S/MIME)

S/MIME is a specification that adds secure services to email in a MIME for-
mat. S/MIME provides authentication through digital signatures and the con-
fidentiality of encryption. S/MIME follows the Public Key Cryptography
Standards (PKCS) and uses the X.509 standard for its digital certificates.
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MIME Object Security Services (MOSS)

MOSS provides flexible email security services by supporting different trust mod-
els. Introduced in 1995, MOSS provides authenticity, integrity, confidentiality, and
non-repudiation to email. It uses MD2/MD5, RSA Public Key, and DES. MOSS
also permits user identification outside of the X.509 Standard.

Privacy Enhanced Mail (PEM)

Privacy Enhanced Mail (PEM) is a standard that was proposed by the IETF to
be compliant with the Public Key Cryptography Standards (PKCS), which
were developed by a consortium that included Microsoft, Novell, and Sun
Microsystems. PEM supports the encryption and authentication of Internet
email. For message encryption, PEM applies Triple DES-EDE using a pair of
symmetric keys. RSA Hash Algorithms MD2 or MD5 are used to generate a
message digest, and RSA public key encryption implements digital signatures
and secure key distribution. PEM employs certificates that are based on the
X.509 standard and are generated by a formal CA.

Pretty Good Privacy (PGP)

In order to bring email security to the “masses,” Phil Zimmerman developed the
Pretty Good Privacy (PGP) software (Zimmerman, Philip R., The Official PGP User’s
Guide. Cambridge, MA: MIT Press, 1995). Zimmerman derived the PGP name from
Ralph’s Pretty Good Groceries, which sponsored Garrison Keillor’s Prairie Home
Companion radio show. In PGP, the symmetric cipher IDEA is used to encipher the
message, and RSA is used for symmetric key exchange and for digital signatures.
Instead of using a CA, PGP uses a Web of Trust. Users can certify each other in
a mesh model, which is best applied to smaller groups (as shown in Figure 4.23).

Internet Security Applications

With the growing use of the Internet and World Wide Web for commercial
transactions, there is a need for providing confidentiality, integrity, and
authentication of information. This section describes some of the approaches
to obtain secure Internet and World Wide Web e-commerce.

Message Authentication Code (MAC)
or the Financial Institution Message
Authentication Standard (FIMAS)

In order to protect against fraud in electronic fund transfers, the Message
Authentication Code (MAC), ANSI X9.9, was developed. The MAC is a check
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USER 1
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USER 5 USER 4

Figure 4.23 A PGP Web of Trust.

value derived from the contents of the message itself that is sensitive to the bit
changes in a message. It is similar to a Cyclic Redundancy Check (CRC). A
MAC is appended to the message before it is transmitted. At the receiving
end, a MAC is generated from the received message and is compared to the
MAC of an original message. A match indicates that the message was received
without any modification occurring while en route.

To strengthen the MAC algorithm, a keyed MAC can be generated using a
symmetric key encryption, such as DES. Typically, the Exclusive Or function
of the DES key with a message is performed on the sequential, 8-byte blocks of
the message to generate the MAC. As with all symmetric key applications, the
key must be distributed securely so that sender and receiver have the same
key.

Secure Electronic Transaction (SET)

A consortium including MasterCard and Visa developed SET in 1997 as a
means of preventing fraud from occurring during electronic payments. SET
provides confidentiality for purchases by encrypting the payment informa-
tion. Thus, the seller cannot read this information. SET uses a DES symmetric
key system for encryption of the payment information and uses RSA for the
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symmetric key exchange and digital signatures. SET covers the end-to-end
transactions from the cardholder to the financial institution.

Secure Sockets Layer
(SSL)/Transaction Layer Security (TLS)

The SSL protocol was developed by Netscape in 1994 to secure Internet client-
server transactions. The SSL protocol authenticates the server to the client
using public key cryptography and digital certificates. In addition, this proto-
col also provides for optional client-to-server authentication. It supports the
use of RSA public key algorithms, IDEA, DES, and 3DES private key algo-
rithms, and the MD5 hash function. Web pages using the SSL protocol start
with HTTPs. SSL 3.0 and its successor, the Transaction Layer Security (TLS) 1.0
protocol are de facto standards, but they do not provide the end-to-end capa-
bilities of SET. TLS implements confidentiality, authentication, and integrity
above the Transport Layer, and it resides between the application and TCP
layer. Thus, TLS, as with SSL, can be used with applications such as Telnet,
FTP, HTTP, and email protocols. Both SSL and TLS use certificates for public
key verification that are based on the X.509 standard.

Internet Open Trading Protocol (I0TP)

IOTP is an Internet protocol that is aimed at the consumer-to-business trans-
actions. It provides a buyer with the same options as in the ordinary, non-
e-commerce marketplace. IOTP is similar to shopping in the real world
because it gives buyers the option to choose their method of payment. It sup-
ports public and private encryption key algorithms and can use digital certifi-
cates. IOTP is designed to be flexible and to accommodate other payment
models that may emerge in the future.

MONDEX

The MONDEX International Corporation operates the MONDEX payment
system. This system is an example of a cash smart card application. The value
of the amount of currency is stored in smart cards and a proprietary encryp-
tion algorithm provides security. Because the algorithm is not subject to public
scrutiny, its strength and vulnerabilities are not known. The smart card, then,
can be used in financial transactions instead of cash. Funds can be transferred
among cards using digital signatures. The smart cards are designed to pre-
clude tampering and modifying the stored currency amount. However, if a
card is lost, the finder can use it as cash.
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IPSec

IPSec is a standard that provides encryption, access control, non-repudiation,
and authentication of messages over IP. It is designed to be functionally com-
patible with IPv6. The two main protocols of IPSec are the Authentication
Header (AH) and the Encapsulating Security Payload (ESP). The AH provides
integrity, authentication, and non-repudiation. An ESP primarily provides
encryption, but it can also provide limited authentication.

At the heart of IPSec is the Security Association (SA). An SA is required
for communication between two entities. It provides a one-way (simplex)
connection and is comprised of a Security Parameter Index (SPI), destina-
tion IP address, and the identity of the security protocol (AH or ESP). The
SPI is a 32-bit number that is used to distinguish among various SAs termi-
nating at the receiving station. Because an SA is simplex, two SAs are
required for bi-directional communication between entities. Thus, if the AH
protocol is used and bi-directional communication is required, two SAs
must be established. Similarly, if both the AH and ESP protocols are to be
employed bi-directionally, four SAs are needed.

IPSec in a VPN implementation can operate in either the transport or tunnel
mode. In the transport mode, the data in the IP packet is encrypted, but the
header is not encrypted. In the tunnel mode, the original IP header is
encrypted and a new IP header is added to the beginning of the packet. This
additional IP header has the address of the VPN gateway, and the encrypted
IP header points to the final destination on the internal network behind the
gateway.

The hashing algorithms HMAC-MD5 and HMAC-SHA-1 are used for authen-
tication and integrity, and the IPSEC standard enables the use of a variety of sym-
metric key systems.

Security Associations (SAs) can be combined into “bundles” to provide
authentication, confidentiality, and layered communication. An SA bundle can
be developed using transport adjacency or iterated tunneling. Transport adja-
cency uses the transport mode for communication wherein iterated tunneling
provides for the multiple levels of encapsulation as the protocol stack is being
traversed.

In order to set up and manage SAs on the Internet, a standard format
called the Internet Security Association and Key Management Protocol
(ISAKMP) was established. ISAKMP provides for secure key exchange and
data authentication. However, ISAKMP is independent of the authentication
protocols, security protocols, and encryption algorithms. Strictly speaking, a
combination of three protocols is used to define the key management for
IPSEC. These protocols are ISAKMP, Secure Key Exchange Mechanism
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(SKEME) and Oakley. When combined and applied to IPSEC, these proto-
cols are called the Internet Key Exchange (IKE) protocol. In general,
ISAKMP defines the phases for establishing a secure relationship, SKEME
describes a secure exchange mechanism, and Oakley defines the modes of
operation needed to establish a secure connection.

An initiative to specify a standard IPSEC implementation for VPNs on the
Internet is known as Secure Wide Area Network (S/WAN). By defining a com-
mon set of IPSEC algorithms and modes of operation, S/WAN promotes the
widespread use of VPNs on the Internet.

Secure Hypertext Transfer Protocol
(S-HTTP)

S-HTTP is an alternative to SSL for providing security for World Wide Web
(WWW) transactions. While SSL is applied to an entire session, SS-HTTP can be
used to protect individual WWW documents, and it provides authentication,
confidentiality, integrity, and non-repudiation. S-HTTP supports a variety of
encryption algorithms.

Secure Shell (SSH-2)

Secure Shell (SSH-2) is a set of protocols that are primarily used for remote
access over a network by establishing an encrypted tunnel between an SSH
client and an SSH server. This protocol can be used to authenticate the client to
the server. In addition, it can also provide confidentiality and integrity ser-
vices. It is comprised of a Transport Layer protocol, a User Authentication pro-
tocol, and a Connection protocol.

Wireless Security

With the increasing use and popularity of Personal Digital Assistants (PDAs)
and cellular telephones to access the Internet, wireless security is important.
Because information is broadcast like radio transmissions, it is susceptible to
interception and can be compromised. As storage and processor technologies
improve, Mobile Commerce (M-commerce) will be more common. Issues that
are associated with wireless security include

m Physical security of wireless devices
m Proliferation of many different platforms
m Protection of sensitive financial transactions

m [imitations of processing power and memory due to space and weight
considerations
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m No standard method for securing wireless transactions

m Public Key Infrastructure (PKI)

Wireless Application Protocol (WAP)

The Wireless Application Protocol (WAP) is widely used by mobile devices to
access the Internet. Because it is aimed at small displays and systems with lim-
ited bandwidth, it is not designed to display large volumes of data on a small,
mobile display. In addition to cellular phones and PDAs, WAP is applied to
network browsing through TV and in automotive displays. It has analogies to
TCP/IP, IP, and HTML in wired Internet connections and is actually a set of
protocols that cover layer 7 to layer 3 of the OSI model. Due to the memory
and processor limitations on mobile devices, WAP has less overhead than
TCP/IP. The WAP protocol stack contains the following:

m Wireless Markup Language (WML) and Script

m Wireless Application Environment (WAE)

m Wireless Session Protocol (WSP)

m Wireless Transaction Protocol (WTP)

m Wireless Transport Layer Security Protocol (WTLS)
m Wireless Datagram Protocol (WDP)

For wireless security, WAP uses the Wireless Transport Layer Security Pro-
tocol (WTLS). WTLS provides the following three classes of security:

1. Class 1 (Anonymous Authentication). The client logs on to the server, but,
in this mode, neither the client nor the server can be certain of the
identity of the other.

2. Class 2 (Server Authentication). The server is authenticated to the client,
but the client is not authenticated to the server.

3. Class 3 (Two-Way Client and Server Authentication). The server is
authenticated to the client and the client is authenticated to the server.

Authentication and authorization can be performed on the mobile device
using smart cards to execute PKI-enabled transactions.

A specific security issue that is associated with WAP is the “WAP GAP.” A
WAP GAP results from the requirement to change security protocols at the
carrier’s WAP gateway from the wireless WTLS to SSL for use over the wired
network. At the WAP gateway, the transmission, which is protected by WTLS,
is decrypted and then re-encrypted for transmission using SSL. Thus, the data
is temporarily in the clear on the gateway and can be compromised if the gate-
way is not adequately protected. In order to address this issue, the WAP
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Forum has put forth specifications that will reduce this vulnerability and thus
support e-commerce applications. These specifications are defined in WAP 1.2
as WMLScript Crypto Library and the WAP Identity Module (WIM). The
WMLScript Crypto Library supports end-to-end security by providing for
cryptographic functions to be initiated on the WAP client from the Internet
content server. These functions include digital signatures originating with the
WAP client and encryption and decryption of data. The WIM is a tamper-
resistant device, such as a smart card, that cooperates with WTLS and pro-
vides cryptographic operations during the handshake phase.

The WAP Forum is also considering another alternative to providing the
end-to-end encryption for WAP. This alternative, described in WAP specifica-
tion 1.3, is the use of a client proxy server that communicates authentication
and authorization information to the wireless network server.

The Handheld Device Markup Language (HDML) is a simpler alternative
to WML that actually preceded the Wireless Markup Language (WML).
HDML contains minimal security features, however. A direct competitor to
WAP is Compact HTML (C-HTML). Used primarily in Japan through NTT
DoCoMo’s I-mode service, C-HTML is essentially a stripped-down version of
HTML. Due to this approach, C-HTML can be displayed on a standard Inter-
net browser.

The Public Key Infrastructure (PKI) for mobile applications provides for the
encryption of communications and mutual authentication of the user and
application provider. One concern associated with the “mobile PKI” relates to
the possible time lapse between the expiration of a public key certificate and
the re-issuing of a new valid certificate and associated public key.

This “dead time” may be critical in disasters or in time-sensitive situations.
One solution to this problem is to generate one-time keys for use in each trans-
action.

The IEEE 802.11 Wireless Standard

The IEEE 802.11 specification is a wireless LAN standard that specifies an
interface between a wireless client and a base station or access point, as well as
among wireless clients. Work on the standard began in 1990 and has evolved

from various draft versions; approval of the final draft occurred on June 26,
1997.

802.11 Layers

The IEEE 802.11 standard places specifications on the parameters of both the
physical (PHY) and medium access control (MAC) layers of the network. The
PHY Layer is responsible for the transmission of data among nodes. It can use
direct sequence (DS) spread spectrum, frequency-hopping (FH) spread spec-
trum, or infrared (IR) pulse position modulation. The standard supports data
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rates of 1 Mbps or 2 Mbps, 2.4-2.4835 GHz frequency band for spread-spectrum
transmission, and 300-428,000 GHz for IR transmission. Infrared is generally
considered to be more secure to eavesdropping than multi-directional radio
transmissions, because infrared requires direct line-of-sight paths.

The MAC Layer is a set of protocols responsible for maintaining order in the
use of a shared medium. The 802.11 standard specifies a carrier sense multiple
access with collision avoidance (CSMA /CA) protocol as described in Chapter
3, “Telecommunications and Network Security,” for LANs. The MAC Layer
provides the following services:

Data transfer. CSMA /CA media access.

Association. Establishment of wireless links between wireless clients and
access points in infrastructure networks.

Reassociation. This action takes place in addition to association when a
wireless client moves from one Basic Service Set (BSS) to another, such as
in roaming,.

Authentication. The process of proving a client identity through the use of
the 802.11 option, Wired Equivalent Privacy (WEP). In WED, a shared
key is configured into the access point and its wireless clients. Only
those devices with a valid shared key will be allowed to be associated to
the access point.

Privacy. In the 802.11 standard, data is transferred in the clear by default. If
confidentiality is desired, the WEP option encrypts data before it is sent
wirelessly. The WEP algorithm of the 802.11 Wireless LAN Standard uses
a secret key that is shared between a mobile station (for example, a
laptop with a wireless Ethernet card) and a base station access point to
protect the confidentiality of information being transmitted on the LAN.
The transmitted packets are encrypted with a secret key and an Integrity
Check (IC) field comprised of a CRC-32 checksum that is attached to the
message. WEP uses the RC4 variable key-size stream cipher encryption
algorithm. RC4 was developed in 1987 by Ron Rivest and operates in
output feedback mode.

Researchers at the University of California at Berkeley (wep@isaac.cs.berke-
ley.edu) have found that the security of the WEP algorithm can be compro-
mised, particularly with the following attacks:

B Passive attacks to decrypt traffic based on statistical analysis

m Active attack to inject new traffic from unauthorized mobile stations
based on known plaintext

m Active attacks to decrypt traffic based on tricking the access point

m Dictionary-building attack that, after an analysis of about a day’s worth
of traffic, allows real-time automated decryption of all traffic
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The Berkeley researchers have found that these attacks are effective against
both the 40-bit and the so-called 128-bit versions of WEP using inexpensive
off-the-shelf equipment. These attacks can also be used against networks that
use the 802.11b Standard, which is the extension to 802.11 to support higher
data rates, but does not change the WEP algorithm.

The weaknesses in WEP and 802.11 are being addressed by the IEEE 802.11i
Working Group. WEP will be upgraded to WEP2 with the following proposed
changes:

m Modifying the method of creating the initialization vector (IV)
m Modifying the method of creating the encryption key

M Protection against replays

m Protection against IV collision attacks

m Protection against forged packets

In the longer term, it is expected that the Advanced Encryption Standard
(AES) will replace the RC4 encryption algorithm currently used in WEP.

Power management. Two power modes are defined in the IEEE 802.11
standard: an active mode used in transmitting and receiving, and a
power save mode that conserves power but does not enable the user to
transmit or receive.

The 802.11 standard has been ratified for IR, FH, and DH spread spectrum
at 2.4 GHz. As of this writing, the IEEE 802.11 committee is addressing higher
speed PHYs beyond the 2 Mbps data rate.
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Sample Questions

You can find answers to the following questions in Appendix H.

1. The Secure Hash Algorithm (SHA) is specified in the:
a. Data Encryption Standard
b. Digital Signature Standard
c. Digital Encryption Standard
d. Advanced Encryption Standard
2. What does Secure Sockets Layer (SSL)/Transaction Security Layer (TSL) do?

a. Implements confidentiality, authentication, and integrity above the
Transport Layer

b. Implements confidentiality, authentication, and integrity below the
Transport Layer

c. Implements only confidentiality above the Transport Layer

d. Implements only confidentiality below the Transport Layer
3. What are MD4 and MD5?

a. Symmetric encryption algorithms

b. Asymmetric encryption algorithms

c. Hashing algorithms

d. Digital certificates

4. Elliptic curves, which are applied to public key cryptography, employ
modular exponentiation that characterizes the:

a. Elliptic curve discrete logarithm problem
b. Prime factors of very large numbers
c. Elliptic curve modular addition
d. Knapsack problem
5. Which algorithm is used in the Clipper Chip?
a. IDEA
b. DES
c. SKIPJACK
d. 3 DES

6. The hashing algorithm in the Digital Signature Standard (DSS) gener-
ates a message digest of:

a. 120 bits
b. 160 bits
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10.

11.

12.

c. 56 bits
d. 130 bits

The protocol of the Wireless Application Protocol (WAP), which per-
forms functions similar to SSL in the TCP/IP protocol, is called the:

a. Wireless Application Environment (WAE)

b. Wireless Session Protocol (WSP)

c. Wireless Transaction Protocol (WTP)

d. Wireless Transport Layer Security Protocol (WTLS)

A Security Parameter Index (SPI) and the identity of the security
protocol (AH or ESP) are the components of:

a. SSL

b. IPSec

c. SS-HTTP
d. SSH-1

When two different keys encrypt a plaintext message into the same
ciphertext, this situation is known as:

a. Public key cryptography
b. Cryptanalysis
c. Key clustering
d. Hashing
What is the result of the Exclusive Or operation, 1XOR 0?
a. 1
b. 0
c. Indeterminate
d. 10
Ablock cipher:
a. Encrypts by operating on a continuous data stream
b. Is an asymmetric key algorithm

c. Converts a variable-length of plaintext into a fixed length
ciphertext

d. Breaks a message into fixed length units for encryption

In most security protocols that support authentication, integrity and
confidentiality,

a. Public key cryptography is used to create digital signatures.
b. Private key cryptography is used to create digital signatures.
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13.

14.

15.

16.

17.

18.

c. DES is used to create digital signatures.
d. Digital signatures are not implemented.
Which of the following is an example of a symmetric key algorithm?
a. Rijndael
b. RSA
c. Diffie-Hellman
d. Knapsack
Which of the following is a problem with symmetric key encryption?
a. It is slower than asymmetric key encryption.
b. Most algorithms are kept proprietary.
c. Work factor is not a function of the key size.
d. It provides secure distribution of the secret key.
Which of the following is an example of an asymmetric key algorithm?
a. IDEA
b. DES
c. 3DES
d. ELLIPTIC CURVE
In public key cryptography,
a. Only the private key can encrypt and only the public key can
decrypt.

b. Only the public key can encrypt and only the private key can
decrypt.

c. The public key is used to encrypt and decrypt.
d. If the public key encrypts, then only the private key can decrypt.
In a hybrid cryptographic system, usually:
a. Public key cryptography is used for the encryption of the message.
b. Private key cryptography is used for the encryption of the message.
c. Neither public key nor private key cryptography is used.
d. Digital certificates cannot be used.
What is the block length of the Rijndael Cipher?
a. 64 bits
b. 128 bits
c. Variable
d. 256 bits
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19. A polyalphabetic cipher is also known as:
a. One-time pad
b. Vigeneére cipher
c. Steganography
d. Vernam cipher
20. The classic Caesar cipher is a:
a. Polyalphabetic cipher
b. Monoalphabetic cipher
c. Transposition cipher
d. Code group
21. In steganography,
a. Private key algorithms are used.
b. Public key algorithms are used.
c. Both public and private key algorithms are used.
d. The fact that the message exists is not known.
22. What is the key length of the Rijndael Block Cipher?
a. 56 or 64 bits
b. 512 bits
c. 128, 192, or 256 bits
d. 512 or 1024 bits
23. In a block cipher, diffusion:
a. Conceals the connection between the ciphertext and plaintext

b. Spreads the influence of a plaintext character over many ciphertext
characters

c. Is usually implemented by non-linear S-boxes
d. Cannot be accomplished
24. The NIST Advanced Encryption Standard uses the:
a. 3 DES algorithm
b. Rijndael algorithm
c. DES algorithm
d. IDEA algorithm
25. The modes of DES do NOT include:
a. Electronic Code Book
b. Cipher Block Chaining
c. Variable Block Feedback
d. Output Feedback
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26. Which of the following is true?

27.

28.

29.

30.

31.

a. The work factor of triple DES is the same as for double DES.
b. The work factor of single DES is the same as for triple DES.

c. The work factor of double DES is the same as for single DES.
d. No successful attacks have been reported against double DES.

The Rijndael Cipher employs a round transformation that is comprised
of three layers of distinct, invertible transformations. These transforma-
tions are also defined as uniform, which means that every bit of the
State is treated the same. Which of the following is NOT one of these
layers?
a. The non-linear layer, which is the parallel application of S-boxes that
have the optimum worst-case non-linearity properties

b. The linear mixing layer, which provides a guarantee of the high dif-
fusion of multiple rounds

c. The key addition layer, which is an Exclusive OR of the Round Key
to the intermediate State

d. The key inversion layer, which provides confusion through the
multiple rounds

The Escrowed Encryption Standard describes the:

a. Rijndael Cipher

b. Clipper Chip

c. Fair Public Key Cryptosystem

d. Digital certificates
Enigma was:

a. An English project created to break German ciphers

b. The Japanese rotor machine used in WWII

c. Probably the first programmable digital computer

d. The German rotor machine used in WWII
Which of the following characteristics does a one-time pad have if used
properly?

a. It can be used more than once.

b. The key does not have to be random.
c. Itis unbreakable.
d.

The key has to be of greater length than the message to be
encrypted.

The DES key is:
a. 128 bits
b. 64 bits
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c. 56 bits

d. 512 bits
32. In a digitally-signed message transmission using a hash function,

a. The message digest is encrypted in the private key of the sender.

b. The message digest is encrypted in the public key of the sender.

c. The message is encrypted in the private key of the sender.

d. The message is encrypted in the public key of the sender.
33. The strength of RSA public key encryption is based on the:

a. Difficulty in finding logarithms in a finite field

b. Difficulty of multiplying two large prime numbers

c. Fact that only one key is used

d. Difficulty in finding the prime factors of very large numbers
34. Elliptic curve cryptosystems:

a. Have a higher strength per bit than an RSA

b. Have a lower strength per bit than an RSA

c. Cannot be used to implement digital signatures

d. Cannot be used to implement encryption
35. Which of the following is NOT a key management issue?

a. Key recovery

b. Key storage

c. Key change

d. Key exchange
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Bonus Questions

You can find answers to the following questions in Appendix H.

1. A cryptographic attack in which portions of the ciphertext are selected
for trial decryption while having access to the corresponding decrypted
plaintext is known as what type of attack?

a. Known plaintext

b. Chosen ciphertext

c. Chosen plaintext

d. Adaptive chosen plaintext

2. For a given hash function H, to prevent substitution of a message M1
for a message M2, it is necessary that:

a. HM1) # HM2)

b. HM1) = H(M2)

c. HM1) > HM2)

d. HM1) < H(M2)

3. The Secure Hash Algorithm (SHA-1) of the Secure Hash Standard (NIST

FIPS PUB 180) processes data in block lengths of:

a. 128 bits

b. 256 bits

c. 512 bits

d. 1024 bits

4. The technique of confusion, proposed by Claude Shannon, is used in
block ciphers to:

a. Spread the influence of a plaintext character over many ciphertext
characters

b. Limit the influence of a plaintext character across ciphertext
characters

c. Implement transposition to obtain the ciphertext
d. Conceal the statistical connection between ciphertext and plaintext

5. The Advanced Encryption Standard, the Rijndael cipher, can be
described as:

a. Arecursive, sequential cipher
b. A Feistel network

c. A streaming block cipher

d. An iterated block cipher
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6.

10.

The Rijndael cipher employs a round transformation that is, itself,
comprised of three layers of transformations. Which of the following is
NOT one of these layers?

a. Key addition layer

b. Linear mixing layer

c. Nonlinear mixing layer
d. Nonlinear layer

A secret mechanism that enables the implementation of the reverse
function in a one-way function is called a:

a. Trap door
b. View
c. Open door
d. Data diode
Which of the following is NOT a symmetric key algorithm?
a. Advanced Encryption Standard (AES)
b. Data Encryption Standard (DES)
c. International Data Encryption Algorithm (IDEA)
d. MD5
The following elements comprise a portion of what services?
m Digital certification
m Certification authority
m Timestamping
m Lightweight Directory Access Protocol (LDAP)

m Non-repudiation support

a. IPSec

b. Public Key Infrastructure (PKI)

c. Transaction Layer Security (TLS)

d. Wireless Application Protocol (WAP)

The vulnerability associated with the requirement to change security
protocols at a carriers” Wireless Application Protocol (WAP) gateway
from the Wireless Transport Layer Security Protocol (WTLS) to SSL or
TLS over the wired network is called:

a. Wireless Transaction Protocol (WTP) Gap

b. Wired Equivalency Privacy (WEP) Gap

c. Wireless Application Protocol (WAP) Gap

d. Wireless Transport Layer Security Protocol (WTLS) Gap
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Advanced Sample Questions

You can find answers to the following questions in Appendix L.

The following questions are supplemental to and coordinated with Chapter
4 and are at a level commensurate with that of the CISSP Examination.

Topics covered in this chapter include the following:

m British Standard 7799 /1SO Standard 17799

m Digital cash

m Digital certificates

m Digital signatures

m Elliptic curves

m Escrowed encryption

= Quantum computing

m The 802.11 Wireless LAN Standard

m The Advanced Encryption Standard (Rijndael)

m The Wireless Application Protocol (WAP)

m Transport Layer Security (TLS)

m Triple DES

m Wired Equivalency Privacy (WEP)It

m Wireless Transport Layer Security (WTLS)

It is assumed that the reader has a basic knowledge of the material con-

tained in Chapter 4. These questions and answers build upon the cryptogra-
phy questions and answers listed earlier.

1. A cryptographic algorithm is also known as:
a. A cryptosystem
b. Cryptanalysis
c. Acipher
d. Akey
2. Which of the following is NOT an issue with secret key cryptography?
a. Security of the certification authority.

b. A networked group of m users with separate keys for each pair of
users will require m (m-1)/2 keys.

c. Secure distribution of the keys.

d. Compromise of the keys can enable the attacker to impersonate the
key owners and, therefore, read and send false messages.
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3. Which of the following is NOT a characteristic of the ElGamal public
key cryptosystem?

a. It can perform encryption.

b. It can be used to generate digital signatures.

c. It is based on the discrete logarithm problem.

d. It can perform encryption, but not digital signatures.

4. The Transport Layer Security (TLS) 1.0 protocol is based on which
Protocol Specification?

a. SSH-2
b. SSL-3.0
c. IPSEC
d. TCP/IP
5. The primary goal of the TLS Protocol is to provide:
a. Privacy and authentication between two communicating applications
b. Privacy and data integrity between two communicating applications

c. Authentication and data integrity between two communicating
applications

d. Privacy, authentication, and data integrity between two communi-
cating applications

“

Q3
Q1 + Q2 = Q3 (Equivalent to .

modular multiplication)
Q4 = K*Q2 (Equivalent to modular
exponentiation)

Figure 4.1 Graph of the function y2 =x3 + ax + b.
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. The graph in Figure 4.1, which depicts the equation y2 =x3 + ax + b,
denotes the:

a. Elliptic curve and the elliptic curve discrete logarithm problem
b. RSA Factoring problem

c. ElGamal discrete logarithm problem

d. Knapsack problem

. In communications between two parties, encrypting the hash function
of a message with a symmetric key algorithm is equivalent to:

a. Generating a digital signature

b. Providing for secrecy of the message

c. Generating a one-way function

d. Generating a keyed Message Authentication Code (MAC)

. Which of the following is NOT a characteristic of a cryptographic hash
function, H (m), where m denotes the message being hashed by the
function H?

a. H (m) is collision-free.

b. H (m) is difficult to compute for any given m.
c. The output is of fixed length.

d. H (m) is a one-way function.

. Which one of the following statements BEST describes the operation of

the Digital Signature Algorithm (DSA) (National Institute of Standards

and Technology, NIST FIPS PUB 186, “Digital Signature Standard,” U.S.
Department of Commerce, May 1994) at the transmitting end of a com-

munication between two parties?

a. A message of < 2¢¢ Dbits is input to the DSA, and the resultant mes-
sage digest of 160 bits is fed into the Secure Hash Algorithm (SHA),
which generates the digital signature of the message.

b. A message of <264 bits is input to the Secure Hash Algorithm
(SHA), and the resultant message digest of 128 bits is fed into the
DSA, which generates the digital signature of the message.

c. Amessage of <264 bits is input to the Secure Hash Algorithm
(SHA), and the resultant message digest of 160 bits is used as the
digital signature of the message.

d. Amessage of <26 bits is input to the Secure Hash Algorithm
(SHA), and the resultant message digest of 160 bits is fed into the
DSA, which generates the digital signature of the message.
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10.

11.

12.

13.

If the application of a hash function results in an m-bit fixed length
output, an attack on the hash function that attempts to achieve a
collision after 2m/2 possible trial input values is called a(n):

a. Adaptive-chosen-plaintext attack
b. Chosen-ciphertext attack
c. Birthday attack
d. Meet-in-the-middle attack
The minimum information necessary on a digital certificate is:
a. Name, expiration date, digital signature of the certifier
b. Name, expiration date, public key
c. Name, serial number, private key
d. Name, public key, digital signature of the certifier

What do the message digest algorithms MD2, MD4, and MD5 have in
common?

a. They all take a message of arbitrary length and produce a message
digest of 160 bits.

b. They all take a message of arbitrary length and produce a message
digest of 128 bits.

c. They are all optimized for 32-bit machines.
d. They are all used in the Secure Hash Algorithm (SHA).

What is the correct sequence which enables an authorized agency to use
the Law Enforcement Access Field (LEAF) to decrypt a message sent by
using the Clipper Chip? (The following designations are used for the
respective keys involved—K, the family key; K, the session key; U, a
unique identifier for each Clipper Chip, and K, the unit key that is
unique to each Clipper Chip.)

a. Obtain a court order to acquire the two halves of K, the unit key.
Recover K. Decrypt the LEAF with K, and then recover K,, the ses-
sion key. Use the session key to decrypt the message.

b. Decrypt the LEAF with the family key, K;; recover U; obtain a court
order to obtain the two halves of K, ; recover K, ; and then recover
K,, the session key. Use the session key to decrypt the message.

c. Decrypt the LEAF with the family key, K;; recover U; obtain a court
order to obtain K, the session key. Use the session key to decrypt the
message.

d. Obtain a court order to acquire the family key, K; recover U and K,; then
recover K, the session key. Use the session key to decrypt the message.
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14. What BEST describes the National Security Agency-developed Capstone?

a. A device for intercepting electromagnetic emissions
b. The PC Card implementation of the Clipper Chip system
c. A chip that implements the U. S. Escrowed Encryption Standard

d. A one-way function for implementation of public key encryption

15. Which of the following BEST describes a block cipher?

16.

17.

18.

a. A symmetric key algorithm that operates on a variable-length block
of plaintext and transforms it into a fixed-length block of ciphertext

b. A symmetric key algorithm that operates on a fixed-length block of
plaintext and transforms it into a fixed-length block of ciphertext

¢. An asymmetric key algorithm that operates on a variable-length block
of plaintext and transforms it into a fixed-length block of ciphertext

d. An asymmetric key algorithm that operates on a fixed-length block
of plaintext and transforms it into a fixed-length block of ciphertext

An iterated block cipher encrypts by breaking the plaintext block into
two halves and, with a subkey, applying a “round” transformation to
one of the halves. Then, the output of this transformation is XORed with
the remaining half. The round is completed by swapping the two
halves. This type of cipher is known as:

a. RC4

b. Diffie-Hellman

c. RC6

d. Feistel
A key schedule is:

a. A list of cryptographic keys to be used at specified dates and times
b. A method of generating keys by the use of random numbers

c. A set of subkeys derived from a secret key

d. Using distributed computing resources to conduct a brute force
attack on a symmetric algorithm

The Wireless Transport Layer Security (WTLS) Protocol in the Wireless
Application Protocol (WAP) stack is based on which Internet Security
Protocol?

a. S-HTTP
b. TLS

c. SET

d. IPSEC
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19.

20.

21.

22.

23.

The Advanced Encryption Standard (Rijndael) block cipher requirements
regarding keys and block sizes have now evolved to which configuration?

a. Both the key and block sizes can be 128, 192, and 256 bits each.

b. The key size is 128 bits, and the block size can be 128, 192, or 256 bits.
c. The block size is 128 bits, and the key can be 128, 192, or 256 bits.
d. The block size is 128 bits, and the key size is 128 bits.

The Wireless Transport Layer Security Protocol (WTLS) in the Wireless
Application Protocol (WAP) stack provides for security:

a. Between the WAP gateway and the content server

b. Between the WAP client and the gateway

c. Between the Internet and the content server

d. Between the WAP content server and the WAP client

What is a protocol that adds digital signatures and encryption to Inter-
net MIME (Multipurpose Internet Mail Extensions)?

a. IPSEC
b. PGP
c. S/MIME
d. SET/MIME
Digital cash refers to the electronic transfer of funds from one party to
another. When digital cash is referred to as anonymous or identified, it
means that:
a. Anonymous—the identity of the cash holder is not known;
Identified—the identity of the cash holder is known
b. Anonymous—the identity of merchant is withheld; Identified—the
identity of the merchant is not withheld
c. Anonymous—the identity of the bank is withheld; Identified—the
identity of the bank is not withheld

d. Anonymous—the identity of the cash holder is not known;
Identified—the identity of the merchant is known

Which of the following is NOT a key recovery method?

a. A message is encrypted with a session key and the session key is, in
turn, encrypted with the public key of a trustee agent. The encrypted
session key is sent along with the encrypted message. The trustee,
when authorized, can then decrypt the message by recovering the
session key with the trustee’s private key.

b. A message is encrypted with a session key. The session key, in turn,
is broken into parts and each part is encrypted with the public key
of a different trustee agent. The encrypted parts of the session key
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are sent along with the encrypted message. The trustees, when
authorized, can then decrypt their portion of the session key and
provide their respective parts of the session key to a central agent.
The central agent can then decrypt the message by reconstructing
the session key from the individual components.

c. A secret key or a private key is broken into a number of parts and
each part is deposited with a trustee agent. The agents can then pro-
vide their parts of the key to a central authority, when presented
with appropriate authorization. The key can then be reconstructed
and used to decrypt messages encrypted with that key.

d. A message is encrypted with a session key and the session key is, in
turn, encrypted with the private key of a trustee agent. The encrypted
session key is sent along with the encrypted message. The trustee,
when authorized, can then decrypt the message by recovering the ses-
sion key with the trustee’s public key.

24. Theoretically, quantum computing offers the possibility of factoring the
products of large prime numbers and calculating discreet logarithms in
polynomial time. These calculations can be accomplished in such a com-
pressed time frame because:

a. Information can be transformed into quantum light waves that
travel through fiber optic channels. Computations can be performed
on the associated data by passing the light waves through various
types of optical filters and solid-state materials with varying indices
of refraction, thus drastically increasing the throughput over con-
ventional computations.

b. A quantum bit in a quantum computer is actually a linear superposi-
tion of both the one and zero states and, therefore, can theoretically
represent both values in parallel. This phenomenon allows computa-
tion that usually takes exponential time to be accomplished in poly-
nomial time since different values of the binary pattern of the
solution can be calculated simultaneously.

c. A quantum computer takes advantage of quantum tunneling in mol-
ecular scale transistors. This mode permits ultra high-speed switch-
ing to take place, thus exponentially increasing the speed of
computations.

d. A quantum computer exploits the time-space relationship that
changes as particles approach the speed of light. At that interface,
the resistance of conducting materials effectively is zero and expo-
nential speed computations are possible.
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25. Which of the following statements BEST describes the Public Key Cryp-
tography Standards (PKCS)?

a. A set of public-key cryptography standards that supports
algorithms such as Diffie-Hellman and RSA as well as algorithm-
independent standards

b. A set of public-key cryptography standards that supports only
“standard” algorithms such as Diffie-Hellman and RSA

c. A set of public-key cryptography standards that supports only
algorithm-independent implementations

d. A set of public-key cryptography standards that supports encryp-
tion algorithms such as Diffie-Hellman and RSA, but does not
address digital signatures

26. An interface to a library of software functions that provide security and
cryptography services is called:

a. A security application programming interface (SAPI)

b. An assurance application programming interface (AAPI)

c. A cryptographic application programming interface (CAPI)

d. A confidentiality, integrity, and availability application program-
ming interface (CIAAPI)

27. The British Standard 7799 /1SO Standard 17799 discusses cryptographic
policies. It states, “An organization should develop a policy on its use of
cryptographic controls for protection of its information. . . . When devel-
oping a policy, the following should be considered:” (Which of the fol-
lowing items would most likely NOT be listed?)

a. The management approach toward the use of cryptographic controls
across the organization

b. The approach to key management, including methods to deal with
the recovery of encrypted information in the case of lost, compro-
mised or damaged keys

c. Roles and responsibilities
d. The encryption schemes to be used
28. The Number Field Sieve (NFS) is a:

a. General purpose factoring algorithm that can be used to factor large
numbers

b. General purpose algorithm to calculate discreet logarithms

c. General purpose algorithm used for brute force attacks on secret key
cryptosystems

d. General purpose hash algorithm
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29. DESX is a variant of DES in which:

a. Input plaintext is bitwise XORed with 64 bits of additional key
material before encryption with DES.

b. Input plaintext is bitwise XORed with 64 bits of additional key
material before encryption with DES, and the output of DES is also
bitwise XORed with another 64 bits of key material.

c. The output of DES is bitwise XORed with 64 bits of key material.

d. The input plaintext is encrypted X times with the DES algorithm
using different keys for each encryption.

30. The ANSI X9.52 standard defines a variant of DES encryption with keys
k1, k2, and k3 as:

C=E;[Dy [Ex M]]]
What is this DES variant?
a. DESX
b. Triple DES in the EEE mode
c. Double DES with an encryption and decryption with different keys
d. Triple DES in the EDE mode

31. Using a modulo 26 substitution cipher where the letters A to Z of the alpha-
bet are given a value of 0 to 25, respectively, encrypt the message “OVER-
LORD BEGINS.” Use the key K = NEW and D = 3 where D is the number
of repeating letters representing the key. The encrypted message is:

a. BFAEQKEH XRKFAW
b. BFAEPKEH XRKFAW
c¢. BFAEPKEH XRKEAW
d. BFAERKEH XRKEAW

32. The algorithm of the 802.11 Wireless LAN Standard that is used to
protect transmitted information from disclosure is called:

a. Wireless Application Environment (WAE)

b. Wired Equivalency Privacy (WEP)

¢. Wireless Transaction Protocol (WTP)

d. Wireless Transport Layer Security Protocol (WTLS)

33. The Wired Equivalency Privacy algorithm (WEP) of the 802.11 Wireless
LAN Standard uses which of the following to protect the confidentiality
of information being transmitted on the LAN?

a. A secret key that is shared between a mobile station (e.g., a laptop
with a wireless Ethernet card) and a base station access point

b. A public/private key pair that is shared between a mobile station (e.g.,
a laptop with a wireless Ethernet card) and a base station access point
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c. Frequency shift keying (FSK) of the message that is sent between a
mobile station (e.g., a laptop with a wireless Ethernet card) and a
base station access point

d. A digital signature that is sent between a mobile station (e.g., a
laptop with a wireless Ethernet card) and a base station access point

34. In a block cipher, diffusion can be accomplished through:
a. Substitution
b. XORing
c. Non-linear S-boxes
d. Permutation
35. The National Computer Security Center (NCSC) is:
a. A division of the National Institute of Standards and Technology

(NIST) that issues standards for cryptographic functions and
publishes them as Federal Information Processing Standards (FIPS)

b. A branch of the National Security Agency (NSA) that initiates
research and develops and publishes standards and criteria for
trusted information systems

c. Ajoint enterprise between the NSA and NIST for developing
cryptographic algorithms and standards

d. An activity within the U.S. Department of Commerce that provides
information security awareness training and develops standards for
protecting sensitive but unclassified information

36. A portion of a Vigenere cipher square is given below using five (1, 2, 14,
16, 22) of the possible 26 alphabets. Using the key word bow, which of
the following 