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4.1 INTRODUCTION

The field of dynamics deals essentially with the interrelation between the motions of
objects and the forces causing them. The words “shock” and “vibration” imply partic-
ular forces and motions: hence, this chapter concerns itself essentially with a subfield
of dynamics. However, oscillatory phenomena occur also in nonmechanical systems,
e.g., electric circuits, and many of the methods and some of the nomenclature used for
mechanical systems are derived from nonmechanical systems.

Mechanical vibrations may be caused by forces whose magnitudes and/or direc-
tions and/or points of application vary with time. Typical forces may be due to rotating
unbalanced masses, to impacts, to sinusoidal pressures (as in a sound field), or to ran-
dom pressures (as in a turbulent boundary layer). In some cases the resulting vibra-
tions may be of no consequence; in others they may be disastrous. Vibrations may be
undesirable because they can result in deflections of sufficient magnitude to lead to
malfunction, in high stresses which may lead to decreased life by increasing material
fatigue, in unwanted noise, or in human discomfort.

Section 4.2 serves to delineate the concepts, phenomena, and analytical methods
associated with the motions of systems having a single degree of freedom and to intro-
duce the nomenclature and ideas discussed in the subsequent sections. Section 4.3
deals similarly with systems having a finite number of degrees of freedom, and Sec.
4.4 with continuous systems (having an infinite number of degrees of freedom).
Mechanical shocks are discussed in Sec. 4.5, and in Sec. 4.6 appears additional
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information concerning design considerations, vibration-control techniques, and rotat-
ing machinery, as well as charts and tables of natural frequencies, spring constants, and
material properties. The appended references substantiate and amplify the presented
material.

Complete coverage of mechanical vibrations and associated fields is clearly impos-
sible within the allotted space. However, it was attempted here to present enough
information so that an engineer who is not a specialist in this field can solve the most
prevalent problems with a minimum amount of reference to other publications.

4.2 SYSTEMS WITH A SINGLE DEGREE OF
FREEDOM

A system with a single degree of freedom is one whose configuration at any instant
can be described by a single number. A mass constrained to move without rotation
along a given path is an example of such a system; its position is completely specified
when one specifies its distance from a reference point, as measured along the path.

Single-degree-of-freedom systems can be ana-
lyzed more readily than more complicated ones;
therefore, actual systems are often approximated
by systems with a single degree of freedom, and
many concepts are derived from such simple sys-
tems and then enlarged to apply also to systems
with many degrees of freedom.

Figure 4.1 may serve as a model for all single-
degree-of-freedom systems. This model consists
of a pure inertia component (mass m supported
on rollers which are devoid of friction and iner-
tia), a pure restoring component (massless spring
k), a pure energy-dissipation component (mass-

less dashpot c), and a driving component (external force F). The inertia component
limits acceleration. The restoring component opposes system deformation from equi-
librium and tends to return the system to its equilibrium configuration in absence of
other forces.

4.2.1 Linear Single-Degree-of-Freedom Systems8,17,32,40,61,63

If the spring supplies a restoring force proportional to its elongation and the dashpot
provides a force which opposes motion of the mass proportionally to its velocity, then
the system response is proportional to the excitation, and the system is said to be lin-
ear. If the position xe indicated in Fig. 4.1 corresponds to the equilibrium position of
the mass and if x denotes displacement from equilibrium, then the spring force may be
written as �kx and the dashpot force as �c dx/dt (where the displacement x and all
forces are taken as positive in the same coordinate direction). The equation of motion
of the system then is

m d2x/dt2 � c dx/dt � kx � F (4.1)

Free Vibrations. In absence of a driving force F and of damping c, i.e., with F � c � 0,
Eq. (4.1) has a general solution which may be expressed in any of the following
ways:

4.2 MECHANICAL DESIGN FUNDAMENTALS

FIG. 4.1 A system with a single
degree of freedom.
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MECHANICAL VIBRATIONS 4.3

x � A cos (�nt � �) � (A cos �) cos �nt � (A sin �) sin �nt

� A sin (�nt � � � �/2) � A Re{ei(�nt��)} (4.2)

A and � are constants which may in general be evaluated from initial conditions. A is
the maximum displacement of the mass from its equilibrium position and is called the
“displacement amplitude”; � is called the “phase angle.” The quantities �n and fn,
given by

�n��k/�m� fn��n/2�

are known as the “undamped natural frequencies”; the first is in terms of “circular frequency”
and is expressed in radians per unit time, the second is in terms of cyclic frequency and is
expressed in cycles per unit time.

If damping is present, c � 0, one may recognize three separate cases depending on
the value of the damping factor � = c/cc, where cc denotes the critical damping coeffi-
cient (the smallest value of c for which the motion of the system will not be oscillatory).
The critical damping coefficient and the damping factor are given by

cc � 2�km� � 2m�n � � �
c
c

c

� � �
2�

c
km�
� � �

2m
c
�n

�

The following general solutions of Eq. (4.1) apply when F � 0:

c 	 cc (� 	 1): x � Be(�� � ��2���1�)�nt � Ce(�����2���1�)�nt (4.3a)

c � cc (� � 1): x � (B � Ct)e��nt (4.3b)

c 
 cc (� 
 1): x � Be���nt cos (�dt � �) � B Re {ei(�Nt � �)} (4.3c)

where �d � ���n�1����2� i�N � ���n � i�d

denote, respectively, the “undamped natural frequency” and the “complex natural fre-
quency,” and the B, C, � are constants that must be evaluated from initial conditions in
each case.

Equation (4.3a) represents an extremely highly damped system; it contains two
decaying exponential terms. Equation (4.3c) applies to a lightly damped system and is
essentially a sinusoid with exponentially decaying amplitude. Equation (4.3b) pertains
to a critically damped system and may be considered as the dividing line between
highly and lightly damped systems.

Figure 4.2 compares the motions of systems (initially displaced from equilibrium
by an amount x0 and released with zero velocity) having several values of the damping
factor �.

In all cases where c 	 0 the displacement x approaches zero with increasing time.
The damped natural frequency �d is generally only slightly lower than the undamped
natural frequency �n; for � � 0.5, �d � 0.87 �n.

The static deflection xst of the spring k due to the weight mg of the mass m (where
g denotes the acceleration of gravity) is related to natural frequency as

xst � mg/k � g/� n
2 � g/(2�fn)

2

This relation provides a quick means for computing the undamped natural frequency
(or for approximating the damped natural frequency) of a system from its static
deflection. For x in inches or centimeters and fn in hertz (cycles per second) it
becomes
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4.4 MECHANICAL DESIGN FUNDAMENTALS

f n
2 (Hz) � 9.80/xst (in) � 24.9/xst (cm)

which is plotted in Fig. 4.3.

Forced Vibrations. The previous section dealt with cases where the forcing function
F of Eq. (4.1) was zero. The solutions obtained were the so-called “general solution of
the homogeneous equation” corresponding to Eq. (4.1). Since these solutions vanish
with increasing time (for c 	 0), they are sometimes also called the “transient solu-
tions.” For F � 0 the solutions of Eq. (4.1) are made up of the aforementioned general
solution (which incorporates constants of integration that depend on the initial condi-
tions) plus a “particular integral” of Eq. (4.1). The particular integrals contain no con-
stants of integration and do not depend on initial conditions, but do depend on the
excitation. They do not tend to zero with increasing time unless the excitation tends to
zero and hence are often called the “steady-state” portion of the solution.

The complete solution of Eq. (4.1) may be expressed as the sum of the general
(transient) solution of the homogeneous equation and a particular (steady-state) solu-
tion of the nonhomogeneous equation. The associated general solutions have already
been discussed; hence the present discussion will be concerned primarily with the
steady-state solutions.

The steady-state solutions corresponding to a given excitation F(t) may be obtained
from the differential equation (4.1) by use of various standard mathematical tech-
niques12,20 without a great deal of difficulty. Table 4.1 gives the steady-state responses
xss to some common forcing functions F(t).

FIG. 4.2 Free motions of linear single-degree-
of-freedom systems with various amounts of
damping.

FIG. 4.3 Relation between natural frequency
and static deflection of linear undamped single-
degree-of-freedom system.
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MECHANICAL VIBRATIONS 4.5

TABLE 4.1 Steady-State Responses of Linear Single-
Degree-of-Freedom Systems to Several Forcing Functions

Superposition. Since the governing differential equation is linear, the response corre-
sponding to a sum of excitations is equal to the sum of the individual responses; or, if

F(t) � A1F1(t) � A2F2(t) � A3F3(t) � …

where A1, A2, … are constants, and if xss1, xss2, … are solutions corresponding, respec-
tively, to F1(t), F2(t), …, then the steady-state response to F(t) is

xss � A1xss1 � A2xss2 � A3xss3 � …

Superposition permits one to determine the response of a linear system to any time-
dependent force F(t) if one knows the system’s impulse response h(t). This impulse
response is the response of the system to a Dirac function 
(t) of force; also h(t) =
u(t), where u(t) is the system response to a unit step function of force [F(t) = 0 for t 

0, F(t) = 1 for t 	 0]. In the determination of h(t) and u(t) the system is taken as at rest
and at equilibrium at t = 0.

The motion of the system may be found from

xss(t) � �t

0
F(�)h(t � �) d� (4.4)

in conjunction with the proper “transient” solution expression, the constants in which
must be adjusted to agree with specified initial conditions. For single-degree-of-freedom
systems,

h(t) � �
2k�

�

�

n

2���1�
� [e[���(�2�1) 1/2]�nt � e[���(�2�1)1/2]�nt] for � 	 1

h(t) � �
�

k
n
2t
� e0

��nt for � � 1

h(t) � �
k�

�

1�
n

���2�
� e���nt sin �

�
t for � 
 1

h(t) � �
�

k
n� sin �nt for � � 0
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4.6 MECHANICAL DESIGN FUNDAMENTALS

Sinusoidal (Harmonic) Excitation. With an excitation

F(t) � F0 sin �t

one obtains a response which may be expressed as

xss � X0 sin (�t � �)

where X0 � �
�(k���m���

F
2

0

)�2 �� (�c��)2�
� tan � � �

k�

c
m
�

�2
� (4.5)

The ratio

Hs(�) � �
F

X

0/
0

k
� � ��1 � ��

�

�

n

��
2

	
2
� �2� �

�

�

n

��
2



�1/2

(4.6)

is called the frequency response or the magnification factor. As the latter name
implies, this ratio compares the displacement amplitude X0 with the displacement F0/k
that a force F0 would produce if it were applied statically. Hs(�) is plotted in Fig. 4.4.

Complex notation is convenient for representing general sinusoids.* Corresponding
to a sinusoidal force

F(t) � F0e
i�t

one obtains a displacement

xss � X0e
i�t

where �
F

X

0/
0

k
� � H(�) � �1���

�

�

n

��
2
� 2i���

�

�

n

��	
�1

(4.7)

H(�) is called the complex frequency response, or the complex magnification factor†

and is related to that of Eq. (4.6) as

Hs(�) � |H(�)|

From the model of Fig. 4.1 one may determine that the force FTR exerted on the wall at
any instant is given by

FTR � kx � cx·

The ratio of the amplitude of this transmitted force to the amplitude of the sinusoidal
applied force is called the transmissibility TRs and obeys

TRs � �
F

F
T

0

R� � ��� (4.8)
1 � [2�(�/�n)]

2

���
[1�(�/�n)

2]2 � [2�(�/�n)]
2

*In complex notation40 it is usually implied, though it may not be explicitly stated, that only the real parts
of excitations and responses represent the physical situation. Thus the complex form Aei� t (where the coeffi-
cient A = a + ib is also complex in general) implies the oscillation given by

Re{Aei� t} = Re{(a � ib)(cos �t � i sin �t)} � a cos �t � b sin �t

†An alternate formulation in terms of mechanical impedance is discussed in Sec. 4.3.6.
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MECHANICAL VIBRATIONS 4.7

FIG. 4.7 Maximum values of magnification
and transmissibility.

Transmissibility TRs(�) is plotted in Fig. 4.5.
In complex notation

TR � TRs(�) � |TR(�)|

It is evident that

|H(�)| ≈ |TR| ≈ �1 for � 

 �n
(�n/�)2 for � 		 �n

Increased damping � always reduces the frequency response H. For �/�n 
 �2�
increased damping also decreases TR, but for �/�n 	 �2� increased damping increases
TR.*

The frequencies at which the maximum transmissibility and amplification factor
occur for a given damping ratio are shown in Fig. 4.6; the magnitudes of these maxima
are shown in Fig. 4.7. For small damping (� 
 0.3, which applies to many practical

1 � 2i�(�/�n)���
1 � (�/�n)

2 � 2i�(�/�n)

FIG. 4.4 Frequency response (magnification
factor) of linear single-degree-of-freedom system.

FIG. 4.6 Frequencies at which magnification
and transmissibility maxima occur for given
damping ratio.

FIG. 4.5 Transmissibility of linear single-
degree-of-freedom system.

*It is important to note that these remarks apply only for the type of damping represented by a viscous
dashpot model; different relations generally apply for other damping mechanisms.49
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4.8 MECHANICAL DESIGN FUNDAMENTALS

problems), the maximum transmissibility |TR|max and maximum amplification factor
|H|max both occur at �d ≈ �n, and

|TR|max ≈ |H|max ≈ (2�)�1

The quantity (2�)�1 is often given the symbol Q, termed the “quality factor” of the
system. The frequency at which the greatest amplification occurs is called the reso-
nance frequency; the system is then said to be in resonance. For lightly damped sys-
tems the resonance frequency is practically equal to the natural frequency, and often
no distinction is made between the two. Thus, for lightly damped systems, resonance
(i.e., maximum amplification) occurs essentially when the exciting frequency � is
equal to the natural frequency �n.

Equation (4.6) shows that

X0/F0 
 1/k (system is stiffness-controlled) for � 

 �n


 1/2k� (system is damping-controlled) for � 
 �n (� 

 1)


 1/m�2 (system is mass-controlled) for � 		 �n

General Periodic Excitation. Any periodic excitation may be expressed in terms of
a Fourier series (i.e., a series of sinusoids) and any aperiodic excitation may be
expressed in terms of a Fourier integral, which is an extension of the Fourier-series
concept. In view of the superposition principle applicable to linear systems the
response can then be obtained in terms of a corresponding series or integral.

A periodic excitation with period T may be expanded in a Fourier series as

F(t) � �
A

2
0� � �

∞

r � 1
(Ar cos r�0t � Br sin r�0t) �  �

∞

r��∞
Cre

ir�0t (4.9)

where the period T and fundamental frequency �0 are related by

�0T � 2�

The Fourier coefficients Ar, Br, Cr may be computed from

Ar � �
T
2

� �t�T

t
F(t) cos (r�0t) dt Br � �

T
2

� �t�T

t
F(t) sin (r�0t) dt

Cr � 1⁄2(Ar � iBr) � �
T
1

� �t�T

t
F(t)e�ir�0t dt

(4.10)

Superposition permits the steady-state response to the excitation given by Eq. (4.9)
to be expressed as

xss � �
1
k

�    �
∞

r��∞
HrCre

ir�0t (4.11)

where Hr is obtained by setting � = r�0 in Eq. (4.7).
If a periodic excitation contains a large number of harmonic components with Cr �

0, it is likely that one of the frequencies r�0 will come very close to the natural frequen-
cy �n of the system. If r0�0 ≈ �n, Cr0 � 0, then Hr0

Cr0
will be much greater than the other

components of the response (particularly in a very lightly damped system), and

xssk 
 Hr0
Cr0

ei�nt � H
�r0

C
�r0

e�i�nt � A0/2


 (1/2�)(Ar0
sin �nt � Br0

cos �nt) � A0/2
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MECHANICAL VIBRATIONS 4.9

General Nonperiodic Excitation.2,3,11,16 The response of linear systems to any well-
behaved* forcing function may be determined from the impulse response as discussed
in conjunction with Eq. (4.4) or by application of Fourier integrals. The latter may be
visualized as generalizations of Fourier series applicable for functions with infinite
period.

A “well-behaved”* forcing function F(t) may be expressed as†

F(t) � �
2
1
�
� �∞

�∞
�(�)ei�t d� (4.12)

where �(�) � �∞

�∞
F(t)e�i�t dt (4.13)

[These are analogous to Eqs. (4.9) and (4.10)]. With the ratio H(�) of displacement to
force as given by Eq. (4.7), the displacement-response transform then is

X(�) � (1/k)H(�)�(�)

and, analogously to Eq. (4.11), one finds the displacement given by

xss(t) � (1/2�) �∞

�∞
X(�)ei�t d� � (1/2�k) �∞

�∞
H(�)�(�)ei�t d�

� (1/2�k) �∞

�∞
H(�) ��

∞

�∞
F(t)e�i�t dt	ei�t d�

One may expect the components of the excitation with frequencies nearest the nat-
ural frequency of a system to make the most significant contributions to the response.
For lightly damped systems one may assume that these most significant components
are contained in a small frequency band containing the natural frequency. Usually one
uses a “resonance bandwidth” �� = 2��n, thus effectively assuming that the most sig-
nificant components are those with frequencies between �n(1 � �) and �n(1 � �). (At
these two limiting frequencies, commonly called the half-power points, the rate of
energy dissipation is one-half of that at resonance. The amplitude of the response at
these frequencies is 1/�2� ≈ 0.707 times the amplitude at resonance.) Noting that the
largest values of the complex amplification factor H(�) occur for � 
 � �d 
 � �n,
one may write

2�xssk ≈ � i�ne
���nt[�(�n)e

i�nt � �(��n)e
�i�nt]

Random Vibrations: Mean Values, Spectra, Spectral Densities.2,3,11,16 In many cases
one is interested only in some mean value as a characterization of response. The time
average of a variable y(t) may be defined as

y� �  lim
�→∞

(1/�) ��

0
y(t) dt (4.14)

where it is assumed that the limit exists. For periodic y(t) one may take � equal to a
period and omit the limiting process.

*“Well-behaved” means that |F(t)| is integrable and F(t) has bounded variation.
†Other commonly used forms of the integral transforms can be obtained by substituting j = �i. Since j2 =

i2 = �1, all the developments still hold. Fourier transforms are also variously defined as regards the coeffi-
cients. For example, instead of 1/2� in Eq. (4.12), there often appears a 1/�2���; then a 1/�2��� factor is added
in Eq. (4.13) also. In all cases the product of the coefficients for a complete cycle of transformations is 1/2�.

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.9

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



The mean-square value of y(t) thus is given by

y�2 � lim
t→∞

(1/�) ��

0
y2(t) dt

and the root-mean-square value by yrms = (y�2)1/2. For a sinusoid x = Re {Aei�t} one
finds x�2� = 1⁄2|A|2 = 1⁄2AA* where A* is the complex conjugate of A.

The mean-square response x�2� of a single-degree-of-freedom system with frequency
response H(�) [Eq. (4.7)] to a sinusoidal excitation of the form F(t) = Re {F0e

i�t} is
given by

k2x�2� � H(�)F0H* (�)F*
0/2 � |H(�)|2F�2�

Similarly, the mean-square value of a general periodic function F(t), expressed in
Fourier-series form as

F(t) � �
∞

r��∞
Cre

ir�0t

is F�2� � �
∞

r��∞
�
Cr

2

Cr*� � 1⁄2 �
∞

r��∞
|Cr|

2 (4.15)

The mean-square displacement of a single-degree-of-freedom system in response to
the aforementioned periodic excitation is given by

k2x�2� � 1⁄2 �
∞

r��∞
|Cr|

2|H(r�0)|
2

where convergence of all the foregoing infinite series is assumed.
If one were to plot the cumulative value of (the sum representing) the mean-square

value of a periodic variable as a function of frequency, starting from zero, one would
obtain a diagram somewhat like Fig. 4.8.
This graph shows how much each frequen-
cy (or “spectral component”) adds to the
total mean-square value. Such a graph* is
called the spectrum (or possibly more
properly the integrated spectrum) of F(t). It
is generally of relatively little interest for
periodic functions, but is extremely useful
for aperiodic (including random) functions.

The derivative of the (integrated) spec-
trum with respect to � is called the “mean-
square spectral density” (or power spectral
density) of F. Thus the power spectral den-
sity SF of F is defined as*

SF(�) � 2�d(F�2�)/d� (4.16)

where F�2� is interpreted as a function of � as in Fig. 4.8. The mean-square value of F is
related to power spectral density as

F�2� � (1/2�) �∞

0
SF(�) d� (4.17)

4.10 MECHANICAL DESIGN FUNDAMENTALS

*The factor 2� appearing in Fig. 4.8 and Eqs. (4.16) and (4.17) is a matter of definition. Different con-
stants are sometimes used in the literature, and one must use care in comparing results from different sources.

FIG. 4.8 (Integrated) spectrum of periodic
function F(t).
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MECHANICAL VIBRATIONS 4.11

This integral over all frequencies is analogous to the infinite sum of Eq. (4.15). From
Fig. 4.8 and Eq. (4.17) one may visualize that power spectral density is a convenient
means for expressing the contributions to the mean-square value in any frequency
range.

For nonperiodic functions one obtains contributions to the mean-square value over
a continuum of frequencies instead of at discrete frequencies, as in Fig. 4.8. The (inte-
grated) spectrum and the power spectral density then are continuous curves. The rela-
tions governing the mean responses to nonperiodic excitation can be obtained by the
same limiting processes which permit one to proceed from the Fourier series to
Fourier integrals. However, the results are presented here in a slightly more general
form so that they can be applied also to systems with random excitation.*

Response to Random Excitation: Autocorrelation Functions. For stationary ergodic
random processes† whose sample functions are F(t) or for completely specified functions
F(t) one may define an autocorrelation function RF(�) as

RF(�) � lim
T→∞

(1/2T) �T

�T
F(t)F(t � �) dt (4.18)

This function has the properties

RF(0) � F�2� � RF(�) RF(��) � RF(�)

For many physical random processes the values of F observed at widely separated
intervals are uncorrelated, that is

lim
�→∞

RF(�) � (F�)2

or RF approaches the square of the mean value (not the mean-square value!) of F for
large time separation �. (Many authors define variables measured from a mean value;
if such variables are uncorrelated, their RF → 0 for large �.) One may generally find
some value of � beyond which RF does not differ “significantly” from (F�)2. This value
of � is known as the “scale” of the correlation.

The power spectral density of F is given by‡,§

*In the previous discussion the excitation was described as some known function of time and the responses
were computed as other completely defined time functions; in each case the values at each instant were speci-
fied or could be found. Often the stimuli cannot be defined so precisely; only some statistical information
about them may be available. Then, of course, one may only obtain some similar statistical information about
the responses.

†A “random process” is a mathematical model useful for representing randomly varying physical quanti-
ties. Such a process is determined not by its values at various instants but by certain average and spectral prop-
erties. One sacrifices precision in the description of the variable for the sake of tractability.

One may envision a large number of sample functions (such as force vs. time records obtained on aircraft
landing gears, with time datum at the instant of landing). One may compute an average value of these functions
at any given time instant; such an average is called a “statistical average” and generally varies with the instant
selected. On the other hand, one may also compute the time average of any given sample function over a long
interval. The statistical average will be equal to the time average of almost every sample function, provided that
the sample process is both stationary and ergodic.3

A random process is stationary essentially if the statistical average of the sample functions is independent
of time, i.e., if the ensemble appears unchanged if the time origin is changed. Ergodicity essentially requires
that almost every sample function be “typical” of the entire group. General mathematical results are to a large
degree available only for stationary ergodic random processes; hence the following discussion is limited to
such processes.

‡Definitions involving different numerical coefficients are also in general use.
§For real F(t) one may multiply the coefficient shown here by 2 and replace the lower limit of integration

by zero.

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.11

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



4.12 MECHANICAL DESIGN FUNDAMENTALS

SF(�) � 2 �∞

�∞
RF(�)e�i�� d� (4.19)

and is equal to twice* the Fourier transform of the autocorrelation function RF.
Inversion of this transform gives*,†

RF(�) � �
4
1
�
� �∞

�∞
SF(�)ei�� d�

whence*,†

RF(0) � F�2� � �
4
1
�
� �∞

�∞
SF(�) d� (4.20)

The last of these relations agrees with Eq. (4.17).

System Response to Random Excitation. For a system with a complex frequency
response H(�) as given by Eq. (4.7) one finds that the power spectral density Sx of the
response is related to the power spectral density SF of the exciting force according to

k2Sx(�) � |H(�)|2SF(�) (4.21)

In order to compute the mean-square response of a system to aperiodic (or station-
ary ergodic random) excitation one may proceed as follows:

1. Calculate RF(�) from Eq. (4.18).

2. Find SF(�) from Eq. (4.19).

3. Determine Sx(�) from Eq. (4.21).

4. Find x�2� from Eq. (4.20) (with F subscripts replaced by x).

“White noise” is a term commonly applied to functions whose power spectral den-
sity is constant for all frequencies. Although such functions are not realizable physi-
cally, it is possible to obtain power spectra that remain virtually constant over a fre-
quency region of interest in a particular problem (particularly in the neighborhood of
the resonance of the system considered, where the response contributes most to the
total).

The mean-square displacement of a single-degree-of-freedom system to a (real)
white-noise excitation F, having the power spectral density SF(�) � S0, is given by

x�2� � �nS0/8�k2 � S0/4ck

Probability Distributions of Excitation and Response.2,3,11,16 For most practical pur-
poses it is sufficient to define the probability of an event as the fraction of the number
of “trials” in which the event occurs, provided that a large number of trials are made.
(In throwing an unbiased die a large number of times one expects to obtain a given
number, say 2, one-sixth of the time. The probability of the number 2 here is 1⁄6.)

If a given variable can assume a continuum of values (unlike the die for which the
variable, i.e., the number of spots, can assume only a finite number of discrete values)
it makes generally little sense to speak of the probability of any given value. Instead,
one may profitably apply the concepts of probability distribution and probability den-
sity functions. Consider a continuous random variable x and a certain value x0 of that

*Definitions involving different numerical coefficients are also in general use.
†For real F(t) one may multiply the coefficient shown here by 2 and replace the lower limit of integration

by zero.
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MECHANICAL VIBRATIONS 4.13

variable. The probability distribution function Pdis then is defined as a function
expressing the probability P that the variable x � x0. Symbolically,

Pdis(x0) � P(x � x0)

The probability density function Pdens is defined by

Pdens(x0) � dPdis(x0)/dx0

so that the probability of x occurring between x0 and x0 � dx0 is

P(x0 
 x � x0 � dx0) � Pdens(x0)dx0

Among the most widely studied distributions are the gaussian (or normal) distribu-
tion, for which

Pdens(x) � [1/��2���]e�(x�M)2/2�2 (4.22)

and the Rayleigh distribution, for which

Pdens(x) � (x/�2)e�x2/2�2 (4.23)

In the foregoing, M denotes the statistical mean value, defined by

M��∞

�∞
xPdens(x) dx

and �2 denotes the variance of x and is defined by

�2��∞

�∞
(x�M)2Pdens(x) dx

� is called the “standard deviation” of the distribution. For a stationary ergodic ran-
dom process

�2 � M2 � Rx(0) � x�2�

The gaussian distribution is by far the most important, since it represents many
physical conditions relatively well and permits mathematical analysis to be carried out
relatively simply. With some qualifications, the “central limit theorem” states that any
random process, each of whose sample functions is constructed from the sum of a
large number of sample functions selected independently from some other random
process, will tend to become gaussian as the number of sample functions added tends
to infinity. A stationary gaussian random process with zero mean is completely charac-
terized by either its autocorrelation function or its power spectral density. If the excita-
tion of a linear system is a gaussian random process, then so is the system response.

For a gaussian random process x(t) with autocorrelation function Rx(�) and power
spectral density Sx(�) one may find the average number of times N0 that x(t) passes
through zero in unit time from

(�N0)
2 � � �

d

d

2

�

R
2
x����0

[Rx(0)]�1 � ��
∞

0
�2Sx(�) d�	��

∞

0
Sx(�) d�	

�1

The quantity N0 gives an indication of the “apparent frequency” of x(t). A sinusoid
crosses zero twice per cycle and has f = N0/2. This relation may be taken as the defini-
tion of apparent frequency for a random process.
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4.14 MECHANICAL DESIGN FUNDAMENTALS

The average number of times N
�

that the aforementioned gaussian x(t) crosses the
value x = � per unit time is given by

N
� 

� N0e
��2/2Rx(0)

The average number of times per unit time that x(t) passes through � with positive
slope is half the foregoing value. The average number of peaks* of x(t) occurring per
unit time between x � � and x � � � d� is

N
�,��d� 

� �
N

2
0

R

�

x(

d

0

�

)
� e��2/2Rx(0)

For a linear single-degree-of-freedom system with natural circular frequency �n
subject to white noise of power spectral density SF(�) = S0, one finds

N0 � �n/� fapparent � �n/2� � fn

The displacement vs. time curve representing the response of a lightly damped system
to broadband excitation has the appearance of a sinusoid with the system natural fre-
quency, but with randomly varying amplitude and phase. The average number of peaks
per unit time occurring between � and � � d� in such an oscillation is given by

(2�/�n)N�,��d� 
� [� d�/Rx(0)]e��2/2Rx(0)

The term on the right-hand side is, except for the d�, the Rayleigh probability density
of Eq. (4.23).

4.2.2 Nonlinear Single-Degree-of-Freedom Systems21,34,60

The previous discussion dealt with systems whose equations of motion can be expressed
as linear differential equations (with constant coefficients), for which solutions can
always be found. The present section deals with systems having equations of motion for
which solutions cannot be found so readily. Approximate analytical solutions can occa-
sionally be found, but these generally require insight and/or a considerable amount of
algebraic manipulation. Numerical or analog computations or graphical methods appear
to be the only ones of general applicability.

Practical Solution of General Equations of Motion. After one sets up the equations
of motion of a system one wishes to analyze, one should determine whether solutions
of these are available by referring to texts on differential equations and compendia
such as Ref. 27. (The latter reference also describes methods of general utility for
obtaining approximate solutions, such as that involving series expansion of the vari-
ables.) If these approaches fail, one is generally reduced to the use of numerical or
graphical methods. A wide range of computer-based methods is available.44,45 In the
following pages two generally useful methods are outlined. Methods and results
applicable to some special cases are discussed in subsequent sections.

A Numerical Method. The equation of motion of a single-degree-of-freedom system
can generally be expressed in the form

mẍ � G(x, x·, t) � 0 or ẍ � f(x, x·, t) � 0 (4.24)

*Actually average excess of peaks over troughs, but for � 		 xrms the probability of troughs in the interval
becomes very small.
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MECHANICAL VIBRATIONS 4.15

where f includes all nonlinear and nonconstant coefficient effects. (f may occasionally
also depend on higher time derivatives. These are not considered here, but the method
discussed here may be readily extended to account for them.) It is assumed that f is a
known function, given in graphical, tabular, or analytic form.

In order to integrate Eq. (4.24) numerically as simply as possible, one assumes that
f remains virtually constant in a small time interval �t. Then one may proceed by the
following steps:

1. a. Determine f0 � f(x0, x·0, 0), the initial value of f, from the specified initial dis-
placement x0 and initial velocity x·0. Then the initial acceleration is ẍ0 � � f0.

b. Calculate the velocity x·1 at the end of a conveniently chosen small time interval
�t0�1, and the average velocity x�·�0�1 during the interval from

x·1 = x·0 � ẍ0 �t0�1 x·�0�1 = 1⁄2(x·0 � x·1)

c. Calculate the displacement x1 at the end of the interval �t0�1 and the average
displacement x�0�1 during the interval from

x1 � x0 � x�·�0�1 �t0�1 x�0�1 � 1⁄2(x0 � x1)

d. Compute a better approximation* to the average f and ẍ during the interval �t0�1
by using x = x�0�1, x· = x�·�0�1, t = 1⁄2�t0�1 in the determination of f.

2. Repeat steps 1b to 1d, beginning with the new approximation of f, until no further
changes in f occur (to the desired accuracy).

3. Select a second time interval �t1�2 (not necessarily of the same magnitude as
�t0�1) and continue to
a. Find ẍ1 = � f1 = � f(x1, x·1, t1).
b. Calculate the velocity x·2 at the end of the interval �t1�2, and the average velocity

x�·�1�2 during the interval, from

x·2 � x·1 � ẍ1 �t1�2 x·�1�2 � 1⁄2(x·1 � x·2)

c. Similarly, find the final and average displacements for the �t1�2 interval from

x2 � x1 � x·�1�2 �t1�2 x�1�2 � 1⁄2(x1 � x2)

d. Compute a better approximation to the average f and ẍ during the interval
�t1�2 by using x = x�1�2, x· = x·�1�2, t = �t0�1 � 1⁄2�t1�2 in the determination of f.

4. Repeat steps 3b to 3d, starting with the better value of f, until no changes in f occur
to within the desired accuracy.

5. One may then continue by essentially repeating steps 3 and 4 for additional time
intervals until one has determined the motion for the desired total time of interest.

Generally, the smaller the time intervals selected, the greater will be the accuracy
of the results (regardless of the f-averaging method used). Use of smaller time inter-
vals naturally leads to a considerable increase in computational effort. If high accuracy
is required, one may generally benefit by employing one of the many available more
sophisticated numerical-integration schemes.12,44,45 In many practical instances the
labor of carrying out the required calculations by “hand” becomes prohibitive, however,
and use of a digital computer is indicated.

*It should be noted that evaluation of f at the average values of the variables involved is only one of many
possible ways of obtaining an average f for the interval considered. Other averages, for example, can be
obtained from �f0�f1�, 1⁄2(f0 � f1). One can rarely predict which average will produce the most accurate results in
a given case.

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.15

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



4.16 MECHANICAL DESIGN FUNDAMENTALS

A Semigraphical Method. One may avoid some of the tedium of the foregoing
numerical-solution method and gain some insight into a problem by using the “phase-
plane delta” method25,32 discussed here. This method, like the foregoing numerical
one, is essentially a stepwise integration for small time increments. It is based on
rewriting the equation of motion (4.24) as

x· � �0
2(x � 
) � 0 
 � � x � f(x, x·, t)/�0

2 (4.25)

where �0 is any convenient constant circular frequency. (Any value may be chosen for
�0, but it is usually useful to select one with some physical meaning, e.g., �0 =
�k0�/m�0�, where k0 and m0 are values of stiffness and mass for small, x, x·, and t.) If one
introduces into Eq. (4.25) a reduced velocity � given by

� � x·/�0

and assumes that 
(x, x·, t) remains essentially constant in a short time interval one may
integrate the resulting equation to obtain

�2 � (x � 
)2 � R2 � const

Thus for small time increments the solutions of (4.25) are represented in the x� plane
(Fig. 4.9) by short arcs of circles whose centers are at x = � 
, � = 0.

The angle �� subtended by the aforementioned circular arc is related to the time
interval �t according to

�t 
 �x/��0 
 ��/�0 (4.26)

On the basis of the foregoing discussion one may thus proceed as follows:

1. Calculate 
(x0, x·0, t0) from Eq. (4.25) using the given initial conditions.

2. Locate the circle center (�
, 0) and the initial point (x0, �0) on the x� plane; draw a
small clockwise arc.

3. At the end of this arc is the point x1, �1 corresponding to the end of the first time
interval.

4. Measure or calculate (in radians) the angle �� subtended by the arc; calculate the
length of the time increment from Eq. (4.26).

5. Calculate 
(x1, x·1, t1), and continue as before.

6. Repeat this process until the desired information is obtained.

7. Plots, such as those of x, x·, or ẍ, against time, may then be readily obtained from
the x� curve and the computed time information.

If increased accuracy is desired, partic-
ularly where 
 changes rapidly, 
 should
be evaluated from average conditions (xav,
x·av, tav) during the time increment instead
of conditions at the beginning of this
increment (see Fig. 4.9). If 
 depends on
only one variable, a plot of 
 against this
variable may generally be used to advan-
tage, particularly if it is superposed onto
the �x plane.

Mathematical-Approximation Methods.
An analytical expression is usually preferableFIG. 4.9 Phase-plane delta method.
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MECHANICAL VIBRATIONS 4.17

to a series of numerical solutions, since it generally permits greater insight into a given
problem. If exact analytical solutions cannot be found, approximate ones may be the next
best approach.

Series expansion of the dependent in terms of the independent variable is often a
useful expedient. Power series and Fourier series are most commonly used, but occa-
sionally series of other functions may be employed. The approach consists essentially
of writing the dependent variable in terms of a series with unknown coefficients, sub-
stituting this into the differential equation, and then solving for the coefficients.
However, in many cases these solutions may be difficult, or the series may converge
slowly or not at all.

Other methods attempt to obtain solutions by separating the governing equations
into a linear part (for which a simple solution can be found) and a nonlinear part. The
solution of the linear part is then applied to the nonlinear part in some way so as to
give a first correction to the solution. The correction process is then repeated until a
second better approximation is obtained, and the process is continued. Such methods
include:

1. Perturbation,21,40 which is particularly useful where the nonlinearities (deviations
from linearity) are small

2. Reversion,21 which is a special treatment of the perturbation method
3. Variation of parameters,21,60 useful where nonlinearities do not result in additive

terms
4. Averaging methods, based on error minimization

a. Galerkin’s method21

b. Ritz method21

Conservative Systems: The Phase Plane.21,26,60 A conservative system is one whose
equation of motion can be written

mẍ � f(x) � 0 (4.27)

In such systems (which may be visualized as masses attached to springs of variable
stiffness) the total energy E remains constant; that is,

E � V(x·) � U(x)

where V(x· )� 1⁄2mx·2 U(x)��x

x0

f(x) dx

where V(x·) and U(x) are, respectively, the kinetic and the potential energies and x0 is a
convenient reference value.

The velocity-displacement (x· vs. x) plane is called the “phase plane”; a curve in it
is called a “phase trajectory.” The equation of a phase trajectory of a conservative sys-
tem with a given total energy E is

x· 2 � (2/m)[E � U(x)] (4.28)

The time interval (t�t1) in which a change of displacement from x1 to x occurs, is
given by

t�t1 � �x

x1

�
d
x·
x
� � �x

x1

�
�(2�/m�)[�

d
E�
x

�� U�(x�)]�
� (4.29)

Some understanding of the geometry of phase trajectories may be obtained with the
aid of Fig. 4.10, which shows the dependence of phase trajectories on total energy for
a hypothetical potential energy function U(x). For E = E1 the motion is periodic; zero
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4.18 MECHANICAL DESIGN FUNDAMENTALS

velocity and velocity reversal occur where U(x) = E1. With E = E2 periodic oscillations
are possible about two points; the initial conditions applicable in a given case dictate
which type of oscillation occurs in that case. For E = E3 only a single periodic motion
is possible; for E = E4 the motion is aperiodic. For E = Eu there exists an instability at xu;
there the mass may move either in the increasing or decreasing x direction. (The
arrows on the phase trajectories point in the direction of increasing time.)

For a linear undamped system f(x) = kx, U(x) = 1⁄2kx2, and phase trajectories are
ellipses with semiaxes (2E/k)1/2, (2E/m)1/2.

The following facts may be summarized for conservative systems:

1. Oscillatory motions occur about minima in U(x).

2. Phase trajectories are symmetric about the x axis and cross the x axis perpendicu-
larly.

3. If f(x) is single-valued, the phase trajectories for different energies E do not intersect.

4. All finite motions are periodic.

For nonconservative systems the phase trajectories tend to cross the constant-energy
trajectories for the corresponding conservative systems. For damped systems the tra-
jectories tend toward lower energy, i.e., they spiral into a point of stability. For excited
systems the trajectories spiral outward, either toward a “limit-cycle” trajectory or
indefinitely.21,60

The period T of an oscillation of a conservative system occurring with maximum
displacement (amplitude) xmax may be computed from

FIG. 4.10 Dependence of phase trajectories on energy.
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T � �2�m� �xmax

xmin
��

xmax

x
f(x) dx	

�1/2
dx (4.30)

where xmax and xmin are the largest and
smallest values of x (algebraically) for
which zero velocity x· occurs. The frequency
f may then be obtained from f = 1/T.

For a linear spring-mass system with
clearance, as shown in Fig. 4.11, the fre-
quency is given by17,32

f � ��
m
k
�� �2�� � �

(xmax/
2
a) � 1
�	


�1

where xmax is the maximum excursion of the
mass from its middle position.

For a system governed by Eq. (4.27) with
f(x)=kx|x|b�1 [or f(x) = kxb, if b is odd], the frequency is given by35

f � ��
(b�8

����m
1�)k
�� x�b��1

max� ��[1
�

/
[
(
1
b
/(
�

b �

1)
1
�

)]

1⁄2]�

in terms of the gamma function �, values of which are available in many tables.

Steady-State Periodic Responses. In many cases, particularly in steady-state analy-
ses of periodically forced systems, periodic oscillatory solutions are of primary inter-
est. A number of mathematical approaches are available to deal with these problems.
Most of these, including the well-known methods of Stoker60 and Schwesinger,21,54 are
based on the idea of “harmonic balance.”21 They essentially assume a Fourier expan-
sion of the solution and then require the coefficients to be adjusted so that relevant
conditions on the lowest few harmonic components are satisfied.

For example, in order to find a steady-state periodic solution of

mẍ � g(x·) � f(x) � F sin (�t��)

one may substitute an assumed displacement

x � A1 sin �t � A2 sin 2�t � … � An sin n�t

and impose certain restrictions on the error �,

�(t) � mẍ � g(x·) � f(x)�F sin (�t � �)

In Schwesinger’s method the mean-square value of the error, ��2� = �2�

0 �2(t)d(�t), is
minimized, and values of F and � are calculated from this minimization correspond-
ing to an assumed A1.

Systems and Nonlinear Springs. The restoring forces of many systems (particularly
with small amounts of nonlinearity) may be approximated so that the equation of
motion may be written as

ẍ � 2��0x
· � �0

2x � (a/m)x3 � (F/m) cos �t (4.31)

in the presence of viscous damping and a sinusoidal force. � is the damping factor and
�0 the natural frequency of a corresponding undamped linear system (i.e., for a = 0).

MECHANICAL VIBRATIONS 4.19

FIG. 4.11 Spring-mass system with clearance.

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.19

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



For a 	 0 the spring becomes stiffer with increasing deflection and is called “hard”;
for a 
 0 the spring becomes less stiff and is called “soft.”

Figure 4.12 compares the responses of linear and nonlinear lightly damped spring
systems. The responses are essentially of the form x = A cos �t; curves of response
amplitude A vs. forcing frequency � are sketched for several values of forcing ampli-
tude F, for constant damping �. For a linear system the frequency of free oscillations
(F = 0) is independent of amplitude; for a hard system it increases; for a soft system it
decreases with increasing amplitude. The response curves of the nonlinear spring sys-
tems may be visualized as “bent-over” forms of the corresponding curves for the lin-
ear systems.

As apparent from Fig. 4.12, the response curves of the nonlinear spring systems are
triple-valued for some frequencies. This fact leads to “jump” phenomena, as sketched
in Figs. 4.13 and 4.14. If a given force amplitude is maintained as forcing frequency is
changed slowly, then the response amplitude follows the usual response curve until
point 1 of Fig. 4.13 is reached. The hatched regions between points 1 and 3 corre-
spond to unstable conditions; an increase in � above point 1 causes the amplitude to
jump to that corresponding to point 2. A similar condition occurs when frequency is
slowly decreased; the jump then occurs between points 3 and 4.

As also evident from Fig. 4.12, a curve of response amplitude vs. force amplitude
at constant frequency is also triple-valued in some regions of frequency. Thus ampli-
tude jumps occur also when one changes the forcing amplitude slowly at constant fre-
quency �c. This condition is sketched in Fig. 4.14. For a hard spring this can occur
only at frequencies above �0, for soft springs below �0. The equations characterizing a
lightly damped nonlinear spring system and its jumps are summarized in Fig. 4.15.

The previous discussion deals with the system response as if it were a pure sinu-
soid x = A cos �t. However, in nonlinear systems there occur also harmonic components
(at frequencies n�, where n is an integer) and subharmonic components (frequencies

4.20 MECHANICAL DESIGN FUNDAMENTALS

FIG. 4.12 Comparison of frequency responses of linear and nonlinear systems.

FIG. 4.13 Jump phenomena with variable frequency and constant
force.

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.20

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



�/n). In addition, components occur at frequencies which are integral multiples of the
subharmonic frequencies. The various harmonic and subharmonic components tend to
be small for small amounts of nonlinearity, and damping tends to limit the occurrence
of subharmonics. The amplitude of the component with frequency 3� (the lowest har-
monic above the fundamental with finite amplitude for an undamped system) is given by
aA3/36m�2, where A is the amplitude of the fundamental response, in view of Eq. (4.31).
For more complete discussions see Ref. 21.

Graphical Determination of Response Amplitudes. A relatively easily applied
method for approximating response amplitudes was developed by Martienssen37 and
improved by Mahalingam.34 It is based on the often observed fact that the response to
sinusoidal excitation is essentially sinusoidal. The method is here first explained for a
linear system, then illustrated for nonlinear ones.

In order to obtain the steady-state response of a linear system one substitutes an
assumed trial solution

x � A cos (�t � �)

into the equation of motion

mẍ� cx· � kx � P cos �t

By equating coefficients of corresponding terms on the two sides of the resulting
equation one obtains a pair of equations which may be solved to yield

MECHANICAL VIBRATIONS 4.21

FIG. 4.15 Characteristics of responses of nonlinear
springs. Equation of motion: mẍ � cx· � kx � ax3 �
F cos �t, where �0 = undamped natural frequency for
linear system (with a = 0); � = damping ratio for linear
system = c/2m�0. (1) Response curve for forced vibra-
tions, F/m constant: [A(�0

2 � �2) � 3⁄4(a/m)A3]2 �
[2��0�A]2 = (F/m)2. (2) Response curve for undamped
free vibrations (approximate locus of downward jump
points D, and of Amax): �2 = �0

2 � 3⁄4(a/m)A2. (3) Locus
of upward jump points U with zero damping; approxi-
mate locus of same with finite damping: �2 = �0

2 �
9⁄4(a/m)A2. (4) Locus of upward and downward jump
points U and D with finite damping: [�0

2 ��2 �
3⁄4(a/m)A2][�0

2 � �2 � 9⁄4(a/m)A2] � (2��0�)2 = 0. (5)
Locus of points M below which no jumps occur: �2 =
�0

2 + 9⁄8(a/m)A2. (6) Locus of maximum amplitudes
Amax: �2 � 3⁄4(a/m)A2 = �0

2(1 � 2�2).
FIG. 4.14 Jump phenomena with
variable force and constant frequency.
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4.22 MECHANICAL DESIGN FUNDAMENTALS

�n
2A � �2A � �

m
P

� cos � tan � � �
(�n

c
/�
�

)
/
2

m
� 1

� (4.32)

where �n is the undamped natural frequency. One may plot the functions

y1(A) � A�n
2(A) y2(A) � A�2 � (P/m) cos �

and determine for which value of A these two functions intersect. This value of A then
is the desired amplitude. Since P and m are given constants, y2 plots as a straight line
with slope �2 and y intercept (P/m) cos �. For a linear system one may compute tan �
directly from Eq. (4.32), but for a nonlinear system �n

2 depends on the amplitude A
and direct computation of tan � is not generally possible. Use of a method of succes-
sive approximations is then indicated.

Figure 4.16a shows application of this method to a linear system. After calculating
� from Eq. (4.32) one may find the y intercept (P/m) cos �. For a given frequency �
one may then draw a line of slope �2 through that intercept to represent the function y2.
For a linear system y1 is a straight line with slope �n

2 and passing through the origin.
The amplitude of the steady-state oscillation may then be determined as the value A0
of A where the two lines intersect.

Figure 4.16b shows a diagram analogous to Fig. 4.16a, but for an arbitrary nonlin-
ear system. The function y1 = A�n

2 is not a straight line in general since �n generally is
a function of A. This function may be determined from the restoring function f(x) by
use of Eq. (4.30). The possible amplitudes corresponding to a given driving frequency
� and force amplitude P are determined here, as before, by the intersection of the y1
and y2 curves. As shown in the figure, more than one amplitude may correspond to a
given frequency—a condition often encountered in nonlinear systems.

FIG. 4.16 Graphical determination of amplitude. (a) Linear system.
(b) Nonlinear system.

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.22

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



MECHANICAL VIBRATIONS 4.23

In applying the previously outlined method to nonlinear systems one generally cannot
find the correct value of � at once from Eq. (4.32), since �n depends on the amplitude
A, as has been pointed out. Instead one may assume any value of �, such as �´, and
determine a first approximation A 1́ to A1. Using the approximate amplitude one may
then determine better values of �n(A) and � from Eq. (4.32) and then use these better
values to obtain a better approximation to A1. This process may be repeated until �
and A1 have been found to the desired degree of accuracy. A separate iteration process
of this sort is generally required for each of the possible amplitudes. (Different values
of � correspond to the different amplitudes A1, A2, A3.)

Systems with Nonlinear Damping. The governing equation in this case may be written as

mẍ � C(x, x·) � kx � F sin �t (4.33)

where C(x, x·) represents the effect of damping. Exact or reasonably good approximate
solutions are available only for relatively few cases. However, for many practical cases
where the damping is not too great, the system response is essentially sinusoidal. One
may then use an “equivalent” viscous-damping term cex

· instead of C(x, x·), so that the
equivalent damping results in the same amount of energy dissipation per cycle as does
the original nonlinear damping. For a response of the form x = A sin �t the equivalent
viscous damping may be computed from

ce � �
��

1
A

� �2�

0
C(A sin �t, A� cos �t) d(�t) (4.34)

In contrast to the usual linear case, ce is generally a function of frequency and ampli-
tude. Once ce has been found, the response amplitude may be computed from Eq. (4.6);
successive approximations must be used if ce is amplitude-dependent.

For “dry” or Coulomb friction, where the friction force is � � (constant in magni-
tude but always directed opposite to the velocity) the equivalent viscous damping ce
and response amplitude A are given by

ce � �
�

4
A
�

�
� A � �

k(1�

F
�2/�n

2)
��1�������

4
�� �

�

F����2�
Further details on Coulomb damped systems appear in Refs. 17 and 63.

If complex notation is used, the damping effect may be expressed in terms of an
imaginary stiffness term, and Eq. (4.33) may alternatively be written

mẍ � k(1 � i�)x � Fei�t

where � is known as the “structural damping factor.”18,51,68 For a response given by x =
Aei�t one finds

|A| � F/|�m�2 � k(1 � i�)| (4.35)

This reduces identically to the linear case with viscous damping c, if � is defined so
that k� = �c. The steady-state behavior of a system with any reasonable type of damp-
ing may be represented by this complex stiffness concept, provided that � is pre-
scribed with the proper frequency and amplitude dependence. The foregoing relation
and Eq. (4.34) may be used to find the aforementioned proper dependences for a given
resisting force C(x, x·). The case of constant � corresponds to “structural damping”
(widely used in aircraft flutter calculations) and represents a damping force propor-
tional to displacement but in phase with velocity. The damping factor � is particularly
useful for describing the damping action of rubberlike materials, for which the damping
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4.24 MECHANICAL DESIGN FUNDAMENTALS

is virtually independent of amplitude (but not of frequency),55 since then the response
is explicitly given by Eq. (4.35).

Response to Random Excitation. For quantitative results the reader is referred to
Refs. 3, 11, and 16.

Qualitatively, the response of a linear system to random excitation is essentially a
sinusoid at the system’s natural frequency. The amplitudes (i.e., the envelope of this
sinusoid) vary slowly and have a Rayleigh distribution. Compared with a linear system
a system with a “hard” spring has a higher natural frequency, a lower probability of
large excursions, and waves with flattened peaks. (“Soft” spring systems exhibit oppo-
site characteristics.) The effects of the nonlinearities on frequency and on the wave
shape are generally very small.

Self-Excited Systems. If the damping coefficient c of a linear system is negative, the
system tends to oscillate with ever-increasing amplitude. Positive damping extracts
energy from the system; negative damping contributes energy to it. A system (such as
one with negative damping) for which the energy-contributing forces are controlled by
the system motion is called self-excited. A source of energy must be available if a sys-
tem is to be self-excited. The steady-state amplitude of a self-excited oscillation may
generally be determined from energy considerations, i.e., by requiring the total energy
dissipated per cycle to equal the total energy supplied per cycle.

The chatter of cutting tools, screeching of hinges or locomotive wheels, and chatter
of clutches are due to self-excited oscillations associated with friction forces which
decrease with increasing relative velocity. The larger friction forces at lower relative
velocities add energy to the system; smaller friction forces at higher velocities (more
slippage) remove energy. While the oscillations build up, the energy added is greater
than that removed; at steady state in each cycle the added energy is equal to the
extracted energy.

More detailed discussions of self-excited systems may be found in Refs. 21 and 60.

4.3 SYSTEMS WITH A FINITE NUMBER OF
DEGREES OF FREEDOM

The instantaneous configurations of many physical systems can be specified by means of
a finite number of coordinates. Continuous systems, which have an infinite number of
degrees of freedom, can be approximated for many purposes by systems with only a finite
number of degrees of freedom, by “lumping” of stiffnesses, masses, and distributed
forces. This concept, which is extremely useful for the analysis of practical problems, has
been the basis for numerous computer-based “finite-element” and “modal-analysis”
methods.24,44,45

4.3.1 Systematic Determination of Equations of Motion

Generalized Coordinates: Constraints.53,64 A set of n quantities qi (i = 1, 2, …, n)
which at any time t completely specify the configuration of a system are called
“generalized coordinates” of the system. The quantities may or may not be usual
space coordinates.

If one selects more generalized coordinates than the minimum number necessary to
describe a given system fully, then one finds some interdependence of the selected
coordinates dictated by the geometry of the system. This interdependence may be
expressed as
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MECHANICAL VIBRATIONS 4.25

G(q1, q2, … , qn; q·1, q·2, … , q·n; t) � 0 (4.36)

Relations like those of Eq. (4.36) are known as “equations of constraint,”; if no such
equations can be formulated for a given set of generalized coordinates, the set is
known as “kinematically independent.”

The constraints of a set of generalized coordinates are said to be integrable if all equa-
tions like (4.36) either contain no derivatives q·i or if such q·i that do appear can be eliminated
by integration. If to the set of n generalized coordinates there correspond m constraints, all
of which are integrable, then one may find a new set of (n � m) generalized coordinates
which are subject to no constraints. This new system is called “holonomic,” and (n � m) is
the number of degrees of freedom of the system (that is, the smallest number of quantities
necessary to describe the system configuration at any time). In practice one may often be
able to select a holonomic system of generalized coordinates by inspection. Henceforth the
discussion will be limited to holonomic systems.

Lagrangian Equations of Motion. The equations governing the motion of any holo-
nomic system may be obtained by application of Lagrange’s equation

(d/dt)(∂T/∂q·i) � ∂T/∂q·i � ∂U/∂qi � ∂F/∂q·i � Qi i � 1, 2, … , n (4.37)

where T denotes the kinetic energy, U the potential energy of the entire dynamic system,
F is a dissipation function, and Qi the generalized force associated with the generalized
coordinate qi.

The generalized force Qi may be obtained from


W = Qi
qi (4.38)

where 
W is the total work done on the system by all external forces not contributing
to U when the single coordinate qi is changed to qi � 
qi. The potential energy U
accounts only for forces which are “conservative” (that is, for those forces for which
the work done in a displacement of the system is a function of only the initial and final
configurations). The dissipation function F represents half the rate at which energy is
lost from the system; it accounts for the dissipative forces that appear in the equations
of motion.

Lagrange’s equations can be applied to nonlinear as well as linear systems, but little
can be said about solving the resulting equations of motion if they are nonlinear,
except that small oscillations of nonlinear systems about equilibrium can always be
approximated by linear equations. Methods of solving linear sets of equations of
motion are available and are discussed subsequently.

4.3.2 Matrix Methods for Linear Systems—Formalism

The kinetic energy T, potential energy U, and dissipation function F of any linear
holonomic system with n degrees of freedom may be written as

T � 1⁄2 �
n

i�1
�
n

j�1
aijq

·
iq
·
j aij � aji

U � 1⁄2 �
n

i�1
�
n

j�1
cijqiqj cij � cji (4.39)

F � 1⁄2 �
n

i�1
�
n

j�1
bijq

·
iq
·
j bij � bji
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4.26 MECHANICAL DESIGN FUNDAMENTALS

The equations of motion may then readily be determined by use of Eq. (4.37). They
may be expressed in matrix form as

A{q̈}�B{q·}�C{q}�{Q(t)} (4.40)

where A, B, C are symmetric square matrices with n rows and n columns whose elements
are the coefficients appearing in Eqs. (4.39) and {q}, {q·}, {q̈}, {Q(t)} are n-dimensional
column vectors.

(Note: A is called the inertia matrix, B the damping matrix, C the elastic or the
stiffness matrix. For example,

A � � 	 {q} � � 	 {q·}� � 	 {Q} � � 	
The elements of {q} are the coordinates of qi, the elements of {q·} are the first time
derivatives of qi (i.e., the generalized velocities q·i); those of {q̈} are the generalized
accelerations q̈i, those of {Q} are the generalized forces Qi.)

Free Vibrations: General System. If all the generalized forces Qi are zero, then Eq. (4.40)
reduces to a set of homogeneous linear differential equations. To solve it one may postulate
a time dependence given by

{q}�{r}est s � � � i�

which, when introduced into Eq. (4.40), results in

(s2A � sB � C){r}� 0 (4.41)

One may generally find n nontrivial solutions {r(j)}, j = 1, 2, … , n, each corre-
sponding to a specific value s(j) of s. The general solution of the homogeneous equa-
tion may then be expressed as

{q}� �
n

j�1
�j{r(j)}es(j)t � R{p} (4.42)

in terms of complex constants �j and the newly defined

R �� 	 {p(t)} � � 	 (4.43)

Initial conditions, e.g., {q(0)}, {q·(0)} may be introduced into Eq. (4.42) to evaluate
the constants �j.

Forced Vibrations: General System. The forced motion may be described in terms
of the sum of two motions, one satisfying the homogeneous equation (with all Qi � 0)
and including all the constants of integration, the other satisfying the complete Eq. (4.40)
and containing no integration constants. (The constants must be evaluated so that the

es(1)t

es(2)t

�
�
�

es(n)t

�1
�2
�
�
�

�n

r1
(n)

r2
(n)

�
�
�

rn
(n)

…
…

…

r 1
(2)

r 2
(2)

�
�
�

rn
(2)

r 1
(1)

r 2
(1)

�
�
�

rn
(1)

Q1
Q2
�
�
�

Qn

q·1
q·2
�
�
�
q·n

q1
q2
�
�
�

qn

a1n
a2n
�
�
�

ann

…
…

…

a12
a22
�
�
�

an2

a11
a21
�
�
�

an1
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MECHANICAL VIBRATIONS 4.27

total solution satisfies the prescribed initial conditions.) The latter constant-free solu-
tion is often called the “steady-state solution.”

Steady-State Solution for Periodic Generalized Forces. If the generalized forces are
harmonic with frequency �0 one may set

{Q}�{Q�}ei�0t {q}�{q�}ei�0t (4.44)

in Eq. (4.40) and obtain

(��0
2A � i�0B � C){q�}�{Q�}

from which {q�} may be determined. Equation (4.44) then gives the steady-state
solutions.

If the Qi are periodic with period T, but not harmonic, one may expand them and
the components qi of the steady-state solution in Fourier series:

{Q}��
∞

N��∞
{Q�(N)}eiN�0t {q}��

∞

N��∞
{q�(N)}eiN�0t �0 � �

2
T
�
�

The Fourier components {q�(N)} may be evaluated from

(�N2�0
2A � iN�0B � C){q� (N)} � {Q�(N)}

Steady-State Solution for Aperiodic Generalized Forces. For general {Q(t)} one
may write the solutions of Eq. (4.40) as

qi(t) � �
n

j�1
�t

0
hi

(j)(t � �)Qj(�) d� (4.45)

where hi
(j)(t) is the response of coordinate qi to a unit impulse acting in place of Qj.

The “impulse response function” hi
(j) may be found from

hi
(j)(t) � (d/dt)ui

(j)(t)

where ui
(j) is the response of qi to a unit step function acting in place of Qj. (A unit step

function is zero for t 
 0, unity for t 	 0.)
If one defines a square matrix [H(t)] whose elements are hi

(j), one may write Eq. (4.45)
alternatively as

{q(t)}��t

0
[H(t��)]{Q(�)} d�

where [H(t)] � �
2
1
�i
� �c�i∞

c�i∞
[T(s)]est ds [T(s)] � (s2A � sB � C)�1

Undamped Systems. For undamped systems all elements of the B matrix of Eq. (4.40)
are zero, and Eq. (4.41) may be rewritten in the classical eigenvalue form

E{r} � �2{r} E � A�1C (4.46)

The eigenvalues �(j), i.e., the values for which nonzero solutions r(j) exist, are real.
They are the natural frequencies; the corresponding solution vectors r(j) describe the
mode shapes.
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4.28 MECHANICAL DESIGN FUNDAMENTALS

One may then find a set of principal coordinates �i, in terms of which the equations
of motion are uncoupled and may be written in the following forms:

{�
·} � �{�} � R�1A�1{Q} or M{�

·} � K{�} � �(t)

Here M � R�AR K � R�CR {�(t)} � R�{Q(t)}

� is the diagonal matrix of natural frequencies

� =� 	
R is given by Eq. (4.43), and R� denotes the transpose of R.

The principal coordinates �i are related to the original coordinates qi by

{q} � R{�} {�} � R�1{q} (4.47)

The response of the system to any forcing function {Q(t)} may be determined in terms
of the principal coordinates from

�j(t) � mjjkjj �
t

0
�j(�) sin [�(j)(t � �)] d� � �j(0) cos [�(j)t] � [1/�(j)]�

·
j(0) sin [�(j)t] (4.48)

The response in terms of the original coordinates qi may then be obtained by substitu-
tion of the results of Eq. (4.48) into Eq. (4.47).

4.3.3 Matrix Iteration Solution of Positive-Definite Undamped Systems

Positive-Definite Systems: Influence Coefficient and Dynamic Matrixes. A system
is “positive-definite” if its potential energy U, as given by Eq. (4.39), is greater than
zero for any {q} � {0}. Systems connected to a fixed frame are positive-definite; sys-
tems capable of motion (changes in the coordinates qi) without increasing U are called
“semidefinite.”64 The latter motions occur without energy storage in the elastic ele-
ments and are called “rigid-body” motions or “zero modes.” (They imply zero natural
frequency.)

Rigid-body motions are generally of no interest in vibration study. They may be
eliminated by proper choice of the generalized coordinates or by introducing additional
relations (constraints) among an arbitrarily chosen system of generalized coordinates
by applying conservation-of-momentum concepts. Thus any system of generalized
coordinates can be reduced to a positive-definite one.

For positive-definite linear systems C�1, the inverse of the elastic matrix, is known
as the influence coefficient matrix D. The elements of D are the influence coefficients;
the typical element dij is the change in coordinate qi due to a unit generalized force Qj
(applied statically), with all other Q’s equal to zero. Since these influence coefficients
can be determined from statics, one generally need not find C at all. It should be noted
that for systems that are not positive-definite one cannot compute the influence coeffi-
cients from statics alone.

For iteration purposes it is useful to rewrite Eq. (4.46), the system equation of free
sinusoidal motion, as

G{r} � (1/�2){r} (4.49)

0
0
�
�
�

�(n)
2

…

…

0
�(2)

2

�
�
�
0

�(1)
2

0
�
�
�
0
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MECHANICAL VIBRATIONS 4.29

where {q}�{r}ei�t G � C�1A � DA � E�1 (4.50)

The matrix G is called the “dynamic matrix” and is defined, as above, as the product
of the influence coefficient matrix D and the inertia matrix A.

Iteration for Lower Modes. In order to solve Eq. (4.49), which is a standard eigen-
value matrix equation, numerically for the lowest mode one may proceed as follows:
Assume any vector {r(1)}; then compute G{r(1)} � �(1){r(2)}, where �(1) is a constant
chosen so that one element (say, the first) of {r(2)} is equal to the corresponding ele-
ment of {r(1)}. Then find G{r(2)} � �(2){r(3)}, with �(2) chosen like �(1) before. Repeat
this process until {r(n�1)} 
 {r(n)} to the desired degree of accuracy. The correspond-
ing constant �(n) which satisfies G{r(n)} � �(n){r(n�1)} then yields to lowest natural
frequency �1 of the system and {r(n)} describes the shape of the corresponding (first)
mode {r(1)}. In view of Eq. (4.49)

�1
2 � 1/�(n)

The second mode {r(2)} must satisfy the orthogonality relation

{r�(�2�)�}A{r(1)} � 0 or �
n

i�1
�
n

j�1
ri

(2)aijrj
(1) � 0 (4.51)

In order to obtain a vector that satisfies Eq. (4.51) from an arbitrary vector {r} one
may select (n � 1) components of {r(2)} as equal to the corresponding components of
{r} and then compute the nth from Eq. (4.51). This process may be expressed as

{r(2)}� S1{r}

where S1 is called the “first sweeping matrix.” S1 is equal to the identity matrix in n
dimensions, except for one row which describes the interrelation Eq. (4.51). If A is
diagonal one may take, for example,

S1 �� 	
To obtain the second lowest mode shape {r(2)} and the second lowest natural frequency
�2 one may form H1 = GS1, and solve

H1{r} � (1/�2){r} (4.52)

by iteration. Since Eq. (4.52) is of the same form as Eq. (4.49), one may proceed here
as previously discussed, i.e., by assuming a trial vector {r(1)}, forming H1{r(1)} �
�(1){r(2)}, so that one element of {r(2)} is equal to the corresponding element of {r(1)},
then forming H1{r(2)} � �(2){r(3)}, etc. This process converges to {r(2)} and � � 1/�2

2.
The third mode {r(3)} similarly must satisfy

{r�(�3�)}A{r(1)} � 0 {r�(�3�)}A{r(2)} � 0
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4.30 MECHANICAL DESIGN FUNDAMENTALS

or �
n

i�1
�
n

j�1
ri

(3)aijrj
(1) � 0 �

n

i�1
�
n

j�1
ri

(3)aijrj
(2) � 0 (4.53)

One may thus select n � 2 components of {r(3)} as equal to the corresponding compo-
nents of an arbitrary vector {r} and adjust the remaining two components to satisfy
Eq. (4.53). The matrix S2 expressing this operation, or

{r(3)} � S2{r}

is called the “second sweeping matrix.” For diagonal A one possible form of S2 is

S2 �� 	
Then one may form H2 = GS2 and solve

H2{r} � (1/�2){r}

by iteration. The process here converges to {r(3)} and � � 1/�3
2.

Higher modes may be treated similarly; each mode must be orthogonal to all the
lower ones, so that p � 1 relations like Eq. (4.51) must be utilized to find the (p � 1)st
sweeping matrix. Iteration on H(p�1) � GS(p�1) then converges to the pth mode.

Iteration for the Higher Modes. The previously outlined process begins with the
lowest natural frequency and works toward the highest. It is not very useful for the
highest few modes because of the tedium and of the accumulation of rounding off
errors. Results for the higher modes can be obtained more simply and accurately by
starting with the highest frequency and working toward lower ones.

The highest mode may be obtained by solving Eq. (4.46) directly by iteration. This
is accomplished by assuming any trial vector {r(1)}, forming E{r(1)} � �(1){r(2)} with
�(1) chosen so that one element of the result {r(2)} is equal to the corresponding ele-
ment of {r(1)}. Then one may form E{r(2)} � �(2){r(3)} similarly, and continue until
{r(p�1)} 
 {r(p)} to within the required accuracy. Then {r(p)} � {r(n)} and �(p) � �n

2.
The next-to-highest [(n � 1)st] mode may be found by writing

{r(n�1)} � T1{r}

where T1 is a sweeping matrix that “sweeps out” the nth mode. T1 is equal to the iden-
tity matrix, except for one row, which expresses the orthogonality relation

{r�(�n���1�)}A{r(n)}�0 or �
n

i�1
�
n

j�1
ri

(n�1)aijrj
(n) � 0

Iterative solution of

J1{r}��2{r} where J1�ET1

then converges to {r(n�1)} and �2
(n�1).
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The next lower modes may be obtained similarly, using other sweeping matrixes
embodying additional orthogonality relations in complete analogy to the iteration for
lower modes described above.

4.3.4 Approximate Natural Frequencies of Conservative Systems

A conservative system is one which executes free oscillations without dissipating
energy. The potential energy Û that the system has at an instant when its velocity (and
hence its kinetic energy) is zero must therefore be exactly equal to the kinetic energy
T̂of the system when it occupies its equilibrium position (zero potential energy) during
its oscillation.

For sinusoidal oscillations the (generalized) coordinates obey qj = q�j sin �t where
q�j is a constant (i.e., the amplitude of qj). For linear holonomic systems, in view of
Eq. (4.39),

T̂ � 1⁄2�2 �
n

i�1
�
n

j�1
aijq�iq�j Û � 1⁄2 �

n

i�1
�
n

j�1
cijq�iq�j

Rayleigh’s Quotient. Rayleigh’s quotient RQ, defined as64

RQ � (4.54)

is a function of {q�1, q�2, …, q�n}. However, multiplication of each q�i by the same num-
ber does not change the value of RQ. Rayleigh’s quotient has the following properties:

1. The value of RQ one obtains with any {q�1, q�2, …, q�n} always equals or exceeds the
square of the lowest natural frequency of the system; RQ � �1

2.

2. RQ=�n
2 if {q�1, q�2, …, q�n} corresponds to the nth mode shape (eigenvector) of the

system, but even fairly rough approximations to the eigenvector generally result in
good approximations to �n

2.

For systems whose influence coefficients dij are known, one may substitute an arbi-
trary vector {q�} � {q�1, q�2, …, q�n} into the right-hand side of

{q�}1 � �G{q�}

where G � DA is the dynamic matrix of Eq. (4.50) and � is an arbitrary constant.
[This relation follows directly from Eq. (4.49).] The resulting vector {q�}1, when sub-
stituted into Eq. (4.54), results in a value of RQ which is nearer to �1

2 than the value
obtained by direct substitution of the arbitrary vector {q�}. Often one obtains good
results rapidly if one assumes {q�} initially so as to correspond to the deflection of the
system due to gravity (i.e., the “static” deflection).

Rayleigh-Ritz Procedure. An alternative method useful for obtaining improved
approximations to �1

2 from Rayleigh’s quotient is the so-called Rayleigh-Ritz proce-
dure. It consists of computing RQ from Eq. (4.54) for a trial vector {q�} made up of a
linear combination of arbitrarily selected vectors

{q�} � �1{q�}1 � �2{q�}2 � …

then minimizing RQ with respect to the coefficients � of the selected vectors. The

�
n

i�1
�
n

j�1
cijq�iq�j

��
�
n

i�1
�
n

j�1
aijq�iq�j

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.31

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



4.32 MECHANICAL DESIGN FUNDAMENTALS

resulting minimum value of RQ is approximately equal to �1
2. That is, RQ evaluated so

that ∂RQ/∂�1 � ∂RQ/∂�2 � … � 0 is approximately equal to �1
2:

RQ 
 �1
2

Dunkerley’s Equation.61 This equation states that

1/�1
2 � 1/� 2

2 � … � 1/�n
2 � 1/�1

2 � 1/�2
2 � … � 1/�n

2 (4.55)

where �i denotes the ith natural frequency of an n-degree-of-freedom system, and �i
denotes the natural frequency that the ith inertia element would have if all others were
removed from the system. Usually �n

2 		 … 		 �2
2 		 �1

2, so that the left-hand
side of Eq. (4.55) is approximately equal to 1/�1

2 and Eq. (4.55) may be used directly
for estimation of the fundamental frequency �1. In many cases the �1 are obtainable
almost by inspection, or by use of Table 4.8.

4.3.5 Chain Systems

A chain system is one in which the inertia
elements are arranged in series, so that
each is directly connected only to the one
preceding and the one following it. Shafts
carrying a number of disks (or other rota-
tional inertia elements) are the most com-
mon example and are discussed in more
detail subsequently. Translational chain
systems, as sketched in Fig. 4.17, may be
treated completely analogously and hence
will not be discussed separately.

Sinusoidal Steady-State Forced Motion.
If the torque acting on the sth disk is
Tse

i�t, where Ts is a known complex num-
ber, then the equations of motion of the

system may be written as

(k12 � I1�
2)�1 � k12�2 � T1

�k12�1 � (k12 � k23 � I2�
2)�2 � k23�3 � T2

�k23�2 � (k23 � k34 � I3�
2)�3 � k34�4 � T3 (4.56)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

�kn�1,n�n�1 � (kn�1,n � In�
2)�n = Tn

where �se
i�t describes the angular motion of the sth disk, as measured from equilibrium.

(Damping in the system may be taken into account by assigning complex values to the
k’s, as in the last portion of Sec. 4.2.2.)

One may solve this set of equations simply by using each equation in turn to elimi-
nate one of the �’s, so that one may finally solve for the last remaining �, then obtain
the others by substitution of the determined value into the given equations. This proce-
dure becomes prohibitively tedious if more than a few disks are involved.

If all T’s and k’s are real (i.e., if the driving torques are in phase and if damping is
neglected), one may assume a real value for �1, then calculate the corresponding value

FIG. 4.17 Rotational and translational chain
systems.
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MECHANICAL VIBRATIONS 4.33

of �2 from the first of Eqs. (4.56). Then one may find �3 from the second equation, �4
from the third, and so on. Finally, one may compute Tn from the last (nth) equation
and compare it with the given value. This process may be repeated with different ini-
tially assumed �1 values until the computed value of Tn comes out sufficiently close to
the specified one. After a few computations one may often make good use of a plot of
computed Tn vs. assumed �1 for determining by interpolation or extrapolation a good
approximation to the correct value of �1.

If all T’s are zero, except Tn, one may proceed as before. But, since �1 is propor-
tional to Tn in this case, the correct value of �1 may be computed directly after a single
complete calculation by use of the proportionality

�1,correct �
�1,assumed (Tn,specified/Tn,calculated)

The latter approach may be used also for damped systems (i.e., with complex k’s).

Natural Frequencies: Holzer’s Method. Free oscillations of the system considered
obey Eqs. (4.56), but with all Ts � 0. To obtain the natural frequencies one may pro-
ceed by assuming a value of � and setting �1 � 1, then calculating �2 from the first
equation, thereafter �3 from the second, etc. Finally one may compute Tn from the last
equation. If this Tn comes out zero, as required, the assumed frequency is a natural fre-
quency. By repeating this calculation for a number of assumed values of � one may
arrive at a plot of Tn vs. �, which will aid in the estimation of subsequent trial values
of �. (Natural frequencies are obtained where this curve crosses the � axis.) One
should keep in mind that a system composed of n disks has n natural frequencies. The
mode shape (i.e., a set of values of �’s that satisfy the equation of motion) is also
obtained in the course of the calculations.

Convenient tabular calculation methods (Holzer tables) may be set up on the basis
of the equations of motion Eq. (4.56) rewritten in the following form:

I1�1�
2 � k12(�1 � �2)

(I1�1 � I2�2)�
2 � k23(�2 � �3)

. . . . . . . . . . . . . . . . . . . . . . .

(I1�1 � I2�2 � … � Is�s)�
2 � ks,s�1(�s � �s�1) (4.57)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

�
n

s�1
(Is�s)�

2 � 0

Tabular formats are given in a number of texts.17,61,63,64 Methods for obtaining good
first trial values for the lowest natural frequency are also discussed in Refs. 17 and 61.
Branched systems, e.g., where several shafts are interconnected by gears, may also be
treated by this method.9,61,63 Damped systems (complex values of k) may also be treated
with no added difficulty in principle.61

4.3.6 Mechanical Circuits20,30,50

Mechanical-circuit theory is developed in direct analogy to electric-circuit theory in
order to permit the highly developed electrical-network-analysis methods to be
applied to mechanical systems. A mechanical system is considered as made up of a
number of mechanical-circuit elements (e.g., masses, springs, force generators) con-
nected in series or parallel, in much the same way that an electrical network is considered
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4.34 MECHANICAL DESIGN FUNDAMENTALS

to be made up of a number of interconnected electrical elements (e.g., resistances,
capacitances, voltage sources). From known behavior of the elements one may then,
by proper combination according to established rules, determine the system responses
to given excitations.

Mechanical-circuit concepts are useful for determination of the equations of
motion (which may then be solved by classical or transform techniques20,30) for ana-
lyzing and visualizing the effects of system interconnections, for dealing with electro-
mechanical systems, and for the construction of electrical analogs by means of which
one may evaluate the responses by measurement.

Mechanical Impedance and Mobility. As in electric-circuit theory, the sinusoidal
steady state is assumed, and complex notation is used in basic mechanical-impedance
analysis. That is, forces F and relative velocities V are expressed as

F � F0e
i�t V � V0e

i�t

where F0 and V0 are complex in the most general case.
Mechanical impedance Z and mobility Y are complex quantities defined by

Z � F0/V0 Y � 1/Z � V0/F0 (4.58)

If the force and velocity refer to an element or system, the corresponding impedance is
called the “impedance of the element” or system; if F and V refer to quantities at the
same point of a mechanical network, then Z is called the “driving-point impedance” at
that point. If F and V refer to different points, the corresponding Z is called the “trans-
fer impedance” between those points.

Mechanical impedances (and mobilities) of elements can be combined exactly like
electrical impedances (and admittances), and the driving-point impedances of compos-
ites can easily be obtained. From a knowledge of the elemental impedances and of
how they combine, one may calculate (and often estimate quickly) the behavior of
composite systems.

Basic Impedances, Combination Laws, Analogies. Table 4.2 shows the basic
mechanical-circuit elements and their impedances and summarizes the impedances of
some simple systems.

In Table 4.3 are indicated the combination laws for mechanical impedances and
mobilities. Table 4.4 is a summary of analogies between translational and rotational
mechanical systems and electrical networks. The impedances of some distributed
mechanical systems are discussed in Sec. 4.4.3 and summarized in Tables 4.6 and 4.7.

Systems which are a combination of rotational and translational elements or
electromechanical systems may be treated as either all-mechanical systems of a single
type or as all-electrical systems by suitable substitution of analogous elements and
variables.20 In systems where both rotation and translation of a single mass occur, this
single mass may have to be represented by two or more mass elements, and the con-
cept of mutual mass (analogous to mutual inductance) may have to be introduced.20

Some Results from Electrical-Network Theory:20,58 Resonances. Resonances occur
at those frequencies for which the system impedances are minimum; antiresonances
occur when the impedances are maximum.

Force and Velocity Sources. An ideal velocity generator supplies a prescribed rela-
tive velocity amplitude regardless of the force amplitude. A force generator supplies a
prescribed force amplitude regardless of the velocity. When a velocity source is
“turned off,” V � 0, it acts like a rigid connection between its terminals. When a force
generator is turned off, F � 0, it acts like no connection between the terminals.
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MECHANICAL VIBRATIONS 4.35

Reciprocity. The transfer impedance Zij (the force in the jth branch divided by the
relative velocity of a generator in the ith branch) is equal to the transfer impedance Zji
(force in the ith branch divided by relative velocity of generator in jth branch).

Foster’s Reactance Theorem. For a general undamped system the driving-point
impedance can be written Z � if(�), where f(�) is a real function of (real) �. The
function f(�) always has df/d� 	 0 and has a pole or zero at � � 0 and at � � ∞. All

TABLE 4.2 Mechanical Impedances of Simple Systems
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4.36 MECHANICAL DESIGN FUNDAMENTALS

poles and zeros are simple (not repeated), poles and zeros alternate (i.e., there is
always a zero between two poles), and f(�) is determined within a multiplicative fac-
tor by its poles and zeros.

Thévenin’s and Norton’s Theorems. Consider any two terminals of a linear system.
Then, as far as the effects of the system at these terminals are concerned, the system
may be replaced by (see Fig. 4.18)

1. (Thévenin’s equivalent) A series combination of an impedance Zi and a velocity
source Voc

2. (Norton’s equivalent) A parallel combination of an impedance Zi and a force source
Fb

Zi is called the “internal impedance” of the system and is the driving-point imped-
ance obtained at the terminals considered when all sources in the system are turned off
(velocity generators replaced by rigid links, force generators replaced by disconnec-
tions). Voc is the “open-circuit” velocity, i.e., the velocity occurring between the termi-
nals considered (with all generators active). Fb is the “blocked force,” i.e., the force
transmitted through a rigid link inserted between the terminals considered, with all
generators active.

TABLE 4.3 Combination of Impedances and Mobilities
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4.4 CONTINUOUS LINEAR SYSTEMS

4.4.1 Free Vibrations

The equations that govern the deflection u(x, y, t) of many continuous linear systems
(e.g., bars, shafts, strings, membranes, plates) in absence of external forces may be
expressed as

�ü � �u � 0 (4.59)

where � and � are linear differential operators involving the coordinate variables only.
Table 4.5 lists � and� for a number of common systems. Solutions of Eq. (4.59)
may be expressed in terms of series composed of terms of the form �(x,y)ei�t, where �
satisfies

(� � ��2)� � 0 (4.60)

TABLE 4.4 Mechanical-Electrical Analogies (Lumped Systems)
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4.38 MECHANICAL DESIGN FUNDAMENTALS

in addition to the boundary conditions of a given problem. In solving the differential equa-
tion (4.60) by use of standard methods and introducing the boundary conditions applicable
in a given case one finds that solutions � that are not identically zero exist only for certain
frequencies. These frequencies are called the “natural frequencies of the system”; the
equation that the natural frequencies must satisfy for a given system is called the “frequency
equation of the system”; the functions � that satisfy Eq. (4.60) in conjunction with the
natural frequencies are called the “eigenfunctions” or “mode shapes” of the system. One-
dimensional systems (strings, bars) have an infinite number of natural frequencies �n and
eigenfunctions �n; n � 1, 2, .… Two-dimensional systems (membranes, plates) have a
doubly infinite set of natural frequencies �mn, and eigenfunctions �mn; m, n � 1, 2, .… Table
4.6 lists eigenfunctions and frequency equations for some common systems.

The eigenfunctions of flexural systems where all edges are either free, built-in, or
pinned are “orthogonal,” that is,

�L

0
�(x)�n(x)�n´(x) dx � {��L�n for n � n´

0 for n � n´
(4.61)

TABLE 4.4 Mechanical-Electrical Analogies (Lumped Systems) (Continued)

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.38

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



MECHANICAL VIBRATIONS 4.39

TABLE 4.4 Mechanical-Electrical Analogies (Lumped Systems) (Continued)

FIG. 4.18 (a) Thévenin’s and (b) Norton’s
equivalent networks.
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4.40 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.5 Operators [See Eq. (4.59)] for Some Elastic Systems64

TABLE 4.6a Modal Properties for Some One-Dimensional Systems
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��-
As �(x,y)�mn(x,y)�m´n´(x,y) d As � {��As�mn for m � m´, n � n´

0 otherwise
(4.61)

where L is the total length of a (one-dimensional) system, As is the total surface area of a
(two-dimensional) system, � is a weighting function, and �� is the mean of value of � for
the system. (The weighting functions of the common systems tabulated in Table 4.5 are
equal to the mass operator �.)

��L � �L

0
�(x) dx for one-dimensional systems

��As� ��-

As

�(x,y) dAs for two-dimensional systems

For uniform systems � � �� is a constant and may be canceled from Eqs. (4.61).*

4.42 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.6c Modal Properties for Some Plates40

*Note that for the systems of Table 4.6 � = � is a multiplicative factor, not an operator in the more general sense.
However, for other systems � may be a more general operator (e.g., for lateral vibrations of beams when rotatory
inertia is not neglected) and may differ from �. The distinction between � and � is maintained throughout the subse-
quent discussion to permit application of the results to systems that are more complicated than those of Table 4.6.
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TABLE 4.6d Modal Properties for Some Membranes40
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The free motions (or “transient” responses) of two-dimensional* systems with initial
displacement u(x, y, 0) from equilibrium and initial velocity uu·(x, y, 0) are given by

ut(x,y,t)��
∞

m�1
�
∞

n�1
�mn(Bmn cos �mnt � Cmn sin �mnt)

Bmn � �
��As

1
�mn

� ��-

As

u(x,y,0)�(x,y)�mn(x,y) dAs (4.62)

Cmn � �
��As�

1

mn�mn

� ��-

As

u·(x,y,0)�(x,y)�mn(x,y) dAs

4.4.2 Forced Vibrations

Forced vibrations of distributed systems are governed by

�ü � �u � F(x,y,t)

where the right-hand side represents the applied load distribution in space and time.

General Response: Modal Displacements, Forcing Functions, Masses. The dis-
placement u(x, y, t) of a system† may, in general, be expressed in a modal series as

u(x,y,t) � �
∞

m�1
�
∞

n�1
Umn(t)�mn(x,y) (4.63)

where the modal displacement Umn(t) is given by

Umn(t) � �
�mn

1
Mmn

� �t

0
Gmn(�) sin �mn(t � �) d� (4.64)

The modal forcing function Gmn(t) and the modal mass Mmn are given by

Gmn(t) � ��-

As

F(x,y,t)�mn(x,y) dAs Mmn� ��-

As

�mn(x,y)��mn(x,y) dAs (4.65)

For the special case of a uniform system with � � � � �� � constant,

Mmn � �As�mn

where �mn is defined as in Eq. (4.61).
The “steady-state” response given by (4.63) and (4.64) must be combined with the

“transient” response given by (4.62) if one desires the complete solution.

Sinusoidal Response: Input Impedance. For a sinusoidal forcing function F(x, y,
t) � ei�tF0(x, y) one finds a steady-state response given by

uss(x,y,t) � ei�t �
∞

m�1
�
∞

n�1
Umn�mn(x,y)

4.44 MECHANICAL DESIGN FUNDAMENTALS

*These equations apply also for one-dimensional systems if all m subscripts and y dependences are deleted,
if As is replaced by L, and if the double integrations over As are replaced by a single integration for Q to L.

†These equations apply also for one-dimensional systems if all m subscripts and y dependences are deleted,
if As is replaced by L, and if the double integrations over As are replaced by a single integration from 0 to L.
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with Umn � �
(�mn

2�

Gm

�
n
2)Mmn

� Gmn � ��-

As

F0(x,y)�mn(x,y) dAs

and Mmn given by (4.65).
For a point force F1e

i�t applied at x � x0, y � y0, one finds Gmn � F1�mn(x0, y0).
The input impedance Z(x0, y0, �) of the system at x � x0, y � y0 for frequency � then
may be found from

�
i�Z(x0

1
,y0, �)
� � �

∞

m�1
�
∞

n�1
(4.66)

Point-Impulse Response: Alternate Formulation of General Response. The
response of a system to a point force applied at x � x0, y � y0 and varying like a Dirac
impulse function (of unit magnitude) with time is given by

u


(x,y; x0,y0; t) � �

∞

m�1
�
∞

n�1
sin �mnt

An alternate expression for the steady-state response of a system to a general distrib-
uted force F(x, y, t) may then be written as

uss(x,y,t)� ��-

As
��

t

0
F(x0,y0, �)u



(x,y; x0,y0; t��) d�	 dx0 dy0

This expression is entirely analogous to the result one obtains by combining Eqs. (4.63)
and (4.64).

4.4.3 Approximation Methods

Finite-Difference Equations, Finite-Element Approximations. One of the most
widely applicable numerical methods, particularly if digital-computation equipment is
available, consists of replacing the applicable differential equations by finite-difference
equations12,64 which may then be solved numerically.

A second method consists of replacing the continuous (infinite-degrees-of-freedom)
system by one made up of a finite number of suitably interconnected elements (masses,
springs, dashpots), then applying methods developed for systems with a finite number
of degrees of freedom, as outlined in Sec. 4.3. These “finite-element” approximations
may be obtained, for example, by dividing a beam or plate to be analyzed into arbitrary
segments and assuming the mass of each segment concentrated at its center of gravity
or “lumping point.” If one then establishes the influence coefficients between the vari-
ous lumping points, one has enough information to apply directly the methods outlined
in Sec. 4.3.24 In concept, one replaces the structure between lumping points by equiva-
lent springs to obtain a new system analogous to the continuous one; a beam is replaced
by a linear array, a plate by a two-dimensional network of masses interconnected by
springs. One may then proceed by determining the equations of motion of the new sys-
tems and by solving these as discussed in Sec. 4.3. A variety of corresponding computer
codes has become available; e.g., see Refs. 44 and 45.

Fundamental Frequencies:* Rayleigh’s Quotient. RQ for an arbitrary deflection
function u(x, y) of a two-dimensional continuous system is given by64

�mn(x0,y0)�mn(x,y)
��

�mnMmn

�2
mn(x0,y0)��

(�2
mn � �2)Mmn

MECHANICAL VIBRATIONS 4.45

*These equations apply also for one-dimensional systems if all m subscripts and y dependences are deleted,
if As is replaced by L, and if the double integrations over As are replaced by a single integration from 0 to L.

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.45

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



RQ�

For u � �mn (the mn mode shape) RQ takes on the value �2
mn. For any function u that

satisfies the boundary conditions of the given system

RQ � �2
11

Thus RQ produces an estimate of the fundamental frequency �11 which is always too
high.

To obtain a better estimate one may use the Rayleigh-Ritz procedure. In this proce-
dure one forms RQ for a linear combination of any convenient number of functions
ui(x, y) that satisfy the boundary conditions of the problem; that is, one forms RQ from

u � �1u1 � �2u2 � …

where the � are constants. A good approximation to �2
11 is then obtained, in general,

by minimizing RQ with respect to the various �’s.

RQ (evaluated so that ∂RQ/∂�1 � ∂RQ/∂�2 � … � 0) 
 �2
11

Special Methods for Lateral Vibrations of Nonuniform Beams. In addition to the
foregoing methods a number of others are available that have been developed specially
for dealing with the vibrations of beams and shafts. In all these methods the beam
mass is replaced by a number of masses concentrated at lumping points.

The Stodola method53,59,61,63 is related to both the Rayleigh and matrix-iteration
methods. In it one may proceed as follows:

1. Assume a deflection curve that satisfies the boundary conditions. (Usually the static-
deflection curve gives good results.)

2. Determine a first approximation to �1 using Rayleigh’s quotient, from

�1
2 
 RQ � �

g

�

�

m

m

iu
iu

i
2
i�

where g denotes the acceleration of gravity and ui the assumed deflection of the
mass mi.

3. Calculate the deflection of the beam as if inertia forces (�miui�1
2) were applied

statically. (This is usually done best by graphical or numerical means.) Use these
new deflections instead of the original ui in the foregoing equation. Repeat this
process until no further changes in RQ result to the degree of accuracy desired.
Then RQ � �1

2 to within the desired accuracy.

The Myklestad method41 is essentially the same as Holzer’s method, but consider-
ably simpler to use for flexural vibrations. Extensions of Myklestad’s original method
also apply to coupled bending-torsion vibrations and to vibrations in centrifugal
fields.41 Some simplifications of Myklestad’s method have been developed by
Thomson.61 Because of the details necessary for a sufficient discussion of these proce-
dures the reader is referred to the original sources.

��-

As
u�(u) dAs

��

��-

As
u�(u) dAs

4.46 MECHANICAL DESIGN FUNDAMENTALS
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4.4.4 Systems of Infinite Extent

Truly infinite or semi-infinite systems do not occur in reality. However, as far as the
local response to a local excitation is concerned, finite systems behave like infinite
ones if the ends are far (many wavelengths) removed from the excitation and if there is
enough dissipation in the system or at the ends so that little effect of reflected waves is
felt near the driving point.

The velocities with which waves travel in infinite systems are listed under the
heading of “wave velocity” in Table 4.6, but in infinite systems the frequencies and
wave numbers are not restricted, as they are in finite ones. In all cases the wave veloc-
ity c is related to wavelength �, wave number k, frequency f (cycles/time), and circular
frequency � (radians/time) as

c � f � � ��/2� � �/k

Input impedances of infinite structures are useful for estimation of the responses of
mechanical systems that are composed of or connected to one or more structures, if
the responses of the latter may be approximated by those of corresponding infinite
structures in the light of the first paragraph of this article. These impedances may be
used precisely like previously discussed impedances of systems with only a few
degrees of freedom.

If a force F0e
i�t gives rise to a velocity V0e

i�t at its point of application (where F0
and V0 may be complex in general), then the driving-point impedance is defined as
Z � F0/V0. Similarly, the driving-point moment impedance is defined by ZM � M0/�0,
where M0 denotes the amplitude of a driving moment M0e

i�t and where �0e
i�t is the

angular velocity at the driving point. Table 4.7 lists the driving-point impedances of
some infinite and semi-infinite systems.

4.5 MECHANICAL SHOCKS

By a mechanical shock one generally means a relatively suddenly applied transient
force or support acceleration. The responses of mechanical systems to shocks may be
computed by direct application of the previously discussed methods for determination
of transient responses, provided that the forcing functions are known. If the forcing
functions are not known precisely, one may approximate them by some idealized func-
tions or else describe them in some rough way, for example, in terms of the subse-
quently discussed shock spectra.

4.5.1 Idealized Forcing Functions

Among the most widely studied idealized shocks are those associated with sudden
support displacements or velocity changes, or with suddenly applied forces. The
responses of systems with one or two degrees of freedom to idealized shocks have
been studied in considerable detail, since for such systems solutions may be obtained
relatively simply by analytical or analog means.

Sudden Support Displacement. Sudden (vertical) support displacements occur, for
example, when an automobile hits a sudden change in level of the roadbed. The respons-
es of simple systems to such shocks have been studied in considerable detail. Families of

MECHANICAL VIBRATIONS 4.47
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4.48 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.7 Driving-Point Impedances of Some Infinite Uniform Systems*
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curves describing system responses to a certain type of rounded step-function displace-
ment are given in Refs. 19, 48, and 52. It is found among other things that the responses
are generally of an oscillatory nature, except for peaks in acceleration that occur during
the “rise” time of the displacement.

Sudden Support Velocity Change. Velocity shocks, i.e., those associated with
instantaneous velocity changes, have been studied considerably. They approximate a
number of physical situations where impact occurs; for example, when a piece of
equipment is dropped the velocity of its outer parts changes from some finite value to
zero at the instant these parts hit the ground. Reference 39 discusses in detail how one
may compute the velocity shock responses of single-degree-of-freedom systems with
linear and various nonlinear springs. It also presents charts for the computation of the
important parameters of responses of simple systems attached to the aforementioned
velocity-shock-excited systems. That is, if one system is mounted inside another, one
may first compute the motion of the outer system in response to a velocity shock, then
the response of the inner system to this motion (assuming the motion of the inner sys-
tem has little effect on the shock response of the outer). This permits one to estimate,
for example, what happens to an electronic component (inner system) when a chassis
containing it (outer system) is dropped. Damping effects are generally neglected in
Ref. 39, but detailed curves for lightly damped linear two-degree-of-freedom systems
appear in Refs. 43 and 46. Some discussion appears also in Ref. 14.

Suddenly Applied Forces. If a force is suddenly applied to a linear system with a
single degree of freedom, then this force causes at most twice the displacement and
twice the stress that this same force would cause if it were applied statically. This rule
of thumb can lead to considerable error for systems with more than one degree of free-
dom.46 One generally does well to carry out the necessary calculations in detail for
such systems.

4.5.2 Shock Spectra

The shock-spectrum concept is useful for describing shocks and the responses of sim-
ple systems exposed to them, particularly where the shocks cannot be described pre-
cisely and where they cannot be reasonably approximated by one of the idealized
shocks of Sec. 4.5.1.

Physical Interpretation. Assume that a given (support acceleration) shock is applied
to an undamped linear single-degree-of-freedom system whose natural frequency is f1.
The maximum displacement of the system (relative to its supports) in response to this
shock then gives one point on a plot of displacement vs. frequency. Repetition with the
same shock applied to systems with different natural frequencies gives more points
which, when joined in a curve, make up the “displacement shock spectrum” corre-
sponding to the given shock. If instead of the maximum displacement one had noted
the maximum velocity or acceleration for each test system, one would have obtained
the velocity or acceleration shock spectrum.

Definitions.1,19 If a force F(t) is applied to an undamped single-degree-of-freedom
system* with natural frequency � and mass m, then the displacement, velocity, and

MECHANICAL VIBRATIONS 4.49

*The shock spectra defined here are essentially descriptions of the shock in the frequency domain. Shock
spectra are related to the Fourier transforms, the latter being lower bounds to the former.66 Inclusion of damp-
ing appears unnecessary for purposes of describing the shock, but most authors1,19 include damping in their
definitions since they tend to be more concerned with descriptions of system responses to shocks than with
descriptions of shocks. The term “shock spectra of a system” is often applied to descriptions of responses of a
specified system to specified shocks.62
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acceleration of the system (assumed to be initially at rest and at equilibrium) are given
by

x(t, �) � �
m
1
�
� �t

0
F(�) sin �(t � �) d�

x·(t, �) � �
m
1

� �t

0
F(�) cos �(t � �) d�

ẍ(t, �) � F(t)/m � �2x(t, �)

The various shock spectra of the force shock F(t) are then defined as follows:

D +́(�) = timewise maximum of x(t, �)

= positive-displacement spectrum

D
�́

(�) = timewise minimum of x(t, �)

= negative-displacement spectrum

D´(�) = timewise maximum of |x(t, �)|

= displacement spectrum

Similarly, for example,

V´(�) = timewise maximum of |x·(t, �)|

= velocity spectrum

A´(�) = timewise maximum of |ẍ(t, �)|

= acceleration spectrum

Similarly, if the previously discussed test system is exposed to a support accelera-
tion s··(t), then the displacement, velocity, and acceleration of the system relative to its
supports are given by

y(t, �) � � �
�

1
� �t

0
s··(�) sin �(t � �) d� � x�s

y·(t, �) � � �t

0
s··(�) cos �(t � �) d� � x· � s·

y··(t, �) � � s··(t) � �2y(t, �) � ẍ � s··

where y � x � s denotes the relative displacement, x the absolute displacement of the
mass, and s the displacement of the support.

The various shock spectra of the acceleration shock s··(t) are defined as follows:

D(�) = timewise maximum of |y(t, �)|

= relative-displacement spectrum

V(�) = timewise maximum of |y·(t, �)|

= relative-velocity spectrum

A(�) = timewise maximum of |y··(t, �)|

= relative-acceleration spectrum

Da(�) = timewise maximum of |x(t, �)|

= absolute-displacement spectrum

4.50 MECHANICAL DESIGN FUNDAMENTALS
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Va(�) = timewise maximum of |x·(t, �)|

= absolute-velocity spectrum

Aa(�) = timewise maximum of |ẍ(t, �)|

= absolute-acceleration spectrum
~
V(�) = � D(�) = pseudo-velocity spectrpum

For any s(t) it is true that

Aa(�) � �2 D(�)

but 
~
V(�) � V(�),

~
V(�) � Va(�) in general.

One often distinguishes also between system responses during the action of a shock
and responses after the shock action has ceased. The spectra associated with system
motion during the shock action are called “primary spectra”; those associated with
system motion after the shock are called “residual spectra.”

Shock spectra are generally reduced to dimensionless “amplification spectra,” e.g.,
by dividing D´(�) by the static displacement due to the maximum value of F(t), or
A(�) by the maximum value of s··(t). Frequency is also usually reduced to dimension-
less form by division by some suitable frequencylike parameter.

Simple Shocks. A simple shock is one like that sketched in Fig. 4.19; it is generally
nonoscillatory, has a unique absolute maximum reached within a finite “rise time” tm,

and a finite duration t0. Spectra of simple
shocks are usually presented in terms of
ftm or �tm (and/or ft0 or �t0) or simple
multiples of these dimensionless quanti-
ties.

Shock spectra may, by virtue of their
definitions, be used directly to determine
the maximum responses of single-degree-
of-freedom systems to the shocks to
which the spectra pertain.

The main utility of the shock-spectrum
concept, however, is due to the fact that
the amplification spectra of roughly simi-
lar shocks, when presented in terms of
the foregoing dimensionless-frequency
parameters, tend to coincide very nearly;
i.e., amplification spectra are relatively
insensitive to details of the pulse form.

(Good coincidence of spectra of similar shocks is obtained for small values of f if the
spectra are plotted against ft0, for large values of f if spectra are plotted against ftm.)

The effect of damping is to reduce system responses in general. The greatest reduc-
tion usually occurs near the peaks of the amplification spectra; near relative minima of
these spectra the reduction due to damping is generally small.

The amplification spectra of simple shocks have the following properties:

They pass through the origin.

They do not exceed 2.0.

They approach 1.0 for large ftm.

They generally reach their maxima between 2 ftm � 0.7 and 2.0, but most often
near 2 ftm � 1.

MECHANICAL VIBRATIONS 4.51

FIG. 4.19 Typical simple shock and dimension-
less amplification spectrum.
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Simple shocks occur in drop tests, aircraft landing impact, hammer impact, gun
recoil, explosion blasts, and ground shock due to explosive detonations. Details of
many spectra appear in Refs. 1, 19, 64, and 72.

4.6 DESIGN CONSIDERATIONS

4.6.1 Design Approach

Since vibration is generally considered an undesirable side effect, it seldom controls
the primary design of a machine or structure. Items usually are designed first to fulfill
their main function, then analyzed from a vibration viewpoint in regard to possible
equipment damage or malfunction, structural fatigue failure, noise, or human discom-
fort or annoyance.

The most severe effects of vibration generally occur at resonance; therefore, one
usually is concerned first with determination of the resonance frequencies of the pre-
liminary design. (Damping is usually neglected in the pertinent calculations for all
but the simplest systems, unless a prominent damping effect is anticipated.) If reso-
nance frequencies are found to lie within the intended range of driving frequencies,
one should attempt a redesign to shift the resonances out of the driving-frequency
range.

If resonances cannot be avoided reasonably, the designer must determine the sever-
ity of these resonances. Damping must then be considered in the pertinent calcula-
tions, since it is primarily damping that limits response at resonance. If resonant
responses are too severe, one must reduce the excitation and/or incorporate increased
damping in the system or structure.69

Shifting of Resonances. If resonances are found to occur within the range of excita-
tion frequencies, one should try to redesign the system or structure to change its reso-
nance frequencies. Added stiffness with little addition of mass results in shifting of the
resonances to higher frequencies. Added mass with little addition of stiffness results in
lowering of the resonance frequencies. Addition of damping generally has little effect
on the resonance frequencies.

In cases where the vibrating system cannot be modified satisfactorily, one may
avoid resonance effects by not operating at excitation frequencies where resonances
are excited. This may be accomplished by automatic controls (e.g., speed controls on a
machine) or by prescribing limitations on use of the system (e.g., “red lines” on
engine tachometers to show operating speeds to be avoided).

Evaluation of Severity of Resonances. The displacement amplitude X0 of a linear
single-degree-of-freedom system (whose natural frequency is �n), excited at resonance
by a sinusoidal force F0 sin �nt, is given by

kX0/F0 � 1/2� � Q � 1/!

where � is the ratio of damping to critical damping, Q the “quality factor,” and ! the
loss factor of the system. The velocity amplitude V0 and acceleration amplitude A0 are
given by

A0 � �nV0 � �n
2X0

The maximum force exerted by the system’s spring (of stiffness k) is

Fs � kX0

4.52 MECHANICAL DESIGN FUNDAMENTALS

Rothbart_CH04.qxd  2/24/06  10:26 AM  Page 4.52

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2006 The McGraw-Hill Companies. All rights reserved.

Any use is subject to the Terms of Use as given at the website.	

MECHANICAL VIBRATIONS



The maximum spring stress may readily be calculated from the foregoing spring force.
Multiple-degree-of-freedom systems generally require detailed analysis in accordance
with methods outlined in Sec. 4.3. The previous expressions pertaining to single-
degree-of-freedom systems hold also for systems with a number of degrees of freedom
if X0 is taken as the amplitude of a generalized (principal) coordinate that is indepen-
dent of the other coordinates, and if F0 is taken as the corresponding generalized
force. Then ! � 2� � Q�1 must describe the effective damping for that coordinate.

Stresses in the various members may be determined from the mode shapes (vec-
tors) corresponding to the resonant mode; i.e., from the maximum displacements or
forces to which the elements are subjected.

For uniform distributed systems* the modal displacement Umn at resonance of the
m, n mode due to a modal excitation Gmn sin �mnt is given by

|Umn| � |Gmn|/Mmn�
2
mn!(�mn)

and is related to modal velocity and acceleration amplitudes U
·
mn, U

··
mn, according to

|Üm,n| � �2
mn|Umn| � �mn|U

·
mn|

!(�) denotes the system loss factor, which varies with frequency depending on the
damping mechanism present. For beams and plates in flexure64 ! is related to the
usual viscous-damping coefficient c and flexural rigidity D as†

!(�) � c�/D

The maximum stress �max and maximum strain �max that occur at resonance in bending
of beams and plates may be approximated by

�max ≈ (C/r)|Umn|�mn"cLngmn 
 �max"cL
2

where cL � �E�/"� denotes the velocity of sound in the material (E is Young’s modulus,
" the material density) and C denotes the distance from the neutral to the outermost
fiber, r the radius of gyration of the cross section. For beams with rectangular cross
sections and for plates, C/r � �3�. For plates Mmn � "h; for beams Mm � "A, where h
denotes plate thickness, A beam cross-section area.

The factor gmn accounts for boundary conditions and takes on the following
approximate values:

Boundary conditions on pair of opposite edges gmn

Pinned-pinned or clamped-free 1.00
Clamped-clamped or clamped-pinned 1.33
Free-free or pinned-free 0.80

For conservative design if the boundary conditions are now known one should use
gmn � 1.33. Otherwise, one should use the largest value of gmn pertinent to the existing
boundary conditions.

Reduction of Severity of Resonances. If redesign to avoid resonances is not feasi-
ble, one has only two means for reducing resonant amplitudes: (1) reduction of modal
excitation and (2) increase of damping.
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*The summary here is presented for two-dimensional systems (plates), and double subscripts are used for
the various modal parameters. However, the identical expressions apply also for one-dimensional systems
(beams, strings) if the n subscripts are deleted. See also Sec. 4.4.

†For plates D = Eh3/12(1 � �2); for beams D = EI.
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Excitation reduction may take the form of running a machine at reduced power,
isolating the resonating system from the source of excitation, or shielding the system
from exciting pressures. Increased damping may be obtained by addition of energy-
dissipating devices or structures. For example, one might use metals with high internal
damping for the primary structure, or else attach coatings or sandwich media with
large energy-dissipation capacities to a primary structure of common materials.51,65

Alternately, one might rely on structural joints or shaft bearings to absorb energy by
friction, or else attempt to extract energy by means of viscous friction or acoustic radi-
ation in fluids in contact with the resonant system. Simple dashpots, localized friction
pads, or magnetically actuated eddy-current-damping devices may also be used, par-
ticularly for systems with a few degrees of freedom; however, such localized devices
may not be effective for higher modes of distributed systems.

4.6.2 Source-Path-Receiver Concept

If one is called upon to analyze or modify an existing or projected system from the
vibration viewpoint, one may find it useful to examine the system in regard to

1. Sources of vibration (e.g., reciprocating engines, unbalanced rotating masses, fluc-
tuating air pressures)

2. Paths connecting sources to critical items (e.g., substructures, vibration mounts)

3. Receivers of vibratory energy, i.e., critical items that malfunction if exposed to too
much vibration (e.g., electronic components)

The problem of limiting the effects of vibration may then be attacked by any or all
of the following means:

1. Vibration elimination at the source (e.g., designing machines in opposed pairs so
that inertia forces cancel, balancing all rotating items, smoothing or deflecting
unsteady air flows)

2. Modification of paths (e.g., changing substructures so as to transmit less vibration,
introducing vibration mounts)

3. Decreasing vibration sensitivity of critical items (e.g., changing orientation of
components with respect to excitation, using more rugged components, using more
fatigue-resistant materials, designing more damping into components in order to
decrease the effects of internal resonances)

Vibration Reduction at the Source: Vibration Absorbers. The strength of vibration
sources may often be reduced by proper design. Such design may include balancing,
use of the lightest possible reciprocating parts, arranging components so that inertia
forces cancel, or attaching vibration absorbers.

A vibration absorber* is essentially a mass m attached by means of a spring k to a
primary mass M in order to reduce the response of M to a sinusoidal force acting
directly on M (or to a sinusoidal support acceleration when the M is attached to the
support by a spring K). If an absorber for which k/m � �0

2 is attached to M, then M
will experience no excursion if the excitation occurs at a frequency �0. (The displace-
ment amplitude of m will be F/k, where F is the force amplitude.)

For driving frequencies very near �0, attachment of the vibration absorber results
in small amplitudes for M, but for other frequencies it generally results in amplitudes
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*The discussion is presented here only for translational systems. It may be extended by analogy to apply
also to rotational systems.
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that are greater than those obtained without an absorber. Vibration absorbers are very
frequency-sensitive and hence should be used only where there exists essentially a single
relatively accurately known driving frequency. The addition of damping to an
absorber17,63 extends to some extent the frequency range over which the absorber
results in vibration reduction of the primary mass, but increased damping also results
in more motion of M at the optimum frequency �0.

Path Modification: Vibration Mounts. The prime means for modifying paths tra-
versed by vibratory energy consists of the addition of vibration mounts. If a mass M is
excited by a vibratory force of frequency �, one may reduce the vibratory force that
the mass exerts on a rigid support to which it is attached by inserting a spring of stiff-
ness k between mass and support such that k/M 
 �2/2. Further reduction in k/M
reduces the transmitted force further; added damping with k/M held constant increases
the transmitted force.

If a mass M is attached by means of a spring k to a support that is vibrating at fre-
quency �, then M can be made to vibrate less than the support if k is chosen so that
k/M 
 �2/2. Further reduction of k/M further reduces the motion of the mass; addition
of damping increases this motion.

Discussions of vibration and shock mounting are to be found in Refs. 14, 32, 55,
and 56. Data on commercial mounts may be found in manufacturers’ literature.

Modification of Critical Items. Critical items may often be made less sensitive to
vibration by redesigning them so that all their internal-component resonance frequen-
cies fall outside the excitation frequency range. Occasionally this can be done merely
by reorienting a critical item with respect to the direction of excitation; more often it
requires stiffening the components (or possibly adding mass). If fatigue rather than
malfunction is a problem, one may obtain improved parts by careful redesign to elimi-
nate stress concentrations and/or by using materials with greater fatigue resistance. If
internal resonances cannot be avoided, one may reduce their effect by designing
damping into the resonant components.

4.6.3 Rotating Machinery

A considerable amount of information has been amassed in relation to reciprocating
and turbine machines. Comprehensive treatments of the associated torsional vibrations
may be found in Refs. 42 and 72; less detailed discussions of these appear in standard
texts.17,32,61,63 A few of the most important items pertaining to rotating machinery are
outlined subsequently.

Vibrations of rotating machines are caused by the following factors; reduction of
these generally serves to reduce vibrations:

1. Unbalance of rotating components

2. Reciprocating components

3. Whirling of shafts

4. Gas forces

5. Instabilities, such as those due to slip-stick phenomena

Balancing. A rotor mounted on frictionless bearings so that its axis of rotation is
horizontal remains motionless (if subject only to gravity) in any angular position, if the
rotor is statically balanced. Static balance implies an even mass distribution around
the rotational axis. However, even statically balanced rotors may be dynamically
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unbalanced. Dynamic unbalance occurs if the centrifugal forces set up during rotation
result in a nonzero couple. (Static balance assures only that the centrifugal forces
result in zero net radial force.)

Rigid rotors can always be balanced statically by addition of a single weight in any
arbitrarily chosen plane, or dynamically (and statically) by addition of two weights in
two arbitrarily chosen planes. The procedure, illustrated in Fig. 4.20, is as follows:9

1. Divide the rotor into a convenient number of sections by passing planes perpendic-
ular to the rotational axis.

2. Determine the mass and center-of-gravity position for each section.

3. Draw a diagram like Fig. 4.20a where each section is represented by its mass
located at the center-of-gravity position.

4. Select balance planes, i.e., planes in which weights are to be attached for balance.

5. Draw a diagram (Fig. 4.20b) of centrifugal force moments* about point QA (where
rotational axis intersects balance plane A). Each moment is represented by a vector
of length miriai (to some suitable scale) parallel to ri in the end view. The vector
required to close the diagram then is mbrbb; its direction gives the direction of rb in
the end view; mbrb may be calculated and either mb or rb may be selected arbitrarily.

6. Draw a diagram (Fig. 4.20c) of centrifugal forces* miri, including mbrb. Each force
vector is drawn parallel to ri in the end view; the vector required to close the dia-
gram is mara and defines the mass (and its location) to be added in plane A. Again,
either ma or ra may be selected arbitrarily; ra in the end view must be parallel to the
mara vector, however.

Balancing of flexible rotors or of rotors on flexible shafts (particularly when oper-
ating above critical speeds) can generally be accomplished for only one particular
speed or for none at all.17,61

Balancing machines, their principles and use, and field balancing procedures are
discussed in Refs. 17, 41, 61, and 63, among others.

4.56 MECHANICAL DESIGN FUNDAMENTALS

FIG. 4.20 Balancing of rigid rotors.

*The common factor �2 is omitted from the diagrams.
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Balancing of reciprocating engines is treated in Ref. 17 and in a number of texts on
dynamics of machines, such as Ref. 23.

Whirling of Shafts: Critical Speeds. Rotating shafts become unstable at certain
speeds, and large vibrations are likely to develop. These speeds are known as “critical
speeds.” At a critical speed the number of revolutions per second is generally very
nearly equal to a natural frequency (in cycles per second) of the shaft considered as a
nonrotating beam vibrating laterally. Thus critical speeds of shafts may be found by
any of the means for calculating the natural frequencies of lateral vibrations of beams
(see Sec. 4.4.3).

“Whirling,” i.e., violent vibration at critical speeds, occurs in vertical as well as
horizontal shafts. In nonvertical shafts gravity effects may introduce additional “criti-
cal speeds of second order,” as discussed in Ref. 63. Complications may also occur
where disks of large inertia are mounted on flexible shafts. Gyroscopic effects due to
thin disks generally tend to stiffen the system and thus to increase the critical speeds
above those calculated from static flexural vibrations. Thick disks, however, may
result in lowering of the critical speeds.17 Similarly, flexibility in the bearings results
in softening of the system and in lowering of the critical speeds.

Turbine Disks. Turbine disks and blades vibrate essentially like disks and beams,
and may be treated by previously outlined standard procedures if the rotational speeds
are low. However, centrifugal forces result in considerable stiffening effects at high
rotational speeds, so that the natural frequencies of rotating disks and blades tend to
be considerably higher (and in different ratio to each other) than those of nonrotating
assemblies. A brief discussion of these effects and analytical methods may be found in
Ref. 63, a more comprehensive one in Ref. 59.

4.6.4 Damping Devices

In this subsection will be presented various devices for the damping or dissipation of
mechanical energy. For applications of elastomers employed as damping attachments
see Sec. 40, “Dampers and Elastomers,” of the Second Edition of the Mechanical
Design and Systems Handbook (H. Rothbart, ed., McGraw-Hill, New York, 1985).

Electrodynamic Damping. Electrodynamic damping is obtained when a short-circuited
electrical conductor is made to move in a magnetic field. An induced current appears in
the conductor. The conductor experiences a force proportional to but opposite to the

velocity (see Fig. 4.21). The damping force is
expressed by

F � H2A� # 10�9/"

� H2V # 10�9/" (4.67)

where F = force
H = average magnetic field strength
A = cross-sectional area of coil wire
� = length of wire
V = volume of wire
" = specific resistance

The damping constant (f � cx·) is therefore

c � H2V # 10�9/"x· (4.68)
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FIG. 4.21 Electrodynamic damper
with induced current.
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Hydromechanical Damping

Incompressible Fluids (Fig. 4.22). A general form of the damping force may be
written as

F � kx· n (4.69)

where 1 
 n 
 2. In terms of the pressure drop the equation becomes

�p � f(�/d)(x· 2/2g) (4.70)

where f = a dimensionless friction coefficient which is a function of Reynolds number
� = length of duct
d = diameter of duct

At low speeds, in which fully developed laminar flow is achieved, Eq. (4.70) assumes
the Poiseuille form

�p � (32!�/d2)x· (4.71)

where ! is the viscosity of the liquid.

Compressible Fluids. The principle of damping in this case is similar to that for
incompressible fluids. However, the fluid also acts as a spring. The total behavior can
be imagined as a spring in parallel with a damper. Assuming adiabatic compression
and ideal gas behavior, the effective spring constant of the gas can be evaluated from

k � p�A2/V (4.72)

where p = gas pressure
� = Cp/Cv

Cp = specific heat at constant pressure
Cv = specific heat at constant volume
V = volume
A = cross-sectional area of duct

Untuned Viscous Shear Damper (Fig. 4.23). This damper (also viscous-fluid damper,
untuned damped vibration absorber) consists of an annular mass enclosed by an annular
ring. A viscous fluid fills the volume between mass and casing. Since there is no elastic
connection between the casing, which is attached to the torsionally vibrating system, and
the mass, the damper is untuned. Reduction in amplitudes and a lowering of the natural
frequency are obtained without introduction of additional resonances.

Reduction of a complex system to an equivalent two-mass system yields a useful
design approximation. With JF � ∞, the system and its equivalent are shown in Fig. 4.24.
The impedance equations for steady state can be written as

(��2JD � j�c)�1 � (j�c)�2 � 0 (4.73)
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FIG. 4.22 Hydromechanical damping with incompressible fluid.
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�(j�c)�1 � [K2 � �2(JE � Jc) � j�c]�2 � TE (4.74)

where JD = mass moment of inertia of damper
JE = equivalent mass moment of inertia of torsionally vibrating systems
Jc = mass moment of inertia of damper casing
� = circular natural frequency of vibrating system with damper
�1 = steady-state vibration amplitude at damper mass
�2 = steady-state vibration amplitude at damper casing

Figure 4.25 is a plot of �2 as a function of � for c � 0 and c � ∞. For optimum

MECHANICAL VIBRATIONS 4.59

FIG. 4.25 Plot of �2 vs. � for c � 0 and c � ∞.

FIG. 4.24 (a) Complex system. (b) Equivalent two-mass system.

FIG. 4.23 Damping devices. (a) Torsional system. (b) Translational system.
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damping, the curve of � versus � has a horizontal slope at point X. Setting � � JD/JE
and solving for conditions at point X, the following useful formulas result:

�D/�2 � �2�/(�2� �� ��)� (4.75)

�2/(T0/KE) � M � (2 � �)/� (4.76)

c/(2JD�2) � � � 1/�2�(1� �� ��)(�2� �� ��)� (4.77)

|�SH/�2| � |�SH/(T0/KE)|/M � �(1� �� ��)/�(2� �� ��)� (4.78)

where �2 = circular natural frequency of torsionally vibrating system without damper
�D = circular frequency corresponding to point X in Fig. 4.25

c = optimum value of coefficient of viscous damping
T0 = excitation torque

�SH = |�1��2|
M = dynamic magnifier

Knowledge of such items as �2, T0, KE, and �2 permits the determination of �, from
which JD and c may be calculated.

In reciprocating engines � tends to fall in the range 0.4 to 1.0. Also, Jc/JD usually
lies between 0.35 and 0.8. The dimensions are so proportioned that sufficient surface
is provided for proper heat dissipation. Determination of the necessary fluid viscosity
is based upon a modified value of c which accounts for varying shear rates on the lat-
eral and peripheral surfaces of the damper.

Slipping-Torque-Type Dampers. In this type of damper, relative motion between a
shaft-fixed hub and a damping mass occurs only when the relative acceleration of the
two exceeds a predetermined value. An effective change of natural frequency occurs as
the damping mass “locks” and “unlocks” from the hub during each oscillation.
Dissipation of energy by damping occurs during the intervals of relative motion.

An analysis of the input and dissipated energy can be made by assuming continual
slip, sinusoidal motion of the hub, and a linear time variation of the damper mass. The
maximum energy dissipated is

UD,max � (4/�)�2�1
2JR (4.79)

where � = circular natural frequency of vibrating system without damper
�1 = permissible oscillation amplitude at damper hub
JR = moment of inertia of damper

Energy input Uin � T0�1, where T0 is the peak value excitation torque at the hub.
Equating input and dissipated energy yields the useful design equation

JR � �2T0/4�2�1 (4.80)

The Sandner Damper (Pumping-Chamber Type). A rim and side plates, which act
at the damper mass, and a hub are arranged to form internal cavities at certain points of
the interfaces. The cavities act as pumping chambers. Oil passes through radial passages
starting at the hub, moves to the pumping chambers, returns to the hub to pass through
spring-loaded relief valves, and then is discharged into some convenient space. The slipping
torque is accurately set by adjustment of the relief valves.

The damper moment of inertia is determined from Eq. (4.80). Maximum torque at
which slipping occurs is calculated from

TR,max � (�2�/�)�2�1JR (4.81)
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Determination of the relief-valve spring pressure can be calculated from

p�TR,max/2rA

where A is the cross-sectional area of one of the pumping chambers and r is the mean
radius to the area A, as shown in Fig. 4.26.

The Sandner Damper (Gear-Wheel Type). In this type of damper a rim is cut with
gear teeth on its inner surface. Pinions mesh with this gear and are enclosed in special
recesses in the hub. Passages connect opposite sides of each recess to centrally located
relief valves.

The rim tends to rotate the pinions because of its inertia torque. Actual rotation
takes place beyond a certain critical value as predetermined by the relief-valve adjusted
pressure. Oil is passed from one gear chamber to the next as the pinions rotate, as
shown in Fig. 4.27. Calculations for this damper are the same as for the pumping-
chamber type. However, the pressure is computed as p � TR,max/8rA, where A is the
effect area of the gear-pump recess.
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FIG. 4.27 The Sandner damper (gear-wheel type).

FIG. 4.26 The Sandner damper (pumping-chamber type).
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The Lanchester Damper (Semi-Dry-Friction Type). In this type of damper, a hub
fixed coaxially to a vibrating shaft, carries friction plates on an annulus near its rim.
The damper mass, consisting of two flywheels and loading bolts, presses against the
friction surfaces. The damper mass lies coaxial with the shaft but is coupled to it only
through the friction surfaces, as shown in Fig. 4.28.

The moment of inertia J2R of the two flywheels is calculated by Eq. (4.80).
Maximum torque is computed from TR,max � (�2�/�)�2�1J2R and is equated to the fric-
tion torque Tf. Spring load can then be computed from

Tf � 4/3�P(Ro
3 � Ri

3)/(Ro
2 � Ri

2) (4.82)

where � is the coefficient of friction, Ri and Ro are the inner and outer radii of the fric-
tion surfaces, respectively, and P is the total spring load.

4.6.5 Charts and Tables

Information on natural frequencies, spring constants, and material properties appears
in the tables listed below.

Characteristic Table

Natural frequencies

Simple translational systems 4.8a
Simple torsional systems 4.8b
Beams, bars, shafts, (uniform section unless noted otherwise):

Uniform and variable section, in flexure 4.8c
Flexure; mode shapes 4.6b
Torsion; mode shapes 4.6a
Longitudinal vibration; mode shapes 4.6a
On multiple evenly spaced supports 4.8d
Free-free, on elastic foundation 4.8h

4.62 MECHANICAL DESIGN FUNDAMENTALS

FIG. 4.28 The Lanchester damper (semi-dry-friction type).

(Continued)
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Characteristic Table

Natural frequencies (continued)

Strings, uniform; mode shapes 4.6a
Membranes, uniform:

Circular 4.8g
Rectangular and circular; mode shapes 4.6d

Plates, uniform:
Cantilever, various shapes 4.8e
Circular, various boundary conditions 4.8f
Rectangular, on simple supports; mode shapes 4.6c
Circular, clamped; mode shapes 4.6c
Cylindrical shells 4.8h
Rings 4.8i
Mass free to rotate and translate in plane 4.8i
Mass on spring of finite mass 4.8i

Spring constants

Combinations of springs 4.9a
Round-wire helical springs 4.9b
Beams with force or moment inputs 4.9c
Torsion springs 4.9d
Shafts in torsion 4.9d,e
Plates loaded at centers 4.9f

Miscellaneous

Longitudinal wavespeed and Km (for Table 4.8) for engineering materials 4.10

Tables 4.8, 4.9, and 4.10 begin on pages 4.64, 4.74, and 4.79, respectively.
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4.64 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.8a Natural Frequencies of Simple Translational Systems7,17
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TABLE 4.8b Natural Frequencies of Simple Torsional Systems7,17
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4.66 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.8c Natural Frequencies of Beams in Flexure7,33
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TABLE 4.8c Natural Frequencies of Beams in Flexure (Continued)
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4.68 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.8d Natural Frequencies of Uniform Beams on Multiple Equally Spaced Supports7,33
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TABLE 4.8e Natural Frequencies of Cantilever Plates7,33
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4.70 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.8f Natural Frequencies of Circular Plates7,33
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TABLE 4.8h Natural Frequencies of Cylindrical Shells7

TABLE 4.8g Natural Frequencies of Circular Membranes33
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4.72 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.8h Natural Frequencies of Cylindrical Shells (Continued)
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TABLE 4.8i Natural Frequencies of Miscellaneous Systems
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TABLE 4.9a Combination of Spring Constants

TABLE 4.9b Spring Constants of Round-Wire Helical Springs17
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TABLE 4.9c Spring Constants of Beams69
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4.76 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.9d Torsion Springs
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TABLE 4.9e Torsional Constants J of Common Sections47
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4.78 MECHANICAL DESIGN FUNDAMENTALS

TABLE 4.9f Spring Constants of Centrally Loaded Plates47
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TABLE 4.10 Longitudinal Wavespeed and Km for Engineering Materials
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