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8.1 INTRODUCTION—PRELIMINARY CONCEPTS

A physical system undergoing a time-varying interchange or dissipation of energy
among or within its elementary storage or dissipative devices is said to be in a
“dynamic state.” The elements are in general inductive, capacitative, or resistive—the
first two being capable of storing energy while the last is dissipative. All are called
“passive,” i.e., they are incapable of generating net energy. A system composed of a
finite number or a denumerable infinity of storage elements is said to be “lumped” or
“discrete,” while a system containing elements which are dense in physical space is
called “continuous.” The mathematical description of the dynamics for the discrete
case is a set of ordinary differential equations, while for the continuous case it is a set
of partial differential equations.

The mathematical formulation depends upon the constraints (e.g., kinematic or
geometric) and the physical laws governing the behavior of the system. For example,

8.3

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2006 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



SYSTEM DYNAMICS

8.4 MECHANICAL SYSTEM ANALYSIS

the motion of a single point mass obeys F = m(dv/dt) in accordance with Newton’s
second law of motion. Analogously, the voltage drop across a perfect coil of self-
inductance L is V = L(di/dt), a consequence of Faraday’s law. In the first case the
energy-storage element is the mass, which stores mv?/2 units of kinetic energy while
the inductance L stores Li%/2 units of energy in the second case. A spring-mass system
and its electrical analog, an inductive-capacitive series circuit, represent higher-order
discrete systems. The unbalanced force acting on the mass is ' — kx. Thus

F = kx + mXx m,k >0 8.1)
Analogously for the electrical case,
V=Lg + qglc L,c>0

following Kirchhoff’s voltage-drop law (i.e., the sum of voltage drop around a closed
loop is zero). To show that Eq. (8.1) expresses the dynamic exchange of energy, multiply
Eq. (8.1) by x dt (which is equal to dx) and integrate:

t
J Fx dt
o

X t t
J Fdx=Jm)'cht+Jk5cxdt
x 0

=X 0

Work inout mxz}’ N kxz}' mid miy ok ke

u = — — = — - — —_— —

P 2 T2y 2 T2 T2 T
AKE APE

which is a statement of the law of conservation of energy. This illustrates that work
input is divided into two parts, one part increasing the kinetic energy, the remainder
increasing the potential energy. The actual partition between the two energy sources at
any instant is time-varying, depending on the solution to Eq. (8.1).

If a viscous damping element is added to the system the force equation becomes
(see Fig. 8.1a)

mx + cx+ kx = F c>0

and performing the same operation of multiplying by x df, (dx) and integrating we
obtain

[mb&dt + chczdz + ka}'cdt = JFdx (8.2a)
0 0 0 Xo
m).cz 1 t kxz t X
—} + chzdt + —} = JFdx (8.2b)
2 0 0 2 0 X0
L [
k T—rmr\——{
F: M
v R
il !
CE
D Y
{a) {b)

FIG. 8.1 Second-order systems. (a) Mechanical system. (b) Electrical analog.
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again expressing the energy-conservation law. Note that the integrand cx? = 0 and that
the integral in Eq. (8.2b) is thus a monotonically increasing function of time. This
condition assures that, for F = 0, the free (homogeneous) system must eventually
come to rest since under this condition Eq. (8.2b) becomes

ot chzdz = const = % + =~ (8.3)

mi ok J ! miy ko

which again is an expression of the law of energy conservation. The first two terms are
positive since they contain the squared factors i° and x2, while the third term, as noted
above, increases with time. It follows that the sum of the first two must decrease
monotonically in order to satisfy Eq. (8.3); moreover, neither term can be greater than
the sum. It follows that, as t — oo, x = 0 and x — 0.

Formulation of the foregoing simple problems was based upon fundamental physi-
cal laws. The derivation by Lagrange equations, which in this simple case offers little
advantage, is (Chap. 1)

L=T-V T=3mi V=k2

For conservative systems (e.g., spring-mass),

d oL oL B
—— — —=F =mX + kx
dt ox ox

For nonconservative systems with dissipation function %,

F = 2
d oL JL oF
- == +F
dt 0x ox ox

mx + cx+ kx =F

Precisely the same form is deducible from a Lagrange statement of the electrical
equivalent (Fig. 8.10).

8.1.1 Degrees of Freedom

Thus far it has been observed that one independent variable x was employed to
describe the system dynamics. In general, however, several variables x, x,, . . ., x, are
necessary to describe the motion of a complex system. The minimum number of coor-
dinates that are so required is defined as the number of degrees of freedom of the sys-
tem. Simple examples of two-degree-of-freedom systems are shown in Fig. 8.2. The
respective equations of motion are

Mechanical: mx; + kj(x; —xy) = F (8.4a)
myXy + koxy + ki(x; — x1) =0
Electrical: Lig, + (g — @)le; =V (8.4b)
Lygs + qoler + (g2 — qi)ley = 0
derivable from force and loop voltage-drop considerations.
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FIG. 8.2 Two-degree-of-freedom systems. (@) Mechanical. (b) Electrical analog.

Another example of a two-degree-of-freedom system is shown in Fig. 8.3, a com-
pound pendulum constrained to move in a plane. While the system may at first appear
to have four degrees of freedom with the positions of m, and m, given by r,, 0, and r,
0,, r,, 0,, respectively, two seemingly trivial expressions of constraint, »; = constant
and r, = constant, show that the motion is describable in terms of 6, and 6, only. If a
spring were interposed between m, and the pivot r,, then , would no longer be a con-
stant and the motion would involve r, 0, 0,, or three independent variables, resulting
in a three-degree-of-freedom system.

8.1.2 Coupled and Uncoupled Systems

Equations (8.4a) or (8.4b) also illustrate a coupled system. The term “coupled” is a
consequence of having more than one independent variable present in each equation of
a set. In Eq. (8.4a), x, and x, and/or their derivatives appear in each of the two dynamic
equations, implying that motion of one mass excites motion in the other mass. Only in
conservative linear systems is it always possible to uncouple the system by a linear
transformation.

An n-degree-of-freedom system requires for description n independent equations,
usually of second order or lower. It is sometimes convenient to make changes in vari-
ables to facilitate the analysis of complex systems, or indeed to express the motion in
terms of parameters, which are more accessible. In any case this amounts to having

xl.=xi(q|,q2,...,qm) i=1,2,...,n

FIG. 8.3 Two-degree-of-freedom system (com-
pound pendulum).
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The ¢’s, called “generalized coordinates,” when judiciously chosen play a useful role
in the analysis of complex systems. The ¢’s need not be independent. This implies m > n
and the existence of m — n equations that connect the ¢’s, since the motion must involve
only n independent equations. The case of Fig. 8.3 is an example in whichm = 4 and n = 2
with m —n = 2 or two constraint equations, namely,

r= const r,= const

8.1.3 General System Considerations
Discrete Systems. The equations for a system of n degrees of freedom can be written as
(b,p* +cpp +d)x, + (bpp* +cpp Fdpx, o+ (b, PP+ ey pt+d)x, = f(D)
(bnlp2 +te,ptdx +--- -i-(bymp2 +ec,ptd)x, =10 (8.5a)

where p = d/dt, p* = d?/di*. Or, more concisely,

St +ep +dx =fi() i=1,...n (8.5b)
j=1
where blj, Cj dl.j are in general functions of x;, %, X;, K = 1, ..., n, and time. In terms of

generalized coordinates,

m
E (b{jp2 + cyp + dig; = Q1) i=1,...,m m=n (8.5¢)
j=1
where the Qs are the generalized forces (see Chap. 3). The number of degrees of free-
dom appears to have increased in Eq. (8.5¢) for m > n, but this really is not the case,
because of the existence of m — n constraint equations connecting the ¢’s.

The general form depicted by Eq. (8.5) is nonlinear in view of the b, ¢,, and d,.
dependence on x, and its time derivatives. Removal of this dependence yields the lin-
ear form of Eq. (8.5). Elimination of the time dependence in these coefficients yields
the linear constant-coefficient form, which is of greatest engineering interest because
it is the only one yielding completely to analysis and because a large class of systems
can be approximated by this form. This is in contradistinction to the nonlinear and lin-
ear time-variable cases for which analytic solutions are in general not obtainable and
not obtainable in closed form, respectively.

The initial state of each coordinate of Eq. (8.5) must be known [i.e., x,(0), x(0), i =
1, 2, . . ., n], before the general solution is possible; hence 2n initial conditions are
available which coincide with the maximum order of the differential equation obtained
by eliminating n — 1 variables in Eq. (8.5). If the order is less than 2n, then some of
the initial conditions are not independent.

Continuous Systems. In passing from the description of discrete to that of continu-
ous systems, the ordinary differential equation of n degrees of freedom becomes the
set of partial differential equations as n — o, i.e., the storage and dissipative elements
become densely packed. The initial conditions are similar to those of the ordinary differ-
ential equation case which required initial velocity and position coordinates of each
elementary mass particle; for now, in the limit of continuous systems, the initial dis-
placement from equilibrium u(x, y, z, 0) and the displacement velocity (du/dr)(x, y, z, 0)
as well as the conditions u(x,, y,, z,, 1) that bound the system (where x,, y,, z, are the
continuous coordinates that bound the unperturbed system) are essential. As an example,
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consider the propagation of a pressure wave moving longitudinally in an infinite elastic
dissipationless medium of small cross section. The equation of motion is derived by con-
sidering the elemental width dx having a stress o at the position x. Newton’s law of

x)

motion applied to the element of mass of unit cross section is written as

o — [0 + (90/0x)dx] = mdx(9*uldr)

—da/ox = m(9*ulor) 8.6
where m = mass density and ¢ = compressive stress.
The displacement from equilibrium u results in strain (compressive)
€ = —dulix
and by Hooke’s law,
o = —Y(duldx) (positive o is compressive) (8.7)

where Y is Young’s modulus for solids and a proportionality constant for other elastic
media. Substitution of Eq. (8.7) into Eq. (8.6) yields

(YIm)(0*ulax?) = 9*ulor® (8.8)

which is the simple one-dimensional wave equation.

8.2 SYSTEMS OF LINEAR PARTIAL
DIFFERENTIAL EQUATIONS™®

8.2.1 Elastic Systems

That class of systems characterized by interchange of kinetic and elastic energy is
termed “elastic.” The formulation of the nondissipative (conservative) type leads to the
simple wave equation

AV = 9%ulor? (8.9)

where V2 is the Laplace operator (three-dimensional in general).
Examples of such systems follow.

Hydrodynamics and Acoustics. Applying Newton’s second law to an elementary
particle yields

p(dxdydz)(avldl) = (dxdydz)F + D f (8.10)

where F represents the external forces (body forces) acting per unit volume on the element
(e.g., gravity or inertia, using d’Alembert’s principle), Zf the sum of forces acting on the
surfaces, and p the mass density. We can write

St = —(dplox) dxdydzi — (dpldy) dydxdzj — (9pldz) dzdxdyk — (8.11)
= —Vpdxdydz (8.12)

where V is the “del” or gradient operator and p is the pressure.
Substituting Eq. (8.12) into (8.10) yields

p(dvidt) = F—Vp (8.13)
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Expanding the left-hand side of Eq. (8.13), we obtain
p(av/dt + V. avlox + V,avldy + V,9v/az) = F — Vp

A\ 7

~~ (8.14)
(v+V)v

wherev = Vi + Vj+ Vk.
From continuity (conservation of mass),

aplat + div(pv) = 0 (8.15)
aplat + v-Vp + pdivy = 0 (8.16)

Equation (8.15) states that the rate of mass increase in elementary volume dx dy dz
(dp/dt) equals the rate of flow into the same volume, —dx dy dz div (pv). If
19v/dtl => 1(v-V)vl, then to a good approximation of Eq. (8.14)

pdv/iot =F — Vp (8.17)
Let the density be given by
p=po(l +€  py= const (8.18)
Taking a first differential of Eq. (8.18), we obtain
dplpy = de (8.19)
Elimination of p in Eq. (8.16) yields
de/dt + divv + v-Ve =0 (8.20)

where it is assumed that the variation of density about p, is small (i.e., lel << 1). As a
further consequence the third term of Eq. (8.20), involving space derivatives of €
which are of higher order, is accordingly dropped, leaving to a good approximation

de/ot + divv = 0 (8.21)

which, together with Eq. (8.17) in rearranged form,
av/at — Flpy + Vplpy = 0 (8.22)

provides two of the three essential relationships for small perturbation analysis; the
remaining expression is the equation of state (e.g., dp = k de).

Substituting Vp = kVe (where k is a constant) into Eq. (8.22), the following is
obtained:

av/at — Flpy + k(Velpy) = 0 (8.23)

which together with Eq. (8.21) forms a fundamental set.
Calling u the particle displacement, v = du/dz. Substituting for v in Egs. (8.23) and
(8.21) yields

o*u/ar® — Flpy + k Velpy = 0 (8.24)
de/dt + (9/9r) divu = 0 (8.25)
and e+ divu =0 (8.26)

Taking the divergence of Eq. (8.24) yields
—(9%0r%) div u — div(F/p,) + (k/p) div grad e = 0 (8.27)
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Next, substituting € for —div u results in
—(9%/or) — div(Flpy) + (klpy)V?e = 0 (8.28)
For the case div F/p, = 0, Eq. (8.28) becomes
9%€/or* = (klpy)V’e

which is the three-dimensional wave equation in €.
If, in addition, the velocity is derivable from a scalar potential ¢, i.e.,

v = grad = Ju/ot (8.29)

then substitution in Eq. (8.24) gives

(0/01) grad & = —(k/p,) grad € + F/p, (8.30)
Differentiating with respect to time and assuming F time-independent,

grad [(8%0)d — (klpg)V*d] = 0
From Eqgs. (8.26) and (8.29),
ae/ot = —div grad ¢ = —V?¢
whence, by a suitable choice of ¢,
(0%0r)b — (Klpg) V2 = 0

i.e., the velocity-potential function is also of the wave type. For the special case of
one-dimensional propagation with F = 0,

Vd = (duor)i = grad ¢
Differentiating with respect to time and substituting from Eqgs. (8.30) and (8.26),

02uor = (klpo)(9*u, Jox>) (8.31)

Transverse Motion of an Elastic String Due to a Slight Perturbation. Consider a
string under uniform tension 7}, initially stretched in a horizontal (x) direction (Fig. 8.4).
If the weight of the string is negligible compared with inertia forces and the elongation is

T+AT

§+A8

FIG. 8.4 String under tension.
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negligible, the force balance in the y direction for an elementary section of length dz is
[0(T sin 0)/9z]dz = m dz 0%ylor* (8.32a)

where sin 8 = dy/dz. Considering only small displacements from the unperturbed
position, i.e., dy/dz] << 1 and

dz = dull + (aylox)X1"*  axloz = 1

T (9y/d2)] _ o{T1(8y/9x)(9x/02)1} x _ AT (9y/dx)]
oz ax 9z ax

(8.32b)
If tension 7 is essentially constant and additive elongation is negligible,
T =Tyl + € lel < 1
then to a first approximation,

AT (9y/dx)] 9%y
AN o T() ~ 7
ax x>

and Eq. (8.32a) becomes, after dz is canceled, the one-dimensional wave equation

(Tolm) (8%y19x%) = 9*ylor

Transverse Vibration of Stretched Membrane. Consider the stretched membrane of
circular cross section (see Fig. 8.5). The transverse motion under a pressure p is found
by forming the equation of motion on an elementary annulus of width dr and again
ignoring the membrane weight,

dr(9/9r)(T2mrsin 8) = 2mrdr p + 2mpr dr (0%y/91%)

where sin 6 = dy/dr
T = tension
p = density
whence, for T essentially constant [T = T (1 + €), lel << 1]

To1 0/ 0 9? T, 0?
70,7<,7y)2 Py, p_Tog _ &
p r dr\ or p

S

y >+ = (inhomogeneous wave equation)
p ap

where V? = Laplacian operator

Ay
X
S

FIG. 8.5 Stretched membrane.
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Transverse Vibrations of a Rod. The
dynamics of motion of a uniform bar
shown in Fig. 8.6 are derived by satisfy-
ing XM = 0 and £F = 0.

V and M are shear and bending
moment shown acting on the elemental
section of length dx. F, are the vertical

; forces including the d”Alembert inertia
Center of /A force in the y direction — (m dx)(8*y/0f%).

curvature P Satisfying ZF = 0 in the positive y
FIG. 8.6 Bending of a bar. direction yields

—(aVI9x) dx — mgdx — mdx (8*ylor?) = 0

8.33
aVIax + mg + m ot = 0 (8.33a)

and satisfying the moment equation about the center of mass of the elementary section
results in

oM/ox =V (8.33D)

Now a physical relation exists between M and y which is derivable by considering
the bent section which is compressed on the inner fiber and stretched on the upper
fiber with a “neutral axis,” unstressed at the initial length (Fig. 8.6).

From geometric considerations,

dl = C()de p>> Co

8.34,
do = llp p=>> ¢ (8.344)

where p is the radius of curvature; ¢, and c, distances from the neutral axis to the outer
and inner fiber, respectively; / the half width of the elementary section; and df the half
angle subtended by the section under stressed conditions.

Density p is further expressed by (from elementary calculus)

! Pylort R (8.34b)
_—= = = — ri .
o [+ (oo 2 o ox

The strain at the outer fiber is €; = dl/l. From the geometry, the strain at any other
point is €y(y/cy) where y is the position measured from the neutral axis. From Eq. (8.34a),
dl/l = cy/p and therefore the strain at y is

€ = g(ylco) = (dlll)(yleo) = (colp)(ylco) = ylp
The stress, following Hooke’s law, is
o = Ee = Eylp

where E is the modulus of elasticity.
The bending moment about the neutral axis is expressed by

M = J yob dy

—¢;

where b is the depth and b dy is the elementary cross-sectional area. Substituting for o
the above expression becomes

€ €o
E E
J y=bdy = *J b dy
P p )
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The integral on the right is /, the area moment of inertia about the neutral axis, a geo-
metric property.

Thus
M = Ellp
R
= L and from Eq. (8.34b)
‘ ¥ ! MIEI = 8%y/ox* (8.35)
\ l Taking two derivatives of Eq. (8.35) with respect
\ i\ l . to x, one derivative of Eq. (8.33b), and substituting
\ |1 ll for dy/x in Eq. (8.33a) yields
\\l I EI%iox* + m(g + 9*/0f) = 0
WM
\| ,\\l - Torsional Motion of a Rod. Consider an elemen-
j,/ tal cylindrical section of length d/ and a twist angle
i db (see Fig. 8.7). The strain on an elemental area da
is r dO/dl, and the associated stress is
FIG. 8.7 Torsion in a rod. o = Gr(db/dl) (8.36)

where G is the shear modulus and r is the radius to the point in question. The total torque

de do do
T= da= |Gr—rda=G—|r*da=G—J
LrU a L rdlr a dlL a dl

R
where J = polar moment of inertia = Jrz da = J P2wr dr.
A o
The expression for torsional oscillations is obtained from Newton’s second law:

di(oT/91) = 1(6%6/07%) dl

JG(8°0/0r%) = 1(2°6/01%) (8.37)

where / = mass moment of inertia per unit length. For homogeneous media / = pJ and
Eq. (8.37) becomes

(Glp)(9%6/0) = d%0/ar* (8.38)

Electric-Transmission-Line Equation for Low-Frequency Operation. Consider a
section of length dx as shown in Fig. 8.8. From Ohm’s law the current density is

i=—kgradV

If the wire has cross section A where A is a vector in the direction normal to the cross
section, the total current / is

1
I=1i+-A=—-kA - gradV = fﬁgradV (8.39)

In the x direction this becomes
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dI
I Rdx  Ld T+ &
v Cd 6ix v+
1 l ldx
O~ > & -—0
fL‘ dx 7‘4

Typical element

FIG. 8.8 Electric transmission line.

where R is the resistance per unit length. The wire also acts as a distributed capaci-
tance C per unit of length; following Faraday’s law,

ag _
Cdx

Taking the partial differential of Eq. (8.40) with respect to time for the elemental section
yields

av (8.40)

1 90 av

- = 8.41
Cdx at at &41)
The charge Q which collects within the dx section is
t t a]
Q= |Idt— I+ —dx)dt (8.42)
0 o ax
J al
and therefore 90 = ——dx
ot ax
Substitution in Eq. (8.41) yields
C ax ot '

If in addition some current leaks off and is proportional to V, then Eq. (8.42) should be
modified as follows:

! ol
Q= Jldt— j([—t-*dx)dt— J(G\/dx)dt (8.44)
o ax

where G is the leakage conductance per unit length.
Taking the partial derivative of Eq. (8.44) with respect to time,

00 al

- ——dx — GVdx
ot ax

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)

Copyright © 2006 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



SYSTEM DYNAMICS

SYSTEM DYNAMICS 8.15

and replacing dQ/dt in Eq. (8.41), leads to the modified equation

ol )%
-— =GV + C— (8.45)
ox ot

Also, the inductance along the wire owing to Faraday’s law introduces an additional
voltage drop to modify Eq. (8.39) to read

aV ol
——dx = Rldx + L—dx (8.46)
ax at

where L is the inductance per unit length. Then

v ol
—— =RI+ L—
dx Jat

Combining Eqgs. (8.45) and (8.46) results in

CL6—2[+ (RC+GL)6—I+RGI—3—21 (8.47)
ar at x> ‘

and the identical formin V, i.e.,

% £\ R Y%
CL—5 + (RC + GL) — + RGV = — (8.48)
ot ot ax

Equations (8.47) and (8.48) are the telegrapher’s equation which was first reported by
Kirchhoft. Note that, if R and G are zero, they reduce to the simple wave equation.

8.2.2 Inelastic Systems

Flow of Heat, Electricity, and Fluid. The flow of heat across a boundary as given
by Fourier is

—kgradT=Q (8.49)

where Q = heat flux and 7 = temperature.
For electricity, Ohm’s law is analogous to Fourier’s law; thus

—kgrad V =i (8.50)

where V = voltage and i = current flow density.
Following Fick’s law® for flow of incompressible fluids through finely divided
porous media,

—kgradp =v (8.51)

where p = pressure and v = flow rate per unit area.
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Conservation laws applied to Egs. (8.49) to (8.51) yield the following expressions.
For Eq. (8.49), conservation of thermal energy implies

pc(aT/dt) = —div Q (8.52)

where ¢ = specific heat per unit mass and p = mass density. Similarly, for Eq. (8.50)
and Eq. (8.51), conservation of charge and conservation of mass, respectively, imply

dglor = —divi (8.53)
where ¢ = charge density, and
dp/at = —div (pv) (8.54)

where p = mass density.
Q is eliminated between Eqgs. (8.49) and (8.52) by taking the divergence of
Eq. (8.49):

pc(T/ot) = —(—div k grad T) = k V°T (8.55)
Similarly, for Egs. (8.50) and (8.53),
aglat = kV*V (8.56)
And, for Egs. (8.51) and (8.54),
aplat = kdiv (p grad p) (8.57)
If p = const, Eq. (8.57) reduces to Laplace’s equation,
Vip=0 (8.58)

If Eq. (8.52), (8.53), or (8.54) had volume sources at the points of investigation, for
example,

pc(aTlor) = —divQ + §

Then Egs. (8.55), (8.56), and (8.58) would respectively read

k V2T = pc(aT/or) - S (8.59)
kV?V = aglot - S (8.60)
kp V¥ = =S (8.61)

In the absence of time-varying potentials, Eqs. (8.59) and (8.60) reduce to the Poisson
form of Eq. (8.61), and where no source is present all reduce to the form of Laplace’s
equation (8.58). Electrostatic phenomena are closely related to the above develop-
ments. The electrostatic field E is given by

E=—gradV (8.62)
and the flux D is linearly related to E by
D =€E (8.63)

where € = dielectric constant. By Gauss’s law, which follows from Coulomb’s law of
forces,

divD =p (8.64)
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where p = charge density. Eliminating D and E among Eqs. (8.62) to (8.64) yields

p = divD = —ediv grad V= —eV?V (8.65)
V2V = —ple

which is Poisson’s equation, degenerating to Laplace’s equation in the absence of
sources (i.e., p = 0).

8.3 SYSTEMS OF ORDINARY
DIFFERENTIAL EQUATIONS

8.3.1 Fundamentals

All systems which occur in nature are nonlinear and distributed. To an excellent
approximation, many systems can be “lumped,” permitting vast simplifications of the
mathematical model. For example, the lumped spring-mass-damping system is, strictly
speaking, a distributed system with the “mass” composed of an infinity of densely
packed elementary springs and masses and damping elements arranged in some uncer-
tain order. Because of the theoretical difficulties encountered in formulating an accu-
rate mathematical model which fits the actual system and the analytical difficulties in
attacking the complex problem, the engineer (with experimental justification) makes
the “mass” a point mass which cannot be deformed, and the spring a massless spring
without damping. If damping is present an element called the damper is isolated so
that the “lumped” system is composed of discrete elements. Having settled on an
equivalent lumped physical model, the equations describing system behavior are next
formulated on the basis of known physical laws.

The equations thus derived constitute a set of ordinary differential equations, gen-
erally nonlinear, implying the existence of one or more lumped elements which do not
behave in a “linear” fashion, e.g., nonlinearity of load vs. deflection of a spring.

In mathematical terms it is easier to define a nonlinear set by first defining what
constitutes a linear set and then using the exclusion principle as follows.

A set of ordinary differential equations is linear if terms containing the dependent
variable(s) or their time derivatives appear to the first degree only. The physical sys-
tem it characterizes is termed linear. All other systems are nonlinear, and the physical
systems they define are nonlinear.

An example of a linear system is the set

d*x d*x d*x
A=+ 1=+ =5+ (sint)r, + G =0
P a2 T oap T ind
dxl d2x2
=Ly 22
dt dr

where it is noted that the factors containing functions of ¢, the independent variable,
are ignored in determining linearity, and each term containing one of the dependent
variables x,, x,, or their derivatives, is of the first degree.

Two examples of nonlinear systems are

(dx,/dt)*> + 2x; = 0 (8.66a)
X1 (dPxldf?) + x1x; = 0 Xy + dPx,/dP + dPxold? = 0 (8.66b)

In the first system, the square of the first derivative immediately rules it as nonlinear.
The first equation of the second system is nonlinear on two counts: first, by virtue of
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the product of x,, and a time derivative d°x,/ds*, and second, because of the term con-
taining the product of two dependent variables, x,, x,. Despite the linearity of the sec-
ond equation in the system, the overall system [Eq. (8.66b)] is nonlinear.

In general, and with few exceptions, the nonlinear equation does not yield to analy-
sis, so that machine, numerical, or graphical methods must be employed. Wherever
possible and under very special circumstances approximations are made to “linearize”
a nonlinear system in order to make the problem amenable to analysis.

8.3.2 Introduction to Systems of Nonlinear Differential Equations’-®

Perhaps the simplest classic example of a nonlinear system is the undamped free pendulum,
the equation of motion of which is

6 + (g/)sin =0 (8.67)

This belongs to a class of elastic systems containing nonlinear restoring forces. Here sin
is clearly the nonlinear term. For small displacements of 0, sin® = 6 and Eq. (8.67)
becomes

B+ (g/)6 =0 (8.68)
The general solution of Eq. (8.68) is
0 = Asin (Vg/lr) + Bcos (V g/lr) (8.69)

A and B are constants of integration depending upon initial conditions. As 6 gets large,
Eq. (8.68) no longer holds, and therefore Eq. (8.69) is an invalid approximation to
Eq. (8.67). Under this condition Eq. (8.67) cannot be “linearized.” Other nonlinear restoring
forces are characterized as hard and soft springs whose force F' vs. deflection x characteris-
tics are given by F = ax + bx?, a > 0 where b < 0 for soft springs, b > 0 for hard springs,
and b = 0 for linear springs (see Chap. 2). The degree of nonlinearity is measured by the
relative magnitudes of bx* and ax and implies some knowledge of x. Linearization of the
spring-mass system given by

X+ax+bx'=0 (8.70)
is possible if
6| << |ax|
for all x experienced, yielding the approximation
Xtax=0

An electric analog of this system of Eq. (8.70) exists for an LC circuit where C depends
upon ¢ in accordance with 1/C = « + Bg?.
From ¢/C + L d*q/d* = 0 the following is derived after substitution for 1/C:

Lj+ ag+ Bg =0

Another analog derives from the nonlinear dependence of flux ¢ on current i in an LC
circuit given by i = ad + B3, which when substituted in the first time derivative of
the loop-drop equation

=0 (8.71)
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d2 . d2 + 3
yields Lfi)-i-i:Lfi)—i-M
dr c dr C

Expressed in generalized form, the foregoing nonlinear spring-mass (capacitance-
inductance) systems are given by

Y410 =0 (8.72)

Multiplying Eq. (8.72) by x dt and integrating, we have

! ! el x(1)
J Wodr + J o)k dr ﬂ + J fx) dx
0 0 0 hO (8.73)

) \a*w

)'62 x(t)
— + J f(x)dx
2 x(0)

which is a statement expressing energy conservation. If V(x) is the indefinite integral,

Jfx)dx = +V(x)

Then Eq. (8.73) becomes

2 — X202 + V(x) — Vx(0)]
72 + V(x) = 202 + V[x(0)]

E (8.74)

V(x) is the potential-energy function which represents stored energy from some
arbitrary reference level, and E, a constant, is defined to be the “total energy” at any
time. Solving Eq. (8.74), we have

%= V2[E — V()] (8.75)

Qualitative Behavior of the Conservative Free System. From Eq. (8.75) it is evident
that physically realizable motion demands that £ = V(x) for all possible x. Consider a
possible graph of V(x) (Fig. 8.9) with E drawn intersecting at points 1, 2, 3, 4, which
points correspond to E; = V(x), and from Eq. (8.75), x = 0. Since f(x) = (dV/dx), the
slopes of the curve at these points give the spring force f(x). From Eq. (8.72)

X = flx) = —dV/dx (8.76)

Consequently acceleration corresponds to the direction of arrows shown for the two
possible states of motion in Fig. 8.9, implying periodic motion between x, and x, in one
case, and between x, and x, in the order. To find the period for case 1, for example,

“adx Max dx
T = — + —_— = 00— (8.77)
e, X e, X X

where integration is around a cycle loop in a phase-plane plot shown in Fig. 8.9,
where x is plotted as a function of x, and the sign of x equals the sign of dx.

For E| as in initial energy level shown in Fig. 8.9, motion is possible when E, =
V(x); it is seen that, for an initial negative velocity, the system will come to rest at
point 5 and then, from Eq. (8.76), since the acceleration at that point is positive,
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Vix) motion would start to the right. Since
| £ E, > Vfor x > x,, it is impossible for x
S ! to reach zero again, and hence motion
{ Eo 2.3 4 would continue in the positive direction

without bound.
If E = E, as shown in Fig. 8.9, E, <
V(x) for all x; this cannot correspond to

x,\/ Xyl X3 Xa X a physical system, a consequence of
E, Eq. (8.75).

]

1

: As an example of the above, the energy
i of the simple undamped pendulum is
| found from Egs. (8.67) and (8.74):
1

|

|

|

|

|

0%2 — (gl cos® = E

E where motion is indicated between 0,
V—\ and 0, for E = E, (Fig. 8.10). For E =
\_J '

E, motion continues in a single direc-
U tion, which physically amounts to
putting in more energy than that
Phase plane required to bring the pendulum into the

position where it is vertically above its
FIG. 8.9 Qualitative behavior of second-order free support
system. ’

Graphical Analysis of Second-Order Nonlinear Autonomous Differential
Equations. Consider the following form of a free second-order equation with time-
invariant coefficients:

X+ flx,x) =0 (8.78)
It is possible to analyze this very restrictive equation by a graphical method called
“phase-plane analysis.” Equation (8.78) is first rewritten as

xdxldx = —f(x, X)

dxldx = —f(x, %)% 8.79)

vig) £,

Osciligtion
™ zone

— 9

FIG. 8.10 Potential function for undamped pendulum
V(6) = [sin0d0 = —coso.
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A plot is next made of x as a function of x (phase-plane plot). At every point Eq. (8.79)
states that the slope is —f(x, x)/x.

The initial conditions x(0), x(0) place the origin of the system in the phase plane.
An arc with slope equal to —f(x(0), x(0))/x(0) is laid off over a small length terminat-
ing at x(1), x(1). The process is continued until either a stable point is reached, or a
limit cycle is manifest, or indications show the growth without bound of the system
parameters x or X. To find x as a function of time, r = J dx/x.

Several convenient techniques are available to facilitate procedures (e.g., the isocline
method), the essentials of which were described above. Special cases of phase-plane
analyses are given below.

Special Case 1: Linear Spring-Mass System

X+ hkx=0

22 2 . 2 2
kMO k()
2 2 2 2

The equation is of an ellipse in the phase plane X versus x, or if we make the following
changes of variable:

y=x/\/l; = Vk

and substitute in the above, we obtain

(dyldr)* + y* = 2EIK®

¥ + y* = 2E/K (8.80)

which represents a circle of radius \V/2E/k*> about the origin in the phase plane of
Y Versus y.

Special Case 2: Spring-Mass-Damper System

X+ct+kx=0

x—2+Jt-'2dr+ﬁ2—E >0
) ch ) c

Writing the energy form, where the damping integral is greater than zero as shown

earlier,
2 2 t
kx
% + 7 = — J'C)Czdl‘
0
k2y2 k2y2 kZ J'T
4 = F — —— | ov*dr
2 2 kl/2 N Y

The right side decreases in time, so that in the phase-plane plot the locus must lie
on a continuously decreasing radius from the origin as time increases, until the origin
is reached. The actual path is a logarithmic spiral. Other systems of the form
X + f(x) + kx = 0 are, by suitable changes of variable, shown equivalent to

y+o(+y=0
whence 4y _ 160 + )1 (8.81)
dy ¥y
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The phase-plane plot of Eq. (8.81) is obtainable by a neat method due to Liénard,
described as follows: In Fig. 8.11, first —¢(y) is drawn. Then for any point of state,
say P, the locus has a center of curvature in the phase plane located on the y axis
shown by dotted construction. The slope must be that given by Eq. (8.81), tan w. From
geometry,

1 —[$0) + ]

tan w = =
tan 6 y

Special Case 3: Coulomb Damping (Dry Friction), Second-Order System
X+csgnx +x=0 (8.82)

where sgn = sign of. The phase-plane plot in Fig. 8.12 is accomplished, following
Liénard’s method, by first plotting —c sgn x and then following in accordance with the
above description. The plot consists of arcs of two circles centered at 1 for x > 0 and 2 for
X < 0. This is shown for two different initial conditions corresponding to p, and p| in
Fig. 8.12. Note that motion stops at a position corresponding to 4 since & = 0 and the
spring force is less than the impending damping force, thus preventing motion. This can also
be shown analytically by considering two regions x < 0 and x > 0. Rewriting Eq. (8.82),
we obtain

Xdildx + (x + csgnx) =0
Multiplying Eq. (8.82) by dx and integrating for the two regions,
PR+ ¥R+ ex=E -2+ x+c)P=2E+c* i>0

Similarly, P2+ x—c)P=2E+c* <0

FIG. 8.11 Phase-plane plot of dy/dy = {—[b(3) + yI}/y
(Liénard’s construction).
Method:QR = y
0P =y — [-4()] = y + 6(5)
tan & = QR/QP = y/[y + ()]
= —1/(dyldy)

Hence it follows that the slope of line ST, perpendicular to
line RP at P, is dy/dy.
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2

Initial state
initigl state 1 )

FIG. 8.12 Phase-plane plot for Coulomb damping of
spring-mass system.
X+csgnx+x=0

Limit Cycles and Sustained Oscillations. Consider the system governed by
X+ flx,x) +x=0.1If

D <0 |xl <3 (8.83a)
ifnH >0 |xl > (8.83b)

where 9 is some positive constant, the system will exhibit a limit cycle which corre-

sponds to a closed curve in the phase plane. When Eq. (8.83a) holds, there is a net

increase in the system energy é:
2

_0 X0

§+%+ Lf(x,fc)fcdt=E 5 S = €0
et % _p_ Jf(x,x)fcdt (8.84)
2 2 o

given by the initial state £ minus the integral. Since
2% is the radius squared from the center to the point
of state in the phase plane, there is a time rate of
increase of radius every time the motion falls within
the shaded zone (Fig. 8.13) and a decrease for
motion corresponding to points outside the shaded
X zone. The type of oscillation is self-sustained and
will start of its own accord for any initial condition.
The van der Pol equation is an example of this type:

¥—ex+ Bk +x=0 e>0
if(x, %) = FP(—e + Bx)

_J ‘S’LS_L"' The term f(x, x) changes sign when

_ 2 _
FIG. 8.13 Limit cycles and sus- et Bx=0
tained oscillations.
x=*Velp=+3

(8.85)
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Limit cycles for higher-order systems are conceptually depicted by closed curves in multi-
dimensional space, which is the generalization of single-degree-of-freedom systems.

Singular Points and Stability. 1t can be shown’ that any autonomous set of nonlinear
differential equations can be represented by

X = filxn . x)
).CZ = f2(xl’ . 'vxn) (8.86)
-).Cn = fn(xls ’ -xn)

The equilbrium positions are given by the roots of

fik,..nx) =0
LG, nx) =0 (8.87)
[ eonx) =0
The roots x,, . . ., x, of this set are called singular equilibrium points where all the time
derivatives x|, X, . . ., X, are equal to zero.

The algebraic solution to Eq. (8.87) gives in general one or more sets of singular
points, e.g.,

(0)

ROUBNONSS

A )

X, first set

xﬁl) x(zl) s x,(f) second set

If the motion at any time corresponds to one of these points, the system is at rest. If
left undisturbed, from Eq. (8.86), x;, = x, = --- = X, = 0, the point (in phase
space), and therefore the corresponding motion, does not change in time; i.e., the sys-
tem remains at rest. If, however, the point is disturbed from its equilibrium position
(perturbation), it is of interest from the stability point of view as to whether or not it
will return to the point. If for a small perturbation from equilibrium the system tends
to return to the same equilibrium position as t — 0, the system is said to be “asymp-
totically stable.” If, however, the system diverges from the equilibrium point, it is said to
be in a state of “unstable equilibrium,” or the point is unstable. Special points in which
neither of these events occurs are said to display neutral stability and are exceptional.
To test stability, the nonlinear system is “linearized” in the neighborhood of the equi-
librium point x;, X, . . ., x, by performing a Taylor’s-series expansion about the point
and ignoring terms higher than the first power of x,. The typical expansion is

o _ Jf; — .
fi=filx, xp0 .0x,) + E(fo') (x; — x;) + higher-orderterms j = 1,2,...,n
i \OXi/ y=%
af; _
We define — = aj fi= zaji(xl - x)
axi X=X i

Since the constant term vanishes; i.e.,

fixu X .0 %) = 0
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which is a consequence of the definition of the equilibrium point. For convenience, the
substitution

X = X1 =W
X T X2 =)

yi=apy tapy, + oo toapy,
............................... (8.88)

This is the well-known linear set whose solution is of the exponential type. Assuming
a solution,

v =AM

and making this substitution in Eq. (8.88) yields

0= (a;; — NA + apA, + -+ +a,A,
=aA + (Ap — NA, + -+ T a4,

o
I

(8.89)

ap — N aip T Aip
a1 ap — N Aon =0
ay) [23%) Ay — N
which when expanded leads to an nth-order algebraic equation,
bN'"+ by N+ bix+ by =0 (8.90)

which has n roots for A\, the characteristic roots of the matrix

Each root corresponds to a solution y; = Aje)"”. If X, has a real part greater than zero, Y
will grow without bound. Hence the necessary and sufficient condition for stability at
the equilibrium point is that Re A, < 0 for all roots, i = 1, . . ., n. As an example, con-
sider the second-order van der Pol equation (8.85) in the form

xX=v
. _ 2
vV=e€v—Bxv-—x

The only equilibrium point is x = v = 0, obtained after invoking Eq. (8.87).
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Expanding about x = 0, v = 0, carrying linear terms
xX=v
v —x + ev
The characteristic roots are found from

’—x 1

=0
-1 €— N\

“Ne—=N+1=0 A= (e = Ve — 4)2

It is evident that one or more roots must satisfy Re A > 0; therefore, the system is
unstable about the equilibrium point as observed previously. Note that, if € is negative,
the system is stable.

8.4 SYSTEMS OF ORDINARY LINEAR
DIFFERENTIAL EQUATIONS'"-14

Formulation of the linearized form of a lumped dynamic system leads to a set of linear
differential equations. The question of validity in assuming linearity is, in general,
complicated. One method (though not conclusive) is to assume a linear form, solve the
set, cast the solution into the original form to measure deviations from linearity, and
finally, on this basis, render a decision on validity. An example is the simple pendulum
undergoing a forced vibration where the steady-state solution is of interest:

f + wgsind = A sin ot w} = gll
The linearized form and its characteristic solution are
6+ wf 0 = A sin o
0 = [A/(w§ — w?)]sin wr
And therefore 6 is bounded by
161 = 1A1/(wf — o)
The linear form is valid if (sin 6 — 6)/6 remains small for all motion, i.e.,
[(sin® — 0)/0] < 1
But sin =6 — 0¥/3! + 05! — - -
Therefore
sin0/6 = 1 — 0%3! + 0%5! — - - | (sin & — 0)/0] = 6%3!
and the necessary condition for validity becomes
16731 <1
Linear systems are classified as time-variant or time-invariant and in the former
derive from a system containing time-variable parameters leading to product terms in

independent and dependent variables, e.g., sin [at(d>x/dt?)] and r2x, whereas the time-
invariant case shows no parametric dependence on time.
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An example of a time-variable linear system is that of a rocket propelled in free
unidirectional flight by a jet-exhaust thrust C(7). Fuel expenditure results in a rocket
mass loss. The equation of motion is

m(t) dvldt = C(t) (8.91)

with m(#) and C(7), the mass and thrust, connected under some broad assumptions by
the linear differential equation

C(t) = —kldm(t)/dt] (8.92)
The solution is
v — v(0) = k In [m(0)/m]

This is an exceptional case since a closed solution is obtainable. More generally, how-
ever, time-variable systems are practically invulnerable to analytic attack in contrast to
their time-invariant counterparts whose solutions are completely known.

Properties of Linear Differential Equations. The general properties of linear differ-
ential equations are stated as follows:

1. The general homogeneous linear equation is expressed in operator form
DY) = f(n)

with initial conditions
Y(0) =qay  Y(0) = a (@ 'd" MY (0) = a,_, (8.93)

D is the linear operator of nth order:

n dnl
D = Epm(t)ﬁ

m=0

where P (1) is the coefficient (function of time in general) of the nth derivative
term.

2. The linear operator has the properties

D(ay) = aDy (o = const)
D(y; + y,) = Dy, + Dy,
Therefore, D(ay, + By,) = a Dy, + B Dy,

3. The complete solution to the homogeneous equation D(Z) = 0 of the nth degree is
the sum of n linearly independent solutions, viz.,
7z = b]Z] + b2Z2 + .- +bnzn

where b, . . ., b, are constants which can be adjusted to satisfy 7 initial conditions
of the problem.

4. The general solution to Eq. (8.93) is the sum of two solutions ¥ = Z + X, where Z
is the total solution to the homogeneous equation

D(Z)=0 (8.94)
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and X is any solution to D(X) = f(t) regardless of initial conditions. It should be
emphasized, and is implied, that X is not unique, containing any number of solu-
tions to the homogeneous equation, e.g., ¢,;z, + -+ + ¢,z .

5. If the solution to D(X) = f(t) is confined to be the asymptotic solution (i.e., the
solution as t — oo, then this solution X A X is called the “particular solution” and
the remainder Z = b\z) + byz, + - - - + bz, A Z, is called the “complementary
solution” and is called the “transient solution” if it vanishes with time. The terms
by, ..., b, are chosen such that all initial conditions of Eq. (8.93) are satisfied.
Then since the solution to Eq. (8.93) is unique,'!

Y=X +Z=X+2Z

6. Another important specialized partitioning of X and Z restricts X to satisfy zero initial
conditions, i.e., the solution to D(x) = f{(z) for

m—1

X(O) :X(O) = :F

X(0) =0
which is

X(]) = J;)W(l, T)f(T)dT

where W(t, T) is the solution to

DW) =38t —T)

W(t, T) = 0 fort=T, and 8(¢r — T) is defined as the Dirac delta function. The
remaining part of the solution is

Zoyy =z t et g,

where the ¢’s are chosen to satisty the initial conditions of the problem, which are
absorbed in the z’s alone.

Y(0) = Zyy(0) = S e0)
i=1

Y/(0) = Z) (0) = ez 0)
i=1

Y"(0) = Z{y (0) = Xezl(0)
i=1

dn*l d’FlZ(])(O) n dn*l
Y0 =—"4—= i (0
170 ! § ¢t gp170(0)
and Y=X(l)+Z(l):X+Z

7. As adirect consequence of property 6, the principle of superposition follows. For a
system initially inert, i.e., for zero initial conditions,
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Y, is the response to a forcing function f|(?)
¥, is the response to a forcing function f,()
The response y to forcing function f(r) = of|(?) + BA(H) isy = ay, + By,.
8. The necessary and sufficient condition that the solution y be bounded in Eq. (8.93)
for any bounded input f(7) is that

J [W(t, D dT <M < o
0

where M is some arbitrarily large positive number. Systems satisfying this criterion
are said to be stable.

9. The fact that n solutions to Eq. (8.94) are linearly independent requires that the
wronskian be different from zero at any point in the interval #, <t <t, where Eq. (8.94)
is valid.

21 21 e Zn
dz,/dt dz,/dt A dz,/dt
W, (21, 22, . . s Z,) = det ! 2
_dn_lzl/dlﬂ_l dn_lzz/df"_l e dn_lzn/dfn_l

The wronskian of the solutions to
d'Zldt" + Q- (@ ')d""") + -+ +Qi(dddt + Qy(t)z = 0

is given by

t

Wr(zl’ R Zn) = Wr[Zl(T)’ ZZ(T)y cees Zn(T)] exp J Qn—l(-x) dx (895)

As a direct consequence of Eq. (8.95) the wronskian of a set satisfying Eq. (8.94)
either does not vanish at all or vanishes identically since the exponential term cannot
vanish.

8.4.1 Introduction to Matrix Analysis of Differential Equations’®
The nth-order differential equation
Ay ldf" + Q,_ (@ 'y ldf" ) + -+ + Qpy, = F (8.96)
can be written as n first-order differential equations
dy /dt = y,
dy)/dt = y;
............ (8.97)
dy,-Jdt""! =y,
dyddt = =0y 1yp = Qp-2Vp-1— =+ — Qi + F
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which in matrix form is written as

1
Y2
3
dy
& AV +f =|. 8.98
r y y (3.98)
Yn
In Eq. (8.97),
0 1 0 0 0 0 | o]
0 0 1 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1 F
L—00 —O =0 03 - —0p2 —Qu1 -7

Equation (8.98) is linear if matrix A = A(¢) and f = f(¢) and linear time-invariant if A
does not depend on ¢.
Following classical methods, the total solution to

dyldt = Ay + £(t)

is the sum of two solutions, one to the homogeneous equation

dz/dt = A(t)z (8.99)
plus any solution to
dx/dt = A(Hx + (1) (8.100)
where y=x+tz

The general solution chosen here will let the homogeneous solution satisfy the ini-
tial conditions of the problem, i.e.,

y(0) =2z(0) =c
and the remaining solution satisfy the null-vector condition at t = 0,
x(0) =0
so that y(0) = z(0) + x(0) = y(0) + 0 =y(0) = ¢

as required.

If the solution to Eq. (8.99) is known, the solution to Eq. (8.100) can be obtained
by Lagrange’s method of variation of parameters as follows: Consider the matrix dif-
ferential equation

dZ(nldt = A(D)Z(1) Z.(0) = I(initial conditions) (8.100a)
Postmultiplication by ¢ yields
d(Ze)/dt = A(Zc)
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From this and Eq. (8.99) it follows that

z = Z(t)c = Z(1)z(0)
Now let y A Z(hu (8.100b)
Substituting for y in Eq. (8.98),

dy du  dZ(1)
— =A[Z{u] + f=Z(1)— +

it (DIZ(1)u] 0 &
whence f = Z du/dt. Premultiplying by Z™! yields Z~'f = du/dt, and integrating after
separation of variables gives

u= Z(z)% + A(DZ(Hu

u=u(0) + JZil(T)f(T)dT

Premultiply by Z(#) to give

1

y = Z(tHhu = Z(ne + JZ(t)Z—'(T)f(T)dT (8.101)
0

where u(0) = y(0) = ¢ from Eq. (8.1000) and Z(0) = L.
For the time-invariant case,

ZNZL (1) =Z(t —7)
and Eq. (8.101) takes the simpler form

y = Z(1)e + JZ(r — Df(1)dr (8.102)
0

Eqgs. (8.101) and (8.102) hinge on the solution to the homogeneous matrix equation
dZ/dt = A(t)Z (8.103)

However, for A(z), the time-variable case, a solution is rarely possible. For the time-
invariant case,

dZ(r)ldt = AZ(1) Z(0) =1 (8.104)
The formal solution is
Z(1) = M
which must be defined as
© AN
e : % n!
and Z(t + 1) = eAlTD
Equation (8.102) then becomes
‘
y = éte + LeA@*ﬂf(T) dr (8.105)

Equation (8.105) is in a form that is not useful for quantitative analysis.
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It is desirable to obtain Z in closed form. If Z is represented by column vectors

-2 21
(1) (n)
z-| 2 2 A L@ L6 g
Zg,l) Zfin)
10 o 0 0]
01 0 0 0
0 0 1 0 0
then dZ/dt = AZ Z(0)=1=
00 O 1 0
L0 0 O 0 1]
is equivalent to n equations
o
0
dzV
%: AZD () =
_O_
....................... (8.106)
o]
0
dz™
Zl =Az"  2"(0) =
_1_

The homogeneous matrix equation possesses n possible solution vectors. Assuming
one such vector solution

z® = WMt j=1,2,...n
and entering this into Eq. (8.106) yields
)\jc" = Ac® (8.107)
(A - )\J.lc"') =0
which is the eigenvector equation that must satisfy
A—NII=0

an nth-order equation yielding n roots for A, The discussion here will be limited to
distinct roots. '

For each \. so found there exists a column vector formed from the cofactors of any
row of (A — )\jl ); let the matrix formed by the n column vectors thus formed be called B:

= [ck) k@ ... ckon
B =|c c ckm]
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Equation (8.107) can be represented as

N0 0
AB-BA A-| " )‘2 0
0 0 \,
Premultiplying by B! yields
B 'AB=A

which shows that A is diagonalized by a linear transformation.
From Eq. (8.100a),

dZ/dt = AZ Z0) =1
Let W be introduced by defining the transformation
7 = BW
Substituting in Eq. (8.100a), we have

d(BW)/dt = A(BW)
B(dW/dt) = ABW

Premultiplying by B~!, we have

N O 0
dW 0 XN -+ O
— =B 'ABW = AW = ’ w
0 0 N\,
The solution for W is easily verified to be
M0 0
0 Nt 0
w=| LB wo-=B"
0 0 eM

NeMt 0 -0 N O - 0 Moo -0

0 Ne™ -0 gi=| O N 0 0 e U

00 ....... )'\'e&;f oo ...... )\ 0 ..0 ....... e'x;r'
dW/dt = AW

Z(0) =BW(0)=BB !=1
as required.

Linear Time-Invariant Systems.’>** The important property that distinguishes these
systems from the time-variable systems is the following:
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1. If the input f{(¢) yields the response y(¢), the input f{(t + T') yields the response y(t + T)
(where all initial conditions are zero). As a consequence of property 1 and the super-
position property we have the following property.

2. The response to the derivative of an arbitrary input is equal to the derivative of the
response. If f(r) — y(#), then

ft + ¢ *f(t)_)y(lJrE)*y(l) e—>0
€ € f 0=y

or, vectorially, f(f) — &[y(7)] where ¢ is a linear time-invariant operator. Then

fe+e — ()  dly(r+ €~y _ oy . 7 0’

€ € (1) — Ly’ (1)]

3. The solution to a free (homogeneous) time-invariant system of equations is com-
posed of exponential terms, there being as many terms as the highest degree of the
differential equation obtained in one dependent variable. These terms must be lin-
early independent, satisfying W_# 0.

The general form of the coupled time-invariant system of n degrees of freedom is

a]](p)y1+ 012(17))’2 +-t a],,(P)yn :jl(t)

.................................. (8.108)
a,(py, +ay,(py, + - +a,lpy,=f®
In matrix-operator form,
_fl _
) f
an(p) anlp) - ai(p) .
A(p)y = () Alp) = f=
anl(p) an2(p) e ann(p)
L/
(8.108a)

where p is the differential-integral operator defined by
Adl) 1A J ’
= — - = dt
P= » A%

For linear passive systems (i.e., involving inductance, capacitance, and resistance or
inertia, spring, and damping), each coefficient takes the form

ap)=Lp+1Cp+R,

where L, Ci/., and R, are constants.

Recall that the general solution to Eq. (8.108) is composed of two solutions, one to
the homogeneous system,

ay(pzy +ay(p)z, + -+ ay,(p)z, =0
AP)Z=0 0or . (8.109)
anl(p)zl + an2(p)z2 o +am1(p)zn =0
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and one to the inhomogeneous equation,
A(p)x = f()
Thus the total solution is y=Xx+z (8.110)
To find z assume, as before, the exponential form [similar to Eq. (8.106a)]
7 = C(li)e)\t
7 = e
Z =
z, = cDeM
Substitution in Eq. (8.109) yields
a,(Me, +a,,(Mey, + - +a, (Mc, =0
(8.111)

ANMNe=0 or
a,(Nc, +a,(Nec, + -+ +a, (M, =0

From linear theory a solution c,, c,, . . ., ¢, different from zero (the trivial case) can
exist if and only if the determinant vanishes; thus

ap (N ap(h) o a(N)
det [AV)] = 0 ay(N)  an(N) e ay(N) | 0
anl()\) anZ()\) T ann()\)

which leads to an mth-degree algebraic equation in \ called the characteristic equation

of the matrix A. In general, m # n and m = 2n for passive systems.
The mth-degree equation yields m roots A}, N, . . ., A, each of which satisfies Eq. (8.111).

If the roots are distinct, the corresponding ¢ column vector

€1

2

Cn

can be found for each N, being the cofactors of any row of A(Ai) in order from left to right:
¢, = cof (ajl); ¢, = cof (aﬂ); ¢, = cof (ajn) for any j. The solution to Eq. (8.109) is then

7 = C(ll)e)\|t + C(]2)exzr+ et C(lm)e)\mt
n R
z= >N or L
i=1
Z, = cE,l)e)‘" 4 6'512)6)\2t 4o 4 cilm)e)\mt

If some of the roots are repeated, then the above fails and these roots of multiplicity
vj(vj > 1) yield the solution
Sie? + d% + - - + hO e
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The total solution is

m—q+1 1
z= > M+ el +aV + - + WM g = Dy
i=l+1 j=1

Alternatively, and if interest is focused on one of the dependent variables in Eq. (8.109),
then all other variables can be eliminated to yield
an(p) - anp)
det| .................. z=0 or [A(p)lz =0 i=1,2,...,n
anl(p) e ann(p)

giving the identical homogeneous equation for each of the dependent variables. If, as
before, the exponential form z, = cle“ is assumed, substitution gives IA(}\)Icle“ =0,
where for ¢, # 0, IA(M)l = 0, giving the same characteristic equation for the exponen-
tial constants as before. The inhomogeneous reduced equations from Eq. (8.108) are
formally obtained by purely algebraic considerations as

APy, = X My(p)i  j=12...n
i=1

where M,.j is the cofactor of the element in the ith row and jth column of A.
Let IA(p) & D)
D(p)y; = > My(p)fi()  j=1,2,...n
i=1

From the previous considerations,

D(p)zj =0 (8.112a)
D(p)x; = X My(p)fi()  j=12,...n (8.112b)
i=1
=%ty

To conclude, in general the solution Xx; may be determined without regard for the ini-
tial conditions. It can be obtained in many ways depending on the character of the f’s.
If the f’s are known as a finite power series, the method of undetermined coefficients
will be expeditious; if it has more general behavior, it may be convenient to use the
method of variation of parameters; if f;’s are exponential (including sin, cos, sinh, cosh)
then an assumed exponential solution for each exponent will yield the answer; if the f’s
are periodic, by Fourier analysis these can be reconstructed as exponential functions
and solved as outlined above; if f’s are not periodic, having certain restrictive integral-
convergence behavior, Fourier integral methods can be utilized. Last and most powerful
is the Laplace-transform method, which not only has the widest range of applicability
but can be utilized to obtain y (the total solution) directly.

8.4.2 Fourier-Series Analysis

If f(¥) is real and periodic of period 7, with few restrictions, it can be approximately expressed
as a linear sum of sine and cosine terms (Fourier series) or exponential terms. That is, if

f@O=ft+T)
then fly =— + Ean cos wgnt + b, sin wynt
n=1

4
T
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where w, = 2m/T and a,, b, are real constants. Alternatively,

+oo

) = > ¢ (8.113)

n=-ow

t+T
where a, = J f(r) dt
't

K
Il

t+T
J f(t) cos nwyt dt
't

N

5 (T
. }J' f(2) sin not dr
t

1 t+T
Cn = *J f(0) e de
1

T
2¢,=a,—jb,
2c_, =a,+jb,
Let ¢/ be the input f; in Eq. (8.112). For a response X,Jl = (]'w)ej(’" it is required

to find H, (}m) From Egq. (8.112) it is clear that all operations on ¢/’ are equivalent to
replacmg p by jo and Eq. (8.112) becomes, for f, = ¢/*",

D(J(’J)H (](D)elmt = Mij(jm)e-i‘”t
yielding xﬁjl) = H,-j-(jw)ej"” _ M;(jw) oot

D(jo)
= [P(jo) + Q(jw)le""

= R(jo)e*e" b = tan”! ;;ng;n)
= R(jw)d“®  R(jw) = [P*(jo) + Q*(jw)]"? (8.114)

where P(jw) and R(jw) are real and therefore even functions of jw, and Q(jw) is imag-
inary and an odd function of jw and the following properties apply:

O(jw) = —0(—jo) odd function
pliw) = p(—jw)

. . even functions
R(jo) = R(—jw)}

Similarly for an input e /!, the output is

Xf-,?) _ HU(_jm)e—jmt = [P(—jo) + Q(—jm)]eij“” = Re/Y oot

Since ¢ = tan”! M - tan—l]Qﬂ S
P(jo) P(jo)
the response X? is
XSIZ) = Hl_'/'(_j(l))e_jwt = Re_j(w’+¢) (81 15)
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The sum of the responses is

XD+ X = Hyj(—jw)e 7 + Hy(jo)e® = RSCH®) 4 Reortd)
= 2R cos (ot + )

which is just twice the real part of either response or
X))+ X = 2Rex)) = 2Re X

showing that the total input, &°' + ¢/ = 2 cos wt, results in an output of different
phase and amplitude.

H,(jo) = M(jo)/D(jw) = R(jw)el?

is called the “transfer function” for sinusoidal inputs (real frequency) containing both
amplitude and phase information.

It follows readily from superposition that the periodic responses to forcing func-
tions having Fourier-series representations are available as a sum of responses of the
form

X = ERan sin (nwot + &,) + Rb, cos (nwyt + b,,)

n=0
where (bn = d)(]nm()) and (b*n = d)(i]nw())
+x .
or X = 3 Re,@nte)

n=-—ow

8.4.3 Complex Frequency-Domain Analysis'®

It is often convenient to cast the linear system from its time-domain representation
into a frequency-domain form in order to simplify analysis or exhibit more clearly cer-
tain of its important properties (e.g., spectrum, stability). The Fourier- and Laplace-
transform methods are most prominent in this regard.

Fourier-Transform Method. 1f the input forcing function(s) are not periodic func-
tions of time, the Fourier-transform method may be employed to solve Eq. (8.112) for
each input f; whenever

+o0
J If; (D)ldr < oo (8.116)
That is, the absolute convergence of the infinite integral is a sufficient condition for
Fourier transformability. Examples of functions not satisfying Eq. (8.116) are the step
function,*® sinusoid, rising exponentials, and functions containing ¢ to positive expo-
nents, e.g., ramp function (af). Examples of functions satisfying Eq. (8.116) are pulses
of finite duration. The Fourier-integral theorem asserts

fn) = i J dw f AT)e=Dar (8.117)

*These have Fourier representations despite violation of Eq. (8.116). Note that Eq. (8.116) is only a suffi-
cient condition.
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If f(#) has a finite discontinuity at any point, then this integration will yield the average
value of f(r) at the discontinuity. From Eq. (8.117) the Fourier-transform pair is
obtained:

flo) = ﬁj F(jo)e’”do = f F(j2nf)e”™ df (8.118a)
F(jo) = J fle e dr = J F(O)e Pt dr (8.118b)

where F(jo) is in general complex and is denoted as the complex spectrum of f(z).
Equation (8.118a) can be imagined to express f(¢) as the infinite sum of Fourier com-
ponents F(jow)e® dw/2w. From the superposition principle, the total response is made
up of the sum of each of the responses H](ju))ef‘”’ dw/2w, where H, (jm) was defined as
the real frequency-transfer function, and the sum is expressed ( since it is continuous
in ) as

x(r) = i f H;(jo)F(jo)e’ dw (8.119)

But x(7) has a transform representation from Eq. (8.118):

2

—o

(™ ,
x(1) = 7[ X(jw)e™ dw (8.120)
The integrals Eqgs. (8.119) and (8.120) are evidently identical. Hence
X(jo) = Hy(jo)F(jw) (8.121)

which gives the important property that the product of the transfer function (at real
frequency) and the Fourier transform of the driving function yields the Fourier trans-
form of the response.

Consider the linear time-invariant differential equation

d"x d"'x 1 (" .
— 4 o — F e+ — = F : Jot
P S e O = fl)  f1) Py L (jo)e’" do

In terms of the Fourier transforms of x and f(7), this equation becomes

ooy g or e gt = 55| R do

27 ) L -
1 (" A d* 1 (7
where x(1) = %Ly X(jow)e! dw ol ELW (jo)*X (jw) do
Fi
whence X(jo) = 0

(jo)" + Ay (o)™ + -+ Q1 (jo) + Qo
The Fourier transform, in terms of its real and imaginary parts, is
X(jw) = M'(jo) + N'(jo) = M(w) + jN(w)

where M is an even function of w and N an odd function of w.
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Then

x(1) = ﬁﬁ [M(w) + jN(o)]e/ do

(™
= 27J [M(w) cos of — N(w) sin wt] dw
T )

1 +o
*J' (M cos wt — N sin ot) dw (8.122)

-0

where only the even parts of the integrands can contribute because integration of the
odd terms vanishes over the infinite limits. Now for the system (causal)

x(1) =0 fort <0
which is mathematically equivalent to
x(=)=0 fort>0

Substitution in Eq. (8.122) yields

L
x(—=1)=0= 7,[ (M cos ot + N sin of) dw t>0 (8.123)
™ Jo

Adding Eqgs. (8.122) and (8.123), we obtain

™ )=

2 o 1 +oo
x(1) = *J' M cos ot dw = *J M cos wt dw t>0 (8.124a)
o

Subtracting Eq. (8.123) from Eq. (8.122),

2 % 1 +oo
x(1) = —*J N sin of do = —*J N sin ot dw t>0 (8.124b)
™ Jo

T )

Since x(#) has two integral representations, they are equal:

2 (7 .
—— | N sin of dw
o

5 (*
*J M cos ot dw
0 ™

m

J M(w) cos ot do = —J N(w) sin wt dw
o o

+oo
M(w) = J x(1) cos wt dt (8.125a)

N(w) = fj x(2) sin wt dt (8.125b)
which are the real Fourier-transform coefficients and together with Eq. (8.124) con-

stitute the real Fourier-transform pair. Properties of Fourier transforms are given in
Table 8.1.
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TABLE 8.1 Properties of Fourier-Transform Pairs
Property Fourier transform Time function
+F(w) . 0]
Basic pairs F(w) = f fhe iot dt f@©) = 1/2x f . Fw)ei®t do
- -

Linearity, a1 and
az constants

arFi(w) + a:F2{w)

ar1i(t) + asfxt)

Time multiplica-| 1
tion, a real con- ﬁ F(w/a) f(at)
stant ¢
Time shift F(w)e™#h @t — t)
Frequency multi- ¢
plication, a real | F(aw) fﬂ#
constant a
Frequency shift | F(o — wi) Ftyeiant
Time differentia-
tién (Jw)*F(w) (@ /dt") f(t)
¢
Integration (1/jw)F(w) ] e f(z) dz
Frequency differ-
entiation JM(d/dw™)F(w) f(e)
. . +
Convolution time F1(@)Fa(w) / ° filt — DfAT) 8T £ fi(t) * f2t)
—_

domasin

Convolution fre-
quency domain

Fi(w) * fz(w) =
! Fi(w — 2)F2(w) dz

Z"-ﬂ

B E10)

Forms for real f(2)

F(@) = R(w) + jX (@)

10 = 1 [7 1RG) cos at do
RB(w) = / e F(£) cos wt dt - — X () sin wt] dw
T 4w ) = 1/r | [P cos (ot + $) dw
X = - f_c. JOsin et dt| o on X(e) /B ()
Forms for real X(w) =0 .
even f(t) R(w) = —2 [0 #¢) sin wt dt @ = —]./7r/;’ R(w) cos wt dw
Forms for real R{w) =0 .
odd £(0 X = =2 [ 10 sm | 7O = ~1m J7 2@ sin wtao
J(®) causal,
ie. =0 «© . w©
;:r'tfg>0 Flw) = /0 J®eitdt i = 2/#/0 R(w) cos wt dw
= B(w) +7X(w) = —2/7 ﬁ)w X(w)sinwtdw t>0
Forms for periodic g I = s (a_ + T
function 2 5w — wa «
o =g+ | L T - Z anein
" o n
an = l/T/o feiomtar |, _37o8
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Laplace-Transform Method. When Eq. (8.116) does not hold for a forcing function
f(t), recourse may be taken to the unilateral Laplace-transform method provided that
f(t) = 0 for t < 0 and there exists a positive number ¢ (in most physical problems of
interest one exists) such that

f If(Dle” " dr < (8.126)

The minimum value of ¢ for which Eq. (8.126) holds is designated as the abscissa of
convergence, equal to c¢,. Equation (8.126) ensures that the Laplace transform of f(7),
written £{f(f)} and defined by

F{f(0)} = J fo)ye " dt = F(s) (8.127)
o
will converge to a function of s. s is a complex variable given by

s=c+jo c=c

Examples of ¢, are for f(r) = sin t, ¢, > 0; for unit step, ¢, > 0; for "e?, ¢, > d, n
finite, d real. An example of a function where ¢ cannot be found to satisfy Eq. (8.126)
is f(t) = exp " for n > 1, and Laplace methods will accordingly fail. Equation (8.127)
looks like the Fourier transform of f(f)e~" if f(t) = 0 for t < O:

Z{fn} = F{fine '}

where % A Fourier transform. Invoking the Fourier-transform theorem [Eq. (8.117)]
and manipulating, we find

—x —

4o foo
f(e " = 7J' dw J' AT)e Te/t=1) gt

1 + o0 +o
= 27,[ e dw J fDe= i gt
T w

—x —

+joe

) = L j eletion M J ADe «HOTqr  AT) = 0for T < 0
2 | jer J o

Since s = ¢ + jw and c is a constant, ds = d(jw) and the above becomes

1 ¢+ joo o 1 c+joe
) = —J e ds [ f(De™*Tar = —[ P{f(D}e ds
2’1T_] c— joo 0 277_] e — joo
1 c+joe
= 74{ F(s)e* ds
2] Je—jeo (8.128)

Equation (8.128) is the inversion form for going from £{f(7)} to f(¢). Equations
(8.127) and (8.128) constitute the Laplace-transform pair.
From Eq. (8.114), the real-frequency transfer function

H,(jo) = M, jo)/D(jo)
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was deduced for sinusoidal inputs. Similarly, consider the response [Eq. (8.112)] x;
due to f;:

D(p) (1) = M(p)f (1)

where D(p) and M,y( p) are linear differential operators. For zero initial conditions the
Laplace transformation of both sides yields

D()X,(s) = M (s)F(s) (8.129)

Transfer Function. From Eq. (8.129), dropping all subscripts for clarity, X(s)/F(s) =
M(s)/D(s) = H(s), which is, by definition, the transfer function where s replaces jw in
the argument H(jw), the real-frequency transfer function for sinusoidal input. H(s) in
itself has no physical significance; it contains however, the complete characterization of
the system. This is in contrast with H(jw) which gives the steady-state response to a
sinusoidal input, its amplitude being the gain and its argument the phase difference
between output and input.

It follows that, if H(jw) is a known analytic function of jw, then H(s) is immediately
available (by analytic continuation) for a complete system description.

The total response y(f) satisfying the equation

D(p)y(t) = M(p)f(ty  f(t) =0fort <0 (8.130)

can be obtained directly by taking the Laplace transform [including initial conditions
which result in the polynominal L(s) of lower order than D(s)] as follows:

D(s)Y(s) — L(s) = M(s)F(s) (8.130a)
Y(s) = M(s)F(s)/D(s) + L(s)/D(s) = H(s)F(s) + L(s)/D(s)

By inversion,

c+joe 1 c+joe L(S)
1) = — H(s)F(s)e'ds + — —¢e'ds 8.131
e IR B (8.13D)
N ~ /N ~ J/

x(1) = L W(t — T)f(T)dT z(2)

The first integral in Eq. (8.131), x(), is the solution to Eq. (8.112b) for zero initial
conditions; the second, z(7), is the solution to the homogeneous form Eq. (8.112a)
which satisfies the initial conditions of Eq. (8.130). W(¢ — T) is the response x(f) at
time 7 to a unit impulse input f = 8(¢ — T), the system being initially at rest.

Inversion. The transformation (inversion) from the complex frequency representa-
tion to the time domain is given by

o) = ir'im F(s) &dt

2’1Tj e — joo

which is a line integral along the line Re s = c¢ in the complex s plane where ¢ > ¢,
and ¢, is defined as the abscissa of convergence. For the case |F(s)| — 0 as Is| — o
the line integral is most readily evaluated by forming a contour including this line and
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an infinite semicircle connected on the left and considering the contour integral
ng (s)e™ ds

Since IF(s)l — 0 as |sl — oo, the line integral around the semicircular portion of
this contour vanishes as a consequence of Jordan’s lemma.'® This leads to the equality
of the contour integral with the inversion integral, viz.,

c+jo

1 1
flH = 7J' F(s)e''ds = — j(;F(s)e‘”ds t>0
21y Je 2mj

—jo

From Cauchy’s residue theorem, the right-hand side equals the sum of the residues
of F(s)e* enclosed. The residues are evaluated at each simple pole s, by

(s = s)F(s)e” = R o

where R = residue at s,. If F(s) is a fraction, F(s) = A(s)/B(s) where A(s) and B(s) are ana-
lytic functions of s 1ns1de the contour (excluding poles at infinity), then the poles of
F(s) are clearly the zeros of B(s). A pole of multiplicity m is equal to the excess of
zeros of B(s) over A(s) at the pole. For simple poles of F(s), i.e., where m = 1, the
residue at s = s, is simply

S%Sk

(s — s)F(s)e” = A(sk)esk’/B’(sk) s,

The residue at pole 5; of multiplicity m is

1 an 1 . .
T ag Tl T ) Oy

If there are no zeros of A(s) at the point s = 85 then an alternative form of this is

dm*l (S )e.\‘jt
ds!~" d"B(s)lds}"

The following are some important properties of H(s) for passive systems of differ-
ential equations:
1. H(s) is a rational function with real coefficients.
2. The degree of D(s) is equal to or greater than Ml.j(s).

3. As a consequence of property 1, the complex zeros and poles occur in conjugate
pairs.

4. All poles of H(s) lie in the closed left half plane, a consequence of passivity. Table 8.2
has properties of Laplace-transform pairs.

8.4.4 Time-Domain Analysis
The general solution to Eq. (8.130) given by Eq. (8.131) is

y(t) = L W(t — Df(T) dT + z(1) (8.132)

where the integral expression alone satisfies the inhomogeneous equation with zero
initial conditions, and z(¢) contains the linearly independent solutions to the homogeneous
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TABLE 8.2 Properties of Laplace-Transform Pairs for Causal Time Function

=0 t<o0
Property Laplace transform Time function
F(s) 1@
o ctjo
Basic pairs Fo = [ 7 roema 10 = 1207 [ 77 poren as
c—j

+ =
f_” f(t)e ™ dt

Linearity a1 and a2

a1F1(8)t + a2F2(s)

athi(t) + a=f2(t)

constants
Time scale multipli- | F(s/a)
cation a positive a flat)
Teal constant
Time shift F(s)e™ J(t — t)
Complex frequency | F(as) ft/a)
multiplication ¢ a
positive real con-
stant
Complex frequency
shift F(s — s1) F(Dent
n
Time differentiation | s"F(s) — E FE0)snE a
k ho=g10}
=1 dt
Integration F () t
gr (8)_*_/"'() ff(t)dt
8 8 V]
Complex frequency . a® n
differentiation (=B ds® F9) ofe)

Convolution time
domain

F1(8)F2(s)

£10) # f2(0) = ﬁ)" it~ TY(T) T
t
ﬁ, it = V(T T

Convolution fre-
quency domain

c+je
1/2x5 /c i 16— DF:(@) dz
= (1/225}F1(s) * F2(s)

S1@®) =)

Forms for periodic
function

@) =+ D

T
1/21rjfo Je(tye™ dt

Te® = fxt + D

1 — e—sT
Initial-value lim sF(s) lim f()
theorem L g =0
{f(&) and f*(¢) are
Laplace trans-
formable]
Final-value theorem |lim sF(s) im f(&)
S(&), £'(t) Laplace (s—0 Eadd

transformable and
sF(s) analytic
Res >0
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form fulfilling the initial conditions on y(), i.e.,
¥(0) = z(0)

W(?) is the inverse transform of the transfer function H(s) which physically is the
response to the delta function 8(7). The Dirac delta function 8(f — 7)) (defined as a
pulse of infinite height at + = T, with unit area) has the following properties:

J xS(t —TDNdt =1 and J xS(z — DA(1) dr = A(T)

—% —

Examples of the delta function are shown in Fig. 8.14. To find the response y(f) for
input 8(¢ — 7) and zero initial conditions, we first evaluate

F(s) =£{d8(t —T)} = e
and substitute in Eq. (8.130a)
Y(s) = H(s)F(s) = H(s)e *"

where L(s) = 0 is a consequence of zero initial conditions. Transforming to the time
domain, we have

1 [ 1 (e
(1) = 7J H(s) e *Tef'ds = 7[ H(s) e Dds = W(r — T) t<T

21 Jo—jeo T Je—joe

Any forcing function can be approximated by an infinite number of delta functions
of strength f(T) AT with the responses at time ¢ the sum of the responses W(t — T') per
unit impulse for each of these pulses which occurred + — T seconds previous to the

L i
‘ Z
%
2 ——-|el—<— €—»()

>l € |- —0

Sin T(t-7)
Trlt-1)
T—-»CO

T _r2(3-712
T gT2t-m

VT
T—>o

FIG. 8.14 Examples of delta functions, 8(t — T).
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(1)

J lr t
t (?-T)

AT

FIG. 8.15 Pulse synthesis for time-convolution theorem.

time of inspection, 7. Figure 8.15 shows a graphical construction with equal-duration
rectangular pulses, AT wide and f(7) high. Each pulse has an area f(T) AT so that the
function can be approximated by

i=t/AT

> AT) ATS(t — i AT)

i=0

The transient produced at time ¢ by the pulse A7) AT &(r — T) is
W(t — T)f(T) AT

The total effect of all pulses is by superposition:

i=t/AT

y(1) = if(T) ATW(t — T) = > fli AT) AT W(t — i Ar)

=0 i=0

which in the limit AT — 0 is

! 8.133
J'f(T)W(t - 1dT ( )
0
_ t=T
W(i-T) =0 r=0

ATY=0 T<0

consistent with Eq. (8.132).
In view of the restrictions on W(t — T) and f(¢) the limits on Eq. (8.133) can be
changed to any of the following:

t +oe t ©
-] -]
o —o0 —o0 0
By a change of variable, y can be represented as

y(1) = L.f(t—T)W(T) dr
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and also is obtainable directly as an alternative form from the convolution integral in
going from complex to the real time domain.

Staircase Development. Another manner of depicting the forcing function f{(7) is
shown in Fig. 8.16 as the synthesis of step functions.
Since the unit step function is the integral of the delta function,

U(;—T):J 8(t —T)dt  and WZB(I—T)

From property 2 of time-invariant systems previously discussed, if the response to the
unit step is

Input = U(t — T) — Q(t — T) = response

then the response to the derivative [dU(r — T)]/ot = &(t — T) is [0Q(t — T)]/9t. But
the response to d(¢ — 7T) has already been shown to be W(t — T). Therefore,

Wt —T)=(/on)Q(t—T)

The elementary step functions are of varying amplitudes Ah, for fixed AT. From
geometrical considerations

Ah, =~ f(T)AT — T=iAT
and Ah Ut = T) = f(T) AT U(t — T)

The response to the elementary step Ak, U(t — T) is f'(T) AT Q(t — T). The total
response is therefore

i=T/At i=t/AT
00 + D F(DATQ(t — 1) = >, f(i AT) AT Q(t — i AT) + f(0)Q(1)
i=0 i=0

As AT — 0 this becomes in the limit

¥ = F0)00) + j FDOG — T aT (8.134)
t1) m
/ P ITII SIS SIS i/ 3 LiL

t-T

FIG. 8.16 Staircase synthesis.
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which is identical to Eq. (8.133). This is shown by integrating Eq. (8.134) by parts.

a0(t = T) T
aoT

T=t

y(0) =00 + AT —T)| - Lf(T)

T=0
= f0)2(1) + f(NQ(0) — f0)Q(1) + L.f(T) %(t - T)dr
since Q(0) = 0 and

9 =T o _wi—
T t—1) Py (t—=1) Wi —1T7)

y() = Lf(T)W(t = 1dT

Stability of Time-Invariant System. From general property 8 (Sec. 8.4) of linear sys-
tems the necessary and sufficient condition for y(¢) to have a bounded output for any
bounded input f(¢) is

J |W(t, T)| dT < M <

o

which becomes
J Wit —T)dT <M < o (8.135)
o

for the time-invariant case.

By definition, W(r — T), the weighting function, is the response to the unit delta
function 8(¢ — T'), and it has been shown that W(¢) is the inverse of the system transfer
function

W(1) = H™'(s) = [M(s)/D(s)]"!
From the inversion theorem,

m vk

W(l’) = E E akntkaneskl

k=1 n=1

where vk = multiplicity of roots s,
s, = zeros of D(s)
m = number of different poles of H(s)

Invoking Eq. (8.135) for a typical term at?e’¥, g = integer,

J (W —T)| dt = J' at?e®edt dr < M < oo
0 0

which can hold if and only if Re s, is negative. Hence the criterion for stability for the
time-invariant case is simply that all the zeros of D(s) lie in the left half complex plane
excluding the imaginary axis. Translated to the time domain, this is equivalent to stat-
ing that the real parts of the exponent of each solution to the homogeneous equation
D(p)z = 0 must be negative so that as r — o they all tend to vanish. Real systems
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composed only of passive elements are necessarily stable since it can be shown that
the poles of their transfer function are restricted to the left-hand plane. The systematic
investigation of locating the zeros of D(s) has been motivated by control theory and is
discussed subsequently.

8.5 BLOCK DIAGRAMS AND THE
TRANSFER FUNCTION

8.56.1 General

A convenient and descriptive way of viewing a system is by use of a block diagram.
While a block diagram has little practical value for a simple system, in a complex
array of coupled systems it suggests the flow of signals and facilitates analysis. The
basic “block” essentially defines the system by giving a description of the physical
processes which occur. Specifically for an input i the block gives information on the
output 0. An example of a block expressing an algebraic relationship is shown in
Fig. 8.17a. A block of a more general operator relationship which includes the nonlin-
ear differential-integral operator ® is shown in Fig. 8.17b.

8.5.2 Linear Time-Invariant Systems

Single-Degree-of-Freedom Case. The case of the linear time-invariant system (Fig. 8.18)
is of special interest because the block-diagram characterization can be very simply shown
in terms of the transfer function H(s) in the frequency domain.

The input and output, /(s) and O(s), are Laplace transforms of the input and output
signals. From Fig. 8.18a we have

O(s)/1(s) = H(s) ()=o) =0 fort <O

The multiplication property O(s) = H(s)I(s) is of fundamental importance when deal-
ing with linear cascaded systems such as occur in control theory. Moreover, the com-
plete analysis of such systems can be made in this domain without translating to real
time. An alternative representation in the time domain is shown in Fig. 8.186 where
W(t) is the weighting function implying the convolution relation

t
o(r) = J W(t —T)i(T) d(T)
o
For the frequency-domain representation, the response to cascaded systems is simply
O(s) = H,(s)H,(s)H,(s) - - - H (5)I(s)

Some care must be exercised in implementing this formula since the H,(s) (e.g.,
network systems) sometimes displays a loading effect; i.e., the individual free transfer
functions differ from the transfer functions in cascade.

-+ 1{i,0) 1 Pi,0) >

{a) {b)

FIG. 8.17 Basic block diagrams. (a) f(i, 0), algebraic rela-
tionship. (b) (i, 0), general operator relationship.
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I{s) Hs) O(s) i{t) Wit) o{t)

0fs)= I(s) His)  O(t) = [Wit-T)i(T)dT

Frequency-domain Time-domain
block block
{a) {b)

FIG. 8.18 Transfer blocks for linear time-invariant system.

Consider the second-order system
d’x1dP + ¢ dx/dt + kx = f(¢) (8.136)
Alpx=f(t)  Alp)=p*+cp+k

The system transfer function is obtained by taking the Laplace transform of Eq. (8.136)
with zero initial conditions, thus:

H(s) = 1/A(s) = 1/(s> + cs + k) = X(s)/F(s)

Multiple-Degree-of-Freedom Case. For the more general system of n forcing functions
f.i=1,...,n,eg.,Eq. (8.108) with n outputs y,, . . ., y,, and assuming A~ exists, i.e., A
is a nonsingular matrix operator, consider

Laplace form
A(p)y = f(1) A()Y(s) = F(s)
S MNOyM)
Y ; D(p) 2 D(s)
= sz(P)f;(t) 5 — ML](S)
1= D) = iy O

where Y is the jth output for all f’s and Vi is a component Ofy produced by f;
The 'natural extension of the one-dimensional case to this n-dimensional case is
made by representing the matrix as follows:

Y(s) = H(s)F(s)

_Yl(s)_ _F](S)_
Yz(S) Fz(S)
where Y(s) = ’ F(s) = '
Yn(s) _Fn(s)
i (s) Iy, (s)
and Hi)=As)=| ........... .
hnl(s) e hrm(s)

which formally is identical to Fig. 8.18, the one-dimensional case.
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8.56.3 Feedback Control-System Dynamics10.25-30

In the feedback control system one or more dependent variables (output) of a dynamic
process is controlled. To this end, the difference(s) (error) between the desired value
(input) and output is measured and functionally operated on to obtain a correcting sig-
nal (e.g., force) which is imparted to the basic system for the purpose of driving the
output to correspondence with the input. The following descriptions imply the basic
blocks which distinguish a control system:

The plant: The uncontrolled system

Sensor: A device to detect the output

Transmitter: A device to transmit the output or input signals to the comparator
Comparator: A device to detect differences between output and input

MU e

Controller: A device which takes some useful function of the input and output to
correct the “error”

An overall description of the controlled process will yield forms outlined in the
foregoing sections which dealt with single systems, where emphasis was placed upon
passive types. Stability of these types of systems was assured without recourse to math-
ematical analysis. On the other hand, the control-system equations relating input to out-
put (overall transfer) are not in general “passive” because the control system contains
energy sources such as power amplifiers. The basic problem of control is the synthesis
of an optimum control system which exhibits absolute as well as relative stability.

The general equations for control and the corresponding block-diagram representa-
tions are as follows:

1. The plant:

d
o= &(v,d 1) Zlo(v.d, )] —
—

v

where ¢ = general operator

v = input
d = disturbance
t = time

2. Sensor:

x = Qo) 2 0(w) ]S>

3. Transmitter:

y = 0(x) ENRTIEN
4. Comparator (error device):

€=z-y ->®->€=(2—Y)
y

5. Controller:

v=le) 5
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3 ®e=z-y v 4= é w

v

J 8 e Q

FIG. 8.19 Closed-loop feedback control system.

The total feedback control system for the control of output w is shown in Fig. 8.19.
Here ¢, v, €2, 0 are in general nonlinear differential operators. Because of the extraor-
dinary complexity of systems involving nonlinear operators, only the linear time-
invariant case in which the operators in the set of control equations are linear with
constant coefficients will be presented.

8.5.4 Linear Time-Invariant Control System

Linearity and time invariance admit to simplifying techniques of frequency-domain
methods of analyses. In block-diagram form the system transfer functions and the
Laplace transforms of the signals entering and leaving are given for each block.
The linear time-invariant control-system representation of Eq (8.137) is depicted in
Fig. 8.20. The disturbance and prescribed input to the plant are, in the linear case,
connected by the differential equation

A (p)w(®) = B(p)v(1) + K(p) d(t)

-9-(—§)h L{s)
R Vis) + +w« )
2s) Z{sl-Yls) Cls) S0 6ts) | s
+
Y(s) Fls) _Xls) Ris) e

FIG. 8.20 Closed-loop control system for linear time-invariant system.
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whence the transfer function derives

A(s)W(s) = B(s)V(s) + K(s)D(s)

.1
W(s) = [B(s)/A(s)]V(s) + [K(s)/A($)]D(s) = G(s)V(s) + L(s)D(s) (8.138)
where G(s) = B(s)/A(s) and L(s) = K(s)/A(s)
The equivalent frequency-domain forms of Eq. (8.137) are
W(s) = G(s)V(s) + L(s)D(s) (8.138a)
E(s) = Z(s) — Y(s) (8.138b)
V(s) = C(s)E(s) (8.138¢)
X(s) = R(s)W(s) (8.138d)
Y(s) = F(s)X(s) (8.138¢)

The functional expression relating output to input is obtained by algebraic manipula-
tion of Eq. (8.138).
CGZ LD

5) = +
W) = T corr T 1+ CGFR

(8.139)

The transfer function between input z(7) and output w(z) in the absence of disturbance
d(t) is therefore

W(s) CG
7Z(s) 1+ CGFR

(8.140)

and the transfer function between output and disturbance d(7) in the absence of signal z(7) is

W(s) L
D(s) 1+ CGFR

(8.141)

The matrix generalization for the simultaneous control of many variables is
obtained by considering the transfer functions to be transfer matrices from which

W(s) = (1 + CGF R CGZ(s) + (1 + CGF R)"'LD(s)

where the column W(s) implies the separate controlled variables, and Z(s) and D(s),
the input and disturbance vectors.?®

Multiloop Systems. In general, control systems are more complicated than the one
shown in Fig. 8.20, being composed of many loops, as shown, for example, in Fig. 8.21.

If the inner loop has a transfer function H, (dashed box), then the overall transfer
function is accordingly

W(s)  HH,
Z(S) 1+ H1H2H3

(8.142)

8.5.5 Analysis of Control System

The transfer-function representations, e.g., Eqs. (8.140) and (8.142), permit the evalu-
ation of three important properties of the control system without transformation to the
time domain.

Equation (8.140) or (8.142) can be represented conveniently as

W(s) Y
Z(s) 1+ 1Y,

(8.143)
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H,
: P 1
I
Z{s) H, | : W(s)
A | {
! |
b T _
Hy )

FIG. 8.21 Multiloop control system.

The error-to-input transfer function is obtained by subtracting both sides of the
above from unity to give

E(s) 1+YY,—Y

- 8.144
Z(s) 1+ Y,Y, (8.144)
Properties Deducible from Frequency-Domain Representation
Property 1. The steady-state error is
1 + Y, (s)Ys(s) — Y,(s) t— o
t) = sE(s) = V4 8.145
€0 =SB =5 Y one. 20 550 (8.145)

If the input z(7) is the unit step Z(s) = 1/s, substitution in Eq. (8.145) yields

L ROBO - RO 1A T e
W= Y on0 s 1+ K, 50 (8.146)

If the input z(¢) is the ramp ¢, Z(s) = 1/s* and Eq. (8.145) becomes

() = sl T V@N(s) —Yi(s) 1T 1+ Yi(9)¥(s) = ¥i(s) A T
1 + Y(s5)Y5(s) §* sY,(8)Y,(s) K,
(8.147)
t— o s —0
If the input z(¢) is 1%, Z(s) = 2/s and Eq. (8.145) becomes
e(t)=21 + Yi(5)¥a(s) — Yi(s) éi t— © (8.148)

52Y,(5)Y5(s) K, s =0

where the steady-state errors due to a step, ramp, and acceleration of the input are
developed in Egs. (8.146) through (8.148) assuming that they exist in each case.
If E(s)/Z(s) can be represented by a Maclaurin series and is stable.

E()IZ(s) = a, + a;s + a,8* + -
E(s) = a,Z(s) + a,sZ(s) + -
the steady state e(f) for an input z(#) is then
e(t) = apz(1) + a1z’ (1) + az"(t) + - t— »
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which implicitly ignores all initial conditions, i.e., assumes the initial disturbances
vanish as t — oo.

Property 2. The rms error, a quantitative measure of the effectiveness of control,
_ (7
& = ,J le(r) | %dt T—
T Jo
can be obtained from'%-16:27

e = % j G.(pdf = f Ge(f) df
—oo 0

where G (f) is the spectral density of the error e(#). G, for the input z(¢) is defined by
2

+T X
J z(t)e™'dt

Gjo) = =

For the input forms which are bounded, G_ exists and the overall G, is given by

_ |EGw
< | Z(jw

2
G.(jow) T — o

The spectral density G, for random-type inputs and disturbances is also obtainable by
statistical methods; then the property becomes the “expected rms error” owing to the
nonspecific character of input.

Property 3. The stability of the system, however complex, is completely ascer-
tained by the locations of the poles of the right-hand member of Eq. (8.143), namely,

Y,(s)

1+ Yi(s)Ys(s) (5149

The system is stable if no poles of this function lie in the right half s plane, the imagi-
nary axis included. Otherwise it is unstable.

There are three prominent methods for determining whether or not poles of the function
lie in the right-hand plane: (1) Routh-Hurwitz, (2) root locus, and (3) Nyquist criterion.

Routh-Hurwitz Method. The method is applicable to rational fractions
Y (s) = A(s)/B(s) Y,(s) = C(s)/D(s)
First the fractions are cleared after substituting in Eq. (8.149), leaving

A/B _AD
1 + (A/B)(C/ID) ~ AC + BD

assuming the fraction in the lowest form AC + BD cannot coincide with zeros of its
numerator. The poles of Eq. (8.149) correspond to the zeros of the denominator. The
denominator polynomial can be written as

AC+BD=as"+a, s"'+---+as+a,
System stability is therefore governed by the location of zeros of this polynomial.
Stability: Routh-Hurwitz Criterion. Given the general nth-order equation,
as"+a s"'+- - tasta,=0 (8.150)
with real coefficients.
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The following statements apply to the roots:

1. The roots occur in conjugate complex pairs.

2. A necessary condition for the real parts of all roots to be negative is that all coeffi-
cients have the same sign, and hence is a necessary condition for stability.

3. A necessary condition for all real parts to be nonpositive is that all coefficients a,,
a,, ..., a, be different from zero, i.e.,

Gy, Ay Ay, ..., A, F 0
and is a necessary condition for stability.

If conditions 2 or 3 fail, the system is unstable. If, on the other hand, Eq. (8.150)
meets conditions 2 and 3, further tests (Routh-Hurwitz) must be made to determine
stability.

The procedure is first to arrange the coefficients in two rows as shown followed by
a third row developed from the first two rows, viz.,

Row 1: a, a, , a, 4
Row 2: a, a, a, s
Row 3: b b b
n-1 n-3 n-5
A —1]a a,—»
where b, = —| " "
Ap—1 |Qp—1 ap—3
A —1 an An—4
bn—3 =
Ap—1 | Ap—1 ap—5

where the bars indicate the determinant of the enclosed array. In a like fashion form a
fourth row developed from rows 2 and 3:

Row 4: [ C, 4 C,_s
where Cpq = LS
n—1 =
bn—l bn—l bn—S
c _ -1 ap—1 dy—s
n—=3
bn*l bn*l bnfS

Continue this procedure of forming a new row from the two preceding rows until zeros
are obtained; n + 1 rows will result.

The Routh-Hurwitz criterion states that the number of roots with positive real
parts equals the number of changes of sign in the first column. Since only one root
with positive real part is sufficient to cause instability, the following stability criterion
may be stated. A system whose characteristic equation is Eq. (8.150) is stable if and
only if the elements formed in the first column (a,, a, |, b ...) are all of the same
algebraic sign.

n’ n-1°
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Root-Locus Method. This method, attributable to Evans, takes the denominator of
Eq. (8.149) and factors Y,Y, into zeros and poles.

KH (s — 2)
H(S - Pj)

J

1+ Y](S)YQ(S) =1+

where II denotes product.
One first explores the zeros of 1 + Y,Y,, which must satisfy two conditions—the
amplitude and the phase.

KH(Y - Z,')
[ S
H(S _Pj)
J

H(S - z)
Amplitude condition: K | =1

H(S - Pj)

J

H(S - z)
Phase condition: < = a(n+1) n an integer (8.151)

Tl -

J

where arg = argument.

The location of all possible s that satisfy the phase condition (8.151) is drawn in
the s plane; each corresponds to a K satisfying the amplitude condition. Figure 8.22
shows a typical example where the locus is drawn in solid lines.

jw

y

s—plane

FIG. 8.22 Typical root-locus plot for H(s).

(s + 2K

H(s) = s(s + 3)(s? + 25 + 2)
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Stability for the system is ascertained by the points on the locus (of roots) that
apply for the specific K in question. If the locus in question lies in the left half plane
the system is stable; otherwise it is unstable. Relative stability is judged by the prox-
imity to the imaginary axis.

Complex-Function Theory for Nyquist Criterion. The Nyquist criterion utilizes
complex-function theory and in particular the so-called “argument principle.” It is stated
and proved as follows: Given a function F(s) regular in a closed region R (except for a
finite number of poles) bounded by the closed curve C, then the curve C maps into the
curve C' in the plane, w = F(s). The theorem asserts that the number of times the curve
C’ encircles the origin in the w plane is equal to the difference between the number of
zeros and poles of F(s) included within the region R, N = Z — P, including the multi-
plicity of the zeros and poles. In proof:
Near a zero inside R, say near s = Z;

F(s) = (s = 2)"[(s)]
Near a pole inside R at p,,

1
F(s) = T [Q(s)]

In general, therefore,

_ o)) ()"
Fo = PP (s = pp)P e (s = )P

[b(s)]

where ¢(s) has no zeros or poles inside the region R. Taking the logarithmic derivative
of F(s),

da _ F'(s) _ M Y2 Bi B2 $'(s)
ds In F(s) F(s) s =z " s =z s—p S—D * b(s)

Integrating around the closed contour C in the s plane and employing Cauchy’s
residue theorem we get

= 2miN

{; d[In F(s)] = In F(s)

c

= 21'rj(27,- - 23k> +0=1Inw
i k

c i

N=>y— 2B
7 T

contour ¢’

where it is noted that the evaluation of In w over the closed curve ¢’ in the w plane
yields the change of argument times j or 2mjN where N is the number of encirclements
of the origin with due regard for sign. Also, since ¢ has no zeros or poles in region R,
&'/ is regular inside R and its contour integral vanishes over the closed path, viz.,

%%ds =0

Nyquist Criterion. This principle is now applied to the transfer function Y (s)/[1 +
Y (9)Y,(s)] to determine the zeros of 1 + Y (s)Y,(s) in the right half s plane. The scanning
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contour in the s plane is the region bounded by the imaginary axis and the right-hand infi-
nite semicircle. Instead of examining the number of encirclements of 1 + Y,(s)Y,(s)
around the origin of w, by a shift of axis one unit, it is exactly equivalent to examining the
contour of Y,(s)Y,(s) mapped into w with reference to the —1 point. Now the number of
encirclements of Y (s)Y,(s) around -1 is given by

N=Z-P Z=N+P (8.152)

If the number of right-half-plane poles P of Y ,(s)Y,(s) are known (none for passive
blocks, but for multiloop systems they may be present) then the number of right half
plane zeros Z can be determined from Eq. (8.152) since N, the number of turns, can be
counted. If Z has a value different from zero it implies that there are zeros of 1 +
Y,(5)Y,(s) in the right-hand s plane establishing the case of instability. Otherwise the
system is stable. The necessary and sufficient condition for stability is Z = 0.

The actual plotting of the contour Y,(s)Y,(s) (for rational fractions) in the w plane
requires only one half imaginary axis, say s = jw, since rational functions of s display
real axis symmetry as follows:

Y, (jo)Ya(jo) = M(jo) + jN(jw)
Yi(—jw)Ya(—jo) = M(jo) — jN(jw)

v @
Il
~.
€

Yi(s)Ys(s) = {

where M and N are real even and odd functions, respectively, of w. Hence the contour
mapping Y,(jo)Y,(jo) is symmetric with Y,(-jw)Y,(—jw) with respect to the real w
axis. In plotting the infinite semicircles

s = Re/® R—
the terms in the highest power of the numerator and denominator are retained for evaluation.

Consider, for example,

as® + bs* + s +d as®

%
e +fst+ g+ hss + s+ m es’

Yi()Ya(s) =

a a s = Rel®
— = .
es’ eR**Y R >

A Nyquist plot is shown for a third-order system with a pole at the origin in Fig. 8.23.

Relative Stability. In addition to providing information on stability a measure of rel-
ative stability is provided by noting the proximity of the graphical plot to the —1 point
in the w plane.

In quantitative terms, relative stability is determined by the relative gain of the
open-loop transfer function Y, (jw)Y,(jo) (Nyquist plot) 180° out of phase with the
input, shown with amplitude e. The ratio 1/e is called the gain margin, implying that
an increase of gain by this factor would make the system unstable. If ¢ > 1, then the
system is unstable. Similarly, the angle ¢ at unit distance is called the phase margin
and indicates the additional amount of phase lag necessary to destabilize a stable system
(see Fig. 8.24).

Systems with Feedback Time Lag. Interest is often centered on the destabilizing
effect of time delays in the feedback path of a system which is otherwise stable. In
some applications they are intentionally introduced for such an effect (oscillator).
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f
3
b a ~ 4
)
4
2
s plane w plane

FIG. 8.23 Nyquist plot Y,(s)Y,(s) = m

The basic system is shown in Fig. 8.25 with an
overall transfer function Y,/(1 + Y,Y,). Introduction of
the time-delay block [Dl which is e=*” changes the
e —» transfer function to Y,/(1 + Y, Y2e*"7). The system sta-
bility is readily evaluated by making the basic system
Nyquist plot of Y,Y, which is stable (by hypothesis)
. and incorporating the e by increasing the phase
et ( 4, angle by —wT at each point along the existing

Y,(jo)Y,(jo) basic plot. The new plot provides the
\\ required stability picture.

b A method due to Satch, applied to a first-order differ-
ential equation with a time lag 7, is shown below for the
first-order system.

dxldt + oax + Bx(t —T) =0

The transfer function is 1/(s + o + Be*"), which in
FIG. 8.24 Gain and phase margin. ~ order to exhibit stability must be free of right-hand-
Phase margin = ¢. Gain margin =  plane poles. The equation for poles is

1/e. —(s + )/ =T (8.153)

Let each side map the right-hand s plane, shown superimposed in Fig. 8.26b and ¢ for
two different cases. The right side maps into the unit circle, the left side the half plane

input Qutput Input Output
Y, - Y
Y, e — T2
Basic system Time delay

FIG. 8.25 System with feedback time delay.
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{a) (b}

FIG. 8.26 Satch diagram for dx/dt + ax + Bx (t — T) = 0. Intersection o/ < 1. No intersection
(unconditionally stable), o/ > 1.

displaced by —a/f3, shown crosshatched. The two closed curves are shown intersected in
Fig. 8.26b for o/ < 1, and therefore the included region corresponds to points in the s
plane which satisfy Eq. (8.153) and consequently the system may be unstable. Further
investigation would be required to ascertain stability or instability. If the regions intersected
contain in each case one or more coincident points of the right half s plane, the system is
unstable; otherwise it is stable. The situation depicted in Fig. 8.26¢, a/f3 > 1, reveals no
intersection and illustrates the unconditionally stable system.

8.5.6 The Problem of Synthesis3'-33

The problem of synthesis is to realize an overall transfer function within a set of speci-
fications which often requires optimization of several conflicting requirements.
Consider Fig. 8.20. The designer usually has little control over any block except C(s),
the “controller.” Hence synthesis involves realization of transfer functions in cascade
with fixed elements to produce the desired overall transfer function.

8.56.7 Linear Discontinuous Control: Sampled Data?>34

If at once or more points in a linear control system the signal is interrupted intermittently
at a prescribed rate, the resultant system is discontinuous and linear. If the rate is constant,
the system is called a linear sampled-data control system. Insofar as analysis is concerned,
this merely introduced another building block called the “sampler” at each sampling point.

The sampler shown schematically in Fig. 8.27 has the property of taking the input
e(1) and periodically sampling it for time durations such that the area under each pulse
(strength) is proportional to the instantaneous input. If the proportionality constant is
made unity and the sampling pulse duration is small compared with the sampling period
T, then to an excellent approximation which offers considerable analytic advantages,
the output is assumed to be a train of impulses of strength e(#) at each sampling
“instant.” The actual and ideal outputs are shown in Fig. 8.27.

The ideal output e*(7) considered below is given by

e (1) = el(t) E 3(t — nT) = 2 e(nT) d(t — nT) (8.154)
n=0 n=0
where 8(x) = Dirac delta function. According to continuous theory, it is desirable to
obtain the frequency-domain behavior of the “sampling” block. To this end consider
the Laplace transform of the sampled signal:

P’ () £ E(5) = SB{e(ﬁ S o - "73} (8153

n=0
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-
/\ -"', ‘Q"""'-
- T
e(t) et~
- 7 k=
Continuous Function Actual Sampled Function
i S
,/ . -
e(t) e¥(1) L~ =
{ a/c . |
. e (t
Sampler Schematic ()

Ideal Sampled System
FIG. 8.27 The sampler and a sampled function.

From the convolution theorem,

Ly} = X(s) * Y(s)
Eq. (8.155) becomes

E'(s) = £ ()} = E(s) * sf{i 31 - "T>}

n=0
= E(s)* D e " = E(s) * I(s) (8.156)
n=0

I(S) — Ee—nTs
n=0
where I(s) is defined as the Laplace transform of the impulse train
E d3(t — nT)

n=0

An alternative and less useful form is derived from the right-side representation of
Eq. (8.154).

E'(s) = ${e" ()} = §£{i e(nT)d (t — nT)} = i e(nT)e™ "

n=0 n=0
Using the closed-form representation of /(s), we find

N 1
I(‘Y):Ee"T“Zil_ -7

n=0 ¢
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Eq. (8.156) is evaluated by a closed-contour integration as follows:

c+joe
g 1 E(w) dw
S) = . E I(s — = — [ A — .l
(s) 2 L/w (WI(s — w) dw 2 j( [ T (8.157)

oy

The abscissa ¢ is chosen so that the poles of E(w) have real parts <c and s is
defined for Re s > ¢ where the contour integral
shown in Fig. 8.28 is employed since the integral
over the infinite right-hand semicircle vanishes.
The infinity of poles of the integrand inside this
contour are then the zeros of 1 — e~ ¢~ the latter
corresponding to s — w = *£2nmj/T.

X X X X

w=s * 2nmj/T  (poles)
27/T = (w) (sampling frequency)

® X X X

which are an infinity of simple poles. Equation
(8.157) is evaluated by Cauchy’s residue theorem,
taking the residues of the infinity of poles yielding

w plane
+o

FIG. 8.28 W-plane contour for w N E(s + jnw,)
complex convolution. E'(s) = 2 f

(8.158)

n=—ow

If E(s) has no right-half-plane poles, then Eq. (8.158) is defined for the entire right half s
plane. Equation (8.158) is clearly a periodic function of s having the complex period jw,
as shown:

+o0 . +o0 s
E*(s +ij) - 2 MT—FM - E M — EX(S) (8.159)

n=-—ow —

From the periodic character of E(s) it follows that if E”(s) is known in any strip in the
complex s plane bounded by

Jx<Ims <j(x + o) (8.160)

it is known everywhere in the s plane. The transfer function at real frequency s = jow is
found directly from Eq. (8.158). Its amplitude spectrum is sketched (Fig. 8.29) for
o /2 > o, where o is the cutoff frequency of E(jw), i.e., for the sampling frequency
greater than twice the highest frequency component of e(r). Note that IE*(jw)l yields
the infinitely repeated spectrum of |E(jw)l attenuated by 1/T. If w /2 < w,, there is

|€djw)]

VAN

Wo
W —>

le* (o)

0 T T

L—WS —— w

FIG. 8.29 Frequency spectrum for function and for
sampled function.
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overlapping and resultant distortion of the input signal. Returning to the case w /2 >
o, practically all the input e(#) information is stored in E*(jw) over the frequency
range 0 < o < w,. By ideal low-pass filtering of the signal E*(jw), spectral compo-
nents greater than w, can be eliminated, leaving the fundamental signal shape. The
resultant system would then be the equivalent of the continuous system with an attenu-
ator 1/T placed after the input signal. In practice, however, deviations from ideally of
this filter introduce severe stability problems. A smoothing device is utilized as a com-
promise between high degree of filtering and its concomitant stability problems.
One such smoothing device is the holding circuit whose transfer function is

(1 —eB)s (8.161)
which for any impulse input 8(r — nT) yields the output u(t — nT) — u[t — (n + 1)T],

a pulse of unit height starting t = nT and of duration T.

Stability Investigation of Sampled-Data Control Systems. Consider the sampled-
data control system shown in Fig. 8.30. The overall transfer function is derived from
the basic properties of transfer functions.

E=Z-Y,W W=YE (8.162)
Elimination of W in Eq. (8.162) gives

E=Z—-YY,E (8.163)
Now a fundamental property of sampling is stated and proved as follows:
Given A = BC*
then A" =BC

Proof [utilizing Eq. (8.158)]:

X(s) = X(s + jnow,)

A(s) =

] +o

T2

1 & 1 .

} E A(s + jno,) = T E B(s + jnwy,)C*(s + jnw,)

— n=-—o

But from Eq. (8.159)
C'(s + jnwy) = C(s)

z E *
——->®ﬁ Sampler £ Yy ¥

FIG. 8.30 Sampled-data system.
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and therefore

C*;S)] E B(s + jnw) = C'(s)B*(s) = B*(s)C*(s)

n=—o

A'(s) =

Sampling Eq. (8.163) and utilizing the results of this theorem yields

E'=7 - (YY)E (8.163a)
or E'=Z/[1 + (Y,Y,)]
and W=Y,E =ZY/1+ (Y,Y)]

Following previous work, the stability of the system rests with the location of the
poles of 1/[1 + (Y, Yz)*] or more specifically the zeros of 1 + (Y,Y,)".

The transcendental form of (Y,Y,)" makes this evaluation using methods cited earlier
extremely difficult to apply, per se. The task is simplified, however, owing to the
periodic property of sampled functions embodied in Eq. (8.159) which implies that if
one investigates the zeros of (Y,Y,)" + 1 bounded by a strip given in Eq. (8.160) in
region Re s > 0, then this effectively gives the zero configuration in the entire right
half plane. In practice the strip chosen is 0 < Im s < jo_= j2m/T, and Re s > 0
shown crosshatched in Fig. 8.31. Now a function z is defined by

z=¢eT (8.164)
s=1Inz/T (8.165)

with s defined only in the whole strip

0<Ims <j2w/T

so that s and z are single-valued analytic functions of each other (except for a branch
cut on the real z axis). Equation (8.164) implies a mapping of the whole strip in the s
plane onto the entire z plane with the shaded portion mapping outside the unit circle as
shown in Fig. 8.31. The location of zeros of 1 + (¥,Y,)" in the right half strip of s cor-
responds to the location of zeros outside the unit circle of the z plane, and their pres-
ence or absence is translated as unstable or stable conditions, respectively.

z Transform. If the transformation Eq. (8.164) is applied to the Laplace transforma-
tion of a sampled function x*(¢) as follows:

X(2) 8 x'(s)
7= exT

then X(z) is defined as the z transform of x(¢). X(z) is valid only at the sampling
instants despite its general continuity properties. Note that the z transform of x*(¢) is

i& P

Z
FIG. 8.31 Mapping the strip onto the z plane.

s plane
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the same as that of x(¢) since the sampled x*(¢) is indeed x*(#). The z transformation of
any function is obtained by first sampling the function, then taking its Laplace trans-
form, and finally making the substitution [Eq. (8.165)] to eliminate s in favor of z.
From the definition,

© ©

E(z) = E*(s) = 2 e(nT)e ™ = 2 e(nT)z ™" (8.166)

n=0 n=0

or from the convolution form [Eq. (8.157)],

Fly - f o

27‘_‘] eﬁ\'t €WT

—joo

: J hw LB Res>
RE odw .
210 Jo—joo Y= Tzt : e

If this integration is performed over the contour enclosing the left-hand infinite semi-
circle in contradistinction to the contour used previously so that the zeros of 1 — "'z
are not contained inside the contour, then application of the residue theorem yields

E(z) = 2 residues of | E(w) ]

_ ewTZ*I
for poles of E(w) only.

Inversion of E(z) to Time Domain. To go from the z domain to the time domain, it is
only necessary to consider the coefficients of a Laurent series about z = 0 which yield
the sampling values, i.e., if

F2) =ay,+ alz + a > + - -

in accordance with Eq. (8.166)

a, = ¢(0)
a, = e(T)
a = e(nT)

Formally using any closed contour around z = 0, this is equivalent to the contour integral

e(nT) = (1/2mj) j(E(Z)ZVH dz = residues of E(z)z"!
Table 8.3 shows some z transforms and their properties.

Example of Stability Investigation. Consider the sampled-proportional-level control
system shown schematically and in block form in Fig. 8.32 with the constant input w,
(desired level). The system is described by the following:

1. g,(?) is an arbitrary-rate flow of effluent.

2. The replenishment rate is proportional to the error existing one sample time prior to

q,, = —KW[t/IT] — wp)
where [x] is defined as the smallest integral value of x.
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TABLE 8.3 Properties of z Transforms of Causal Time Function

J& =0

t<o

Property

z transform

Time function

®

Basi 1) 2 S — t
as1C pairs F(z) = z fnTyz™ f((:T) n=01, ...,
n=0 fT) = 1/2nif F(z)z"" 1 dz
Linearity........ ..o, aiF1(z) + as:Fa:(2) arfi(t) + axf2()
Timeshift........... ... ... ... ... 2AAF(2) — f10)] e+ T

Initial-value theorem

lim F(z)

2= @

lim f(¢)
t—0

Final-value theorem .. ............. lim (z — 1)i(2) F103]
z2—1 t— o
Qp load
Wy E_~ e[ K Qin A5\inQy
X 3
w 1
3
{a)
* =W
=1 Controller £ Sempler E=Wy W Comparator |
/,'
rd
E == = —D<f =—>0

{b)

FIG. 8.32 Sampled-level control system. (a) Control block diagram. (b) System.

8.68
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Writing the equation conserving mass yields
dwldt = —KW[t/IT] — wp) — q,(?)

Integrating over sampling times n7 and (n + 1) T yields the equation

(n+1)T

w{(n + DT} — w(nT) = TK{wg — w(nT)} — J qo dt

n

(n+1)T
w{(n + DT} — (1 — TK)w(nT) = TKwy — j qo dt

nT

which is the inhomogeneous difference equation whose theory parallels that of ordi-
nary differential equations. The stability is a function of the solutions to the homoge-
neous equation

w{(n + DT} = (1 = TK)w,{nT} = 0 (8.167)

A solution is found by assuming the exponential form
w, () = eM
whence T — (1 — TK)e™ = 0 (8.168)

from which

M—(1-TK)=0

log(l — TK) _ log|1 — TK]|

A=
T T

+ jarg(l — TK)

The condition for stability is that as £ — %, w;, — 0. From Eq. (8.168), this is met by
requiring

ReA <O
log Il — TKI < 0
N-7TKl <1

Alternatively the z-transform method can be applied directly to Eq. (8.167), which is
just written as

wi(t + T) — (1 — TK)wi(t) = 0 (8.167a)
and is a valid representation of Eq. (8.167) only at the sampling instants.
Taking the z transform of Eq. (8.167a) yields
Z{W@) —wO} -0 - TKOW() =0

W(z) = 2v(0)

= m (8.169)

Applying the stability condition to Eq. (8.169), namely, that it have no poles outside
the unit circle (i.e., no zeros of its denominator outside the unit circle) yields

1 —-TKI<1
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which has been obtained by classical methods above. Since 7 and K are real, the con-
dition is
-1<0-TK)<1

Finally, and more generally, direct consideration of the control block (Fig. 8.32)
and Eq. (8.163a) yields

_ Wk T {Qo(s)/s}t”
1+ K{(1 —e ™y 1 — K{(1 — e ™)s?)

E* (8.170)

From tables in Ref. 10

1—e D _ o Tz T
( 5 >7(1 Z)(2*1)27Z*1

The transform of Eq. (8.170) is

Wr(2) 4 {Qo(s)/s}*

ED = kme =0 T T+ kmG = 1)

s=ln£
T

No poles of the numerator are envisioned for practical systems, so that the zeros of the
denominator give all E(z) poles

z=1—-TK
which for stability demands Izl < 1 or once again

—1<1-TK <1

8.5.8 Nonlinear Control Systems36-3°

The treatment of control systems containing nonlinearities (as defined under general
nonlinear systems) is for the most part so formidable that all known analytic methods
fail. The very special case of the second-order autonomous (time-invariant coeffi-
cients) can be handled most conveniently by graphical methods in the phase plane.
Also under very special conditions it is possible for a higher-degree nonlinear system
to be analyzed by a “describing-function” technique. Systems which contain switching-
function nonlinearities which are otherwise linear can be analyzed (with great difficulty)
by linear methods over each (linear) regime of operation satisfying boundaries between
regimes. However, as the order of the equation goes beyond three, the difficulty in
matching boundaries becomes prohibitive. Often the second-order case is handled most
conveniently by phase-plane graphical methods.

Linear Systems with Discontinuous Switching. These systems are characterized by
switching operations. If switching occurs at a constant rate, then the system is the lin-
ear sampled-data system described above. If on the other hand the switching operation
occurs whenever the signal (e.g., error) reaches a prescribed level of some function of
the output, then the system is of the relay type and is in general nonlinear. Examples
of this type are shown in Fig. 8.33. More generally, the switching points may be mixed
functions of the input variable and its derivative; € and € have a phase-plane represen-
tation as shown for the example in Fig. 8.33e. In addition to the behavior as a function
of input, hysteresis, and dead zone, there are time lags inherent in operation because
of inertia and inductance.
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Qutput amm— gt
{a) | ’V\
L— Input < -
On-0ff On-Off with Hysteresis
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with Hysteresis
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zone
Three-position Systems Three-position Systems
Including Dead Zone with Hysteresis
LJ_rr é
(d) On
{e)
off
Switching
curve
Multiposition System Switching curve

{Digital System}
FIG. 8.33 Switching functions.

An illustration of a linear system with switching is a room heater whose block dia-
gram is drawn in Fig. 8.34 with relay characteristics shown in Fig. 8.34c¢ indicating
that the furnace goes on whenever 7 < T and off whenever T > T,. The furnace and
room are two first-order systems connected in tandem. Analytically, this result is
expressed by two equations where p = d/dt:

(p + b)T = By + bT, (8.171)

(p + @)y = AT, T}, 1)

where y = furnace output
T = outside temperature

f(T,T,, T) = switching function

Elimination of y in Eq. (8.171) yields

(p + a)(p + )T = ABf(T, T,, T) + abT, (8.171a)

Note that the function f not only depends upon T and T, but also on the sign of T as
follows:

T<T,
T, <T<T,T>0
T, <T<T,T<0
T>T,

AT T, T) = (8.172)
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I
T T
Relay » Furnace > Room
{0)
Relay
Ty : N A B T
L = o5 ™
(b)
f(1,1,1) on

, 2 ot
Relay T AT |- 17—

characteristics

{c)

FIG. 8.34 Room-heater control system.

which constitutes four possible regimes of operation. Accordingly, Eq. (8.172) must be
solved for the heating cycle f(T, Ty, T) = Q and the cooling cycle (T, T}, T) = 0. For
heating,

heating — ae + Be? + T,
where T is the asymptotic temperature for uncontrolled continuous heating. For
cooling,

Tcoo]ing = 'Yeim + 884)/ + To
The four constants of integration, «, {3, vy, and 8, must be determined by matching con-
ditions at the transitions of any two regimes where continuity of 7 and its derivative T’
must be preserved. This becomes a most laborious procedure, since these constants
change repeatedly, regime after regime, cycle after cycle. Only under constant load T
will a cycle that is repetitive be eventually reached (limit cycle).

The prohibitive analytic method is seldom justified for second-order systems

whose complete graphical solution in the phase plane can be easily generated. As an
introduction to the method, consider the first-order temperature-control system

T+ ol =fAT,T,T) + T, (8.173)
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with its characteristic switching function f. The two modes of operation for Eq. (8.173)

are

Heatine: 7 — A
eating: T+al =Q +aol, = al.

Cooling: T+ oT = oT,

In the phase plane for both cases (taking one time derivative), assuming 7, constant,
Td7dT)T = T= —aT
dT/dT = —a

The corresponding locus of phase-plane operation therefore consists of two parallel
lines of operation of slope —a as drawn in Fig. 8.35 identified by their T intercepts.
The limit cycle 1-2-3-4 is shown crosshatched. Jump action occurs at points 2 and 4,
the switching points. For any initial 7, T to the left of 7 = T, shown for point Q, the
point will jump vertically to the heating line and proceed to 3-4-1-2-3, closing the
cycle. Similarly for point P at T > T,, the point inside the zone T} < T < T, goes to
the cooling curve first. The closed-cycle time is

e
T n T r, T

Returning to the second-order temperature system defined by Eq. (8.171a),
T+ (a+ )T + abT = ABAT, T,, T) + abT,

\A

.i.

Cooling
line-/

On

ot ‘%/,

T hT %

a{To=To)

Switching function

FIG. 8.35 Phase-plane plot for first-order temperature-control system

T+ oT = f+ aT,; f = switching function.
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By a suitable change of variable, Eq. (8.171) can always be represented as
T+adT +T =f(T,T,,T) + T,

where primes have been appended to imply the transformation. Dropping these primes
for convenience leaves

T+aol +T=ATT,1) +T,
whose representation for the phase-plane plot has been shown to be
dT/dT = (—oT— T + f + T )T
=(—aT— T+ T)IT (heating cycle)
= (—aT - T+ T)IT (cooling cycle)

The phase-plane plot of this system is determined by first drawing the switching
lines T = T, and T = T,, and executing the Liénard construction for each of the two
operating regimes. A limit cycle is reached as shown in Fig. 8.36.

Positioning Systems with Dead Zone. The phase-plane constructions for the following
second-order positioning systems are shown in Fig. 8.37, each with dead zone:

Spring-mass damping: B+ b+ 06=—F sgn 0 (8.174a)
dd —cb— Fsgno — 0 0 |6l <3d
— = - F = 8.174b
do ] {1 6] > 38 ( )
Switching line —
L 4
T Limit cycle Heati
$e-aT+T, eating
Cooling ¢:-aT°+T‘°
To T T, T T
/ Initial state
f To T,
T T,
Switching line—

FIG. 8.36 Phase-plane plot for T + Ta + T =f+ T,
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-cf+1 9
for 8< 3

Dead zone

«—Initigl state

>N

for 8>3

g

AN\

F=010l<s
F=18l>8

£

| ~Arc centered
. at 8:0

8
Arc centered
at 8=t ~ fArc
cenberec:
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X
N / \

¥

-1 +
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7
<<

¥
3

£:0:]8]<3
F=t;[8]>8

-
(b} (¢}
FIG. 8.37 Phase-plane plot for second-order systems.
(a) Spring-mass damping §+ch+6=-F sgn 0
(b) Mass damping 0+ c0 =—Fsgnb
(c) Mass spring 60+ 0= —Fsgnb
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Mass damping: 6+ ch=—Fsgnb
iéz —cé—FsgnG_ _L_M
do 0 0
Mass spring: §+6=—Fsgn (8.174c¢)
a;é _ —0 — Fsgno
do 0

A first integral of Eq. (8.174¢) gives
022 + (0 + Fsgn0)2/2 = Ik

Indicating that the phase-plane plot consists entirely of arcs of circles centered at 0,
-1, +1, as shown in Fig. 8.37.

Systems with Nonlinear Elements. Previously considered were linear systems made
nonlinear by switching operations. These could be analyzed by classical analytical
techniques. The situation with nonlinear systems is more difficult.

Systems of the second degree and lower can be treated by graphical analysis as
shown for linear switching systems. Systems of higher order cannot be studied in gen-
eral by analytic or graphical methods.

Examples of some usual types of nonlinear frequency-insensitive elements fre-
quently occurring in “linear” systems are shown in Fig. 8.38.

An example of a nonlinear system controlled by a two-position force with dead
zone is the second-order Coulomb damped system

é+csgné+6=Fsgn6
6(d6/do) + 6 = Fsgn® — csgn
Bdd + (6 — Fsgn®) + csgn)dd =0
622 + (8 — Fsgn®) + csgn )2 = k2

which describes circular arcs in the phase plane with six centers depending on the signs
of 6 and 6 and the amplitude of 6. Motion in the phase plane is shown in Fig. 8.39.

Describing-Function Analysis."® As pointed out above, higher-order nonlinear systems
are not amenable to graphical analysis. A method of analysis has evolved which is valid
under very restrictive conditions. It employs linear concepts in an attempt to simplify the
complex nonlinear problem and bring it within the realm of analysis.

The analysis is limited to systems containing one nonlinearity or where many can be
grouped to yield effectively one nonlinear and time-invariant block. For a sinusoidal input,
the resultant output will be composed of the fundamental plus higher harmonics. The
essence of the analysis is to ignore all harmonics other than the fundamental. This is
the most restrictive assumption and can often be justified for slight nonlinearities where the
higher harmonics are small to begin with; these are further attenuated since most systems
are usually natural low-pass filters.

Oufpufl/- Output e Output / Oufput}/7 omutl /
-/l tnput Input “— input f r Input /!flnput

Seturation Coulomb Rectifier Ideal Backiash Magnetic
Domping Amplifier

FIG. 8.38 Characteristic nonlinear elements.
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6 Initicl
state

Arc ¢ ot ~(c+1)
¢ ot 1-c | Arc at -¢

_(°.+” -c[+1  1-c

¢ ot cti=

FIG. 8.39 Phase-plane plot for § + ¢ sgn + 6 = —F sgn 6.

Implementing the foregoing description, the object is to obtain for a fundamental
input of amplitude A and frequency w a Fourier series whose fundamental amplitude is
B(A, w) and phase &(A, w). If a functional relation connects the input with the output, say

x, = fx)
then for an input
x, = A sin wt
the output is
X,(A sin of) = f(A sin 1)

which shows the x, is a periodic function of time, with period 27/w. It therefore has a
Fourier series development (¢ = wt)

X,(A sin ¢) = f(A sin b)
X,(Asin d) = a, sind + a,sin2d + - - - + a, sinnd
+ b, cosdb + b,cos 2 + - -+ + b cos nd
For an input A cos &, the output would be obtained by adding /2 to ¢:
X,(A cos d) = x,[Asin (b + w/2)] =a,cosd + - — b sind + -
The amplitude ratio of the fundamental output to input is

(a% + b%)l/z a; = ay(A)

INI =
A bl = bl(A)

and the phase
6 = tan"! (b /a,)
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R A N W
L{s) Nonlinear H{s)
biock
Cls)

FIG. 8.40 Nonlinear control system.

By definition, the describing function
N = (a} + bD)"A < 0

is the complex ratio of the fundamental component of output to input. For nonlinear
systems containing energy storage or dissipative elements the describing-function
amplitude is a function not only of amplitude but of frequency as well, i.e.,

N=NA, o) < (4, »)

Stability Analysis. A stability investigation of a system with one nonlinear block
characterized by a describing function utilizes graphical techniques.

Consider, for example, the control system shown in Fig. 8.40. Assume a signal
whose fundamental amplitude A impinges on the input to the nonlinear block. The
transfer functions of the linear blocks have their arguments s replaced by jw to obtain
overall characteristics for real frequency. It should be noted here that right-half-plane
poles no longer have meaning in the usual sense and interest must be necessarily
restricted to sinusoidal signals owing to the describing-function definition. The loop
gain at frequency o is obtained by starting a signal amplitude A at zero phase at the
input to the nonlinear device, and going completely around the loop giving

LHCN X A

If this signal is 180° out of phase and greater than A, the amplitude grows; if it is
less than A in amplitude, the signal decays. Grouping the linear blocks LHC = G the
condition for a net increase of signal is

Amplitude: IG(jw)N(A, o)l > 1
Argument: G(jo)NA, ) = 2n + ) n = integer

A convenient way of illustrating this is
indicated in Fig. 8.41, where first G(jw) is
plotted in a usual Nyquist plot. On the same
set —1/N is plotted (frequency-independent
case) with the arrow in the direction of

increasing amplitude A. Intersection for this
\:1LN__ case corresponds to sustained oscillations. At

———-Ti point 1 the frequency corresponding to the
plot G(jw) is an unstable point, since if per-
turbed in the direction where —1/N > G(jw), A

=LHC will decay. If perturbed in the opposite direction
. —1/N < G(jw), the condition for increased
Nyquist plot growth of A, it will proceed to point 2, the

stable oscillation point. If the —1/N curve lies
FIG. 8.41 Nyquist plot for nonlinear system.  entirely within the G(jw) plot, the amplitude
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FIG. 8.42 Nyquist plot for nonlinear system where N
is a function of frequency and amplitude.

will grow without bound, since —1/N < G(jw) for all A; if outside, the system is
unconditionally stable.

If N is a function of w as well, then in the plot of G(jw) and N as shown in Fig. 8.42
N is drawn for constant w, e.g., ®,, w,, w,. A qualitative analysis similar to the forego-
ing can be inferred. Stable or unstable points of intersection take on meaning only
where there is correspondence of w as well as amplitude as shown at w,.

8.6 SYSTEMS VIEWED FROM STATE SPACE

8.6.1 State-Space Characterization

The state-space description is a general time-domain representation of discrete sys-
tems that yield differential (or difference) equations, both linear and nonlinear. It is the
basis of modern control theory and an outgrowth of modern computer technology with
its well-known capabilities to solve systems, however formidable, often in real time.
Moreover, its concise form is utilized in applications of methods of the calculus of
variations for the optimal control of systems.

In its most general form the system is given by

x(1) = f(x(1), u(), 1) (plant equation) (8.175a)
y() = h(x(®), u(z), 1) (output equation) (8.175b)
where x(7) = state vector with n elements x(7), i = 1,2,.. ., n
u(?) = input vector with m elements u(t),i = 1,2,...,m
y(#) = output vector with r elements y(¢), i = 1,2, ..., r
t = independent variable, time
f = general plant vector of n functions fi(x, u, ?),i = 1,2,...,n
h = output vector of r functions h(x,u, 7),i =1,2,...,r
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The linear form of the system is written as

(1) = A() x(1) + B() u(t) (8.176a)
y() = C(#) x(1) + D@ u(p) (8.176b)

where A(f) = n X n system or plant matrix
B(¢) = n X m input matrix
C(7) = r X n output matrix
D(#) = r X n input-output coupling matrix

Equation (8.176a) is the set of n linear first-order differential equations and is referred
to as the “plant equation.” Equation (8.176b) is a set of r algebraic equations called
the “output equation.” We will confine our attention mostly to the special case of a lin-
ear time-invariant system, owing to its sufficiently useful representation for most sys-
tems and its analytic tractability; we thus focus on Eqs. (8.176a) and (8.176b) with
constant matrices A, B, C, and D, or

x(1) = Ax(t) + Bu(z) (8.176¢)
y(H) = Cx(1) + Du(r) (8.176d)
If an nth-order differential equation of a system is known, then an equivalent phase

state set of equations can be determined. As an example, consider the equation of the
special class of single-input—single-output (SISO) systems,

dny dn—ly dn—Zy
o + a, e + a,; e + - +ay = Ku(r) (8.177)
which is equivalent to a transfer function,
y&)u(s) = KI(s" + as"'+a, s+ -+ +as+a)
If it is assumed that
X, =y
X, =X,
X, =Xy
Xn—1 Xn

then by repeated differentiation and substitution,
X, = dYldl" = —ax, — @y 1X,-p — 0 T oaxg + Ku(1)

In matrix form this is equivalent to

0
0 1 0 0 0
0 1 0 0
X = | x+| - |u=Ax + Bu (8.178a)
0 0 0 1
—a, —a, —az —a,
_K_
y=[ 0 0 --- 0lx=Cx (8.178b)
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FIG. 8.43 Classical transfer function state-space diagram.

This equation constitutes the state-space set of the ordinary differential equations,
Eqgs. (8.176¢) and (8.176d). The state variables so chosen, x(n,r=1,2,...,n,lead
to a special matrix A, called the “companion matrix.” It should be pointed out that the
state-space set so chosen is not unique for the system, and indeed if one set is deter-
mined, then an infinite number of admissible sets exist. Figure 8.43 compares the
classical transfer-function block diagram for this type system with the state-variable
form. If derivatives of u(f) appear in the system equation, then the transfer function is
given by

Y($)/u(s) = Kf ()/f;(s)

where f(s) is now a polynominal in s. A selection of state variables as shown for the
system of Eq. (8.177) would lead to derivative terms in Eqgs. (8.178a) and (8.178b),
thus violating its assumed form. In order to deal with the problem, another choice of
state variables must be made. A convenient approach is to factor the transfer function
into two parts, Viz.,

() _ Kifi(s)
u(s)  Fp(s)

n(s) ) _ Ky
u(s) 1(s)  fls)

And assign each of the factors as follows:

H(s)

fl(S)

X, (9)u(s) = K If,(s) and Y($)x,(s) = f,(s)

The transfer function between x, and u is now without numerator zero, and the
choice of state variables is the same as before. The second transfer function is expanded
from transfer-function to state-variable form, yielding

dm71X1 dm72X1 dxl
y(O)=cp gy t -1 2 + - +c2;+c1x1 =cxptoxt o o,

where

fi=cs" T+, s"P-Fos Tt

L =s"+as" '+ +as+a, m=n
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In phase-state form

X, =X,
X=X
Xp—1 = X
or x = Ax + Bu y = C'x
o
0 1 0 cee 0 0
0 0 1 . e 0 0
where A= B =
0 0 0 1
—a —d; —az a
_K_
C'=1[c, ¢, ¢ .0 0]

8.6.2 Transfer Function from State-Space Representation

Given the state variable representation

x(1) = Ax(1) + Bu(?)
y() = Cx(r) + Du(r)

and taking Laplace transforms of this set assuming zero initial conditions to determine
the transfer function, we have

sx(s) = Ax(s) + Bu(s)
y(s) = Cx(s) + Du(s)

The solution for y(s) is
y(s) = [C(sI — A)' B + D]u(s)
It is clear that the transfer function by its definitions is
H(s)=CSI-A'B+D

For the single-input—single-output case, H(s) reduces to a scalar function, H(s). The
matrix (sI — A)~! is referred to as the “resolvent matrix” and is designated as ®(s), i.e.,

®(s) = adj (sI — A)/det (sI — A)
Using this notation the transfer function becomes

H(s) = C®(s)B + D

8.6.3 Phase-State Variable-Form Transfer Function:
Canonical (Normal) Form

One of the most important representations of the state space is in the decoupled or
normal form.
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Given the transfer function

_ LS) _ bmsm + bmflsm_l + ... 4 bO _
H(S)_M(S)_K(S_)\I)(s_)\z) (_S—)\n) m=n

for a siso system, where the denominator is shown in factored form; a partial fraction
expansion yields.
y(s) . C %] Cn

= + .. +
u(s) s—N 5=\ s =\,

From the definition

A uls)

i = i=1,2,...,
o ST n

y(s) becomes
Y(8) = ¢,2,(8) + c,25,(8) + - - -+ ¢,2,(5)
In the time domain, the foregoing two expressions transform to
z(H) = NZ(1) + u(t) i=1,23,..,n
() = ¢z + ci,() + -+ ez, ()
In normal form, the system takes the form
z(t) = Az(?) + bu(r)
y(1) = C'z(r)

where
o _cl _
N 0 O 1 Cy
0 N 0
A= 2 b= C=
0 0 N,
- 1 — L Cﬂ -

where it is noted that [A] is in diagonal form, the matrix b elements are unity, and the
matrix C elements are residues of the poles of H(s).
As an example consider

y($)u(s) = H(s) = (s + 1)/(s> + 55 + 6)
After factoring we have
y(s)u(s) = (s + D/(s + 3)(s + 2)
and the resulting partial-fraction expansion becomes
y(s)u(s) = 2/(s + 3) — /(s + 2)
Choosing the Laplace transform of state variables and expanding, we find
7,(8) = u(s)/(s + 3) 5z,(s) = —3z,(s) + u(s)
2,(8) = u(s)/(s + 2) 52,(5) = —2z,(5) + u(s)
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Then Y(s) = 2z,(s) — z,(s)
and the time-domain transformation is

Z'l(l‘) = _321([) + u(t)

(0= 250 +ul@  2() = {_(3) _g} z(r) + m u()

y(1) = 2z,(1) — 2,(1)

where the plant matrix

is seen to be diagonal.
As an example of a multiple-input-multiple-output system consider a system with
two inputs and two outputs having a transfer function

1 2
H(s) — s -il- 1 (s + 1)1(5 +2)
(s + (s +3) s+ 3

Expanding the elements into partial fractions, we rewrite H(s) as

1 2 2
s+ 1 s+ 1 s+ 2
1 1 1
25+ 1) 2(s +3) s+3

H(s) =

and the output transform is

uy () 2 (s) — 2
s+ 1 s+1u2s s+ 2

()

yils) = us(s)

(8.179)

() + —— un(s)

- 2
yals) = 2(s + 3) s+ 3

1
2s + 1) ™

Allowing the definitions for x; and their transformations to the time domain,

50 =10 ) = -0 + )
6 =220 ) = —a0) + wl)
6 = 2L 0 = 2200 + w0
x4(s) = % (1) = =3x4(0) + uy (1)
w9 = 2 g = 3 + )
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Now the output can be represented in both domains as
Y,(8) = x,(s) + 2x,(s) — 2x5(s) () = x,(5) + 2x,(1) — 2x,(0)
¥(9) = 30(9) = 3uls) + x55(s) () = 30 = 3u() + x5
By direct substitution, the phase-state canonical form is
x(1) = Ax(¢r) + Bu(s)
y(@) = Cx(1)

-1 0 0 0
0 -1 0 0

o o o
[=JN]
I
[=3NN]
I
w o
o o o o

8.6.4 Transformation to Normal Form

We begin with the phase-state representation
x(1) = Ax(1) + Bu(?)
y(@) = Cx(1)

which ignores direct coupling between input U(7) and output y(¢). We next consider a
matrix transformation [P]:

(8.180)

x(1) = Pz(r)
After substitution and premultiplication by P! in Eq. (8.180),
() = P 'APz(r) + P 'Bu(t)
y(») = CPz(1)

If P is chosen to render z(¢) in normal form, then

P'AP=A
and from Eq. (8.107) P is determined following the solution to the eigenvector equation
IA-N\II=0
p a c € ¢y

where each ¢, is an eigenvector corresponding to each eigenvalue A,. The eigenvector
is given by any nonzero column of the matrix:

adj (A — A ]D)
Also the matrix form of the eigenvalue equation is
AP = PA
as previously shown in the development following Eq. (8.107).
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The special case of transforming A from companion form yields the P transformation:

)\l )\2 )\n
P = )\% )\% )\’21
NN A

8.6.5 System Response from State-Space Representation

The response to the homogeneous plant equation is
x(1) = Ax(t) + Bu(z) (8.181)
which is akin to the solution of the first-order differential equation
X = ax + bu(t)

whose general solution is, by Eq. (8.100)

t

x = e“x(0) + bJ et (1) dr
o

Analogous to e%, eA’ is defined by the infinite series

Al A2 <
T A .. =
M =T Ard =+ >

which converges absolutely for < o and uniformly in any finite interval. Then the
homogeneous equation

x(1) = Ax(1) (8.182)
has the solution
x(1) = e*x(0) (8.183)

€A’ has the property in this case to transform the state of x at # = 0 to the state at any
future time x(7). Accordingly, it is denoted as the state-transition matrix ®(f). Under
this designation Eq. (8.183) becomes

x(1) = ®(1)x(0) (8.183a)
If the state is known at 7 = ¢, [i.e., X = x(7,)], then at time ¢
X(1) = ®(r — 1)x(t,)

which is essentially the same as the statement of Eq. (8.183) and is the complete solu-
tion to Eq. (8.182).
A Laplace transformation of Eq. (8.182) yields

sx(s) — x(0) = Ax(s)
After rearranging the premultiplying by (sI — A)~! we have
sx(s) + Ax(s) = x(0)
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(sI + A)x(s) = x(0)
x(s) = (sI + A)!' x(0) (8.184)

where a Laplace transformation of Eq. (8.183a) establishes the identity
LID(1)] = P(s) = (s] + A)!

The total solution of the plant equation, Eq. (8.181), is

13
x(7) = Ax(0) + J AIBu(T) dr
o
t

= ®(r) x(0) + J ®(r — 7)Bu(r) dr

a result previously obtained in Eq. (8.102).

8.6.6 State-Transition Matrix for Sampled Data Systems

The response to the system equation, Eq. (8.181), where u(z) is governed by a sam-
pling process, is

t

x(1) = ®()x(0) + L(I)(t — 7)Buy(7) dt (8.185)

Since u () = u(nT) = the sampled input for nT < ¢ = (n + 1)T, wheren =0, 1,2, ... =
sample number and 7 = sampling interval, Eq. (8.185) becomes

n—1 (j+nr
x(1) = ®()x(0) + D [J ®(r — 7)Bu(j7T) dT:|
j=o LT

+ J ®(r — 7)Bu(nT) dr (8.186)

13

and since ®(r — 1) = D(r) P(—71), Eq. (8.186) can also be written as

n—1 rG+DT t
x(1) = ®()x(0) + P(7) EJ ®(—7)Bu(j7) dr | + J(I)(t — 7)Bu(nT) dr

j=04T
(8.186a)
For notational convenience we define
A n—1 G+1)
y = J ®(—1)Bu(j7) dr
j=oL 4T
Then Eq. (8.186a) becomes
t
x(1) = ®()x(0) + ®(r)y + J(I)(t — 7)Bu(n7) dr (8.187)
nt

If interest is focused on state values at sampling instants only (i.e., t = nT), then Eq. (8.185)
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becomes

x(nT) = ®(nT)x(0) + PnT)y (8.188)
att=m+ T

x[(n + DT] = ®[(n + DTIx(0) + ®[(n + Ty
(n+1)T
+ J ®[(n + DT — 71Bu(n?) dr
nT
Factoring ®(T'), we have
(n+ )T

x[(n + 1)T] = ®(D[P(nt)x(0) + ®(nT)y] + J ®[(n + DT — 7]Bu(n?) dr

nT
and replacing ®(n)x(0) + ®(nt)y with its equivalent in Eq. (8.188), x(nr), yields
(n+ 1T
x[(n + 1)T] = ®(Dx(nT) + J ®[(n + DT — 7IBu(nT) dr

nT

The integral term can be simplified by a change of variable:
v a (n+ DT —n

resulting in

T
x[(n + DNT] = ®(Dx(nT) + [J' ®(\M)B d)\j|u(nT) (8.188a)
0
where u(n7'), being a constant, is moved outside the integral. The integral term is rec-
ognized as a constant matrix F, defined as

T

a J OB d\

F

and therefore Eq. (8.188a) becomes
x[(n + DT] = ®(T)x(nT) + Fu(nT)

8.6.7 Time-Varying Linear Systems
The plant equation with time-dependent coefficients is written as
x(H) = A@®) x() + B(H) u(n) (8.189)
Recalling Eq. (8.100a), the homogeneous matrix differential equation, we have
dZ(nldt = A@)Z(1) (8.190)

with Z(z;) = I (the identity matrix).
The solution to the homogenous equation, Eq. (8.99) or Eq. (8.181), is

x(1) = A1) x(1) x(1) = Z(1) x(0) (8.191)
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and the general solution to Eq. (8.189) is given by

t
x(1) = Z()x(ty) + JZ(Z)Z”(T) B(7)u(r) dt (8.192)
0
Finally, using the notation for the transition matrix, we see that
D1, 1) = Z(1) Z7\(1)
and Eq. (8.192) becomes
t
x(1) = ®(1, tp)x(1y) + [d)(t, 7) B(t)u(7) d7 (8.193)
0
after x(1,) is replaced in Eq. (8.192) with its identity Z~'(z,)x(z,), where Z(1)) = Z"'(z,) = L.

Unfortunately there is no general method to find @(z, t,) despite the mathematical com-
pactness of form and similarity with the time-invariant case.

8.7 CONTROL THEORY?0:41.43-58,60,61

8.7.1 Controllability

In order to control a plant, an input vector u(z) or sequence u,(t) must be determined to
drive the system from its initial state X, to a prescribed final state X, If u(?) can thus
be found, then the system is deemed “controllable.”

The following is a more general definition of controllability: In a region R of state
space, if the state of a system can be transformed from arbitrary state x, at time 7, to
another arbitrary state X in finite time, then the system is completely controllable in
that region. Clearly, systems in which elements of the state cannot be independently
influenced by the input sector u are not controllable.

8.7.2 Observability

A closely allied concept is that if the system output is known over some finite time
y(t,, 1), one can determine the state of the system x(z,). If so, then the system is called
“observable.” Stated more precisely, a system is observable if its state at r = 7, can be
uniquely determined by observing its output over a finite interval of time 7, < t < .

The mathematical statements governing controllability and observability of the
familiar linear time-invariant system, Eq. (8.176), are as follows. The system is con-
trollable if the n X rn matrix formed by

B AB AB --- A"'B

has rank n, where A = n X n matrix and B = r X n matrix. The system is observable
if the n X mn matrix

¢ ATCT @y'ct @ah'e (8.194)

has rank n, where C = n X m matrix.

8.7.3 Introduction to Optimal Control

The primary objective of optimal control is to choose a function (policy) of one or
more parameters such that some meaningful function of these parameters is rendered
either a maximum or a minimum (i.e., an extremum).
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An elementary example in rocket control would be to choose a thrust attitude and a
fuel firing rate that will send a satellite into a prescribed orbit with minimum fuel
expenditure; another control policy would allow the achievement of orbit in minimum
time. The simplified equations governing rocket motion are given by

mdvidi = £ + £,
f = (dm/die = —Be

(8.195)

where m = rocket mass
B = —dmldt = fuel burning rate
¢ = c,, ¢, = exhaust vector
v = v, v = velocity vector
external forces (assumed for simplicity to be (a — mg)

f

ext

Figure 8.44 indicates the rocket trajectory. The equations in each coordinate are

v mdv [dt = c_dmldt
m dv‘_/dt =c, dm/dt — mg

where 0 = instantaneous rocket attitude angle. The prob-

¥ / lem here is to choose a firing rate 3 such that the fuel
/ consumed is a minimum, i.e.,
/
/ T
/8 J B dt min
X o

FIG. 8.44 Rocket trajectory. . . o .
where T = time for rocket to achieve its final height y.

Many cases of optimal control involve finding extremum
values of integrals subject to constraints. The integrals are usually of the type

B dy
J = fly,— x|dx (8.196a)
A dx

f dx
=1 flx ! dt (8.196b)
ty

Of all possible paths y(x) in Eq. (8.196a) or x(¢) in Eq. (8.196b), some (usually one)
make J (functional) an extremum.
If we consider the optimal control of a system whose plant equation is

x= f(x, u, 1)

then, in general, the control function u is chosen (assuming controllability) to trans-

form the state from x(Z) to a prescribed final state X, = x(7') such that the functional

T
J = J fo(X,u, 1) dr
0
is rendered an extremum.
8.7.4 Euler-Lagrange Equation

The extremum of J for fixed end points a and b,

b
J = Jf(y, Y. x) dx
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corresponds to that path y(x) which conforms to
afldy — (dldx)I(of'19y") = &

lGrovify which is the Euler-Lagrange equation taken from the
“calculus of variations,” a branch of mathematics.
One of the earliest problems posed by Bernoulli was
to determine a curve joining two fixed end points A and
FIG. 8.45 Problem of mass B in a vertical plane (Fig. 8.45), on which a mass start-
from fixed end A to fixedend B.  ing from rest at A sliding along that path under the
force of gravity alone with reach B in minimum time.
Since the velocity of a conservative system is

Ivl = (2gx)?

the transit time is given by

S JB ds JB{(dy/dx)z-i-l}”zd
b g™ T Ll 2 )

Moreover, the integrand does not contain terms in y, so the Euler-Lagrange equation
reduces to df/dy’ = c, where ¢ is a constant, or

y,/(l + y12)1/2 =c
The solution in parametric form is

x = (12¢5)(1 — cos 0)
y = (1/2¢%)(6 — sin 0)

which is a cycloid through points a and b, with ¢ chosen to satisfy the end points.

Free-End Conditions. In the absence of end constraints, i.e., for free-end conditions,
the extremizing problem is to find y(x) when a = x = b, without any constraints on
y(a) and y(b). The results are

dF/dy — (dldx)(dFldy') = 0
and
dF/ay’ = 0 atx = a,b

Variable-End-Point Condition. The more general case of variability of one or both
end points of the functional integral,

i
J = j F(x, X, 1) dt
1

0

leads to the following generalized boundary condition at ¢ = 7

oF
+ | F— E X, ——
1 [ K axl:|
1
oF
+ | F— E X ——
) [ i axlj|
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If the end point is free, the 8¢, and dxi;, are independent; then each of the coefficients
of dx, and 8¢, must be zero, or

oF
X,

1

i)

0%

Ty

If X, for example, is constrained to some curve at the right end point, then

x| =y j=12,...,n
1
and 8X| =3d  j=1,2...n
|
a
F+E(y,*x,a =0

8.7.5 Multivariable with Constraints and Independent Variable t

Consider the functional

b
J = J F(Xl, X2y o ooy Xy .)2?1, ).Cz, P ).Cn’ l) dt (8197)
where x|, x,, . . ., x, are independent functions of 7 and
).Cl' = dx/d[

The extremal path now conforms to n Euler equations
dFlox; — (didt)(0F/ox) = 0 i=12,...n
At any end point where x, is free,
daF/ox; = 0

Now if one or more of the variables x; are functionally related, say in m indepen-
dent equations

g%, x,1) =0 i=1,2,...m (8.198)

we first form an augmented function

F=F+ > pg (8.199)
i=1

where p, is a Lagrange multiplier for the function g,.
The augmented functional is next defined by

b
J= J Fdt (8.200)
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The phase form of Eq. (8.197) is

b
J = J F(x, X, 1) dt (8.201)
which is subject to the constraint equations
g(x.x,1) =0

By substitution for F in Eq. (8.200), the augmented functional becomes

b
J= J [F(x, X, f) dt — Pg(x, %, )] dt

pl 0 .o 0

0 0
where P = P2

0 0 P

The extremum for J is found by using the Euler-Lagrange equation and treating p,, i =
1, ..., m, as m additional variables.
More generally, consider the functional J written as

t
J= J F(x,u, 1) dt
o

which is subject to differential constraints
% = filx,u,1) i=1,2,...,n (8.202)
Rearranging Eq. (8.202) results in
g =fi—x=0 i=12,...m

Now replacing f; — x; for g, in Eq. (8.199),

F=F+ 2p (fi— &) (8.203)
T T
and J = J’ Fdt = J F + Ep,-(f,- — x;)dt (8.204)
0 o
For convenience the hamiltonian H is introduced, defined by

HAF+ Spf

with this definition, Eq. (8.204) can be rewritten as
T
0

Invoking the Euler-Lagrange equation, we have

oFlox; — (didf)(oF1ox) =0  i=1,2....n
or pi = —0oH/dx;
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and dH/du; = 0 j=12,...n
dH/dp; = X; i 1,2,....n
yielding 2n + m equations in 2n + m unknowns.

The boundary conditions for x,(0), i = 1, . . ., n are the state at t = 0. If the control
problem requires that, say, only r final state values be met, then values of x(T), [ > r,
are free, yielding the free-end-point conditions

i_ k=r+1,....n
E))'ck t=T
which coincides with
p(T) =0 k=r+1,...,n

T
As an example, consider the control which minimizes J u? dr for the system given by
o
x1(0) = 0, x(T) = 1
%(0) = 0,x(T) =0

)'Cl = Xy
.)2?2:

u

ing to a unit position at zero velocity att = 7.

which describes a control force u accelerating a unit inertial mass starting at rest mov-
We first form the hamiltonian

H=1u*+ pix, + pyu
Now for 8H/8uj =0

2u+p, =0 !

or u 3 D2

and for —dH/dx; = p;

pr=0 and p, = —p;

From the foregoing three equations we can establish that

p; = const = —C p, = const = —p; = C

(8.205)
A first integral of Eq. (8.205) yields
p,=Ct+D
Since u = —%pz,
u=—3Ct =D
Since X, = u,
X = —CF — DI + E

From the boundaries x,(T) = 0 and x,(0) = 0,

X, = 3C(=7 + T1)

1
= _ECT
E=0
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and ).Cl =X XI(O) =0
X =3C(—37 + 37179
since x(T) =1
The required u is
u = (12T%(—1 + 37)
and elements of the state vector are

n= (6T +T)  x = (6IT)—3 + 5 T7)

8.7.6 Pontryagin’s Principle

Again we consider

t
J = J F(x,u, 1) dt
o

Subject to
X; = fi(x,u, 1) i=1,2...,n
with initial conditions
x(0) = x,
and end conditions
x(T) = X,

where u € U is the admissible control region.

Now if u is discontinuous (the general case), aH/auj does not exist at the disconti-
nuities and aH/auj = 0, one of the criteria for optimal control of du, continuous inputs,
is no longer valid. In lieu of this condition, u, j = 1, . . ., n, are determined to minimize
H. This is the fundamental contribution of Pontryagin; the theory admits not only con-
tinuous control but bounded and discontinuous controls as well.

As an example consider the system of the previous problem with the functional

T
- [
0

being the time it takes to move the mass from x,(0) = 0 to x,(7) = 1 in minimum time
subject to the bounds on u:

—a<u<p
We first form the hamiltonian

H:l+p1x2+p2u
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and as determined previously,
=0
—p1 =D
C=p
p,=Ct+D
In accordance with the Pontryagin principle, if

Py <0
p2>0

B

—Q

and if "
u

Thus p,u and H are made as small as possible.
Since

f=u (8.206)

x(T) = J udt =

0

It appears from Eq. (8.200) that u has at least one positive region and at least one negative
region since its total integration over the interval 0, 7, is 0. Further, for every sign change
of u there must be a sign change of p,. Now, because it is a linear function of time, p, can
have at most one change of sign. It follows that there is a single crossover. This fact, con-
sidered in relation to Eq. (8.206), leads to a crossover time ¢, derived from

Bt, = (T — t)a (8.207)
Equating the integral from 0 to 7 with x,(T) yields

T
x(T) = J Xpdt =1 (8.208)
o
There are two regimes for x,, namely,
t
j Bdt = Bt t=1t
0

Xy = t
J—adt=8tl—a(t—t1) t=1
n

Direct substitution in Eq. (8.208) over the whole range 0, T yields
T
J xXodt = BA2 + B2AR2a = 1 (8.209)
o

Figure 8.46 shows the x, and u functions.
From Eqgs. (8.207) and (8.209) we obtain the crossover time

2 12
he {B(l + B/oc)}

and the excursion time

T = [(2/B)(1 + Bla)]"?

which is a minimum.
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FIG. 8.46 Relationship between functions x, and u.
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