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PREFACE

In the first year of calculus we study limits, derivatives, and integrals of functions
with a single input, and a single output. The transition to advanced calculus is
made when we generalize the notion of “function” to something which may have
multiple inputs and multiple outputs. In this more general context limits, derivatives,
and integrals take on new meanings and have new geometric interpretations. For
example, in first-year calculus the derivative represents the slope of a tangent line at
a specified point. When dealing with functions of multiple variables there may be
many tangent lines at a point, so there will be many possible ways to differentiate.

The emphasis of this book is on developing enough familiarity with the material
to solve difficult problems. Rigorous proofs are kept to a minimum. [ have included
numerous detailed examples so that you may see how the concepts really work. All
exercises have detailed solutions that you can find at the end of the book. I regard
these exercises, along with their solutions, to be an integral part of the material.

The present work is suitable for use as a stand-alone text, or as a companion
to any standard book on the topic. This material is usually covered as part of a
standard calculus sequence, coming just after the first full year. Names of college
classes that cover this material vary greatly. Possibilities include advanced calculus,
multivariable calculus, and vector calculus. At schools with semesters the class may
be called Calculus I1I. At quarter schools it may be Calculus 1V.

The best way to use this book is to read the material in each section and then try
the exercises. If there is any exercise you don’t get, make sure you study the solution
carefully. At the end of each chapter you will find a quiz to test your understanding.
These short quizzes are written to be similar to one that you may encounter in a
classroom, and are intended to take 20—30 minutes. They are not meant to test every

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.



xii Advanced Calculus Demystified

idea presented in the chapter. The best way to use them is to study the chapter until
you feel confident that you can handle anything that may be asked, and then try the
quiz. You should have a good idea of how you did on it after looking at the answers.
At the end of the text there is a final exam similar to one which you would find at
the conclusion of a college class. It should take about two hours to complete. Use it
as you do the quizzes. Study all of the material in the book until you feel confident,
and then try it.

Advanced calculus is an exciting subject that opens up a world of mathematics.
It is the gateway to linear algebra and differential equations, as well as more
advanced mathematical subjects like analysis, differential geometry, and topology.
Itis essential for an understanding of physics, lying at the heart of electro-magnetics,
fluid flow, and relativity. It is constantly finding new use in other fields of science
and engineering. I hope that the exciting nature of this material is conveyed here.



ACKNOWLEDGMENTS

The author thanks the technical editor, Steven G. Krantz, for his helpful comments.

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.



This page intentionally left blank



CHAPTER 1

Functions of
Multiple Variables

1.1 Functions

The most common mental model of a function is a machine. When you put some
input in to the machine, you will always get the same output. Most of first year
calculus dealt with functions where the input was a single real number and the output
was a single real number. The study of advanced calculus begins by modifying this
idea. For example, suppose your “function machine” took fwo real numbers as its
input, and returned a single real output? We illustrate this idea with an example.

EXAMPLE 1-1
Consider the function

fx,y) =x*+y?

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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For each value of x and y there is one value of f(x, y). For example, if x = 2 and
y = 3 then

f2,3)=2*+3=13

One can construct a table of input and output values for f(x, y) as follows:

x|y || S,y
00 0
110 1
0|1 1
1|1 2
1|2 5
211 5

Problem 1 Evaluate the function at the indicated point.

L fl,y)=x*4+yx,y)=@3,2)
2. g(x,y)=sinx +cosy; (x,y) = (0, %)
3. h(x,y) =x%siny; (x,y) = (2, %)

Unfortunately, plugging in random points does not give much enlightenment as
to the behavior of a function. Perhaps a more visual model would help....

1.2 Three Dimensions

In the previous section we saw that plugging random points in to a function of two
variables gave almost no enlightening information about the function itself. A far
superior way to get a handle on a particular function is to picture its graph. We’ll
get to this in the next section. First, we have to say a few words about where such
a graph exists.

Recall the steps required to graph a function of a single variable, like g(x) = 3x.
First, you set the function equal to a new variable, y. Then you plot all the points
(x, y) where the equation y = g(x) is true. So, for example, you would not plot
(0, 2) because 0 # 3 - 2. But you would plot (2, 6) because 6 = 3 - 2.

The same steps are required to plot a function of two variables, like f(x, y).
First, you set the function equal to a new variable, z. Then you plot all of the points
(x, y, z) where the function z = f(x, y) is true. So we are forced to discuss what
it means to plot a point with three coordinates, like (x, y, z).
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Figure 1-1 Three mutually perpendicular axes, drawn in perspective

Coordinate systems will play a crucial role in this book, so although most readers
will have seen this, it is worth spending some time here. To plot a point with two
coordinates such as (x, y) = (2, 3) the first step is to draw two perpendicular axes
and label them x and y. Then locate a point 2 units from the origin on the x-axis
and draw a vertical line. Next, locate a point 3 units from the origin on the y-axis
and draw a horizontal line. Finally, the point (2, 3) is at the intersection of the two
lines you have drawn.

To plot a point with three coordinates the steps are just a bit more complicated.
Let’s plot the point (x, y, z) = (2, 3, 2). First, draw three mutually perpendicular
axes. You will immediately notice that this is impossible to do on a sheet of paper.
The best you can do is two perpendicular axes, and a third at some angle to the
other two (see Figure 1-1). With practice you will start to see this third axis as a
perspective rendition of a line coming out of the page. When viewed this way it
will seem like it is perpendicular.

Notice the way in which we labeled the axes in Figure 1-1. This is a convention,
i.e., something that mathematicians have just agreed to always do. The way to
remember it is by the right hand rule. What you want is to be able to position
your right hand so that your thumb is pointing along the z-axis and your other
fingers sweep from the x-axis to the y-axis when you make a fist. If the axes are
labeled consistent with this then we say you are using a right handed coordinate
system.

OK, let’s now plot the point (2, 3, 2). First, locate a point 2 units from the
origin on the x-axis. Now picture a plane which goes through this point, and is
perpendicular to the x-axis. Repeat this for a point 3 units from the origin on the
y-axis, and a point 2 units from the origin on the z-axis. Finally, the point (2, 3, 2)
is at the intersection of the three planes you are picturing.

Given the point (x, y, z) one can “see” the quantities x, y, and z as in Figure 1-2.
The quantity z, for example, is the distance from the point to the xy-plane.
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Figure 1-2 Plotting the point (2, 3, 2)

Problem 2 Which of the following coordinate systems are right handed?

() (d)

Problem 3 Plot the following points on one set of axes:

1 (1,1, 1)
2.(1,—1,1)
3 (=1,1,-1)

1.3 Introduction to Graphing

We now turn back to the problem of visualizing a function of multiple variables.
To graph the function f(x, y) we set it equal to z and plot all of the points where
the equation z = f(x, y) is true. Let’s start with an easy example.
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EXAMPLE 1-2

Suppose f(x, y) = 0.Thatis, f(x, y) is the function that always returns the number

0, no matter what values of x and y are fed to it. The graph of z = f(x, y) =01is

then the set of all points (x, y, z) where z = 0. This is just the xy-plane.
Similarly, now consider the function g(x, y) = 2. The graph is the set of all

points where z = g(x, y) = 2. This is a plane parallel to the xy-plane at height 2.

We first learn to graph functions of a single variable by plotting individual points,
and then playing “connect-the-dots.” Unfortunately this method doesn’t work so
well in three dimensions (especially when you are trying to depict three dimensions
on a piece of paper). A better strategy is to slice up the graph by various planes.
This gives you several curves that you can plot. The final graph is then obtained by
assembling these curves.

The easiest slices to see are given by each of the coordinate planes. We illustrate
this in the next example.

EXAMPLE 1-3
Let’s look at the function f(x,y) = x 4+ 2y. To graph it we must decide which
points (x, y, z) make the equation z = x + 2y true. The xz-plane is the set of all
points where y = 0. So to see the intersection of the graph of f(x, y) and the xz-
plane we just set y = 0 in the equation z = x + 2y. This gives the equation z = x,
which is a line of slope 1, passing through the origin.
Similarly, to see the intersection with the yz-plane we just set x = 0. This gives
us the equation z = 2y, which is a line of slope 2, passing through the origin.
Finally, we get the intersection with the xy-plane. We must set z = 0, which
gives us the equation O = x 4 2y. This can be rewritten as y = —%x. We conclude
this is a line with slope —%.

The final challenge is to put all of this information together on one set of axes.
See Figure 1-3. We see three lines, in each of the three coordinate planes. The graph
of f(x, y)is then some shape that meets each coordinate plane in the required line.
Your first guess for the shape is probably a plane. This turns out to be correct. We’ll
see more evidence for it in the next section.

Problem 4 Sketch the intersections of the graphs of the following functions with
each of the coordinate planes.

1. 2x 4+ 3y
2. x2 4y
3 x2+y?
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Figure 1-3 The intersection of the graph of x 4 2y with each coordinate plane is a line
through the origin

4. 2x2 4+ y?

5 VxT+)?

6. x> —y?

1.4 Graphing Level Curves

It’s fairly easy to plot the intersection of a graph with each coordinate plane, but
this still doesn’t always give a very good idea of its shape. The next easiest thing
to do is sketch some level curves. These are nothing more than the intersection of
the graph with horizontal planes at various heights. We often sketch a “bird’s eye
view” of these curves to get an initial feeling for the shape of a graph.

EXAMPLE 1-4

Suppose f(x,y) = x>+ y%. To get the intersection of the graph with a plane at
height 4, say, we just have to figure out which points in R? satisfy z = x> + y* and
7 = 4. Combining these equations gives 4 = x? 4 y2, which we recognize as the
equation of a circle of radius 2. We can now sketch a view of this intersection from
above, and it will look like a circle in the xy-plane. See Figure 1-4.

The reason why we often draw level curves in the x y-plane as if we were looking
down from above is that it is easier when there are many of them. We sketch several
such curves for z = x? 4 y? in Figure 1-5.

You have no doubt seen level curves before, although they are rarely as simple
as in Figure 1-5. For example, in Figure 1-6 we see a topographic map. The lines
indicate constant elevation. In other words, these lines are the level curves for the
function which gives elevation. In Figure 1-7 we have shown a weather map, with
level curves indicating lines of constant temperature. You may see similar maps in
a good weather report where level curves represent lines of constant pressure.
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(a) (b)

Figure 1-4 (a) The intersection of z = x? + y? with a plane at height 4. (b) A top view
of the intersection

EXAMPLE 1-5

We now let f(x, y) = xy. The intersection with the xz-plane is found by setting
y = 0, giving us the function z = 0. This just means the graph will include the
x-axis. Similarly, setting x = 0 gives us z = 0 as well, so the graph will include
the y-axis. Things get more interesting when we plot the level curves. Let’s set
z = n, where n is an integer. Solving for y then gives us y = *. This is a hyperbola
in the first and third quadrant for n > 0, and a hyperbola in the second and fourth
quadrant when n < 0. We sketch this in Figure 1-8.

N\

Figure 1-5 Several level curves of z = x% + y?
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Figure 1-6 A topographic map
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Figure 1-7 A weather map shows level curves
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7 N

7

Figure 1-8 Level curves of z = xy

Problem 5 Sketch several level curves for the following functions.

1. 2x + 3y
2. x*+y
3. /x2 4 y?
4. x2 —y?

Problem 6 The level curves for the following functions are all circles. Describe
the difference between how the circles are arranged.

x2+y2

/x2 + y2
1
x2+y?

sin(x? + y?)

KN Wb~

1.5 Putting It All Together

We have now amassed enough tools to get a good feeling for what the graphs of
various functions look like. Putting it all together can be quite a challenge. We
illustrate this with an example.
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(a) (b)

Figure 1-9 Sketching the paraboloid z = x? + y?

EXAMPLE 1-6

Let f(x,y) = x>+ y2. In Problem 4 you found that the intersections with the
xz- and yz-coordinate planes were parabolas. In Example 1-4 we saw that the
level curves were circles. We put all of this information together in Figure 1-9(a).
Figure 1-9(b) depicts the entire surface which is the graph. This figure is called a
paraboloid.

Graph sketching is complicated enough that a second example may be in order.

EXAMPLE 1-7
In Figure 1-10 we put together the level curves of f(x, y) = xy, found in Example
1-5, to form its graph. The three-dimensional shape formed is called a saddle.

Problem 7 Use your answers to Problems 4 and 5 to sketch the graphs of the
following functions:

2x 4 3y
x2+y
2x% +y?

X2 2

YR b~
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Figure 1-10 Several level curves of z = xy piece together to form a saddle

1.6 Functions of Three Variables

There is no reason to stop at functions with two inputs and one output. We can also
consider functions with three inputs and one output.

EXAMPLE 1-8
Suppose

f(x,y,2) =x +xy+ vz
Then f(1,1,1) = 3and £(0, 1,2) = 4.

To graph such a function we would need to set it equal to some fourth variable,
say w, and draw a picture in a space where there are four perpendicular axes, x,
v, z, and w. No one can visualize such a space, so we will just have to give up
on graphing such functions. But all hope is not lost. We can still describe surfaces
in three dimensions that are the level sets of such functions. This is not quite as
good as having a graph, but it still helps give one a feel for the behavior of the
function.

EXAMPLE 1-9
Suppose

fx,y,2)=x>+y*+7°

To plot level sets we set f(x, y, z) equal to various integers and sketch the surface
described by the resulting equation. For example, when f(x, y, z) = 1 we have

l=x>+y"+2°
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This is precisely the equation of a sphere of radius 1. In general the level set
corresponding to f(x, y, z) = n will be a sphere of radius /n.

Problem 8 Sketch the level set corresponding to f(x,y,z) = 1 for the following
functions.

1. f(x,y,2) =x>+y> =22
2. f(x,y,z):xZ_yZ_ZZ

1.7 Parameterized Curves

In the previous sections of this chapter we studied functions which had multiple
inputs, but one output. Here we examine the opposite scenario: functions with one
input and multiple outputs. The input variable is referred to as the parameter, and
is best thought of as time. For this reason we often use the variable ¢, so that in
general such a function might look like

c(t) = (f(1), g())

If we fix a value of ¢ and plot the two outputs we get a point in the plane. As ¢
varies this point moves, tracing out a curve, C. We would then say C is a curve that
is parameterized by c(t).

EXAMPLE 1-10
Suppose ¢(1) = (cost, sint). Thenc(0) = (1,0) and ¢ (3) = (0, 1). If we continue
to plot points we see that c(¢) traces out a circle of radius 1. Indeed, since

cos’t +sin’r =1

the coordinates of c(t) satisfy x> 4+ y? = 1, the equation of a circle of radius 1. In
Figure 1-11 we plot the circle traced out by c(¢), along with additional information
which tells us what value of ¢ yields selected point of the curve.

EXAMPLE 1-11

The function ¢(¢) = (cost?, sin t?) also parameterizes a circle or radius 1, like the
parameterization given in Example 1-10. The difference between the two param-
eterizations can be seen by comparing the spacing of the marked points in Figure
1-11 with those of Figure 1-12. If we think of ¢ as time, then the parameterization
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Figure 1-11 The function c(¢) = (cost, sint) parameterizes a circle of radius 1

depicted in Figure 1-12 represents a point moving around the circle faster and
faster.

EXAMPLE 1-12
Now letc(t) = (f cost, t sint). Plotting several points shows that ¢(¢) parameterizes
a curve that spirals out from the origin, as in Figure 1-13.

Ay

~
Il
s
-~
Il
ISE

s
N

Y

Figure 1-12 The function ¢(¢) = (cos ¢2, sint?) parameterizes a circle of radius 1 in a
different way
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Ry

Figure 1-13 The function c(¢) = (¢ cost, t sint) parameterizes a spiral

Parameterizations can also describe curves in three-dimensional space, as in the
next example.

EXAMPLE 1-13

Let ¢(t) = (cost, sint, t). If the third coordinate were not there then this would
describe a point moving around a circle. Now as ¢ increases the height off of
the xy-plane, i.e., the z-coordinate, also increases. The result is a spiral, as in
Figure 1-14.

Figure 1-14 The function c(¢) = (cost, sint, t) parameterizes a curve that spirals
around the z-axis
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Problem 9 Sketch the curves parameterized by the following:
1. (t,1)

2. (t,1)

3@

4. (1%, 1%)

5. (cos?2t, sin3t)

Problem 10 The functions given in Examples 1-10 and I-11 parameterize the same

circle in different ways. Describe the difference between the two parameterizations
for negative values of t.

Problem 11 Find a parameterization for the graph of the function y = f(x).

Problem 12 Describe the difference between the following parameterized curves:

1. ¢(t) = (cost,sint, t?)
2. ¢(t) = (cost, sint, %)
3. ¢(t) = (tcost,tsint,t)

Quiz
Problem 13

1. Determine if the coordinate system pictured is left or right handed.
z

2. Let f(x,y) = &7

a. Sketch the intersections of the graph of f(x, y) with the xy-plane, the
xz-plane, and the yz-plane.

b. Sketch the level curves for f(x, y).

c. Sketch the graph of f(x, y).

3. Sketch the curve parameterized by c(t) = (2cost, 3sint).
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CHAPTER 2

Fundamentals of
Advanced Calculus

2.1 Limits of Functions of Multiple Variables

The study of calculus begins in earnest with the concept of a limit. Without this
one cannot define derivatives or integrals. Here we undertake the study of limits of
functions of multiple variables.

Recall that we say )}1_r)r111 f(x) = L if you can make f(x) stay as close to L as

you like by restricting x to be close enough to a. Just how close “close enough” is
depends on how close you want f(x) to be to L.
Intuitively, if lim f(x) = L we think of the values of f(x) as getting closer and

closer to L as the value of x gets closer and closer to a. A key point is that it should
not matter 2ow the values of x are approaching a. For example, the function

X

fx)=—

|x|

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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does not have a limit as x — 0. This is because as x approaches 0 from the right
the values of the function f(x) approach 1, while the values of f(x) approach —1
as x approaches 0 from the left.

The definition of limit for functions of multiple variables is very similar. We say

lim x,y) =1L
(xyy)ﬁ(a,b)f( y)

if you can make f(x, y) stay as close to L as you like by restricting (x, y) to be
close enough to (a, b). Again, just how close “close enough” is depends on how
close you want f(x, y) to be to L.

Once again, the most useful way to think about this definition is to think of the
values of f(x, y) as getting closer and closer to L as the point (x, y) gets closer
and closer to the point (a, b). The difficulty is that there are now an infinite number
of directions by which one can approach (a, b).

EXAMPLE 2-1
Suppose f(x, y) is given by

X

f(x,y)=x+y

We consider  lim  f(x, y).
(x,y)—(0,0)

First, let’s see what happens as (x, y) approaches (0, 0) along the x-axis. For all
such points we know y = 0, and so

X X
y :—:—:1
fx,y) ity x

Now consider what happens as (x, y) approaches (0, 0) along the y-axis. For all
such points we have x = 0, and so

X 0
:—:0
X+y y

S, y) =

We conclude the values of f(x, y) approach different numbers if we let (x, y)

approach (0, 0) from different directions. Thus we say ( l)inr}0 0 f(x,y) does not
x,y)— (U,

exist.

Showing that a limit does not exist can be very difficult. Just because you can
find multiple ways to come at (a, b) so that the values of f(x, y) approach the
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same number L does not necessarily mean %m} , f(x,y) = L. There might be
(x,y)—(a.,b)
some way to approach (a, b) that you haven’t tried that gives a different number.

This is the key to the definition of limit. We say the function has a limit only when
the values of f(x, y) approach the same number no matter how (x, y) approaches
(a, b). We illustrate this in the next two examples.

EXAMPLE 2-2
Suppose f(x, y) is given by

Xy
x2 + y?

Sx,y) =

As we let (x, y) approach (0, 0) along the x-axis (where y = 0) we have

Xy 0

—:—:O
x2+y2 )C2

S, y) =

Similarly, as we let (x, y) approach (0, 0) along the y-axis (where x = 0) we have

0
fly) = 52— = =

=0
X4y oy

But if we let (x, y) approach (0, 0) along the line y = x we have

2
.. S
f(x’y)_x2+y2_2x2_2

So once again we find  lim  f(x, y) does not exist.
(x,y)—(0,0)

Our third example is the trickiest.

EXAMPLE 2-3

Let

x2 y
fx,y) = m

As (x, y) approaches (0, 0) along the x-axis (where y = 0) we have

x2y 0
y :—:—:O
F(x,y) e
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As (x, y) approaches (0, 0) along the y-axis (where x = 0) we have

fey =t =g
X, _— —_— =
UEEETEE TR
If we approach (0, 0) along the line y = x we get
x2y x3 X

X, = = =
f( y) X4+y2 X4+X2 X2+1

As x approaches 0 we have

. X
lim =
x—0 x2 +1

So far it is looking like perhaps

Xzy

Iim ——=0
@.)—>0.0) x* + y?

since, as (x, y) approaches (0, 0) along the x-axis, the y-axis, and the line y = x,
the values of f(x, y) approach 0. But what happens if we let (x, y) approach (0, 0)
along the curve y = x? In this case

x2y x* 1

[V == ara =

We can evaluate the limit of this function as x approaches 0 by dividing the numer-
ator and denominator by x*.

x4 . 1
Iim = lim
x—0 x2 + x4 x»O —|— 1

So again the limit does not exist.

Problem 14 Show that the following limits do not exist:

1. lim -
()~ (0,0) Y

2
2. lim =
(£)=> 0.0 ¥
3 1 x+y

T 0,)—(0,0) A/x2Hy?

4. lim X2
@w»wmxﬂ
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2.2 Continuity

We say a function f(x, y) is continuous at (a, b) if its limit as (x, y) approaches
(a, b) equals its value there. In symbols we write

lim f(x,y) = f(a,b)

(x.y)—>(a, b)

Most functions you can easily write down are continuous at every point of their
domain. Hence, what you want to avoid are points outside of the domain, where
you may have

1. Division by zero.
2. Square roots of negatives.
3. Logs of nonpositive numbers.

4. Tangents of odd multiples of 7.

In each of these situations the function does not even exist, in which case it is
certainly not continuous. But even if the function exists it may not have a limit.
And even if the function exists, and the limits exist, they may not be equal.

EXAMPLE 2-4
Suppose

_xXty
/x2+y2

There is no zero in the denominator when (x, y) = (1, 1), so f(x, y) is contin-
uous at (1, 1).

fx,y) =

EXAMPLE 2-5
Evaluate

x2y3

lim ————
@)= 0.0 x2 + y2 4+ 1
There are no values of x and y that will make the denominator 0, so the function

is continuous everywhere. Since the value of a continuous function equals its limit,
we can evaluate the above simply by plugging in (0, 0).

) x2y3 0
lim = =
=00 x2+y2+1 041
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Problem 15 Find the domain of the following functions:

Ji X+y
© 0y

2.y —x2
3. In(y —x)/x —y

Problem 16 Consider the function

2+2
fx,y)= m&,y)#(g’o)
1

(x,y) =(0,0)
Is f(x,y) continuous at (0, 0)?
Quiz
Problem 17
1. Show that the function
fx _xsiny
y) = m

does not have a limit as (x, y) — (0, 0).
2. Is the function
2 (x,y) #(0,0)
x’ — x+y ’ ’
S {1 (x.y) = (0.0)
continuous at (0, 0)?
3. Find the domain of the function

1
fx,y)=1In
X —y
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Derivatives

3.1 Partial Derivatives

What shall we mean by the derivative of f(x, y) ata point (xg, yo)? Just as in one
variable calculus, the answer is the slope of a tangent line. The problem with this
is that there are multiple tangent lines one can draw to the graph of z = f(x, y) at
any given point. Which one shall we pick to represent the derivative? The answer
is another question: “Which derivative?” We will see that at any given point there
are lots of possible derivatives; one for each tangent line.

Another way to think about this is as follows. Suppose we are at the point (xg, yo)
and we start moving. While we do this we keep track of the quantity f(x, y). The
rate of change that we observe is the derivative, but the answer may depend on
which direction we are traveling.

Suppose, for example, that we are observing the function f(x, y) = x?y, while
moving through the point (1, 1) with unit speed. Suppose further that we are travel-
ing parallel to the x-axis, so that our y-coordinate is always one. We would like to
know the observed rate of change of f(x, y). Since the y-coordinate is always one

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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the values of f(x, y) that we observe are always determined by our x-coordinate:
f(x, 1) = x2. The rate of change of this function is given by its derivative: 2x.
Finally, when x = 1 this is the number 2.

The above is a particularly easy computation. Given any function, if you are
traveling in a direction which is parallel to the x-axis then your y-coordinate is
fixed. Plugging this number in for y then gives a function of just x, which we can
differentiate. Here’s another example.

EXAMPLE 3-1

We compute the rate of change of f(x,y) = x3y> at the point (1, 2), when we
are traveling parallel to the x-axis. During our travels the value of y stays fixed
at 2. Hence, the values of the function we are observing are determined by our
x-coordinate: f(x,2) = 8x3.The derivative of this function is then 24x2, which
takes on the value 24 when x is one.

What if we wanted to repeat our computations, with different values of y? It
would be helpful to keep the letter “y” in our computations, and plug in the value at
the very end. Notice that when we plugged in a number for y it became a constant,
and was treated as such when we differentiated with respect to x. If we leave the

letter y in our computations we can still treat it as a constant.

EXAMPLE 3-2

Let f(x,y) = x 4+ xy + y>. We wish to treat y as a constant, just as if we had
plugged in a number for it, and take the derivative with respect to x. Recall that the
derivative of a sum of functions is the sum of the derivatives. So we will discuss
the derivatives of each of the terms of x 4+ xy + y? individually.

There is no occurrence of y in the first term, so it is particularly easy. Its derivative
is just one.

The second term is a little trickier. Since we are treating y as a constant this is of
the form const-x. The derivative of such a function is just const. So the derivative
of xy is just y.

Finally, the quantity y? is also a constant. The derivative of a constant is zero.
Hence our answer is 1 + y.

Notice in the above example that if we thought of x as constant, and y as the
variable, then the derivative would have been very different. We need some notation
to tell us what is changing and what is being kept constant. We use the symbols %
to represent the partial derivative with respect to x. This means x is considered a
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variable, every other letter is a constant, and we differentiate. Similarly, the notation
of - . . . .

3y 18 the partial derivative with respect to y.

EXAMPLE 3-3

Again we let f(x, y) = x +xy + y%. We compute

0
—f=x+2y
dy

There are various other ways to think of partial derivatives that are useful. One
is completely algebraic. Recall that the derivative with respect to x of a function
f(x) of one variable is defined as the limit

af T fx+ Ax) — f(x)
— = lim
dx  Ax—0 Ax

The partial with respect to x is defined similarly. Just remember that y is kept
constant, so that f(x, y) really becomes a function of just x. We then apply the
above definition to get:

f _ pyy SO ALY — fx.y)
0x Ax—0 Ax

The partial with respect to y is defined similarly

— = l1m

ay Ay—0 Ay

There is yet another way to think about the partial derivative. We began this
section by claiming that the derivative will still represent the slope of a tangent
line. In the following figure we see the graph of an equation z = f(x, y). Through
the point (xg, yo) in the xy-plane there is also drawn a vertical plane parallel to
the xz-plane. The intersection of this vertical plane with the graph is a curve.
The slope of the tangent line to this curve is exactly the value of the partial
derivative with respect to x at (xp, yp). To see the partial derivative with respect
to y we would have a similar picture, where the vertical plane is parallel to the
yz-plane.
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e

Problem 18 Compute %(2, 3) and g—];(Z, 3) for the following functions.

1. x4+ xy
2. xIlny

3. x/xy

Problem 19 Compute %(x, y) and g‘—f(x, y) for the following functions.
1. 2y3

(T, Yo)

= o=

Problem 20 For the function f(x,y) = —x + x y? — y? find all places where both
% and % are zero.

3.2 Composition and the Chain Rule
3.2.1 COMPOSITION WITH PARAMETERIZED CURVES

Suppose we have a parameterized curve ¢ (t) = (x(¢), y(¢)) in the plane. That is,
for a given value of  we are given the numbers x (7) and y(¢), which we visualize
as a point in the plane. We can also take these two numbers and plug them in to
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a function f(x, y). The result is the composition f(¢(¢)). Notice that only one
number goes in to this function, and only one number comes out.

EXAMPLE 3-4
Let f(x,y) = x>+ y>. Let ¢(t) = (tcost, ¢ sint). Then

f(p(t)) = f(tcost,tsint) = 12 cos’t +t2sin’ 1 = 12

There are various ways to visualize the composition. One is to imagine the graph
of z = f(x, y) in three dimensions. Then draw the parameterized curve ¢ (¢) in
the xy-plane, and imagine a vertical piece of paper curled up so that it sits on this
curve. Now mark where the paper intersects the graph of f(x, y), and unroll it. The
result is the graph of f (¢ (7)).

Unroll

/_\

f(e(t))

Since f(¢(t)) is a function of one variable we can talk about its derivative just
as if we were in a first term calculus class. But what we want to do here is relate
it to the derivatives of f(x, ), x(¢), and y(¢). The formula we end up with is the
multivariable calculus version of the “chain rule”

8 f dx  Of dy

EXAMPLE 3-5
Let f(x, y) and ¢ (¢) be defined as in the previous example. We wish to compute
%f (¢(1)) when r = %. Note first that

T \/571 bi4
+(5)= (7 E)
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To use the chain rule we must compute the partial derivatives of f(x, y) at this
point. First note that

0

—f(x,y) = 2x, and

ox

0

a—f(x,y)=2y

Yy

Thus,

aof (3n w V3r
——,—=])=——, and
ax \ 12 12 6
af N U
ay\ 12 "12] 6

We also need the derivatives of x(¢) and y(¢) when t = %.

x'(t) =cost —tsint, and

y'(t) = sint +t cost

Thus,

Finally, we have

fr(o(3) -2kt

6/) " dxdr ' dydt
_\/571 ﬁ T +JT 1+\/§n
6 2 12 6\2 12
_7‘[
3

Now that we have gone through the pain of using the chain rule to compute the
derivative, it should be pointed out that the same answer could have been found
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much faster directly. We know from the previous example that (¢ (¢)) = ¢>. So the

derivative function is 2¢. Plugging in = Z then immediately gives (2) (%) = %.

Problem 21 Let ¢ (1) = (2t, t%). Suppose you don’t know what f(x, y) is, but you
know (2, 1) = 6 and 3(2,1) = —1. Compute % f (¢ (1)).

Problem 22 Suppose you don’t know what ¢ (t) = (x(t), y(t)) is, but you know
d(2)=(1,3), x’Q)=-2, and y2)=1. Let f(x,y)=x>y. Compute
Lf@Q)).

3.2.2 COMPOSITION OF FUNCTIONS OF MULTIPLE
VARIABLES

We now look at the idea of composition with more complicated types of functions,
as in our next example.

EXAMPLE 3-6
Let x(u, v) = uv and y(u, v) = u® + v>. Suppose f(x, y) = x + y. Then we may
form the composition f(x(u, v), y(u, v)) as follows.

fx(u,v), y(u,v)) = x(u,v) + yu,v) =uv+ u® +v?

Notice that the result is a function whose input is a pair of numbers, # and v, and
whose output is a single number. Hence, we may talk about the partial derivatives,
with respect to u and v, of the function given by composition. The result is given
by another variant of the chain rule. As in the previous example, we will begin with
the functions x (u, v), y(u, v), and f(x, y). The following formulas give the partial
derivatives of the composition f (x(u, v), y(u, v)).

8f_8f8x+8f8y
du  dxdu  dy du

af 9f dx  df dy
dv  dxdv  dy dv

At this point it is mathematically meaningless to think of terms like “0x” as
entities in themselves that can be canceled, but thinking this way may help you
remember the above formulas. Note that the formula for the partial derivative of f
with respect to u, for example, has two terms. If you cancel the “quantity” dx in
the first term, and dy in the second, you are left with % in both.
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EXAMPLE 3-7
Let f(x,y) = x>+ xy. Suppose we don’t know x (u, v) or y(u, v), but we know

x(1,2)=3,y(,3) = -2, a—j(l, 2) = —1,and %(1, 2) = 5. Then we may use the
chain rule to compute 3—5(1, 2). To do this we will need to know % and % at the

point (x(1,2), y(1, 2)) = (3, =2). '

%(3, -2)=2)3) + (—2) =4, %(3, -2)=3
0x dy

We now employ the chain rule:
af _df dx  af dy
du  dxdu  dy du
= @D+ 3)O6)
=11

Problem 23 The following table lists values for a function f(x,y) and its partial
derivatives.

@ | fen| E|E
(L,h| =3 [-2] 2
(1,2) 5 1| 1
2,1 2 0| 7
2,5 -1 21 3
2,3)] 11 1] —1
(3,2) 2 1| 0

Let x(u, v) = uv and y(u, v) = u + v>. Find the following partial derivatives at
the indicated points.

af —
1. 5. at (u,v) = (1,2)

of —
2. goat(u,v) =(2,1)
Problem 24 Let f(x,y) =sin(x +y), x(u,v) =u+v, and y(u,v) =u —v.
Find the following quantities when (u, v) = (%, ).

1 f(x,y)
2. ¥

af
3.5
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3.3 Second Partials

In the previous sections we saw that the partial derivatives of a function f(x, y) are
also functions of x and y. We can therefore take the derivative again with respect
to either variable.

EXAMPLE 3-8
Let f(x,y) = x%y3. The partial derivatives are % = 2xy’ and % = 3x2y%. We
can take the partial derivative again of both of these functions with respect to either

variable:
d [0 0 [0
o —f = 2y3, — —f = 6)cy2
dx \ 0x dy \ 0x

a (0 a (9d
— —f = 6xy?, — —f = 6x2y
ox \ dy dy \ dy

As is customary, we adopt the following shorthand notations for the second

derivatives:
o (of\ _9°f 8 [of\  9f
ax \dx/  ox2’ 9y \dx/ dydx
a (of\ _ 0% f a (of\ _ 0% f
ax \dy/ oaxdy  ay\dy/)  9y?

The quantities ;yzéi and axay are called the mixed partials. The above example
illustrates an amazing fact: Under reasonable conditions the mixed partials are
always equal! The “reasonable conditions” are only that the mixed partials exist
and are themselves continuous functions. The proof of this goes back to the limit

definition of the partial derivative.

2 f

Problem 25 Find all second partial derivatives of the following functions.

L f(x,y)=xy
2. flx,y) =x?—y?
3. f(x,y) = sin(xy?)
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Quiz

Problem 26 Let f(x,y) = x2y 4+ x3y?.

1.

2.
3.

Find % and %
Ifp(t) = (12, t — 1), then what is f(¢(1))?

Suppose you don’t know what yr(t) = (x(t), y(t)) is, but you know r(2) =
(1, 1), %(2) =3, and %(2) = 1. Find the derivative of f((t)) when
t=2.

Suppose x and y are functions of u and v, x(u, v) = ‘ulz +v,andy(1,1) = 1.
What would g—; have to be when (u,v) = (1, 1), if% =127
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Integration

4.1 Integrals over Rectangular Domains

The integral of a function of one variable gives the area under the graph and above
an interval on the x-axis called the domain of integration. For functions of two
variables the graph is a surface. We will interpret the act of integration as that
of finding the volume below the surface, and above some region in the xy-plane.
Eventually, we will examine how to do this with very general-shaped regions. We

begin by looking at rectangles.

! (a, b)

T

Let R be the region of the x y-plane pictured above. Suppose we want to find the
volume of the region in R? which sits above R, and below the graph of z = f(x, y),
as in the following figure. We do this by following these steps.

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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1. Begin by choosing a grid of points {(x;, y;)} in R, so that the horizontal and
vertical spacings between adjacent points are Ax and Ay, respectively.

2. Connect these grid points to break up R into rectangles. Note that the area
of each rectangle is AxAy.

Y
— (z;, yj)
Ay{ "4
—— x
Ax

3. We now draw a box of height f(x;, y;) above each such rectangle to get a
figure which approximates the desired volume. The volume of each box is
its length x width x height, whichis f(x;, y;)AxAy.
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4. We now add up the volumes of all of these boxes to obtain the quantity
YN fuypAxAy
joi

5. Finally, we repeat this process indefinitely, each time using a grid with Ax and
Ay smaller and smaller. The corresponding figures that we get approximate
the desired volume more and more. In the limit we get what we’re after,
which we denote as [ [ f(x, y) dx dy:

R

dedy = Lim i L V) AXA
//f(x,y) x dy AfiloAiTo;Zf(x yj)AxAy
R

Basic properties of summation and limits allow us to rearrange the above equation
as follows:

[ sy avas = im, 3 [ AI;IEOme,y,-)Ax] Ay
R l

The quantity in the brackets AlimOZ f(xi, yj)Ax is exactly the definition of
x—=0"7;
what you get from f(x, y) when you fix y and integrate x, as in the following

example.

EXAMPLE 4-1
Let f(x,y) = x>+ y>. If we fix y = 3 then this is the function f(x) = x> + 27.
We may now integrate this function over some range of values of x, such as [0, 2]:

2

1
1 . . g 2 = — 3
Al;l’_r)lo E fxi,yj)Ax /x + 27 dx 3x + 27x
! 0

2
8
=—-456
3+

x=0

If we don’t substitute the value 3 for y, but we still think of y as a constant, very
little changes:

2 =Sy

2
1
/x2+y3dx= —x° 4 y’x
0 3 x=0

In the above example, notice that when we think of y as a constant and we
integrate with respect to x, our answer is a function of y. We may now integrate
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this new function with respect to y. This is precisely what we are instructed to do
in the limit we obtained for [/ f(x, y) dx dy.
R

/ fxy)dxdy = lim Y AligIOZf(xi,y,f)AX}Ay

R i L

= lim /f(x,y) dx | Ay
7 Lo

a

b
=/ /f(x,y)dx dy
0 0

EXAMPLE 4-2
Let f(x,y) = xy’. Suppose Q is the rectangle with vertices at (1, 1), (2, 1), (1, 4),
and (2, 4). To find the volume under the graph of f and above this rectangle we
wish to compute

4 2

//xyzdxdyzf /xy2dx dy

0 1 1

We work inside the brackets first. To do this integral we must pretend y is a
constant.

‘We now have

4 2 43 |
2 2 3
/ /W x| ay /2}’ y 2)’
1 1 1

Note that in the definition of f f f(x,y) dx dy we could have rearranged the
R

terms so that the integral with respect to y was inside the brackets. The fact that the
answer does not depend on what order you integrate is called Fubini’s Theorem.
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EXAMPLE 4-3

Let § be the rectangle with vertices at (1, 0), (2,0), (1, 1), and (2, 1). We integrate
the function f(x, y) = e*. We compute the integral of f(x, y) over S by doing the

integral with respect to y first:

//eidxdyzf
s 1

To save space the integral fab[ /: ¢ f(x,y)dxldy is often written

fab fcd f(x,y)dxdy.

Problem 27 Compute the following:

13

L [ [x+xy*dxdy
02
11

2. [ [x*y*dydx
210
55

3. [ [cos(x +y)dxdy
00

Problem 28 Let R be the rectangle in the xy-plane with corners at (—1, —1),
(—1,0), (2, =1), and (2,0). Find the volume below the graph of z = x>y and

above R.
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Problem 29 Let R be the rectangle with vertices at (0, 0), (1, 0), (0, 1), and (1, 1).
Find a formula for ff x"y" dx dy.
R

Problem 30 Let V be the volume below the graph of e, and above the rectangle
with corners at (0, 0), (2,0), (0, 3), and (2, 3). Find the area of the intersection of
V with the vertical plane through the point (1, 1) which is parallel to the x z-plane.

4.2 Integrals over Nonrectangular Domains

In the previous section we saw how to compute the volume under the graph of a
function and above a rectangle. But what if we are interested in the volume which
lies above a nonrectangular area? For example, suppose now that R is the region
of the xy-plane that is bounded by the graph of y = g(x), the x-axis, and the line
x = 1. We would like to find the volume of the figure V which lies below the graph
of z = f(x, y) and above the region R.

In the previous section we computed volume by breaking up the region in question
into small boxes. Our strategy here is to cut it into “slabs” parallel to the yz-plane.
To specity the location of each slab we must give a value of x. Hence, the volume
of each slab, calculated as an integral with respect to y, is a function of x. Adding
the slabs up is just like integrating with respect to x.

We follow these steps:

1. Choose points {x;} in the interval [0, 1].

2. Compute the area A(x;) of the intersection of V with the plane x = x;. We
do this by plugging x; in for the variable x in the function f(x,y) and
then integrating with respect to y. Notice that y ranges from O to g(x;) on
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this domain. So the requisite area is given by

g(x;)

Alx) = f Fxiny) dy

g(@i) p------5

3. The volume of a thin slab is then given by

g(xi)
A(x))Ax = / f(xi,y)dy Ax
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4. Adding up the volumes of all of the slabs thus gives

g(xi)

> [ sy ayas

0

5. Finally, the desired volume is obtained from this quantity by choosing smaller
and smaller slabs. This is equivalent to taking a limit as Ax tends toward O.

g(xi)

1
V= Jim > / £ y) dy Ax:/ Flxy) dy dx
0 0

S—
X

The key to understanding this formula is the limits of integration. Each slab is
parallel to the y-axis. The area of the side of the slab is thus computed as an integral
with respect to y. But the range of values that y can take on depends on what the
value of x is. Hence, the limits of integration of the inner integral depend on x.

EXAMPLE 4-4
Let R be the region in the xy-plane bounded by the graph of y = x?2, the x-axis,
and the line x = 1. We compute the volume below the graph of z = xy? and above

R as follows:
1 x?
Volume = //xy2 dy dx
0 0

EXAMPLE 4-5

We now use the above ideas to compute a more complicated volume. Let Q be the
region of the xy-plane bounded by the graphs of y = x> and y = 1 — x%. We wish
to determine the volume that lies below the graph of z = x> + y and above Q.
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The above figure depicts the region Q. Notice that for a fixed value x( of x the
values of y range from x2 to 1 — x2. This tells us the limits of integration for the
inner integral. Now notice that the smallest and largest possible values of x are
where the graphs of x? and 1 — x? coincide. To find this we solve

2

x2=1-x
Which implies
2x% =1
And hence,
X = :l:-é_ ?

This tells us the limits of integration for the outer integral. We now compute the
desired volume

S

Volume = / x>+ ydydx

‘S\

S

1—x

3y +-y? dx

X

Il
N:S\\N
DN ! =

S

1
200+ x3—x?+ - dx

Il
N:&\N
[\
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1 1 %

_ t e, ta L5 X

_3x+4x 3x+27§
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Sometimes the problem is set up so that integrating with respect to x first is more
natural, as the following example illustrates.

EXAMPLE 4-6

Let S be the region of the xy-plane bounded by the graph of y = x?, the y-axis,
and the lines y = 1 and y = 2. We will integrate the function f(x, y) = x over this
domain.

The domain S is pictured in the following figure. Notice that for a fixed value
yo of y the range of values that x can take on goes from O to ,/yo. This tells us the
limits of integration for the inner integral. The smallest value yy can be is 1 and the
largest value is 2. These are the limits for the outer integral.

Y

2
Yo ,
1 |
i z
JY%o
We now compute
2 VY 2 L
//xdxdyz/—x2 dy
2 o
10 1
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Often you can set up an integral in two ways: one so that dx comes first, and one
so that dy comes first. Sometimes you’ll find that only one of these ways makes
the problem accessible. We illustrate this in the next example.

EXAMPLE 4-7
Let P be the region of the xy-plane bounded by the graph of y = x, the x-axis, and
the line x = 1. We wish to integrate the function f(x,y) = e over P.

) Y

Yo [T77 77 Zo

Yo 1 Lo 1

The region P is depicted above twice. Notice from the figure on the left that if
we fix a value yg of y then x can range from yy to 1. The smallest possible value
for yg is O and the biggest is 1. This tells us the limits of integration when we set

up the integral with dx first.
11
ffe_x2 dx dy
0 vy

If, on the other hand, we fix a value x( of x then y can range from O to x, as in
the figure on the right. The smallest possibility for x is 0 and the largest possibility
is 1. This tells us that the integral can also be set up as

1 x

//e_"z dy dx

0 0
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It is only possible to do the second of these integrals, which we compute as
follows:

X

1
/e_xz dy dx = / ye_x2
0

0

X
dx
0

o— _

2

xe ™ dx

I
o — _

(by u-substitution)

Problem 31 Evaluate:

1y?

1. ffoy3 dx dy
00
2 2x

2. [ [ty dydx
0 x

Problem 32 Let T be the region of the xy-plane bounded by the graph of y =

x2 — x — 2 and the x-axis. Integrate the function f(x,y) = x> over T.

Problem 33 Let R be the region of the positive quadrant of the xy-plane bounded
by y = x and y = x°. Set up two different integrals for f(x, y) over R.

Problem 34 Evaluate the following integral by switching the order of integration:

7 7
/ / sin(y?) dy dx
0 Jx

4.3 Computing Volume with Triple Integrals

The cylindrical figure pictured below has a base with area A and has height 1. The
volume is therefore the product of these quantities, namely A - 1 = A. But the top
surface of this figure is the graph of the equation z = 1. The integral of this function
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gives the volume below the graph, which we just found out was A. In other words,
if you want to find the area of a region R of the xy-plane, you just need to compute
the integral of the function f(x, y) = 1 over R:

Area(R) = /f 1dx dy
R

+z

EXAMPLE 4-8

Suppose R is the region below the graph of y = g(x), above the x-axis, and between
the lines x = a and x = b. Then we can find the area of R by evaluating the double
integral:

b gx)
Area(R) =/ / 1dydx
a 0
But this just reduces to
b b
/ylg(x) dx = /g(x) dx

which should, of course, be familiar from first term calculus as the area under the
graph of y = g(x).

Just as one can compute area by evaluating the double integral of the function
f(x,y) =1, one can also compute volume by a triple integral of the function
f(x,y,z) = 1. The tricky part usually involves finding the limits of integration.
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EXAMPLE 4-9
Let V be the region of R? bounded by the planes y = x,z =x +y,z=0,y =0,
and x = 1, as pictured below.

y=0 ;Hy
Y ~
I y
_—— = —
N y | -
/ | \
v A )t
\zzo
r=1

We set up a triple integral to compute the volume of V. The order of integration
will be dz dy dx. To find the limits for the innermost integral (the one with respect
to z) we fix x and y and observe that z can range from O to x + y. For the second
integration we just fix x, and observe that y can vary from O to x. Finally, the
smallest value that x can take on is O and the largest is 1, determining the limits of
the outermost integral. We now compute

I x x+y

Volume (V) =///1dzdydx
0 0

zlg ™ dy dx

Il
o\_
o\*

X

/x+ydydx
0

|
o _
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Problem 35 Use a triple integral to find the volume of the solid bounded by the
graph of z = 1 — y?, and the planes 7 =0, x =0, and x = 1.

Problem 36 Find the volume of the solid bounded by the graphof z = 1 — x — y?,
and the coordinate planes z = 0 and x = 0.

Problem 37 Set up a triple integral to find the volume which lies below the
paraboloid z = 1 — x* — y* and above the xy-plane.

Problem 38 Write a triple integral which will compute the volume bounded by the
sphere x> + y> + 7> = 1.

Quiz
Problem 39

1. Evaluate the following integrals:

23
a. [ [cos2x +y) dx dy
12

1
b. [ [1+y*dydx
0

2. Set up an integral for the volume which lies between the cone \/1 — x% — y?
and the xy-plane.

e
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CHAPTER 5

Cylindrical and
Spherical Coordinates

5.1 Cylindrical Coordinates

A coordinate system is a systematic way of locating a point in (some) space by
specifying a few numbers. The coordinate system you are most familiar with is
called rectangular coordinates. In R? this works by specifying x, y, and z, which
represent distances along the x-, y-, and z-axes, respectively.

Rectangular coordinates are extremely cuambersome when trying to define certain
common shapes, such as cylinders or spheres. A second way to determine the
location of a point is to adapt polar coordinates to three dimensions. In this case
we give a location in the xy-plane by a value of r and 6, and then the height off of
the xy-plane by a value of z.

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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Converting from cylindrical coordinates to rectangular coordinates is as easy as
it is in polar coordinates. The z coordinate is exactly the same in both systems. To
get x and y you just use the formulas

X =rcosf
y =rsinf

EXAMPLE 5-1

We locate the point r = 2, 6 = %, and z = 7 in rectangular coordinates:

x:2cos%:\/§

2sin X =1
= Sin — =
Y 6

So the desired point is at (\/5, 1,7).

Problem 40 Write the rectangular coordinates of the following points.

1. rn0,2)=2,%,-1)
2. (r,0,2) =(0,7%,3)

3 (r0,2)=4,3%,0)

ENE
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5.2 Graphing Cylindrical Equations

To get a real feel for cylindrical coordinates it is helpful to look at the graphs of a
few simple equations. The graph of something like z = 3 in cylindrical coordinates
is the same as the graph of z = 3 in rectangular coordinates (it’s the same z!): a
horizontal plane that hits the z-axis at 3. The next two examples are a bit more
interesting.

EXAMPLE 5-2

Consider the cylindrical equation = 3. This is the set of all points in R? which are
exactly 3 units away from the z-axis. The shape is a cylinder of radius 3 centered
on the z-axis.

EXAMPLE 5-3

We now examine the cylindrical equation & = 7. This describes the set of all points
that make an angle of 7 with the xz-plane. The shape is a plane through the z-axis
that is halfway between the xz-plane and the yz-plane.

4z

I

~la

xT

More complicated equations involve relationships between r, 8, and z, as in the
next example.

EXAMPLE 5-4

Consider the equation z = r2. To visualize the graph we are being instructed to
find all of the points in R* whose z-coordinate is the square of their distance to
the z-axis. The most relevant feature of the equation, however, is the lack of the
coordinate 6. This tells us that no matter what 6 is we will see the same picture.
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Following this observation we consider the half plane which meets the z-axis at
some arbitrary angle. Take this plane out of the picture and look at it head-on, as
in the figure below. As you move left and right in this plane it is the quantity r that
is changing. As you move up and down it is z that changes. Hence, it makes sense
to label our axes r and z in this plane.

z

In the half plane at the right we have depicted the graph of z = 2, a famil-
iar parabola. Now, the key to understanding the complete picture is to place this
parabola in every half plane at the left. The result is the surface that you get when
you rotate the graph of y = x? (in R?) around the y-axis. It is called a paraboloid,
and is depicted below (see also Figure 1-9 for a computer-generated picture).

z

N

Problem 41 Describe the shape of the following cylindrical equations.

Il
o

Il
=T

1. 6
2. 6
3.z
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4 z=r
5. 24rr=1

Problem 42 Sketch the graphs of the following equations.

_1
]'Z_r

2. —-72=1
3.2-r2=1

5.3 Spherical Coordinates

Cylindrical coordinates are very convenient for describing cylinders and other sur-
faces of revolution. In this section we explore spherical coordinates, which are
useful for describing many other shapes.

To locate a point using spherical coordinates you need to know three quantities:
p (pronounced “Row”), 6, and ¢ (pronounced “Fee”). The quantity 0 is precisely
the same as in cylindrical coordinates. p is the distance from the origin. ¢ is the
angle with the z-axis, as pictured below.

Given the spherical coordinates of a point we would like to be able to convert to
rectangular coordinates. The easiest quantity to find is z. Consider the triangle in
the figure below. The side adjacent to the angle ¢ is precisely z. The hypotenuse is
p.Socos¢p = %. Solving for z then gives

7z =pcos¢
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zZ=pCos ¢

/_\ T

To find x and y itis helpful to first find the quantity r from cylindrical coordinates.
Going back to the triangle in the above figure, we see that the side opposite the
angle ¢ is precisely r. Hence, sin¢ = %, and thus

r=psing

We know from the previous section that x = r cos 6 and y = r sin 6. Substituting
for r gives

X = psin¢gcosf

y = psin¢ sin6

EXAMPLE 5-5
We find the rectangular coordinates of the point where p = 2,60 = %, and ¢ =

o

.o T 1
X = 2sin —cos — =
6 3

2
T T V3

y Sll'16SIIl3

z:2cos%:\/§
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Problem 43 Convert the following to rectangular coordinates.

L (p,0,¢)=1(0,%,%)
2. (p,0,¢) =3, 1, %)
3 (p,0,0)=4,%.3)

5.4 Graphing Spherical Equations

We now explore the graphs of several equations in spherical coordinates.

EXAMPLE 5-6

The simplest equation to understand is something like p = 2. This describes the
set of all points that are precisely 2 units away from the origin. In other words, this
is a sphere of radius 2.

If 6 is a constant then the equation is the same in spherical coordinates and
cylindrical coordinates; a plane through the z-axis. The previous example shows
that when p is constant we get a sphere. In the next example we see what happens
when ¢ is held constant.

EXAMPLE 5-7
Consider the equation ¢ = %. This describes the points which make an angle of %
with the z-axis. This is a circular cone, centered on the z-axis.

A
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As with cylindrical coordinates, things get more difficult when equations involve
relationships between multiple coordinates.

EXAMPLE 5-8
We graph the equation p = ¢. Notice that the coordinate 8 does not appear in
the equation. This tells us that the intersection of the graph with every half plane
incident to the z-axis is the same. (Recall that we encountered a similar type of
graph when we looked at some cylindrical equations.) This, in turn, tells us that the
graph is a surface of revolution.

In the following figure we have sketched one half plane. In this half plane we
have indicated how a spiral is the graph of p = ¢.

To form the complete graph we must now take this spiral and rotate it about the
Z-axis.

In the previous example we saw that when 0 did not appear in a spherical equation
the graph was a surface of revolution. In the next example we explore what happens
when ¢ does not appear in a spherical equation.

EXAMPLE 5-9

We now explore the graph of p = 6. We do this again by investigating various half
planes incident to the z-axis. This time the pictures are not all the same. When
0 = 0, for example, we are looking at the graph of p = 0, which is just a point.
When 6 = 7 we are looking at p = 7, which is half of a circle of radius 7. As ¢
increases we see larger and larger half circles incident to the z-axis, as in the figure
below.
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Az

pd

T

Putting it all together is challenging. We have done this for you in the computer-
generated picture below. The result is reminiscent of a sea shell.

Problem 44 Describe the graphs of the following spherical equations.

1. p=0
2.¢=7%
3. ¢p=m
4. psing =2
5. pcosgp =2

Problem 45 Sketch the graphs of the following spherical equations.

1. p=sin¢
2. p=cosb
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Quiz
Problem 46

1. Give rectangular coordinates for the following points:
a. The point with cylindrical coordinatesr = 1, 6 = %, and 7 = 2.
b. The point with spherical coordinates p =2, 0 = ¢, and ¢ = 7.
2. Sketch the graphs of the following:

a. The cylindrical equation r = cos 6.

b. The spherical equation 6 = ¢.
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Parameterizations

6.1 Parameterized Surfaces

In Chapter 1 we encountered parameterized curves. These were functions that
had one input (the parameter) and multiple outputs. One visualizes such curves
by drawing the range of the function. In this section we introduce parameterized
surfaces. These are functions which have two inputs and multiple (usually three)
outputs. Again, we visualize such functions by picturing their range. This is most
often some surface in R.

EXAMPLE 6-1
We explore the parameterization given by

¥ (u,v) = (u, v, u” + v°)
Note that for each point in the range of ¢ the z-coordinate is obtained from the
x and y coordinates by squaring them and adding. In other words, if a point is in

the range of v then it is also on the graph of z = x? 4+ y?. This is the paraboloid
depicted in Figure 1-9.

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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EXAMPLE 6-2
We now look at a slight modification of the previous example.

VU, v) = Qu, v, u® + v?)

Note that this parameterization is obtained from the previous one by doubling
the x-coordinate of every point. This has the effect of stretching the graph in the
x-direction. Intersections with horizontal planes will thus be ellipses, as opposed
to circles as in the previous example.

Example 6-1 illustrated another important idea. Suppose we want to represent the
graph of a function z = f(x, y) as a parameterized surface. Then we may simply
write

Y(u,v) = (u,v, f(u,v))

Note that the z-coordinate of every point in the range is obtained from the x- and
y-coordinates by plugging them into f. Hence, each point in the range is indeed
on the graph of f.

It is not much more difficult to represent graphs in other coordinate systems as
parameterized surfaces. The trick is to always translate to rectangular coordinates.

EXAMPLE 6-3

Suppose we want to write the graph of the cylindrical equation z = r2 as a parame-
terized surface. First, we write down the translation from cylindrical to rectangular
coordinates:

X =rcosb

y =rsinf

2=z
Now we substitute 72 for z:

X =rcost

y =rsinf

z=r?

Hence, a parameterization may be written as follows:

W (r,0) = (rcosf, rsinb, r?)
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EXAMPLE 6-4
Suppose we want to find a parameterization for the graph of the spherical equation

L = Ccos ¢
First we write down the translation from spherical to rectangular coordinates:

X = psin¢gcosf
y = psin¢ sin6

Z=pcos¢
Now we substitute cos ¢ for p:

X = cos ¢ sin ¢ cos
y = cos ¢ sin¢ sinf

Z = COS ¢ Ccos ¢
This gives us the parameterization
Y (6, ¢) = (cos ¢ sin ¢ cos 6, cos ¢ sin ¢ sin 6, cos ¢ cos @)

Problem 47 Find parameterizations for the graphs of the following equations.

1. z=x?
. r=202
3. p=06?

Problem 48 The following are parameterizations of the graphs of rectangular,
cylindrical, or spherical equations. Find these equations.

1. ¢(p,0) = (psin6cosb, psin29, pcosB)
2. ¢(x,2) = (x,x +x2,2)
3. ¢(r,0) = (rcosf,rsinf,sinr)
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6.2 The Importance of the Domain

When you are trying to specify a particular shape, the domain of the parameteriza-
tion can be just as important as the function. We illustrate this with an example.

EXAMPLE 6-5

Suppose we want to parameterize the part of a sphere of radius 1 that lies in the
first octant (i.e., the region of R3 where x, v,z > 0). The equation of a sphere is
particularly simple in spherical coordinates, so we start here. Such an equation is
o = 1. Writing down the translation to rectangular coordinates and substituting 1
for p then yields the parameterization

(0, ¢) = (sin¢g cos b, sin ¢ sin b, cos ¢p)

But how do we make sure we just get the part of the sphere we want? The answer
is to restrict the values of 6 and ¢ that can be plugged into ¢:

0<0<Z, 0<¢p<l
2 2

These ranges constitute the domain of ¢.

EXAMPLE 6-6

We parameterize the portion of the graph of z = r? that lies inside the cylinder
x2 + y?> = 1. The equation whose graph we are interested in is given in cylindrical
coordinates, so it is natural to start there. The restriction on the domain can also be
naturally expressed in cylindrical coordinates, so we do not anticipate any problems.
In Example 6-3, we found a parameterization for the desired surface:

Y (r,0) = (rcosé, rsinb, r2)

The points of R3 that lie inside the cylinder x2 4 y2 = 1 all have r < 1. Hence, we
restrict the domain of our parameterization to
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Problem 49 The function
(0, ¢) = (sin¢g cos b, sin ¢ sin b, cos ¢p)

parameterizes a sphere of radius 1. How would you restrict the values of 6 and ¢
to just get the portion of the sphere where

l. x,y>0
2.x<0,y>0,z<0

Problem 50 Describe the difference between the shapes with the following param-
eterizations.

LoW(x,y) =@y V22 +y):;0<x<1,0<y=<1
2. W(r,0) = (rcosf,rsinf,r);0<r<1,0<6 <27
3. W(r,0)=(rcosf,rsind,r);0<r<1,0<60<m

6.3 This Stuff Can Be Hard!

Parameterizations are extremely powerful tools that can describe very complicated
surfaces. But with such great power can come great difficulty. There may be no
obvious way to look at a complicated parameterization and know what shape it
describes. For example, consider the parameterization

¢(t,u) = ((4 4+ cost + 2sinu) cos(2u),
(4 + cost + 2sinu) sin(2u), sint + 2 cos u)

0<t<2n, 0<u<22nm

No expert would be able to look at an equation so complicated and immediately
know what it looks like. This is where computers become an invaluable tool. Plug-
ging this equation into a standard graphing program reveals the following beautiful
picture.
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Despite the apparent difficulty in understanding such complicated functions,
there are a few tricks that can help. These are basic ways in which you can take
a parameterization and modify it to suit your needs. For example, if you multiply
some coordinate by a constant, this has the effect of stretching the parameterized
shape by that factor. If you add a constant to some coordinate the shape is moved
in that direction.

EXAMPLE 6-7
Consider the following parameterization:

W@, p) = 2singcosd + 1,3sing sinf — 2, cos @)
0<6<2m, 0<¢p=m
This looks much like a parameterization of a sphere from spherical coordinates.
But the x-coordinate was multiplied by 2, and then 1 was added to it. Similarly,

the y-coordinate was multiplied by 3 and then 2 was subtracted from it. Thus the
parameterized shape is an ellipsoid with center at (1, —2, 0).

I
T

—
T
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Problem 51 Describe how the following parameterizations are related to graphs
of functions in rectangular, cylindrical, or spherical coordinates.

]' lll(yyz):(y2+zvzyyz_1)
2. W(x,y) = (y,x,x +siny)
3. V(,2) =QcosO,3sinf +1,z—1)

Problem 52 Parameterize the surface whose level curves are the ellipses shown

below.

y}\

I
|/

6.4 Parameterized Areas and Volumes

Earlier in the text we looked at parameterized curves in R? and R®. This chapter
began with parameterized surfaces in R?. Now we look at parameterized areas in
R? and parameterized volumes in R3. Often these types of parameterizations begin
with writing down the translation from some coordinate system to rectangular
coordinates, and then restricting the domain.
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EXAMPLE 6-8
The translation from polar coordinates to rectangular coordinates is given by

X =rcosf

y =rsinf

We can use this to parameterize the area that is both inside the unit circle and in the
first quadrant:

W(r,0) = (rcosf, rsinf)

0r=1l 0=0=7

Note that it is the restriction on the domain that guarantees that the correct area is
parameterized.

EXAMPLE 6-9
Let R be the region below the graph of y = f(x), above the x-axis, and between
the lines x = @ and x = b. Then R is parameterized by

W(x, 1) = (x,1f(x))

a<x<b 0<tr<l]

In three dimensions one usually begins with rectangular, cylindrical, or spherical
coordinates.

EXAMPLE 6-10
Consider the parameterization

W(r,0,z) = (rcosf, rsinb, z)

1<r<2, 0<60<2m, 0<z<l1

The function itself is just the translation from cylindrical to rectangular coordinates.
The restriction on the domain means that we have only parameterized the region
between cylinders of radii 1 and 2, and between the planes z = 0 and z = 1.
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/
.

Of course, as in the previous section, one can distort and move shapes by multi-
plying and adding constants to each coordinate.

EXAMPLE 6-11
We examine the parameterization

W(p,0,¢p) = (2psingcosh, psingsinb, p cos @)

T

T
0<p<l, 0<6<—, 0<¢p=<_—
=P= =7 =2 =¢=3

Without the 2 in the first component of the parameterization this would be one-
eighth of a solid ball. The 2 just stretches it in the x-direction, making it one-eighth
of an ellipsoid.

Problem 53 Sketch the areas of the plane parameterized by the following.

1. W(r,60) = (rcosf, rsind),0<r < 1,059,5%
2. V(r,0) =(rcosh,2rsinf),1 <r <2,0<6,<m

Problem 54 Describe the volumes given by the following parameterizations.

1. V(p,0,¢) = (psingcosh, psingsinf, pcos¢),1 <p <2,0<6 <2m,
0<¢=<7%

2. W(r,0,z) =(rcosf,rsinf,2z+1),0<r<1,0<6<2m,0<z=<1

Problem 55 Find a parameterization for the volume which lies below the cone
7 = r, above the xy-plane, and inside the cylinder x*> + y> = 1.



68 Advanced Calculus Demystified

Quiz
Problem 56

1. Find a parameterization for the portion of the cylinder of radius 2, centered
on the z-axis, which lies below the graph of z = 2r and above the xy-plane.

2. Sketch the region in R parameterized by the following:

Y(p,0,¢) = 2psingcosh, psingsinb, pcos @)

whereOfpf1,0595%,and0§¢§7‘[.
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Vectors and Gradients

7.1 Introduction to Vectors

Mathematically, there is very little difference between a vector and a point. In two
dimensions, for example, a point is really just a pair of numbers. We visualize this
pair as a dot in a plane. A two-dimensional vector is similar. Technically, it is also
just a pair of numbers. But this time we visualize it as an arrow (Figure 7-1). This
arrow does not have a preferred location. The two numbers that specify it only
give its magnitude (i.e., size) and direction. This can be convenient, since certain
algebraic operations with vectors can be seen visually by moving them around.

Some differences between points and vectors are purely cosmetic. For example,
the numbers that you give to specify a point are called its coordinates. The numbers
that specify a vector are its components. The main difference between points and
vectors is that we can do algebra with vectors. This is a topic studied in detail in a
class on linear algebra. We will need some of the ideas from linear algebra here.

The first algebraic operation we will study with vectors is addition. This is very
easy: to add two vectors we simply add its components.

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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Figure 7-1 The point (1, 2) and the vector (1, 2)

EXAMPLE 7-1
We compute the sum of the vectors (2, 3) and (—1, 2) as follows:

2,3)+(-1,2)=(2-1,34+2) =(1,5)

We can visualize the operation of addition as follows. To add a vector V to a
vector W we slide W so that its “tail” (the base of the arrow) coincides with the
“tip” of V. The result of V 4 W is then the vector whose tail is at the tail of V and
whose tip is at the tip of W.

Negatives are equally easy. If V is a vector then we let —V denote the vector
whose components are the negatives of the components of V. The picture, of course,
is a vector which has the same length as V, but points in the exact opposite direction.
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EXAMPLE 7-2
IfV =(2,3) then -V = (-2, -3).

Finally, we define subtraction by combining addition and negatives:
V-W=V+(W)

The result of subtraction is therefore exactly what you would expect: the vector
whose components are the difference between those of V and W.

The magnitude (or length) of a vector is easily computed by the Pythagorean
Theorem. We denote the magnitude of a vector V by the absolute value bars | - |.
Hence,

l(a,b)] = Va*+ b?

EXAMPLE 7-3

22

NN NAN AN
(2} (- (9 -

A vector whose length is one is often called a unit vector.

Another common operation is multiplying a vector by a number. This is referred
to as scalar multiplication. Like addition and subtraction, this is done component-
wise. That is, the product of a scalar (i.e., a number) ¢ and a vector V is a vector
whose components are ¢ times the components of V. That is,

c{a,b) = (ca, cb)

Geometrically, scalar multiplication produces a vector which points in the same
direction, but whose magnitude has been altered by the given scale factor. For
example, if we multiply a vector by the scalar 2, then we get a new vector, pointing
in the same direction, which is twice as long.

EXAMPLE 7-4

Suppose we would like to find a unit vector that points in the same direction as
(3, 4). The trick is to multiply it by some scalar, and arrange it so that the resulting
vector has length one. In other words, we would like to find a number ¢ such that

lc3.4) =1
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A quick computation gives us

le(3, 4)| = (3¢, 4c) |
=V (3¢)? + (4¢)?
= V25¢2
= 5¢

Hence, 5¢c = 1,and so ¢ = % We now multiply the vector (3, 4) by this number
to get the answer <% %‘}

Problem 57 Forthe following vectors V.and W compute V. + W, =V, andV — W.

1. V=(1,6), W=(6,1)
2.V=(0,0),W=(1,2)
3. V=(-11),W=(1,-2)

Problem 58 Find the magnitude of the following vectors.

~

’

1.
2. (1,3)
Problem 59 Find a unit vector that points in the same direction as (2, 1).

Problem 60 Find a unit vector that is perpendicular to the vector (5, 12).

7.2 Dot Products

After we have mastered the basic operations of addition and subtraction we move on
to multiplication. Unfortunately, we do not have anything quite as straightforward.
Itis tempting to define the product of V and W as the vector whose components are
the products of the components of V and W. This particular operation, however,
does not turn out to be terribly useful.

Instead we define the product of two vectors V and W to be the sum of the
products of the components. This means the result of multiplication is a single
number, as opposed to a vector. This product is called the dot product, since it is
always denoted with a dot. In symbols, we write

(a,b) - {c,d) =ac+ bd
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EXAMPLE 7-5
(2.3)-(3.4) =6+12=18

The usefulness of the dot product comes from the fact that it has a nice geometric
interpretation. Suppose the angle between vectors V and W is 6. Then,

V-W=|V||W]|cosb

This follows from some tricky trigonometry as follows. Consider the following
triangle:

Now recall the Law of Cosines, which says that if a triangle has side lengths a, b,
and c, and the angle between a and b is 6, then

c? =a*> 4 b* —2abcos b
If we apply this to the above triangle we get
[V —W]?=|V]>+|W|?=2|V||W]|cos8
which we can rearrange to

VR WP -V - WP

|[V||W]|cos6
2

Now suppose V = (vy, vp) and W = (w;, w,). Then,

VE+IWPE— VWP v}+v+wi+wi— @ —w)?— (v — w)?
2 2
. 2viwy + 2vowy
N 2

= viw; + vLw;
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And so
V- -W =vw; +vow, = |V||W]|cosb

In retrospect, this formula is very reasonable. Consider two extreme cases:
Case 1. Suppose we take the dot product of V with itself. By definition,
V-V=v1v1+v2v2=vf+v§

But in this case & = 0, so cosf = 1. Hence,

[V|[V|cos® = |V||V| = \/v%+ vg\/v%+ V3 = v} + 03

Case 2. The other extreme case is when V and W are perpendicular. The slope
of the line containing V is z—? Similarly, the slope of the line containing W is
z—f. If these lines are perpendicular then their slopes are negative reciprocals, so
Z—f = —5—;. Cross multiplying and bringing everything to one side of the equation
then gives vyw; 4+ vow, = 0. But the quantity on the left is precisely the definition
of V - W. To verify the cosine formula just note that if V and W are perpendicular

then cos® = 0, so |V|[|[W]cosf = 0 as well.

EXAMPLE 7-6
The cosine of the angle between vectors (2, 3) and (—1, 2) can be found using the
dot product

(2,3) - (-1,2) =-2+6=4
= 12, 3)|[{—=1,2)| cos O

= V4 + 941 +4cos
= +/65cos6
Hence,
cosf = i = @
J635 65
EXAMPLE 7-7

Since the cosine of the angle between two vectors is zero if and only if the vectors
are perpendicular, the dot product can be used to detect this. For example,

(2,3) - (=6,4) = —124+12=0

so these vectors must be perpendicular.
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Problem 61 Compute the dot product of the following pairs of vectors.

1. V=24,W=(=31)
2.V=/0,7),W=(5,2)
3. V=(=2-1),W=(6,-3)

Problem 62 Compute the cosine of the angle between the following pairs of vectors.

1. V=024),W=(=31)
2.V=(=2,-1), W=(6,-3)

Problem 63 Suppose V and W are vectors of length 3. What are the smallest and
largest possible values for V - W ? What is the smallest possible value of |V - W|?

Problem 64 Use the dot product to decide if each of the following pairs of vectors
are perpendicular.

1. V={(2,4),W=(-4238)
2.V=2,4), W =8, —4)
3. V=(=2,-1),W=(-3,6)
4. V=(=2,-1), W=(6,-3)

7.3 Gradient Vectors and Directional
Derivatives

In this section we return to the concept of differentiation of functions of two vari-

ables. Recall that the partial derivative % was the rate of change of the function

f(x,y) if you walk in the positive x-direction with unit speed. Similarly, the partial
derivative % is the rate of change if you walk in the positive y-direction with unit
speed. We are left with the obvious question, “What is the rate of change of f (x, y)
if you walk in some other direction?”

Let V = (a, b) represent a vector which points in the direction of travel. The
length of V will be one, to reflect the fact that we are walking with unit speed. We

already know two things:

o of . of | of
Rate of change of f(x, y) in direction (1,0) = — =1— 40—
0x ax ay
a a a
Rate of change of f(x, y) in direction (0, 1) = —f = O—f + 1—f

dy dx ay
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It is reasonable, then, to expect

0 a
Rate of change of f(x, y) in direction (a, b) = aa—f + ba—f
X y

EXAMPLE 7-8
Suppose f(x, y) = xy>. Then the rate of change of f(x, y), at the point (2, 1), in

the direction <§, */7§> 18

29 20 2 2 542
\/___f(z’ 1)+ £_f(2’ 1) = £1 + £4 — i
2 0x 2 dy 2 2 2
The rate of change of f(x, y), in the direction of V, is called a directional
derivative, and is denoted as Vy f (x, y). Hence, we have the formula

Vv fx,y)= a% +b%
ox dy

But notice that the right side of this equation can be rewritten as a dot product:

af of
Vyfx,y)={(a,b) - (= =
ax dy
We can further shorten this equation by coming up with new notation for <3—f, 3—f>
X7 3y

Henceforth we will call this vector the gradient of f, and denote it as V f. The
equation for Vy f then becomes

Vvf=V.Vf

EXAMPLE 7-9
The gradient of the function f(x, y) = x2y? at the point (x, y) is

Vfkx,y) = <2xy3, 3x2y2>
The gradient at the point (1, 1), then, would be V f (1, 1) = (2, 3).
Recall that the rate of change of a function is also the slope of a tangent line to its

graph, as long as you are traveling with speed one. Here’s a nice way to think about
the situation. Suppose you are climbing a mountain, and you have a good trail map
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in your hands. Let (x, y) be your coordinates when you locate yourself on the map.
The function f(x, y) is your elevation at that point. Now turn your body to face the
direction V' (on your map). If you sight up or down so that your gaze just grazes
the mountainside then you are looking along the tangent line whose slope is given

by va.

/7 Acme Trail Map
/ / Vv

¥ |

You are here

Recall that the dot product is given by the product of the magnitudes of the two
vectors, times the cosine of the angle between them. If we fix the point we are at
then V f is a fixed vector. If |V| = 1, then the only way to change Vy f =V - V f
is to change the angle between V and V f. The largest this quantity can be is when
the value of cos 6 is largest. This happens when 6 = 0. We conclude that the largest
value of Vy f is given by

Vvf =V -Vf=|V][[Vflcost = |V f]

and that this value is attained when V (the direction we are facing) coincides with
the direction of V f. In other words, if you are on the mountainside and you want
to face directly uphill you should point yourself in the direction of the gradient
vector. When you do this and sight along the mountainside the slope you see is the
magnitude of the gradient vector.

EXAMPLE 7-10
Let f(x,y) = e’ . At the point (x, y) the gradient vector is

Vix,y) = <yze"y2, 2xye”2>
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So, at the point (2, 3) we have V £ (2, 3) = (9¢'8, 12¢'3). The largest slope of any
tangent line to the graph at the point (2, 3) is then given by

1(9¢'®, 12¢'%)] = /(9¢18)2 4 (12¢!8)2 = 15¢'8

What if you were standing on the mountainside and wanted to face the direction
you would have to travel to keep your elevation constant? In other words, how would
you find the direction of your level curve? If you were facing such a direction you
would be looking along a horizontal line, i.e., a line whose slope is zero. The only
way for Vy f = V - V f to be zero is for V and Vf to be perpendicular.

EXAMPLE 7-11

Suppose again f(x,y) = e, In the previous example we saw Vf(2,3) =
(9e'3, 12¢'8). A vector which points in a direction perpendicular to this would be
(4, —3) (Check this!). Hence, this vector is tangent to a level curve at the point (2, 3).

Problem 65 For each of the functions f(x,y) below answer the following ques-
tions:

e Find the gradient vector V f (x, y).
o Calculate the rate of change of f(x,y) at the point (1, 1) in the direction
3 4
(5 5)
e Find a unit vector that points in the direction of the maximum rate of change
at the point (1, 1).

e Find the largest slope of any tangent line at (1, 1).

e Find a unit vector that lies in a line tangent to a level curve through (1, 1).

~

xIny
2. 2x 4+ 3y

“

7.4 Maxima, Minima, and Saddles

At a local maximum or a local minimum of a graph the tangent plane is horizontal.
Another way to say this is that the slope of every tangent line to a local maximum
or minimum is zero. But recall that the slope of a tangent line at (x, y) in direction
V is given by V - V f. The only way for this to be zero for every possible V is if
V f is the zero vector.
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EXAMPLE 7-12
We show that f(x, y) = x?y? cannot have a maximum or minimum at any point
where x and y are nonzero. The gradient is

Vfix,y)= <2xy3, 3x2y2>

If x and y are nonzero then this is not the zero vector. This tells us that there is
a direction where the slopes of tangent lines are nonzero, and hence we cannot be
at a local maximum or minimum.

Unfortunately, just because the gradient is the zero vector it does not necessarily
mean that there is a local maximum or minimum.

EXAMPLE 7-13
The gradient of f(x,y) = x>+ y? and g(x, y) = x> — y? is (0, 0) at the origin.
The function f(x, y) has a minimum there, while g(x, y) has a saddle.

In a first-semester calculus class you learned to detect local maxima and minima
by a second-derivative test. We would like to do the same thing here. The problem,
of course, is that there are four second partial derivatives! To keep track of all this
information we often write them in a matrix, as follows:

2f 3 f
ax2 dxdy
2f 0% f
dyodx 5;5

Now we examine this matrix for several functions whose graph is familiar. Each
of these has a gradient vector equal to zero at the origin.

1. x% + y2. This function has a local minimum at the origin. The matrix of

d partials i 2 0
second partials is | |-
2. —x? — y?. This function has a local maximum at the origin. The matrix of
second partials is -2 0
P 0 -2
3. x> — y2. This function has a saddle at the origin. The matrix of second

dals i 2 0
partialsis | o, |.

4. xy. This function also has a saddle at the origin. The matrix of second

dals i 0 1
partialsis | = |
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The first two give us a clue as to the quantity we would like to look at. Consider
the product of the upper-left and lower-right entries of the matrix. For the maximum
and minimum above this quantity is positive and for the first of the above saddles
it is negative. However, this alone would not be enough to distinguish maxima and
minima from saddles, as the second of the saddles shows. To compensate we must
subtract the product of the upper-right and lower-left entries, yielding the formula

2o f 2 f 3°f
0x2 9y2  9xdy dydx

However, since the mixed partials are equal we can shorten this to

92 f 92 f 2f Y
9x2 9y? dx0dy

This is indeed the right quantity to look at, in the sense that if it is greater than
zero you have a maximum or minimum, and if it is less than zero you have a saddle.
Unfortunately, if it is zero you have no information; you may be at a maximum,
minimum, saddle, or something much more bizarre. Nonetheless, we will single
this out as our first test.

Test 1

_orer _(2r) - _
LetD(x,y) = w5\ . Suppose that at some point (xg, yo) wehave V f (xo, yo) =

(0, 0).

dxady

D(xp, y0) > 0 = f(x, y) has a local max or min at (xq, yo)-
D(x0, y0) < 0= f(x, y) has a saddle at (xq, o).
D (xg, yo) = 0 = No information about f (xg, yo)-

EXAMPLE 7-14

We find the location of all saddles of the function f(x, y) = x> 4 2xy + 3y>. First,
we will need to narrow down the possibilities by finding the critical points. To do
this we find the gradient.

V= (2x +2y,2x +9y2)
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Setting this equal to the vector (0, 0) gives us the system of equations

2x +2y =0
2x+9y> =0
The first equation tells us that x = —y. Plugging this into the second equation
then gives
—2y+9y*=0

Either y = 0 (and hence x = 0) or we can divide both sides of this equation by y
to get

-24+9y =0

Solving then gives us y = %. Hence, we have critical points at (0, 0) and (—%, %)

To determine which of these are saddles we compute the matrix of second partials:

% f 2 f

ax2 9xdy 2 2
22f  0f :[2 ISy]
ayox 8_y2

And so
D(x,y) =36y —4
We now check each critical point:

D(0,0) = —4 < 0= (0,0) is a saddle.

2 2 2 2\ . .
D|——,-)=4>0=(—-, = is alocal max or min.
9°9 9°9

When D(xg, yo) > 0 it would be nice to have a second test to determine whether
(x0, yo) is a local maximum or a local minimum. Such a test can be easily guessed

from our prototypical examples, f(x,y) = x>+ y? and f(x,y) = —x> — y%.
2 ¢ 2 ¢
Notice that in both cases % and % have the same sign. When this sign is positive

we have a local minimum and when it is negative we have a local maximum. This
is precisely our second test.
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Test 2

_orer (1) - _
LetD(x,y) = . Suppose that at some point (xg, yg) we have V f (xg, yo) =
(0, 0y and D(xg, yo) > 0.

Bx2 9y?  \ 9xdy

82f
dx2
0% f

w(xo, o) < 0 = f(x,y) has alocal max at (xo, yo)-

(x0, y0) > 0 = f(x, y) has a local min at (xg, o).

EXAMPLE 7-15
Recall the function f(x,y) = x*> + 2xy + 3y from the previous example. We

found critical points at (0, 0) and (—%, %), and determined that at (—%, %) there
was a local maximum or a local minimum. To determine which we need only look

92 . . . .o . .
at ‘;T§ Since this was 2, and 2 > 0, we conclude that at this critical point there is a
local minimum.

It is important to keep in mind that if D(xg, yo) = 0 then we have no information
about the nature of f(xg, yo). We illustrate this in the next example.

EXAMPLE 7-16
Consider the following functions:

Lofle,y)=x*+y*
2. fle,y)=—x*—y*
3. fx,y) =x%y?
In each case the only critical point is at (0, 0) and D(0, 0) = 0. But at (0, 0) in the

first case there is a local minimum, in the second there is a local maximum, and in
the third there is a saddle.

Problem 66 Findthe local maxima, minima, and saddles of the following functions.

I. xy+2x -3y —6
2. x3—xy+y?

Problem 67 For the function sin(x + y) show that D(x,y) =0 at every point
(x, y). Does this function have maxima, minima, or saddles?
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Problem 68 [f, for some point (xq, yo) you know D(xg, yo) > 0 and ng];(xo, o) >
0 then show that % (x0, o) > O. (This tells us that you may use ZZTJ; (x0, yo) instead

2f . . . . . . .
of %(xo, yo) when distinguishing maxima from minima.)

7.5 Application: Optimization Problems

An important application of the mathematics of the previous section is to optimiza-
tion problems. You encountered several such problems in a first semester calculus
class. You can now handle much more complicated situations. We illustrate this
with an example.

EXAMPLE 7-17

We find the largest volume of a box with an open top, and surface area 100 m?.
First, we let the dimensions of the box be a, b, and ¢, with ¢ the height. Then the
surface area is given by

S.A. =100 = ab + 2ac + 2bc

Solving this equation for ¢ gives

100 — ab
c= ———
2(a + b)

The volume, of course, is the quantity abc. Substituting for ¢ then gives us

100 — ab

Volume = ab————
2(a + b)

Thinking of volume, then, as a function V (a,b) we now search for critical
points. The gradient is a bit tedious to compute, but with some work you can show
it simplifies to

—2a%b* + 20002 — 4ab® —2a*b* + 200a® — 4a’b
VV(a,b) =

4(a+b)? ’ 4(a+b)?

Each component of this vector can only be zero if the numerators are zero, so
we get two equations:

0 = —2a’b* + 200> — 4ab’®
0 = —2a’b* +200a> — 4a’b
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We may safely assume that neither a nor b are zero. Dividing the first equation
by 2b? and the second by 2a” then gives

0= —a®+ 100 — 2ab (7-1)
0= —b*+ 100 — 2ab
Solving both equations for 2ab and setting them equal to each other gives us
—a* 4100 = —b* + 100

and thus (since we are only interested in positive values of @ and ) we may conclude
a = b. Combining this with Equation 7-1 tells us

0= —a’+ 100 — 24>

Solving this for a reveals

10v/3
a=——
3
The fact that a = b then gives us
10/3
=5

Finally, our expression for ¢ in terms of a and b above yields

53
3

c

The volume is thus

50043
9

Volume = abc =

LaGrange Multipliers

Suppose you wanted to look for the maximum value of f(x) = %x3 — x, on the

interval [—2, 3]. This function has two critical points, and the one at x = —1 is a
local maximum. But to conclude that f(—1) = % is the maximum value of f(x) on
the indicated domain would be incorrect. This is because the maximum is attained
at one of the endpoints of the domain, namely at x = 3. At this point f(3) = 6.
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p

A - — T —
/.’ . ~
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q

Figure 7-2 The function f(x, y) has a local maximum at the point ¢, but the
absolute maximum on the domain D is the point p on the boundary

The same kind of thing can happen with functions f (x, y) of two variables. Using
techniques of the previous section we can look for, and analyze, critical points in
the interior of the domain D of f. But if we are interested in the maximum value
that f attains on D we may have to look at the points around the boundary of D,
as in Figure 7-2. In the one-variable case this was easy, since it was just a matter of
checking two points. When there are multiple variables there are an infinite number
of points around the boundary of D, so we need some technique other than just
plugging values into f.

In Figure 7-3 we see the contours for the function f(x, y) of Figure 7-2, super-
imposed on the domain D. As is customary, we will denote the points around the
boundary of D as dD. (Don’t get this confused with a partial derivative.) Notice
that the maximum and minimum values of f on d D occur at the places where the
level curves of f are tangent to o D.

The key fact that we will use is that the vectors V f are always perpendicular to
the level curves of f. So, at a point p = (x¢, yo) where a level curve of f is tangent
to D we will see V f (xg, yo) perpendicular to 9 D.

The next step is to find a new function, g(x, y), for which 0 D is alevel curve. The
vector Vg is always perpendicular to all of its level curves. In particular, V g (xo, yo)
will be perpendicular to d D at (xg, yo). See Figure 7-4.
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Figure 7-3 The contours of f(x, y) and the domain D. The absolute maximum of
f on D is at the point p where a level curve is tangent to d D

Since V f(xg, yo) and Vg(xg, yo) are perpendicular to the same curve they must
be parallel to each other. If vectors V and W are parallel, then one is a scalar multiple
of the other. In other words, there is a constant A such that V = AW. Putting all this
together, we find that if a maximum (or minimum) of f occurs at a point (xg, o)
of d D then there must be a constant A such that V f (xg, o) = AV g(xo, o). Using
this information we get a finite number of candidate points at which to look for
maxima and minima.

EXAMPLE 7-18
Let f(x,y) = 2x% + 3y?, and suppose D is the set of points (x, y) in R? satisfying
x2 4+ y? < 1. We will look for the largest value attained by f(x, y) on dD.

Af

/

Ag ——

D
24
~

Figure 7-4 The vector V f is a scalar multiple of the vector Vg
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To use the “method of Lagrange multipliers” the first step is to find a function
g(x, y) forwhich 3 D is alevel curve. Thisis very easy: g(x, y) = x> + y>. Thenthe
level curve g(x, y) = 1 is the curve x? + y* = 1, which is precisely the boundary
of D.

The next step is to look for points (xg, o), and values of A, such that V f(x¢, yo) =
AV g(xo, yo). We thus compute

Vf = (4x,9y?)
Vg = (2x,2y)

So if {4x,9y%) = A (2x,2y) we have 4x = A2x and 9y? = A2y. The first of
these equations tells us that either x = 0 or A = 2.

Case 1. x = 0. The boundary of D is the set of points satisfying x> + y? = 1.
So if x =0 then y = £1. This means that we must check the points (0, 1) and
(0, —1) for maxima and minima.

Case 2. A = 2. Combining this with the equations 9y*> = A2y then tells us 9y*> =
4y. So again there are two cases: either y = 0 or 9y = 4, in which case y = g.

Subcase A. y = 0. Similar to Case 1 above, the boundary of D is the points
satisfying x> 4+ y> = 1. If y = O then x = £1. So we get two more points to check:
(1,0) and (-1, 0).

Subcase B. y = 2. Plugging this into x>+ y?> =1 gives us x° —I— = 1.
Solving for x then gives x = :I:f
( 9 ’ 9)

We now have six points at which to look for maxima and minima of f. We do
this simply by plugging them in:

Thus we get two more points: (— —) and

£0,1) =3 £0,-1) = -3
V64 4 454
JELO =2 f(iT@) BED

So the maximum value of f on dD is at (0, 1) and the minimum value is at
0, —1).

Problem 69 Let f(x, y) = x>+ y* +2y — L and D = {(x, y)|x2 + % < 1},

1. Find the locations of all critical points of f(x,y) on D.
2. Find the absolute minimum of f(x, y) on D.
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7.7 Determinants

In the previous chapter we saw that the dot product was a way to take two vectors
and produce a meaningful number. In two dimensions there is another such way.
Suppose V = (a, b) and W = (c, d) are vectors and consider the parallelogram
formed by two parallel copies of each.

We wish to determine the area of this parallelogram. Notice in the figure below
that there are four triangles and two small rectangles inside a larger rectangle. The
area of the desired parallelogram is found by subtracting these areas.

b+d

c a a-+c

The area of the large parallelogram is (a + ¢)(b + d). The area of each small
rectangle is bc. The area of two of the triangles is %ab and the other two is %cd .
Thus the desired area is

Area=(a+c)(b+d) —2bc—-2 (%ab) -2 (%cd)

=ab+ad + bc+ cd —2bc — ab — cd
=ad — bc

We often organize the information contained in a set of vectors by writing them
in a matrix. The area of the parallelogram between them is then the determinant of
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the matrix. We write this as follows:

a b‘
=ad — bc
d

c

Notice that there is a bit more information in the determinant than just the area,
since our answer may be negative. The sign of the answer tells us the order of
V and W. If we go counterclockwise to get from V to W then the sign of the
determinant is positive. Otherwise it is negative. For this reason we call the value
of the determinant the signed area of the parallelogram spanned by V and W.

EXAMPLE 7-19
We compute the (signed) area of the parallelogram spanned by the vectors (1, 2)
and (4, 3).
1 2
=1-4-2.3=-2
3 4

Inthree dimensions there is also a determinant, but it is slightly more complicated.
If we take four parallel copies of three vectors then they span a 3-dimensional figure
called a parallelepiped. You should think of this as a cube that has been stretched,
skewed, and rotated. The determinant of the matrix that is comprised of these vectors
is then the volume of this figure.

Vv

A matrix containing the vectors U = (a, b, c),V = (d, e, f),and W = (g, h, i)
would be written like this
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To write the determinant of this matrix it is helpful to copy the entire matrix next
to the original one. Then add up all the “right-slanting” products and subtract all
the “left-slanting” products.

W =aei+bfg+ cdh—afh—bdi — ceg
g )

Once again this answer may be negative, indicating the way in which U, V,
and W are situated. The sign is positive if, when we sweep the fingers of our right
hand from U to V, our thumb points in the direction of W. Once again, this is the
“right-hand rule,” that we encountered earlier.

A second way to remember how to compute the determinant of a 3 x 3 matrix
is to reduce it to computing the determinants of three 2 x 2 matrices:

e f

C
Fl=al,

-

' d e
c
g h

g i

R &R
O

~

Notice that each term on the left is preceded by one element from the top row
of the matrix, with alternating signs. The 2 x 2 matrix in each term is the one you
get from the original matrix by deleting the corresponding row and column. So, for
example, the first term is preceded by «, since that is the first element of the top
row. The 2 x 2 matrix in the first term is the one you get by eliminating the row
and column containing a.

EXAMPLE 7-20
We compute the (signed) volume of the parallelepiped spanned by (1,2, 3),
(1,—1, 1), and (0, 2, 2).

2 3
-1 1|=1(-2-2)-22-0)+32-0)=—-4-44+6=-2
2 2

O = =

Problem 70 Find the (signed) area of the parallelogram spanned by

1. (1,3) and (—1, 2)
2. (1,6) and (1, 1)
3. (2,3) and (6, 9)
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Problem 71 Suppose V and W are parallel vectors in R*>. Let M be the matrix
whose rows are V and W. Show that the determinant of M is zero.

Problem 72 Calculate the (signed) area of the parallelepiped spanned by

1. (1,2,3),(1,0,2), and (=2,2, =3)
2. (0, 1,3), (=1,2,1), and (2,0, —1)

7.8 The Cross Product

A challenging problem is to find the area of a parallelogram defined by two vectors
in three dimensions. If the vectors are V = (a, b, c) and W = (d, e, f) then this
area is given by

Area(V, W) = /(bf — ec)® + (cd — af)? + (ae — bd)?

The general form of this equation looks a lot like the Pythagorean Theorem: some
quantity is the square root of the sum of squares. We can employ this observation
to make the above formula a bit more compact:

Area(V, W) = |(bf — ec,cd — af,ae — bd)|

Note that we started with two vectors, V and W, and ended up with a third
that was somehow related. This gives us a new kind of product, called the cross
product:

VxW=(bf —ec,cd — af,ae — bd)

Recall that the dot product was a way to take two vectors and multiply them, with
the result being a scalar. The cross product, by comparison, is a way to multiply
and get a third vector.

The astute reader will notice that each component of the cross product is the
determinant of a 2 x 2 matrix. We may thus write its formula like this:

|

b ¢
e f

a b
d e

c a

f d

k] 9

VxW=<
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It is traditional to define the vectorsi = (1, 0, 0),j = (0, 1, 0),and k = (0, 0, 1).
Using this we may rewrite the definition of the cross product as
a b
d e

b c la ¢
VxW=i —J
e f d f

We introduced a negative sign in the second term and switched the order of the
columns of the second matrix. Now our formula looks just like a determinant:

+k

i j Kk
VxW=la b c
d e f

This last formula is probably the easiest way to remember how to compute the
cross product of two vectors.

EXAMPLE 7-21
We compute the area of the parallelogram spanned by the vectors (1, 1, 0) and
(1, 2, 3). To do this we first compute the cross product:

i j k
(1,1,0) x (1,2,3)=[1 1 0
2 3

1
—i3-0)—j3—-0)+k2—1)
—3i-3j+k

= (3,-3,1)

The desired area is now the magnitude of this vector:

13, =3, 1)] = /32 4+ (=3)2+ 12 = /19
We have already seen that the magnitude of the cross product has some geometric
significance. What about its direction? To get a clue we compute V - (V x W).
Suppose V = (a, b, c) and W = (d, e, f). Then, we compute:
V- (VxW)={a,b,c) (bf —ec,cd —af,ae — bd)
=a(bf —ec)+ b(cd — af) + c(ae — bd)
=abf —aec + bcd — baf + cae — cbd
=0
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From this we may conclude that V' x W is perpendicular to V. A similar compu-
tation shows W - (V x W) = 0, and hence V x W is perpendicular to W as well.
We conclude V' x W is perpendicular to the plane containing V and W.

EXAMPLE 7-22

We find a unit vector that is perpendicular to both (1, 1, 0) and (1, 2, 3). From the
previous problem we know that the cross product of these two vectors is the vector
(3, —3, 1), and that the magnitude of this vector is V19. To get a unit vector which
points in the same direction we just divide by the magnitude:

(3.-3,1) [3v/19 =319 V19
JI9 \ 197 19 719

Problem 73 Find the area of the parallelogram spanned by the vectors
(1,2,3) and (—1,0, 1)

1.
2. (1,1,0) and (1,0, 1)
3. (1,2,3)and (3, 1, 2)

Problem 74 Find a unit vector which is perpendicular to each of the following
pairs of vectors.

Problem 75 Show that V x W = —-W x V.

Problem 76 Let U, V, and W be three vectors in R3. Let M be the 3 x 3 ma-
trix whose rows are these vectors. Show that the determinant of M is equal
toU - (V x W).

Problem 77 Show that the area of the parallelogram spanned by V and W is equal
to |V||W|sin@, where 0 is the angle between V and W.
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Quiz
Problem 78

1. Let f(x,y) be the following function:

f(x,y) =x* 4 3xy
a. Find the largest slope of any tangent line to the graph of f(x, y) at the
point (1, 1).
b. Find the critical point(s).

c. Compute the value of

0% f 0% f
ax2 axady
?f 0 f
dyox 8_)12

for each critical point found.
d. Does the graph have a max, min, or saddle at the critical point(s)?
2. LetV =(1,2,3) and W = (1, 1, 1). Find
a. a unit vector which points in the same direction as V.
b. the cosine of the angle between V and W.

¢. a unit vector which is perpendicular to both V and W.



CHAPTER 8

Calculus with
Parameterizations

8.1 Differentiating Parameterizations

Suppose ¢(t) = (f(t), g(t)) is a parameterization of some curve in R2. What
should it mean to differentiate ¢ at t = fy? Obviously, the answer will involve
two numbers, f’(t9) and g'(¢p). The best way to make sense out of this pair of
numbers is as a vector:

d e ,
Zfﬁ(to) = (f'(t0). &' (10))

If this vector is drawn with its base at the point ¢ () then it is tangent to the
parameterized curve. In addition, if # really represents time, and ¢ (¢) the coordinates
of a particle, then the length of this vector tells how fast the particle is moving at
time 1.

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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EXAMPLE 8-1

At time ¢ the coordinates of a car are ¢ (1) = (2, t3). We wish to determine how
fast, and in what direction, the car is heading at time ¢ = 2. First, we differentiate
the parameterization:

¢'(t) = (2t,31%)
Thus,
$(2) = (4, 12)

The direction of the car is thus the direction that this vector is pointing. Its speed is
given by the magnitude of this vector:

|(4,12)] = V42 4+ 122 = 44/10

Nothing significant changes in three dimensions, as in our next example.

EXAMPLE 8-2
We find the speed of a particle moving along the helix ¢ () = (cost, sint, t). First,
we find the tangent vector:

@' (1) = (—sint, cost, 1)

To find the speed we compute the magnitude of this vector:

|(—sint, cost, 1) = v/(—sint)2 + (cos )2 + 12 = /2

Note that our answer does not depend on ¢, telling us a particle moving along the
spiral by the given parameterization travels with constant speed.

Differentiating parameterizations of surfaces is a bit more complicated, since
now there are two variables. For example, consider the general parameterization

W, v) = (f(u,v), g(u, v), h(u, v))

We can take the partial derivative of W with respect to u, say, simply by taking the
partial derivatives of f, g, and & with respect to . Our answer is again a vector:

D <8f dg 8h>

du \ou ou du

Geometrically, %(uo, vg) is a tangent vector to the surface parameterized by W
at the point W (ug, vg). Another such vector is given by %—f(uo, vg).
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EXAMPLE 8-3
We find two vectors tangent to the graph of z = x2 + y? at the point (2, 1, 5). This
surface is parameterized by

W(x,y) = (x,y, x2+y°)

The desired point is at W (2, 1). To find two tangent vectors we simply take the
partial derivatives of W and evaluate at (2, 1).

A
— = (1,0, 2x)
ox
and so,
ow
_(25 1) = (19 0, 4>
ox
Similarly,
ow
— =1(0.1,3y%)
dy
and so,

W
—2,1)=1(0,1,3)
dy

We conclude (1,0,4) and (0, 1, 3) are two vectors tangent to the graph of
7z = x% + y3 at the point (2, 1, 5).

EXAMPLE 8-4
If (8, ¢) represents your longitude and latitude, then your position on the Earth’s
surface is given by

W, ¢p) = (Rcosgcost, Rcosgsind, Rsing)

where R represents the radius of the Earth (assuming the Earth is a perfect sphere).
Note the similarity to spherical coordinates. We explore the geometric meaning of
the derivatives of this parameterization.

First, we differentiate with respect to ¢

v

% = (—Rsin¢cosf, —Rsin¢ sinf, R cos ¢)



98 Advanced Calculus Demystified

The magnitude of this vector is thus

?)—z = V/(Rsin¢ cos0)2 + (R sin ¢ sin6)? + (R cos ¢)?

:\/R2 sin? ¢ + R2 cos? ¢
=R

Notice that the result is constant, i.e., it does not depend on your longitude or
latitude. The significance of this is that if you change your latitude by roughly
1 radian then you change your position on the Earth by a constant amount. We will
see in a moment that this is very different than changing your longitude. Let’s try
differentiating with respect to 6.

ow
= (—Rcos¢sin®, Rcos¢cosb, 0)

The magnitude of this vector is thus

v ;
’8_9 = /(R cos ¢ sinf)2 + (R cos ¢ cos0)? = R cos ¢

This says that if you change your longitude by 1 radian, then the actual change
in distance on the Earth’s surface is proportional to the cosine of your latitude.
Now let’s take the cross product of the vectors we have found:

i j k
oV oW - !
Exﬁz —Rcos¢sinf  Rcos¢cost 0
—Rsingpcos® —Rsingsind Rcos¢

= (R2 cos? ¢ cos @, R%cos ¢ sin @, R* cos ¢ sin ¢)
The magnitude of this vector is

v v
m X @ = /(R2cos2 ¢ cos 0)2 + (R2cos? ¢ sin )2 + (R2 cos ¢ sin ¢)2

= R? cos ¢

This says that if you stake out a parcel of land that is 1 radian of longitude by
1 radian of latitude, then its area is proportional to the cosine of your latitude.



CHAPTER 8 Calculus with Parameterizations 99

Problem 79 Find a function s(t) which gives the speed of a particle at time t if its
coordinates at time t are given by (sint>, cos t?).

Problem 80 A curve inR? is parameterized by c(t) = (£*, t*, ). Find a unit vector
which is tangent to this curve at the point (1, 1, 1).

Problem 81 Let S be the paraboloid parameterized by

W (r,0) = (rcosf, rsind, r?)
0<r<2 0<6<27

1. Find two (nonparallel) vectors tangent to S at the point W (1, %)

2. Find a vector which is perpendicular to S at the point W (1, %) (Hint: Use
the cross product.)

Problem 82 Let W (t) = (cost, sint, t).

1. Find a parameterization ® of the curve parameterized by ¥V in which
|Gl =1

2. We may think of 42 o as itself a parameterized curve. For every value of
t we picture the vector ”Z—f as being based at the origin, and pointing to
some point in R®. We may thus diﬁ”erentiate this parameterlzatlon to obtain

2
another vector . Show that == s perpendlcular to 2. (Hint: Compute

J)

< and show that the dot product wzth s zero.)

3. Find k so that £2 dt2 = kN, where N is a unit vector. (The number k is called
the curvature 0f the parameterized curve and N is called the normal.)

4. Compute B = = x N and show |B| = 1. (The vector B is called the
binormal.)

5. Compute ‘[ll—B
6. Find t such that % = —tN. (The number t is called the torsion.)
7. Show that
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8.2 Arc Length

Suppose C is a curve, in R? or R3, which is parameterized by the function W(r),
where a <t < b. We would like to find the length of C. We do this by sampling
C at various points, looking at the length of the line segment connecting adjacent
points, and adding these lengths. The result will be an approximation of the length
of C. This approximation will get better and better as we sample more and more
points along C. In the resulting limit, we obtain an integral which represents the
length.
The steps are very straightforward.

1. Choose n points in the interval [a, b]. We will call these points {#;}7_.

2. Note that W (7;) is a point of C. For each i we connect W (#;11) to W(z;) by a
line segment to approximate C.

3. The length of each line segment is precisely the length of the vector W (1) —
W ().

Y(tiy1)

4. We now add up the lengths of all the approximating line segments to get an
approximation for the length of C:

n

D W) — W)

i=0
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A little algebraic trick will be useful in the next step:

n

- A
D) = V) = Y W) — @) L

i=0 i=0

n
i=0

V(i) — (1)
At

At

5. Finally, we take the limit of this quantity as n — oco. Note that we can also
view this as a limit as A¢ — 0. But, by definition,
V(i) - V(@) dY
lim —— = —
At—0 At dt

Hence, the desired limit is
b dv
At = / ‘— dt
dt

n

Jlim 3

i=0

W(tir) — V()
At

EXAMPLE 8-5
Let C be the curve parameterized by

Y(t) = (tcost,tsint), 0<r<1
Then the length of C is given by

1
dv . .
/ o dt:/I(cost—tsmt,smt+tcost)| dt
0

1
=/\/(cost —tsint)? 4+ (sint +tcost)? dt
0

1
:/\/l—l-tzdt
0

1 1
= ot 1+t2+51n‘t+\/1+z2‘

2

V21
=7+51n(1+«/§)

1
0
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Problem 83 Calculate the length of the curve in R? parameterized by
W (t) = (cost,sint, t)
0<r=<1
Problem 84 Show that the curve in R* parameterized by

N P
W(t) = | cost,sint, Et
0<tr<l
has the same length as the curve in R? parameterized by

(tcost,tsint), 0<r<l1

8.3 Line Integrals

Let C represent some parameterized curve in R?. Let f(x, y) be a function on R.
In this section we make some sense of the integral of f(x, y) over C. First, let’s
take a step backward and recall the steps used to define the integral of a function
of one variable, f(x), over an interval [a, b].

Choose n points in [a, b], which we denote as {x;}.
Let Ax; = xj41 — x;.
For each i compute f(x;)Ax;.

Sum over all i.
b
Define [ f (x) dx to be the limit of the sum from the previous step asn — oo.

a

A

The trick to defining the integral of f(x, y) over a parameterized curve C is to
follow the above steps as closely as possible. As we will see presently, the most
difficult step is probably the one that seems most innocent—the second.

1. Choose n points along the curve C, which we denote as {p;}. (Note that p;
is a label for a point of R?, and as such will have two coordinates.)

Let 8p; denote the length, along C, from p; to p; ;.
For each i compute f(p;)dp;.

Sum over all ;.

Al

Define [ f(x,y) ds to be the limit of the sum from the previous step as

C
n — oQ.
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The resulting integral is called the line integral of f(x, y). Unfortunately, in
practice the above steps are impossible to carry out. To make things easier we
employ a parameterization of C to translate the problem to an integral of a function
of one variable over an interval of R'. To this end, let ¥ (¢), wherea < ¢ < b, be a
parameterization of C. We now repeat the above steps as closely as possible, this
time using .

1. Choose n points in the interval [a, b]. We denote these points as {#;}. The set
{W(t;)} is then a collection of n points on C.

2. Let Af; = t;21 — t;. Let 8t; denote the length, along C, from {W(z;)} to
(Wi}

3. For each i compute f(W(#))5¢;. A little algebraic trickery yields

()8t = fF(V (4 (St-Ati
f( (1)) l_f( (1)) 15

i

— ru) A
= f( ('))A_ti i

4. Sum over all i.
5. The integral [ f(x,y) ds is defined to be the limit of the sum from the
c

previous step as n — oo. But as n — oo it also follows that At; — 0. Our
integrand contains the term i—’t As At; — oo this converges to |% | Hence,
our integral has become

; oV
/f(%y)ds:/f(\l’(t))l?‘ dt
C a

Note that if f(x, y) =1 then the line integral of f over C gives precisely the
length of C. This gives us one way to think about line integrals. Imagine a vast
plane. At every point of the plane there is a number which represents how fast a
point moving through that point will travel. If this number is always one, then a
point moving along in the plane will always travel with unit speed. Its total travel
time will then be exactly the same as the total distance it travels. But if the number
at each point isn’t always one then its travel time may be different than the total
distance traveled. The line integral gives the total travel time.

EXAMPLE 8-6
We integrate the function f(x, y) = y over the top half of the circle of radius 1.
This curve is parameterized by

W(t) = (cost,sint), O0<r<m
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We now compute

/f(x,y) ds=/f(cost,sint)|(—sint,c0st)| dt
c 0

7
=/sint|(—sint,cost)| dt
0
7
=/sint\/sin2t—|—cos2tdt
0
7

= /sint dt

0

= —cost|y

=2

Problem 85 Let f(x, y) = y3. Compute the line integral of f(x, y) over the curve
C parameterized by

8.4 Surface Area

One of the most interesting applications of multiple integrals is the computation of
surface area. Let R be a rectangle in the xy-plane. The problem is to find the area
of the portion of the surface parameterized by W (u, v). Let R denote the domain
of W. To find the area we follow similar steps that we used to derive the formula
for the volume under f(x, y).

1. We begin by choosing a grid of points {(u;, v;)} in R.

2. For each grid point locate the point W (u;, v;) in R3. Connecting adjacent
points produces a bunch of parallelograms that piece together to form an
approximation of the parameterized surface.
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3. We now compute the area of each parallelogram.
Observe that each parallelogram is spanned by the vectors

Vi=W(uiyr,vj) — WY(u;, v))
and
V=W, vjp1) — Wu;, v))
The desired area is thus the magnitude of the cross product of these vectors:
Area = |V, x V,|

We now do some algebraic tricks:

v Vol =V, v |AuAv
u X = 1Vu X
v "AuAv
V., V.
= X Aulv
Au Av

4. The surface area is the limit, as Au and Av tend toward zero, of the sum of
this quantity over all i and j:

S.A. = AulAv

Au,Av—0 Au Av
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But notice that as Au tends toward zero the quantity 4= = W

converges on %—‘;’ Similarly for Av — 0. In the end our summation becomes

the integral:
v v
S.A.:// — X —| dudv
ou av
R

EXAMPLE 8-7

We will use the surface area formula derived above to show that the area of a sphere
of radius R is 4 R%. The most natural parameterization of the sphere comes, of
course, from spherical coordinates:

W (,¢) = (Rsingcosh, Rsing sinf, R cos ¢p)

0<O6<2m, O0<o¢p<nm

The partial derivatives of this parameterization are

v

== (—Rsingsinf, Rsin¢ cos6, 0)

o . .
@ = (Rcos¢cosf, Rcos¢psinf, —Rsin¢)

The cross product of these two vectors is thus

i j k
o ow
— X — = |—Rsin¢sinf Rsing¢ cosb 0
00 ¢
Rcos¢pcos Rcos¢psinf —Rsing

= —R?sin? ¢ cosbi — R? sin® ¢ sin6j
—(R?*sin ¢ cos ¢ sin®> 6 + R? sin ¢ cos ¢ cos® )k

= —R?sin® ¢ cos 0i — R? sin® ¢ sin0j — R? sin ¢ cos ¢k
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The magnitude of this vector is

W AW
—_— X —_—
30~ 3¢

= \/(—RZ sin® ¢ cos 0)2 + (—R2 sin” ¢ sin0)2 + (—R2 sin ¢ cos ¢)?

= \/ R*sin* ¢ cos2 @ + R*sin* ¢ sin® 6 + R*sin” ¢ cos? ¢

= Rz\/sinA' ¢ + sin” ¢ cos? ¢

= R*sin¢,/sin’* ¢ + cos? ¢

= R’sin¢

The desired surface area is thus computed as follows:

T 2r
A
S.A. = " x —| dbd¢
30~ 3¢
0 0
T 27

=//R2 sing dod¢
0 0

g

=2nR2/sin¢ do

0
= 27R? (— cos Do
=27R*(1 + 1)
= 47R?
There are lots of special cases where one may want to compute surface area. In
each of these cases we can derive an appropriate formula. The first case we consider

is the surface area of the portion of the graph of z = f(x, y) that lies above some
domain R. Such a graph can be parameterized as follows:

V(x,y) =(x,y, f(x,y)
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The partial derivatives of this parameterization are

ov <1 0. f>
Bx 0x
oV <0 1. 8f>
8y dy

The cross product of these vectors is

J
8_\IJX8_\I/: 0o
ax ay 1

The magnitude of this vector is

ow W] [far\: (of\
W@‘J(@*(@)“

The desired formula for the surface area of a graph is thus

e 5t <5r] ane
G () o

EXAMPLE 8-8
We will use the surface area formula derived above for the graph of a function to
once again show that the area of a sphere of radius r is 477>, An equation for the top
half of the sphere is z = y/r? — x2 — y2. We will compute the area of this surface
and double it to get the total area of the sphere.

The tricky part of this computation is the limits of integration. Notice that the
domain of integration is the region inside a circle of radius r in the xy-plane. For a
fixed x the value of y can range from —+/r2 — x2 to +/r2 — x2. Hence, we may set
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up a double integral to compute surface area as follows:

f af\2  [of\>
[ Y () i
ox ay
—r /T2
rooAri—x? 2 2
_x J—
B [ B
r’—x?—y r’—x?—y

T

r A2
x2+y2+r2—x2—y2
:f / \/ R —; dy dx
r A2
r
= —————dydx
—r2—x
r N s
=/rsin_l (L) ' dx
J rr—x*) |z

=r / sin~!(1) — sin~'(—=1) dx

r

=r/ndx

—r

=nrx|",

= 27

As this is the area of just the top half of the sphere we double it to obtain 472,
the correct formula.

Another special case of a surface area formula is for a surface of revolution. This
formula is typically covered in a second semester calculus class. We will show here
how this formula can be derived from the one above.

Suppose we begin with the graph of a function z = f(x), where 0 < a < x < b,
and get a surface by revolving it around the z-axis. The resulting surface is best
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parameterized with cylindrical coordinates, since it has the equation z = f(r).
W(r,0) = (rcos@, rsinf, f(r))

a<r=<b, 0<0<2nm

The partial derivatives are

ow . df
— = {cosf, sinb, o

or r

oV .

— = (—rsinfd, rcosb, 0)
20

The cross product of these vectors is

i j k
ov v ) df
a_r X % =| cosf sin @ ar

—rsingd rcosf® O

d d
= —r cos@—fi —r sin9—fj + (rcos® 6 + rsin® 0)k
dr dr

= —rcos@d—ri — rsinGd—{j +rk

The magnitude of this vector is

oV W df\? ar\>
—x —| = —rcos@—f + —rsin@—f + r2
or 20 dr dr
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The desired surface area is now computed as an integral:

b 2w

ovr v
S.A.:// — X —| dfdr
or 20

0

b 2w de
://r‘/(Ef) +1 do dr
a 0
b PR
=2n/r1[<d—];> + 1 dr

EXAMPLE 8-9
We compute the surface area of a sphere one final time. This time we think of the
sphere as a surface of revolution and use the formula just derived. As in the previous
example we will compute the area of the top half and double it.

To think of the top half of the sphere as a surface of revolution we begin with a
function which gives part of a circle:

Applying the above formula for the surface area of a surface of revolution gives
the following integral:
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0
= —nR/u% du (where u = R*> — x?)
R2

= 27R>

As this is just the top half of the sphere we must double it to get the correct
formula, 47R2.

Problem 86 Find the area of the portion of the plane z = 2x + 3y that lies above
the square with vertices at (0,0, 0), (1,0, 0), (0, 1,0), and (1, 1, 0).

Problem 87 Find the area of the portion of the graph of z = \/x% + y? that lies
above the domain

I. R={(x,)0<x<1,0<y<1}
2. D={(x,yx*+y* <1}

Problem 88 Derive a formula for the graph of the spherical equation p =

f(@).

Problem 89 Find the area of the surface pictured below, parameterized by

W(r,0) = (rcosf,rsinf, )

—1<r<l1, 0<6<m
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8.5 Surface Integrals

Just as we could integrate a function over a parameterized curve, we can also
integrate functions over parameterized surfaces. The resulting integrals are called
surface integrals. Here’s a way to think about surface integrals. Imagine that there
is a fog permeating all of R?. As the fog may not be uniform there is some function
f(x,y, z) which gives the density of the water droplets at each point. Now imagine
we have some surface in R? cutting through the fog. We wish to find out the total
amount of water droplets in the surface. If f(x, y, z) = 1, then this will just be the
area of the surface. If not, then the answer will be the surface integral of f.

Recall the relationship between the arc length of a curve C parameterized by a
function W (¢) and the line integral of a function f(x, y) over C:

Arc Length Line Integral

b b
15 di S Fee) |57 di

The relationship between the surface area of a surface S parameterized by
a function W(u, v) and the surface integral of a function f(x,y,z) over § is
the same:

Surface Area Surface Integral
fRf B x 2 du dv fl?ff(lll(u,v))‘%—‘;'x%‘dudv

The surface integral of f(x, y, z) over the surface S is denoted as

/f(x, v,2)dS
s
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EXAMPLE 8-10
Let f(x,y,2) = = + 5. We calculate the surface integral of f over the cylinder of

radius 1, centered on the z-axis, and lying between the plane z = 0 and z = 1.
First, the surface is parameterized using cylindrical coordinates as follows:

(0, z) = (cos0,sinb, z)

0<0<2m, 0<z<1

To compute the surface integral we will next need the partial derivatives of this

parameterization:
A )
— = (—sin#, cos I, 0)
20
A
=(0,0,1)
Bz

The cross product of these vectors is

i j k
ov 0w ) ) .
— x — = |—sinf cosf 0= (cosH,sind,0)
200 0z

0 0 1

Finally, the magnitude of the cross product is then

o 9w —
— | =+cos20 +sin“ 0 =1

— X
200 0z

We are now ready to compute the surface integral:

1 27

/f(xyz)dS //f(\ll(ez))‘—x—zdedz

1 2

=// -1d6 dz
00529+sm 0

0
2

S

T

fzd@ dz

0

I
":1 O\_
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Problem 90 Calculate the surface integral of the function f(x,y,z) =x +y+z
over the portion of the plane z = x + y that lies above the square in the xy-plane
where ) < x <land0 <y <1.

Problem 91 Calculate the surface integral of the function f(x,y, z) = z over the
top half of the sphere of radius 1.

8.6 Volume

In this section, we revisit the calculation of volumes of regions in R?. If the region
is nice enough, we can just compute a triple integral of the function f(x, y,z) =1
over the region. However, if the region is complicated we may want to employ a
parameterization to help calculate its volume. The steps to define the volume by
way of integrating a parameterization are similar to those used to define arc length
and surface area. To this end, we suppose W (u, v, w) is a parameterization of a
volume V in R?, with domain Q. We now derive a formula for the volume of V by
executing the following steps:

1. Choose a lattice of points {(u;, v;, wy)} in Q. This defines a lattice
{(W(u;,vj, w)}in V.

2. Connecting adjacent lattice points breaks up V into a bunch of paral-
lelepipeds.

3. We compute the volume of each parallelepiped. The edges are given by the
vectors

Vi=W(uipr,vj, wp) — Y(u;, vj, wy)
Vo =W, vjpr, wy) — Wi, vj, wy)
Vip = W (Ui, vj, wit1) — Wy, vj, w)

The desired volume is then given by the determinant of the 3 x 3 matrix
whose rows are V,,, V,,, and V,,. We denote this as

ViV Vil

The usual algebraic trickery transforms this as follows:

AuAvAw
AuAvAw
Vi Vo Vi

Au Av Aw

|VquVw| - |VL1V1)Vw|

AulAvAw
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4. The desired volume is now the limit, as Au, Av, and Aw tend toward 0, of
the sum of this quantity over all i, j, and k:

Vi Vi Vi

Au Av Aw

Volume = lim Z AuAvAw

Au,Av,Aw—0

i,j.k
But, as in the computation of surface area,

) ; . Wi, v, we) — W, vy, we) 0V
Iim — = lim -
Au—0 Au Au—0 Au u

Hence, after taking the limit the above summation becomes

AV AV AR
Volume:///
o

du dv dw

Ju dv dw

EXAMPLE 8-11

We show that the volume bounded by a sphere of radius R is ‘—3‘71R3. One way
to do this is to note that the top half of the sphere can be realized as the graph
of the equation z = \/R? — x2 — y2. The desired volume can thus be obtained by
doubling a double integral:

1 VR2—x?
Volume = 2/ / VR —x2—yZdxdy

However, this integral is difficult to evaluate.
Instead, we employ a parameterization. The sphere is best parameterized in the
usual way by using spherical coordinates:
W(p,0,¢) = (psingcosh, psingsinb, p cos )
0<p=<R, 0=<60=<27m, 0=<¢=m

We now compute all three partials of the parameterization:

ow ) . .
5 (sin ¢ cos A, sin ¢ sin B, cos ¢)
0

ow
le
ow

% = (pcos¢cosh, pcos¢sinf, —p sin @)

= (—psin¢gsin6, psin¢g cosb, 0)
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The integrand that we will need is the determinant of the 3 x 3 matrix whose
rows are the above vectors:

sin ¢ cos 6 sin ¢ sin 6 cos ¢
oWV v 0w . . .
a_ﬁﬁ = |—psingsinf psing¢ cosb 0
P pcosgpcoshd pcosgsingd —psing

= — ,o2 sin ¢ (Check this!)
We now get the desired volume by integrating:

T 2m R

oW vV ow
Volume:/// ———1dp df d¢
0

ap 30 ¢
/ﬂ
0

0

R
/ —p?sing dp dO d¢
0

0

2

0

2
/ —pising K

3

0

2

0

do d¢

[l
St~y

p=0

Il
St~

I
g
“| =
w
\:n
|
@
=
<
Y
<

The negative sign is an unfortunate artifact of the fact that the determinant of a
matrix will change sign if you swap two rows or two columns. We will see in later
sections that this can be used to our advantage. For now, though, just note that a
volume must always be positive. Hence, we take the absolute value of the above
answer to recover the correct formula, %7‘[ R3.
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Although this method may seem very complicated at first, observe that it has a
significant virtue: each step in the integration was very easy. This is the advantage of
using parameterizations to compute volumes. Any volume problem can be solved
by a double or triple integral. But employing a parameterization may transform
difficult integrals into easy ones.

Problem 92 Show that the volume bounded by a cylinder of radius R and height
h is w R*h by integrating with a parameterization from cylindrical coordinates.

Problem 93 Calculate the volume under the cone z = 1 — x> — y?, and above the
xy-plane by employing the parameterization

V(r,0,z) = ((1 —z)rcos0, (1 —z)rsinb, z)

0<r<l1, 0<60<27, 0<z<l1

8.7 Change of Variables

In Calculus I and II you learn how to integrate a function of one variable over a
domain in R!. In Chapter 4, we learned how to integrate a function of two variables
over a domain in R2, and a function of three variables over a domain in R>:

///f(x,y,z)dxdydz
v

If the domain V' has a convenient parameterization then it may be easier to use
this than to directly perform the integral. This is very similar to the relationship
between line integrals and arc length, or surface integrals and surface area. As usual,
we let W denote a parameterization of V, with domain Q. If V is two dimensional

we have
AV
//f(x,y)dxdy=//f(‘lf(u,v))‘—— du dv
ou v
1% o

And if V is three dimensional

oV v oW
f/ff(x,y,z)dxdydzszff(\ll(u,v,w))‘——— du dvdw
ou dv Jw
% 9]
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EXAMPLE 8-12
Recall the functions

t —t t —t
e t+e . e —e
cosht = y sinht =

These functions conveniently satisfy

cosh’?t — sinh?7 = 1
dit cosht = sinht, dit cosht = sinht
The first of these identities means that (coshz, sinht) are the coordinates of a

point on the hyperbola x> — y? = 1. Suppose, we want to find the area of the region
pictured below.

(cosh T',sinh T')
Area="?

1'2_?]2:1

«

(cosh(=T),sinh(-T))

This region is parameterized by
W(r,t) = (rcosht, rsinht)

O0<r=<1, -T=<t=<T

The area of aregion R of R? is computed by integrating the function f (x, y) = 1:

Area://ldxdy
R
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However, to calculate this integral directly would entail finding complicated
limits of integration. Instead we use the parameterization W. To do this, we will
need the partial derivatives of W:

ov .

—— = (cosht, sinht)
or

ow .

—— = (rsinht, r cosht)
ot

The determinant of the matrix of partials is thus

ov v
or ot

cosht sinh ¢
rsinht rcosht

— rcosh’t — r sinh? ¢

=r

We now compute the area:

T 1
ov o
r

R =T 0




CHAPTER 8 Calculus with Parameterizations 121

EXAMPLE 8-13
We evaluate the integral

l—y2

I
/f / x>+ y? +zdxdydz
00

Doing this directly is difficult, so we employ a parameterization. The domain
of integration is the intersection of a cylinder of height 1 and radius 1, centered
on the z-axis, with the positive octant. This can be parameterized with cylindrical
coordinates by

W(r,0,z) = (rcosf,rsinf, z)
0<r=<l1, 0<6=<7%, 0=<z=lI

The derivatives of this parameterization are

ow .

— = {(cos b, sind, 0)

ar

ow .

—— = (—rsinf, rcosb, 0)
a0

0w _ (0,0,1)

az - ) ’

To do the integral we will need the determinant of the 3 x 3 matrix whose rows
are these vectors:

cos @ sinf 0
—rsinf rcos@ O|=r
0 0 1

We denote the function x> + y? + z in the original integral by f(x, v, z). Then

11 A1 1 31
// / + vy +zdxdydz ///f(\ll( 0,2) i
X X r, -
¥tz drdy DN9r 96 oz

0 0 00 0

1

drdo dz

1
=///((rcos9)2+(rsin9)2+z)r drdoz
0 0 0
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Problem 94 Calculate the integral of the function f(x,y)=2x —y over the
elliptical region in R? parameterized by

W(r,0) = (2rcosf, rsinf)

O0<r<l1, 0<6=<nm

Problem 95 Calculate the integral of the function f (x, y, z) =
V of R? parameterized by

; +22 overthe region

Y(r, 0, w) = (rcoshwcosd, rcoshwsinf, sinh w)

1<r<2, 0<6<27, -2<w<?2

(The region V is between two hyperboloids, as depicted below.)
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!
o ——

Problem 96 Let V be the region inside the cylinder of radius 1, centered around the
z-axis, and between the planes z = 0 and z = 2. Integrate the function f(x, y, z) =
zoverV.

Problem 97 Let R be the region in the first quadrant of R?, below the line y = x,
and bounded by x* + y* = 4. Integrate the function
2

Foy) =142
X
over R.
Quiz
Problem 98

1. a. Find a parameterization for the set of points in R? that satisfies the equa-
tion x = sin y.
b. Find a unit tangent vector to this curve at the point (0, 0).
2. Let Q be the region under the graph of f(x,y) = x> + y? and above the
square with vertices at (0, 0, 0), (1,0, 0), (0, 1,0), and (1, 1, 0).
a. Find a parameterization for Q of the form WVY(x,y,t), where
0<x,y,t <L

b. Use the parameterization V to integrate over Q the function

Z
x’ ’Z - 55
flx,y,2) e

3. Let R be the region of R? parameterized by
¢(r,t) = (rcosht,rsinht), 0<r<l1,—-1<tr<l1
Integrate the function f(x,y) = x> — y* over R.
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CHAPTER 9

Vector Fields
and Derivatives

9.1 Definition

A vector field is simply a choice of vector for each point. So, for example, a vector
field on R? would have some vector at the point (1, 2), some other vector at the
point (—1, 1), etc. We often draw vector fields by picking a few points and drawing
the vector based at those points.

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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More formally, a vector field is a function from R? to R?. What goes in to this
function are the coordinates of the point where you are. What comes out are the
components of the vector at that point.

EXAMPLE 9-1

Consider the vector field (xy, x + y). At the point (1, 1) this vector field con-
tains the vector (1, 2). At the point (2, 4) it contains the vector (8, 6). If we use a
computer to draw it we would see something like
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EXAMPLE 9-2
The vector field (sin x, sin y) is depicted below.

o I N m w N L A N
Py v BANANENE NN VA S 1 2V AN NN
s o7 PANKSNNN 2o o 2 TAN NN
V2V VA B WNENENENENIR | LRV A B UANENIN
V2V I UANENENENIE AT I VR AY A A B ULNENEN
v A NANANE NN & I A IV R SV A B VAN NN
oo AN N N NN N N N
-5 -4 -3 -2 -1 0 1 2 3 4 5
NNNN\ |/ /s v NSNSy
NNNN VY s YV NNNNNN Y
NNNN NS/ LTIV NNNNNN s
NNNN\ |/ /S VNN NNNN s
NNNN |\ /LS s N NSNSSNNN s
TS TS TS N\ e e e N8 = = = S N e e
////)\\\\\\\ ///////(\\\\

Problem 99 Sketch the following vector fields.

L (x,y)
2 <xa_y>
3. {y, —x)

9.2 Gradients, Revisited

We have already seen many vector fields, although we did not use this language.
Whenever we take a function f and compute its gradient V f at a point we get
a vector. The set of all such vectors is then a vector field, which we now call
6‘grad f.’9

EXAMPLE 9-3

Suppose f(x,y) = xy>. Then the gradient of f(x,y) at the point (x,y) is
V£ (x,y) = (y2, 2xy). If we draw this vector at various values of x and y, we get
the picture depicted below.
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EXAMPLE 9-4

Let f(x,v,z) =xy’z>. Then V f = (y2z3, 2xyz’, 3xy222).

Problem 100 For each of the following functions, f, compute V f.

L fx,y)=x+y
2. f(x,yv,2) =x+yz
3. f(x,y,2) =xy+xz+yz

9.3 Divergence

In the previous section, we saw that the gradient operator gives us a way to take a
function f(x, y) and get a vector field. In this section, we explore a way to take a
vector field and get a function. Eventually, we will see that the value of this function
at a point is a measure of how much the vector field is “spreading out” there.

Suppose {(f(x,y,z), g(x,y,2), h(x, v, z)) is a vector field V on R>. Then we
define the divergence of V, “Div V,” to be the function

a ad oh

of g oh

dx dy 0z
Note that the first term is associated with the first component of V, the second term
with the second component, and the third term with the third component. This,

and the fact that the terms are being added, should remind you of the dot product.
This gives us a purely notational way to remember how to calculate the divergence
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9 0 9
dx’ dy’ 9z
a vector in a notational sense. But if we suspend our disbelief for a moment and
allow such absurdities, we can write the formula for the divergence of a vector field

in a very compact way:

of a vector field. We let V denote the “vector” < > This, of course, is only

DivvVv=V.V

EXAMPLE 9-5
Let V be the vector field (x2 Vv, x +yz,x y2z3). Then the divergence of V is calculated
as follows:

DivV=V.V

d a9 0 ) ) 3
_<8x’ 5’ 3Z> (x*y,x + yz, xy°2’)

. 5 0 d 5 3
= —@y) + —+y)+ —(xyz)
ox ay 0z
= 2xy + 7 + 3xy*2?
Problem 101 Compute the divergence of the following vector fields.

L (y,z,x)
2' (X+Y’X_Y»Z)
3oy xr =2 2

Problem 102 Let f(x, v, z) be a function. What is V - V f?

Problem 103 Show that

V-FxG)=G-(VXF)—F-(VxG)

9.4 Curl

There are many useful ways to apply partial derivatives to vector fields. We have
already seen that gradients give us a way to take a function and get a vector field.
Then we saw that divergence is a way to take a vector field and get a function. Here,

we define a way to use partial derivatives to transform one vector field into another.
3 9
ﬁ’ 8_)" d_Z
tion, we defined a new operation by using V in a dot product. Here, we define

First, recall our notational absurdity, V =< > In the previous sec-
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an operation called curl by using V in a cross product. As before, let V=
(f(x,y,2),8(x,y,2), h(x,y,2)). Then we define

curl V=V xV

[
N
oY)
=

g\ . oh  of\. dg of
——=]i-{——=)j+=—-=—]k
ay 0z dx 0z dx  dy

_[on  9g of oh dg Of
“\dy 9z 8z oax dx Ay

EXAMPLE 9-6
Let V be the vector field (x2 Y, X + vz, xyzz3). Then the curl of V is calculated as
follows:

curl V=V xV
i J k
— | o2 0 9
| ox dy a9z

x2y x+4yz xy*2?
= <2xyz3 -y, —y2z3, 1 — x2)

Later we will see that the curl of a vector field measures how much it “twists” at
each point.

Problem 104 Find the curl of each of the following vector fields.

1. x+y,x—2z,y+2)
2. (yz, —xz,xy)

Problem 105 Let f(x, y, z) be a function and V a vector field on R>. Compute

1. V x (Vf)
2. V-(VxV)
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Quiz
Problem 106

1. Find the curl of the following vector field:

o
X242 x2 4 32’
2. Find the divergence of the following vector field:
<x2 Fy2 02— 2 0)
3. Find the gradient of
f(x,y,2) =x*sin(y — 2)

4. Find two vector fields whose curls are <0, 0, %)
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CHAPTER 10

Integrating
Vector Fields

In the previous chapter we introduced the concept of a vector field, and looked at
various concepts of differentiation in relation to these objects. In this chapter, we
look at ways to integrate a vector field. From calculus you should suspect that when
we combine integration and differentiation something amazing will happen, akin
to the Fundamental Theorem of Calculus. This is the topic of the next chapter.

10.1 Line Integrals

We will always integrate a vector field over a domain that can be parameterized by
a line, surface, or volume. In this section, we look at the first of these situations,
integrals over parameterized curves. As in Section 8.3, these will be called line
integrals. However, the definition of the integral of a vector field over a parameter-
ized curve is a bit different than the definition of a function over the same curve, so
there is potential for confusion here.

Copyright © 2007 by The McGraw-Hill Companies. Click here for terms of use.
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Before giving the definition, it may help to give a physical motivation for line
integrals. Drop a leaf into a flowing stream and follow it. Eventually, you may see it
encounter a stick caught on some rocks. If the stick is perpendicular to the flow of
water, the leaf will get stuck. If the stick is parallel to the flow, then the leaf rushes
by as the force of the flowing water pushes it along. But if the stick is at some angle
to the flow the leaf may hit it, and then slowly work its way past.

\ \ \\
ng”
L=

/

/“/l

Vb

One can explain this by looking at the force the water can exert on the leaf. The
leaf can only travel in a direction parallel to the stick, which we can represent as a
vector, L. The water flowing under the stick exerts some force on the leaf, which can
also be represented as a vector, W. If these vectors are perpendicular then the leaf
does not move, so the net force F on the leaf must be zero. On the other hand, the leaf
moves the fastest when L and W are parallel, so F must be greatest in this situation.
It should be no surprise, then, that F is proportional to the dot product, L - W.

L

Before proceeding further, we must dispense with an important technicality. In
the above figure, there were two choices for the vector L. One of these is depicted
in the figure, and the other points in the exact opposite direction (but still along the
stick). If the other choice was made, then the value of L - W would have exactly the
opposite sign. Which is the correct choice? There is no right answer to this. We just
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have to declare, before we do any problem, which is correct. Such a declaration is
called an orientation. We will say more about this idea shortly. For now, just note
that if the wrong choice was made then we can correct things by changing the sign
of our final answer.

Now we suppose that somehow the leaf is confined to some parameterized curve,
C, as the water rushes past. Sometimes the water may be perpendicular to the curve,
and sometimes it may be parallel. The problem is to evaluate the total force that
the water exerts on the leaf as it travels along the curve. (If the leaf always moves
with unit speed then this is called the work done by the water.)

Let W(¢) be a parameterization of C. Let W be a vector field that gives the
direction and speed of the water at each point of the stream. The direction that the
leaf is moving at the point W (¢) is the vector i]—‘f. Let W(W (¢)) be the vector of
the vector field W that is based at the point W(¢). Then the quantity we want to
evaluate is

dv
/W(\I/(t)) T dt

This integral is called the line integral of W over C, and is often denoted as

/W-ds
C

Our answer, unfortunately, is still incomplete. Recall that at some point we must
make a choice, called an orientation. This amounts to deciding if the vector ‘fi—‘f points
the “right way” or the “wrong way.” An orientation can be denoted pictorially just
by an arrow along C, showing the correct choice. But this does not mean that to do
the integral, we must choose a parameterization whose derivative points the right
way. If it does not then we just need to change the sign of our final answer.

EXAMPLE 10-1
Let W = (xy, x + y). Let C be the oriented curve depicted below.
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The orientation is given by the direction of the arrow in the figure. The curve is
parameterized by

V() = (%31, 0<t<2

At the point W (1) one can easily check that ‘Z—‘f = (2, 3). This vector points in
the direction opposite to the orientation. This just means that after we integrate we
will have to flip the sign of our final answer.

We now calculate the line integral of W along C using W. First, note that

WW (@) =(()30), 1* + 3t) = (3%, 1> + 31)

and

/W(\Il(t)) / 1 +3t (2¢, 3) dt

2
:/6t4+3t2+9tdt
0

As the orientation disagrees with W we must now flip the sign, obtaining our
final answer, —64%.

An easy way to give an orientation on a curve parameterized by a function W (1)
is to simply declare that pomts in the right direction. In this case, we may go
ahead and use ¥ to evaluate the integral of W without any further considerations.
In this case, we say the orientation of C is the one induced by W.
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EXAMPLE 10-2
Let C be the curve parameterized by

W(r) = (cost, %), 0<t,<

with the orientation induced by W.
Let W = (%, 0). We integrate W over C.

First, note that

1
WM (1)) = <E’ O>

Next, observe

dv .
— = (—sint, 2t)
dt

We now integrate

ESE]

1
/W~ds:/<—,0>-(—sint,2t) dt
cost

C
5
=f—tantdt
0

= —In|sect||;

= —Inv2

S

As the orientation of C is chosen to agree with W we do not need to worry about
changing the sign of our answer.

One may wonder about the connection between line integrals of vector fields
as defined here and line integrals of functions defined previously. Let f denote a
function on R" and C a curve in R” parameterized by W (7). Let W be a vector field
chosen so that at the point W (z) of C the vector W(W (¢)) is tangent to C (i.e., it
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points in the same direction as “;—f’) and has length f(W(¢)). Then we have

d\Il
]

The definition of the line integral of W over C then gives

dv
/W-ds:/W(\D(r))-d—dt
C

W (1) = f(¥(@)

_\1:
a’
f¥@)dy dv
/ }‘“‘\ dt dt

fOU@) |dy ]

— | dt
}dd—‘f’ dt

= f J¥ (@) i dt
B dt
This last equality is precisely the definition of the line integral of f over C.

Problem 107 Calculate the line integral of (—y, x) over the circle of radius 1,
oriented counterclockwise.

Problem 108 Ler W = (x v, xz22, y + z>. Let C be the curve parameterized by
V()= @t1-1), 0<r<lI
with the induced orientation. Calculate the line integral of W over C.

Problem 109 Let f(x,y) = xy> Let C be the portion of the parabola y = x*
parameterized by

V() =(t,1%), —-1<t<2

with the induced orientation.
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1. Calculate the integral of the vector field V f over C.
2. Calculate f(¥(2)) — f(W(—1)).

Problem 110 Let C be the subset of the graph of y = x> where 0 < x < 1 (oriented
away from the origin). Let W be the vector field (—x4, xy). Integrate W over C.

10.2 Surface Integrals

In Section 8.3 we defined line integrals of functions, and in the previous section
of this chapter we defined line integrals of vector fields. By analogy we will now
define surface integrals of vector fields, just as we had defined surface integrals of
functions.

\\\\
lxl

The physical motivation for surface integrals of vector fields can again be seen
by looking at a river of flowing water. Imagine a net placed vertically in the river.
Suppose you wanted to calculate the amount of water flowing through the net at
some particular moment in time. Let W denote a vector representing the flow of
water at some point of the net. Let N be a vector which is perpendicular to the net.
If the net is parallel to the direction of flow, then no water passes through it. In this
situation, NV is perpendicular to W. The most water passes through the net when the
net is perpendicular to the flow. In this case, N and W are parallel. It stands to reason,
then, that the amount of water flowing through the net is proportional to W - N.
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Once again we encounter here a technical difficulty. Why did we draw the vector
N in the figure the way we did? If the only condition on N is that it is perpendicular
to the net, then why couldn’t N point in the exact opposite direction? The answer
is that it can! Which choice is “correct” will again depend on a choice, called an
orientation. We will discuss this more shortly.

Now let S be a surface (representing the net), parameterized by W (u, v). The
vectors d— an