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Wir miissen wissen, Wir werden wissen.
D. Hilbert
We are all in the gutter but some of us

are looking at the stars.

0. Wilde



Dedicated to all those who do not like
Mathematics with the hope that they will
change their mind.



Preface 1

This book is an approach to Special and General Relativity from a full mathematical
point of view. When Physics is studied, there is the need for understanding its
language, that is, Mathematics. Dirac’s words describe very well what we want to
do: God used beautiful Mathematics in creating the world; therefore, we present a
part of this divine plan, the beautiful Mathematics of Special and General
Relativity. We wrote a textbook which, we believe, can be easily used by students
in Mathematics, Physics and Engineering studies; by teachers or by some other
people who are interested in this subject. If someone already knows Mathematics,
that is, both basic Geometry and Differential Geometry, this person can neglect the
first six chapters. She/he can start from Gravity in Newtonian Mechanics. People
who study Physics should start from the very beginning in order to understand the
development of Geometry. The improvement of mathematical language, in more
than two thousand and five hundred years, allowed to produce a common language
for both Calculus and Linear Algebra; this approach ends up to a dialect, the
Differential Geometry, which constitutes the basic tool of Relativity. Without the
effort to understand the nature of the Non-Euclidean Geometry, the Differential
Geometry could not occur. Without Differential Geometry, General Relativity could
not exist. The first six chapters represent the adventure of Geometry from axioms
until the Non-Euclidean Geometries through Differential Geometry. A lot of
examples and solved exercises help the reader to understand the theory. Actually,
the entire book, which is written in a unitary way, offers clear statements and
proofs. About the proofs: it offers complete proofs; all computations are presented.
In our opinion, this is the only way to understand the complicated computations
which depend on the Differential Geometry language. Reading line by line, the
reader can understand every single proof. The references which inspired us are
mentioned not only at the beginning of each chapter but also in the text. Some
proofs and some approaches of the theory are completely original. If somebody is
reading from the beginning to the end of this book, it becomes understandable why
each subject presented is important for the topic. We hope that our humble efforts
are useful, first of all, for learning people to whom this book is mainly dedicated.
We thank our colleagues; our teachers; our friends and, first of all, our students
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whose questions, discussions and remarks allowed us to enter the perfect world of
Geometry towards its amazing realization which is General Relativity. We also
want to thank Dr. Marina Forlizzi and the Springer staff for invaluable support in
publishing this book.

As a final remark, we want to say that this book was conceived about two years
ago during pleasant discussions on Mathematics and General Relativity in scientific
congresses and meetings between the authors and was concluded during the severe
period of the global Coronavirus disease. We hope that Science and its high values
can be comforting even in difficult situations like the present one, as happened so
many times in history.

Constanta, Romania Wiladimir-Georges Boskoff
Naples, Italy Salvatore Capozziello
March 2020



Preface 11

What does a mathematical journey towards the general theory of Relativity look
like? The authors propose an original itinerary moving from Euclidean and
non-Euclidean Geometry created from axioms to models of geometric Euclidean
and non-Euclidean worlds. Differential Geometry of surfaces and then abstract
Differential Geometry are special stops for two reasons:

1. To understand non-Euclidean Geometry models from this point of view and
2. To create the language by which we can describe the General Relativity and its
consequences.

The physical world allows both Euclidean and non-Euclidean descriptions. To
have an image of this physical world, we need to continue the itinerary with
supplementary stops: Newtonian and Lagrangian Mechanics, Special Relativity to
reach, finally, General Relativity.

The content of the book is written to be self-contained. All the proofs are done
with all the details presented for the reader. The problems are solved, or they have
hints. Almost all the contents were presented to students at different university
courses and, in our experience, they were well received.

In Chap. 1, we present, using a slightly modified Hilbert’s axioms system,
Euclidean and non-Euclidean geometries and what they mean. Here, the mathe-
matical theory is built from a set of primary objects, which do not require defini-
tions, together with a set of axioms. The collection of primary objects is chosen
from the set theory. The axioms are stated in a formal form and the axiomatic theory
is built as a collection of mathematically rigorous statements deduced from the
axioms.

It exists a common part for Euclidean and Non-Euclidean Geometry, the
so-called Absolute Geometry. Absolute Geometry consists in all the results that can
be thought and proved using the axiomatic system before introducing a Parallelism
Axiom. The main theorem in Absolute Geometry is the Legendre one, which states
that the sum of measures of angles of a given triangle is less than or equal to two
right angles.

xi
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The two consequences are the following:

1. The sum of angles in each triangle is equal to two right angles.
2. The sum of angles in each triangle is strictly less than two right angles.

A further axiom, the Parallelism Axiom, makes us to discover the Euclidean world,

corresponding to the first case, i.e. the sum of angles is equal to two right angles.
The denial of the previous Parallelism Axiom leads us to the Non-Euclidean

Geometry; here the sum of angles is strictly less than two right angles.

Euclidean Geometry and Non-Euclidean geometries are the frameworks which
formulate Newtonian Mechanics and Relativity, respectively, as we will see later.

Chapter 2 highlights how the Euclidean Geometry, previously introduced, can be
constructed and viewed using algebra and trigonometry. All happens in a
two-dimensional vector space endowed with an inner product invariant with respect
to the group of Euclidean rotations. Basic facts on Euclidean Geometry are presented,
the most important being Pythagoras Theorem and the generalized Pythagoras
theorems.

Even if it seems there is no connection between Minkowski Plane Geometry
and the geometries created from the axiomatic point of view, we present in detail
the Minkowski Plane Geometry. The construction is related to the same
two-dimensional vector space used to describe Euclidean Geometry, but instead
of the Euclidean inner product, we have a Minkowski product. There exists a group
of hyperbolic rotations which leaves invariant the Minkowski product. Minkowski
Geometry is not as simple as Euclidean Geometry. There are space-like vectors,
null vectors and time-like vectors. Minkowski-Pythagoras Theorem has different
statements with respect to the type of the involved side-vectors of the triangle. Even
though in this chapter we construct an algebraic image of the Euclidean Geometry,
we have not yet constructed images of the Non-Euclidean Geometry. The next
chapters deal with this issue.

Chapter 3 is dedicated to the tools we need to construct the first model of
Non-Euclidean Geometry. This model is constructed in the interior disk of a given
circle.

To construct, we need to understand the geometric inversion and basic facts
about Projective Geometry. A projective invariant of a special projective map,
attached to the previously given circle, allows us to construct a distance inside the
disk of the circle. The Poincaré disk model is highlighted.

The “lines”, that is, the geodesic lines of this distance, are orthogonal arcs of
circles to the given circle. It is easy to see that there are more than two
non-intersecting “lines” through a given point with respect to a given “line”. The
sum of angles of a triangle in this Poincaré model is of course less than 7.

Chapter 4 is related to the Differential Geometry of surfaces. In the first part, the
surfaces are seen as subsets of a three-dimensional Euclidean space. In this context,
we understand how the Euclidean inner product of the Euclidean space induces a
way to measure lengths and angles for vectors belonging to the tangent planes



Preface 11 xiii

of the surface. We can also measure length of curves that belong to surfaces, areas
of regions, and all these using the metric attached to the surface.

The Differential Geometry of a surface continues by introducing a fundamental
notion: the Gaussian Curvature of a surface at a point. If, at the beginning, the
Gaussian Curvature seems to be dependent on the fact that the surface is seen in the
Euclidean ambient space, after we prove Gauss’ formulas, we step into the intrinsic
theory of surfaces. There, Gauss’ equations and Theorema Egregium offer another
perspective: each surface can be seen as a piece of a plane endowed with a metric,
and this metric only determines the curvature.

The study continues in Minkowski 3-spaces where we have to take care of the
Minkowski-type nature of the normal vector to the surface. However, we have
almost the same picture; the Minkowski product determines a non-Euclidean metric
of a surface which allows us to conclude about the intrinsic Geometry of it.
Therefore, in both cases the surface becomes irrelevant for our study. In fact, we
study the Geometry of a metric and obtain relevant geometric aspects about the
piece of plane endowed with that metric.

The covariant derivative introduced in the last part of the chapter allows us to
define the parallel transport and the geodesics of surfaces. At the end of the chapter,
we introduce a short story about a person embedded in a surface with the aim to
reveal how the person can develop a theory about his universe, which is the surface
where he lives. The study is continued in the next chapter, where we better
understand the nature of geometric objects which appear in Differential Geometry.

Chapter 5 is fundamental for the book: the final image about the Non-Euclidean
Geometries cannot be given without what we learn here. Basic Differential
Geometry is about Differential Geometry when an extra-dimension does not exist.
In the previous chapter, we claimed that we did not know yet the mathematical
nature of the multi-index quantities which appear in the Differential Geometry of
surfaces. In this chapter, we prove the tensor character of the metric coefficients,
of the Riemann symbols, of the Ricci symbols and also for the geodesics equations.
All these multi-index quantities remain invariant when we deal with a change of
coordinates. Why this is important? The substance of General Relativity is related
to these changes of coordinates. A change of coordinates may reflect an acceleration
field which is equivalent to a gravitational field and, in the context described, a nice
example developed later is about the constant gravitational field.

The covariant derivative for contravariant vectors, which appears as a geometric
property, allows us to think of a general definition for the covariant derivative of
tensors. How we parallel transport vectors along curves, how geodesic lines appear,
and some other important properties of parallel transport of vectors along geodesic
lines are also studied. At the end of the chapter, the covariant derivation of
Einstein’s tensor allows the reader to have the first image on FEinstein’s field
equations.

Chapter 6 is devoted to Non-Euclidean Geometry models and their physical
interpretation. It is worth stressing that we are dealing with models and not only
with a model. In fact, we imagine some other models of Non-Euclidean Geometry.



Xiv Preface 11

There are some steps before to provide these models. Differential Geometry gives
us the possibility to see:

e how distances of the models produce the metrics;

e how the geodesics of the distances are also the geodesics of the metrics; and

e how the models are related among themselves through their metrics according to
convenient changes of coordinates.

It is important to stress that all these models are equivalent and contribute to the big
picture. Specifically, the Poincaré disk model, the Poincaré half-plane model, the
exterior disk model, the hemisphere model and the hyperboloid models are studied
and presented.

The first three models are connected among themselves by geometric inversions.
The remaining models need appropriate changes of coordinates to connect to the
first three. In particular, the hyperboloid model is described by a Minkowski metric.
At this point, we have the first connection between Non-Euclidean Geometry and
Minkowski Geometry. Next, in the Eighth Chapter devoted to Special Relativity, a
Minkowski-type metric appears giving a geometric image of the (so-called) phys-
ical reality [1].

The physical example, developed at the end of the chapter, is due to Poincaré.
The question is: can we develop the Poincaré disk model starting from simple
physical rules? The answer is yes and this is possible combining Physics and
Geometry. Even if Poincaré developed the model stating that reality cannot be fully
understood, after this example, it is easy to accept the fact that the Geometry is
related to the Relativity description. In fact Non-Euclidean Geometry, seen through
Differential Geometry, is needed to understand basic facts of General Relativity, as
we see later.

Euclidean Geometry constitutes the framework of the Newtonian Mechanics.
Chapter 7 is dedicated to understand how forces can explain what is happening in
our surrounding world modeled into a three-dimensional Euclidean Space where
only one clock gives the universal time. In this sense, the Newtonian Mechanics
reveals an absolute space and an absolute time [2].

It is described as the gravitational force together with the gravitational field.
A mathematical artifact, the gravitational potential, is involved in two fundamental
results: the vacuum field equation and the gravitational field equation. Looking at
these equations and how difficult we mathematically obtained them, somebody can
think that this is the maximum we can say about the gravitational field. But the tidal
forces and the tidal acceleration equations offer another perspective. The vacuum
field equation is encapsulated in the trace of the Hessian matrix involved in tidal
acceleration equations.

If we try to obtain the geometric equivalent of these equations in a curved space,
that is, if we cancel out the Euclidean three-dimensional space, the Hessian matrix
is replaced by a curvature-dependent tensor whose trace is the Ricci symbol. In the
future, we prove via Fermi coordinates that this is a possible way to obtain
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Einstein’s vacuum field equations. This is the first geometric change of the
Euclidean frame when one studies forces.

This situation may arouse another important change of perspective.

Suppose we have a force and the trajectories of a point subjected to this force. Is
it possible to locally find a metric whose geodesics are the previous trajectories?
The answer is yes. The Euler-Lagrange equations become the equations of the
previous trajectories and the same Euler-Lagrange equations are the geodesic
equations of a metric induced by another mathematical artifact called Lagrangian.

The study of the Lagrangian, starting from the mechanical one, is made through
a function called action. If the first-order variation of the action vanishes, we obtain
the Euler-Lagrange equations. Later, we prove how another action, the Hilbert
action, allows us to derive the Einstein field equations in General Relativity.

Kepler’s laws are also studied in this chapter with the aim to prepare the reader's
understanding about planet trajectories in a metric, of course, later, in the part
related to General Relativity.

Chapter 8 is devoted to Special Relativity. Reflection and refraction of light were
explained in a satisfactory way by Newton who looks at light rays as trajectories of
particles (after called photons).

In the middle of XIXth century, James Clark Maxwell offered another view: the
light is an electromagnetic wave and it satisfies four equations, known as Maxwell’s
equations of the Electromagnetism. If we try to put them in accordance with
Newton’s theory, it appears the necessity of considering a medium in which the
electromagnetic waves travel through space. It was called by physicists of that time
the ether.

Ernst Mach did not agree with the idea of ether and observed the necessity of the
revision of all fundamental concepts of Physics [2].

Michelson-Morley experiment, which initially was designed to reveal the ether,
had a result completely different with respect to the expectations. Albert Einstein
explained the result of the experiment in a theory where he revised in a fundamental
way the ideas of space and time, and no place for ether remained. The absolute
space and the absolute time of the Newtonian mechanics were replaced by the
specific space and the specific time of each observer. Different observers mean
different inertial frames of coordinates; each one having its time axis and its space
axes [3].

Einstein formulated the Special Relativity starting from two main postulates:

1. The laws of Physics has to be the same in all inertial reference frames.
2. The speed of light in vacuum, denoted by c, is the same for all the observers and
it is the maximum speed reached by a moving object.

Presenting the theory, we preferred to balance it starting from two important works,
the book by Callahan [4] and a paper by Vari¢ak [5], where we found the most
possible geometric approach to Special Relativity.
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Therefore we have adapted, in a new form, the basic ideas discussed there. The
first idea is related to the consideration of two inertial frames of coordinates, one
moving at a constant speed, another considered at rest, in which the two observers
have to agree on the same laws of Physics [4]. In this way, the old Galilean
transformations of coordinates are replaced by the Lorentz transformations. There
are a lot of consequences: another formula for velocity addition, the time dilation,
the length contraction, the covariance of Maxwell’s law under Lorentz transfor-
mation, the rest-energy formula, the Doppler effect and so on. The second one is
related to the geometric understanding of these facts: we have a sort of equivalence
between the so-called “geometric coordinates” and the “physical coordinates™ [5].
The entity called “physical spacetime” is understood through the geometric
spacetime where the results are easier to be viewed. This idea can be originally seen
in [3].

Then, when we introduce a constant gravitational field via the accelerated frames
(see also [4] point of view), we can prove the bending of the light-rays; the
interpretation of the Doppler gravitational effect shows that accelerated frames are
not inertial ones. Further, a contradiction between the Minkowski flat spacetime of
Special Relativity and the gravitational Doppler effect occurs. A physical theory
containing the old Mechanics, including gravity, and the modern electromagnetic
waves theory needs to integrate the accelerated frames. In this way, we can add
another argument towards the General Relativity.

Chapter 9 is devoted to General Relativity and Relativistic Cosmology. There is
no other better description of the subject than the sentence by John Archibald
Wheeler: Spacetime tells matter how to move; matter tells spacetime how to curve
[6, 34]. How the space is curved appears from the Einstein field equations

1 81G
In the left-hand side, we have “Geometry,” a metric gij and its derivatives are
involved; in the right-hand side, we have a tensor depending on matter, the
so-called energy-momentum tensor. The energy-momentum tensor establishes the
metric; the metric produces geodesics described by the equations

d*x" . dxP dx?
—a g =

dt P4 dr dt

They are trajectories of objects moving according to the Geometry of spacetime.
Therefore, the geodesic equations are the equivalent equations of curves which

satisfy 1? = ma from Mechanics.

The equations of geodesics of an initial metric switch accordingly a change of
coordinates into the equations of the geodesics of the newly obtained metric.
Changes of coordinates may provide a new state of a given frame; therefore, the
new state is described by a new metric provided by the old state metric via the
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coordinates change. The reader will understand how it works looking at the case
of the constant gravitational field.

The chapter starts looking at the differences between the classical Newtonian
Mechanics and Finstein’s landscape of gravity described by Geometry. Einstein’s
field equations can be derived from the Hilbert action. A generalization of such an
action, the so-called f(R) gravity is also presented. The straightforward solution, in
the case of vacuum field equations for spherical symmetry, is Schwarzschild’s one.
We present computations related to the orbits of planets and the bending of light
rays.

Fermi’s viewpoint on Einstein’s vacuum field equations allows to obtain the
classical counterparts of the relativistic equations in the case of weak gravitational
field.

After, we analyze the Einstein static universe and the basic considerations on the
cosmological constant, as a part of the classical approach to the General Relativity.

A “metric for the Universe” is obtained for the cosmic expansion. It is the
Friedmann-Lemaitre-Robertson-Walker metric. The way we obtain it is related to
the energy-momentum tensor and the Cosmological Principle.

Black holes are an important prediction of General Relativity. We propose an
introduction to their theory starting from the Rindler metric. The singularities which
can be removed using Rindler’s idea are geometric only. Schwarzschild metric is
important in the study of black holes. The anomalies of black holes are explained
via Kruskal-Szekeres coordinates, and light cones inside and outside black holes are
presented.

Another important prediction, the existence of gravitational waves, is discussed
in this chapter to give a more complete picture about the physical landscape of
General Relativity. Furthermore, cosmic strings are presented as a hypothetical
structure considered, until now, only as a possible solution of Einstein’s field
equations. Another important solution of Einstein’s field equations is Godel, which
succeeded to prove that a homogeneous universe without a global time coordinate
can theoretically exist. We present the above solutions with all the details necessary
to be easily understood at undergraduate student level.

In Chap. 10, as a full geometric realization of Relativity, we present the so-called
Affine Universe and the de Sitter spacetime. From a cosmological point of view,
this solution is fundamental to discuss, at an elementary level, the problems of
primordial inflation and the late accelerated behavior, often dubbed as dark energy.
Starting from two different parameterizations, it is possible to describe the cos-
mological constant, the main ingredient of de Sitter solution. Essentially, it is
possible to show that a curved universe can be achieved without a mass distribution.
A possible explanation can be obtained starting from a Minkowski spacetime where
gravitational field (without masses) is considered. In this sense, this is a full geo-
metric realization of Relativity.

Constanta, Romania Wiladimir-Georges Boskoff
Naples, Italy Salvatore Capozziello
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Chapter 1 )
Euclidean and Non-Euclidean oo
Geometries: How They Appear

Omnibus ex nihilo ducendis sufficit unum.

G. W. von Leibniz

We intend to construct these geometries using a slightly modified Hilbert’s axioms
system in the same way as it is done in [7-10]. An interesting thing is related to
the fact that it exists a common part for Euclidean and Non-Euclidean Geometry,
the so called Absolute Geometry. Roughly speaking, the Absolute Geometry consists
in all theorems that can be thought and proved using the axiomatic system before
introducing a parallelism axiom.

In our vision, the most important theorem in Absolute Geometry is the Legendre
one:

“The sum of angles of a triangle is less than or equal two right angles.”

It allows us to prove that only two situations hold:

“The sum of angles in each triangle is equal to two right angles.”

or, the other situation:

“The sum of angles in each triangle is strictly less than two right angles”

Choosing an appropriate parallelism axiom we discover the Euclidean world,
corresponding to the first case, i.e. the sum of angles is equal to two right angles. The
denial of the previous parallelism axiom leads us to the Non-Euclidean Geometry;
here the sum of angles is strictly less than two right angles. We have used few figures
to illustrate these concepts, because, the reader can remain with a false image about
how lines look like. However, in Absolute Geometry the reader can think and draw
images as in the Euclidean Geometry, because all the objects and all the theorems
valid in Absolute Geometry are also valid in Euclidean Geometry. Here the lines
are the ordinary straight lines of the plane. The images can be thought in a more
complicated way if someone try to imagine them in a model for the Non-Euclidean
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2 1 Euclidean and Non-Euclidean Geometries: How They Appear

Geometry, because lines can look like arcs of circles, segments, etc. All the proofs
are reported in such a way that they can be understood by reading them directly.

1.1 Absolute Geometry

The key idea of the axiomatic method is to build a theory from a set of primary
objects, which do not require definitions, together with a set of axioms. Therefore
the theory is built as a collection of mathematically rigorous statements deduced
from the axioms.

The collection of primary objects of the Geometry are the following, inherited
from set theory. The objects of the first collection are called points, and they are
denoted by capital letters A, B, C, ... The second collection contains /ines, denoted
byl, [, ... Thethird collection contains planes, denoted by Greek letters i, 3, 7, . . .
Finally, the last collection contains only one element called space, denoted by S.

The first important group of axioms is related to the incidence of the objects
described above. They describe who belongs to who, which set of objects can be
included in which, how many objects are necessary to create another object, etc. Let
us introduce the so called “axioms of incidence”.

The first axiom which helps us to construct a Geometry establishes the existence
and uniqueness of a line and its connection with to two given distinct points.

Axiom 1,: For any two distinct points A and B there exists a unique line | which
is incident with both A and B,i.e. A € land B € 1.

The unique line / of the previous axiom is often denoted by A B, indicating that
it is the line that passes through the points A and B.

Axiom I: There exist at least two distinct points on any line. Moreover, there exist
at least three distinct points which are not on the same line.

In view of the axiom, it seems useful to be able to distinguish between points
which are on a line from points which do not belong to the same line, therefore we
introduce the following notion.

Definition 1.1.1 Any number of points are called collinear if there is a line which
is incident to all of them. Otherwise, they are called non-collinear.

For example, axiom I, asserts that every two distinct points are collinear, and
axiom I, guarantees the existence of at least three non-collinear points in the Geom-
etry we are constructing. The next two axioms establish the relationship between
points and planes.

Axiom I5: For any three arbitrary non-collinear distinct points A, B and C, there
exists an unique plane o which contains A, B and C.
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In general, such a plane is denoted by a := (ABC).

The following axiom establishes the relationship among points on a given line
and a plane containing that line. This axiom plays a crucial role once we construct
geometries with more number of points and lines.

Axiom 14: If two points A and B, which determine the line 1, lie in the plane «,
then every point of the line l lies in the plane o.

In this case, we write [ C « (regarded as a subset of points). The following axiom
states that the minimum number of points in an intersection of two planes is two.

Axiom Is: If two planes o and 3 have a common point A, then they have another
common point B distinct from A.

An immediate consequence of axioms I and Is is that if the planes « and
contain the two distinct points A and B, then they contain the whole line / = AB,
and we write o N § = {l}, again as an equality of sets of points.

The last axiom of incidence states the minimum number of points necessary to
create the space.

Axiom Ig: There exist at least four points which do not belong to the same plane.
In the view of this last axiom I, we give the following.

Definition 1.1.2 Any number of points are called coplanar if there is a plane which
passes through all of them. Otherwise, they are called non-coplanar.

Axioms I, give rise to a simple model of a space created only with 4 points, 6
lines and 4 planes.

The model described above can be written as follows. The distinct points are
A, B, C, D, and the six lines are given by the following sets of points: [, = {A, B},
lAC = {A, C}, lBC = {B, C}, lBD = {B, D}, lCD = {C, D}, and ZAD = {A, D} The
four planes are (ABC) ={A, B,C}, (ABD) ={A, B, D}, (ACD) = {A, C, D},
(BCD) = {B, C, D}, and the space built by Axiom I is by definition (ABC D).

We study below some immediate consequences of the group of six axioms of
incidence. Notice that the results we prove below make sense even when applied to
the simple model described above.

Theorem 1.1.3 Two distinct lines have at most one common point.

Proof Letl;, I, twodistinct lines. We distinguish the following two cases. If [ N [, =
¢, then they have no point in common, therefore the conclusion of the theorem is
true.

IflyNl, #0, then let A € [; NI, a point in their intersection. We assume, by
contradiction, that there is another point B € [y NI, B # A. In particular, A, B €
11, therefore I} = AB (axiom I;). Similarly, A, B € I,, therefore [, = AB. Axiom
I, says then that AB = [} =[5, in contradiction with the hypothesis that /; # I,.
Therefore, our assumption on the existence of a different point B € [} N[, is false.
In conclusion, A is the only common point of the two lines /; and /5. ]
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The previous theorem motivates the following

Definition 1.1.4 Two distinct lines that intersect in exactly one point are called
secant lines.

The “Axioms of Order” deal with the undefined yet relation of betweenness, i.e. of
apoint lying between two other points. Once the axioms of order appear, the previous
very simple model of Geometry fail to exists. The axioms of order are formulated as
follows.

Axiom Oq: If a point B is between A and C, then A, B, C are three distinct
collinear points on a line [, and B is between C and A.

Imagine the line as a circle. The previous axiom tells us that such an image is
not possible. The line / has no predefined “orientation”. The only correct concept of
order among points is defined to be “between”.

Axiom Q,: For every pair of distinct points A and B, there is at least another
distinct point C such that B is between A and C.

An immediate consequence of axiom O,, combined with axiom I, is that a line
contains at least three points. The axiom can be applied again to the pair {A, C}, so
there exists another point D such that C is between A and D, etc.

Axiom Q3: Given three arbitrary points on a line, at most one of them is between
the other two.

Notice that the axiom O, does not guarantee the existence of a point B between
two given ones A and C. This will be proven below. Nevertheless, if we assume that
there exists B between A and C, then the axiom O3 guarantees that A cannot be
between B and C, and C cannot be between A and B. Another theorem will clarify
the situation of three given points on a line.

Axiom Qy(Pasch): Let A, B, C be three non-collinear points, and [ a line situated
in the plane (ABC) which does not pass through any of the points A, B, C. If the
line | contains a point which is between A and B, then the line | contains either a
point between A and C or a point between B and C.

We denote by ABC when B is on the line AC and B is between A and C, and
we will refer to it as the order ABC. Note that by axiom Oy, the order ‘ABC is the
same as the order CBA.

An immediate consequence of the axioms of order is the following

Theorem 1.1.5 Given two points A and B on a line I, there is a point M € | such
that we have the order AM B.

Proof There exists a point C not on the line A B (axiom I,). Then there exists a point
D such that we have the order AC D (axiom O,).

Similarly, there exists the point E with respect to the order DBE (axiom Oy).
Then we apply axiom Oy for the points C, D, E and the line AB, so there exists a
point M on the line A B such that we have order AM B. ([
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The previous theorem suggests the following

Definition 1.1.6 The set of points M on the line AB with the property that M is
between A and B is called a segment, and it is denoted by [A B].

Formally we can write
[AB]={M € AB|AMB}U{A, B}

The interior of the segment [A B] is defined to be the set [AB] — {A, B}.

Note that the segment [ A B], seen as a set of points, is equal to the segment [BA].
Moreover, the order AM B is equivalent to M € [AB] — {A, B}, so the previous
theorem can be reformulated as follows: the interior of every segment is non-empty.
We have also [AA] = {A}. Moreover, we can define now one of the most important
object of any Geometry: the triangle.

Definition 1.1.7 A configuration of three distinct non-collinear points A, B, C is
called a triangle, and it is denoted by AABC. Moreover, the points A, B, C are
called the vertexes of the triangle, and the segments determined by each pair of two
vertexes are called the sides of the triangle.

The next theorem guarantees the existence and uniqueness of ordering for three
collinear points.

Theorem 1.1.8 Ler A, B, C three points on a line l. Then one and only one of the
orders ABC, ACB or BAC occurs.

Proof We assume that we have neither the order 'ACB, nor the order BAC, and we
prove that we must have the order ABC. In our Euclidean intuition, we will prove
that if B is not “to the left” of A and not “to the right” of C, then it must be between
A and C.

There exists a point D ¢ AC (axiom I). Then there exists a point £ € DB with
the order E D B (axiom O,). Looking at the triangle A B EC and the secant line AD,
then there is a point F at the intersection of AD and EC, such that we have the order
EFC (axiom Q). In the same way, there exists the point {G} = CD N AE, such
that we have the order AGE. The line CG is a secant line for the triangle AAEF, as
we have the order AD F. Moreover, considering the triangle AA FC and the secant
line DE, it follows the order ABC. O

The following theorems establish incidence relations between a line and a triangle.
Historically they are attributed to Moritz Pasch, whose influential works have been
one century ago in the center of attention of many authors interested in foundations
of Geometry.

Theorem 1.1.9 [f a line | does not intersect two sides of a triangle AABC, then it
cannot intersect the third one, either.
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Proof Without loss of generality, we can assume / does not intersect neither [AC] nor
[BC]. By contradiction, we assume [ intersects [A B], so [ contains a point between
A and B. Then the axiom Oy affirms that / must contain either a point between A
and C, or a point between B and C, in contradiction with the hypothesis. (]

Theorem 1.1.10 If a line [ intersects two sides of a triangle AABC, then it cannot
intersect the third one.

Proof Letus assume, by contradiction, that the line / intersects all sides [BC], [AC],
and [A B] of the triangle A A BC inrespectively D, E, and F'. We can assume the order
E F D on the line /. We consider the triangle AC D E and the secant line A B, which
intersects [DE] in F. It follows that A B intersects either [DC] or [EC] (axiom Oy).
In both cases, it follows that A B intersects either [AC] or [ BC], respectively, in two
points, which means that either AB = BC or AB = AC (axiom I, in contradiction
with the assumption that AABC is a triangle. (]

In what follows, we introduce the notion of half-line. Let O be a fixed point on
aline / and let A, B € [ be two points such that we have the order O AB. Then we
call A and B to be on the same side of the point O. This defines a binary relation on
the set of points of /.

Theorem 1.1.11 The binary relation defined above is an equivalence relation on
the set of points of a line l.

Proof Reflexivity is obviously true, as for A = B, we have clearly the order O AA.
The symmetry follows from the fact that the order O AB is the same as the order
BAO (axiom Q). For the transitivity, we observe: if we have ‘OAB and OBC, then
it follows the order OAC. O

In this context, we can define a half-line as follows.

Definition 1.1.12 The equivalence class of a point on a line / with respect to a fixed
point O € [ is called the half-line with vertex (origin) O.

An equivalent formulation would be as follows: given a pair of points A and B,
the half-line starting at A and pointing in the direction of B consists of all points P
so that we have either the order AB P, or the order AP B. A half-line AB is often
called a ray emanated from A towards B.

Theorem 1.1.13 Let O and A be two points on a line l. The set of points A’ € | such
that we have the order A'O A forms a half-line with origin O.

Proof Let A’ be an arbitrary point such that A’OA. Let B be a representative of
the equivalence class defined by A with respect to O, i.e. A and B are on the same
side of O. Thus we have the order OAB. Let B’ € [ such that we have the order
B’OB. From the orders BAO and B’O B it follows the order AO B’. But the orders
A’OA and B’O A exclude the order A’O B’ (try to prove this assertion). Therefore
the points A" and B’ are on the same side of O, which proves the conclusion of the
theorem. (I
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The theorem above affirms that a point O on a line [ divides the line in two half-
lines. For any point A # O, we denote one half-line by (O A, and the other half-line
by (O A’, also called the complementary half-line of (O A.

The set of points of a half-line is a total ordered set. Indeed, for two points A and
B on a half-line, we have either A coincides with B, of we have one of the orders
OAB or OBA.If we have the order O AB, we say A precedes B. Therefore, in view
of this total ordering, for any two distinct points A and B on a half-line, either A
precedes B or B precedes A.

In view of this remark, we can arrange any finite set of points on a line / in the
order of their precedence. Moreover, if we denote the ordered points by Ay, A, ...,
then for any i < j < k we have the order A; A ; Ay. This proves the following:

Theorem 1.1.14 There is an order preserving, one-to-one correspondence between
any set of n points on a line | and the set of natural numbers {1, 2, ..., n}.

Similarly as in the case of half-lines, one can introduce the following binary
relation of the set of points in a plane.

Definition 1.1.15 If [ is a line in a plane 7 and A, B are two points in 7 such that
[AB] N1 = @, then we say that the points A and B are on the same side of the plane
« with respect to the line /.

This defines a binary relation on the set of points of the plane 7.
As before, we prove the following:

Theorem 1.1.16 The binary relation defined above is an equivalence relation.

Proof Reflexivity and symmetry are obviously true. We have to prove the transitivity
of this relation. Let A, B and B, C on the same side of the plane 7 with respect to the
line /. If follows that the intersections of [ with [A B], respectively [ BC], are empty.
From a previous theorem it follows that/ N [AC] = @, so the points A, C are on the
same side of the plane with respect to the line /. a

In view of the theorem above, we give the following:

Definition 1.1.17 Let / be a fixed line in a plane 7 and a point A € m —[. The
equivalence class of A with respect to the line [ is defined to be the half-plane
determined by A and /. The line [ is called the border of this half-plane.

Then we have the following.
Let/ be a fixed line, and let A ¢ [. Then the set of points A’ with the property that
the segment [A A’] intersects the line [ forms a half-plane of border /.

Definition 1.1.18 This half-plane is called the complementary half-plane of the half-
plane determined by / and A.

Note that every line [ in a plane, divides the plane in two half-planes, both with
border /.
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Definition 1.1.19 An angle is defined to be a pair of two half-lines 4 and k with the
same origin O, denoted by Z(hk). The point O is called the vertex of the angle, and
the half-lines & and k are called the sides of the angle.

If h = (OA and k = (O B are two half-lines defined by three non-collinear points
O, A and B (O is the vertex of the angle), then we will also denote the angle Z(hk)
by ZAOB.

Let us consider an angle Z(hk) in a plane 7. Then, there are two distinguished
half-planes: one is determined by the underlying line of the half-line 4 and the points
of the half-line k, and, similarly, the other one is determined by the underlying line
of the half-line k and the points of the half-line 4.

Definition 1.1.20 We call the inferior of the angle Z(hk), the intersection of the
two half-planes above. The exterior of the angle Z(hk) consists of all the points in
the plane which are neither in the interior, nor on the sides of the angle Z(hk).

In a similar fashion, one can define the interior of a triangle as follows.

Definition 1.1.21 The interior of the triangle A A BCis the intersection of the inte-
riors of its angles.

Consider n half-lines with common vertex O and assume that there exists a line
! # O which intersects all of them. We can order all the intersection points (A; Ay A3,
etc.). This gives us the notion of a half-line being betrween two other half-lines, and
implicitly an order on the set of half-lines.

The following theorem is usually known as the crossbar theorem, or, sometimes,
as the transversal theorem. In the present approach, the proof relies on axiom Oy,
Pasch’s axiom.

Theorem 1.1.22 (Crossbar Theorem) Let Z(hk) be an angle of vertex O. Let A € h
and B € k two points different than O, and T a point in the interior of the angle
Z(hk). Then the half-line (OT intersects the segments [AB] (Fig. 1.1).

Proof Denote by H, the half-plane determined by O B and the point A. Consider a
point A" on the complementary half-line of (O A, and Hy the half-plane determined
by O B and the point A’. We apply Pasch’s axiom Oy for the triangle AAA’B and
the half-line (OT, which intersects [AA’] in O. Then (OT should intersect either
[AB] or [A’B]. If (OT doesn’t intersect [A B], it exists a point L € [A'B] N (OT,
in collision with the fact that all points of (OT are in Hy'. O

As a final remark, we can observe that the complementary half-line of (OT, say
(0T’ is included in the interior of the opposite angle of ZAO B, say ZA'O B’, there-
fore it cannot intersect neither [A’ B] nor [ A B], because they have empty intersection
with the interior of ZA’OB’.

Angles as ZAOT and ZT O B are called adjacent angles.

We introduce below the axioms of congruence and we study their immediate
consequences. The congruence notion we introduce below is actually an equality
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Fig. 1.1 Crossbar theorem

notion, but it is called different just to make distinction between equality of real
numbers and equality of geometric objects. The relationship between the set of real
numbers and Geometry is addressed later on.

The formulation of these axioms is after Arthur Rosenthal [10], which has con-
siderably modified the original Hilbert’s formulation of Axiom E,4, by omitting the
symmetry and transitivity properties of the congruence of angles. These properties
can be actually proven from the axioms below.

The following axioms introduce the concept of congruence (equality) of segments
and angles. The notion of congruence is written using the special symbol =, in order
to eliminate any confusion between this geometric notion with the equality notion
from set or number theories. We will reserve the equality symbol = for when we
define the values of segments and angles.

Axiom E : If A and B are two points on a line |, and A’ is a point on a line I,
where U is not necessarily distinct from 1, then there exists a point B’ onl' such that
[AB] = [A’B’]. For every segment [AB] = [BA].

As we can see from the previous axiom, the congruence [AB] = [A’B’] is pro-
vided by the ability to construct the point B’ on the line I’ with the requested property.

Axiom E;, : If[A’B'] = [AB] and [A" B"] = [AB], then [A’B'] = [A"B"].

Note that this axiom is not the transitivity property of congruence of segments.
Transitivity will be proved in a theorem below. The next axiom establishes the addi-
tivity of the congruence of segments.

Axiom Es : Let [AB] and [BC] be two segments of a line 1, without common
interior points, and let [A’ B'] and [ B'C'] be two segments without common interior
points on a line I, where I’ is not necessarily distinct from l. If [AB] = [A’B’] and
[BC] = [B'C’], then [AC] = [A'C].

The next axiom defines the congruence of angles in a plane.
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Axiom Ey4 : Let Z(hk) be an angle in a plane 7, and let I be a line in a plane
w', where ' is not necessarily distinct from 7. Let h' be a half-line of I, where
h' is not necessarily distinct from h. Then in one of the half-planes determined by
', there uniquely exists a half-line k', such that /(hk) = Z(W'k’). For every angle,
Z(hk) = Z(hk) (reflexivity), and Z(hk) = Z(kh) (symmetry).

As above, the congruence Z(hk) = Z(h'k’) is provided by the ability to construct
the angle Z(h’k") in one of the half-planes of 7.

Axiom Es : For any angles, if Z(Wk') = Z(hk) and Z(h"k") = Z(hk), then
LIWK) = Z(h"k").

The next axiom is establishing conditions for congruences of angles of triangles.
For an angle of a triangle AABC, say ZABC, we understand the angle determined
by the half-lines (BA and (BC.

AxiomEg : Let NAABC and AA'B'C’ be two triangles. If[AB] = [A'B’],[AC] =
[A'C'], and ZBAC = ZB'A'C’, then:

/ABC = /A'B'C’ /ACB=/A'C'B.
The first two congruence axioms give the following result.

Theorem 1.1.23 The congruence relation for segments is an equivalence relation.

Proof We prove first the following statement: if we have two segments [AB] =
[A’B’'],then[AB] = [B’A’].Indeed, we have [B’A’] = [A’B’] (axiom E). Therefore
[AB] =[A’B']and [B'A’] = [A’B’], so0, using axiom E,, it follows [AB] = [B'A’].

Reflexivity now follows from axiom E; ([AB] = [BA]) and, from the statement
above it follows [AB] = [AB].

How to prove the symmetry? We have [A’B’] = [A’ B’], via the reflexivity proved
above. Moreover, if [AB] = [A’B’] it follows that [A’B'] = [AB], via Axiom E,. It
is very important to notice that only from this point on, we have the right to assert
that [AB] = [C D] is the same as [CD] = [AB].

For transitivity, we consider [AB] = [A’B’], and [A'B’] = [A”B"]. But the
congruence [A’B’] = [A”B”] implies the congruence [A”B”] = [A’B’] (symme-
try). Then, from [AB] = [A’B’] and [A”B"] = [A’B’], it follows the congruence
[AB] = [A”B"] (axiom E,). O

The congruence relation, being an equivalence relation, gives rise to a partition of
the set of all segments in disjoint equivalence classes. This fact allows us to define
all segments in an equivalence class to have the same value. We denote the value of a
segment [A B] by simply A B. Note that the same notation A B is also used for the line
which passed through the points A and B. In general it is clear from the context if we
refer to the line A B or to the value of the segment [A B]. Moreover, the congruence
[AB] = [C D] can be also written as an equality of values, AB = C D, when there
is no danger of confusion between equivalence classes and their representatives. In
what follows, going back and forth between congruence of segments (or angles)
and equality of their values, technically requires one to prove the independence of
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chosen representatives in a given equivalence class. For the simplicity of geometric
arguments, we will omit these technical details.

Theorem 1.1.24 Let (O A be a half-line with origin O. If C and C' are two points
on (O A such that [OC] = [OC'], then the points C and C' coincide.

Proof Without loss of generality, we can assume the order OCC’. Let I be a point
which does not belong to the half line (O A (Axiom I). Then, in the triangles AOCI
and AOC’I, we have: [OC] =[0C’],[0I]l=[0OI]and LIOC = ZIOC'. From
Axiom Egq it follows ZOI1C = Z0OI1C’, therefore the half lines (/C and (I C’ coin-
cide as sets (Axiom Eg4). This implies (/C N (OA = (IC' N (OA, so C and C’
coincides. (Il

Sometimes we write C = C’ whenever C and C’ coincide. Notice that the equal
sign which expresses the coincidence is not the same as the usual symbol = of
equality of numbers.

Note that Axiom E; guarantees the additivity of the values of segments on same
line. Indeed, if A, B, C and A’, B’, C' are points on the lines/ and /', respectively, with
orders ABC and A’B’C’, respectively, such that [AB] = [A’B'], [BC] = [B'C'],
then if follows directly from Axiom E; that [AC] = [A’C’]. We can formally write the
following equalities in terms of values of segments: AC = AB + BC, and A'C’ =
A'B'+ B'C'.

Theorem 1.1.25 The congruence relation for segments preserves the order relation.

Proof Consider the points A, B, C on a line /, with the property that B is an interior
point of the segment [AC], i.e. we have the order ABC. Moreover, let us consider
the points A’, B’, C’ on another line [/, such that [AB] = [A’B’], [AC] = [A'C’],
and B’, C’ are on the same half-line of vertex A’.

If we show that B’ is interior to [A’C’], and [B’C’] = [ BC], then it will follow the
order A’ B’C’, which is the conclusion of our theorem. Indeed, assume the existence
of another point C” € I’ with order A’B’C”, such that [B'C"] = [BC]. [A'B'] =
[AB]and [B'C"] = [BC], so, by additivity, it follows [A'C"] = [AC]. But[A'C'] =
[AC], thus [A'C"] = [A’C’], therefore it follows that C' = C”. Thus we have the
desired order A’B'C’. O

In view of the results above, one can define the difference operation among seg-
ments. Indeed, if [AB] and [AC] are two segments on a line /, such that the have
order ABC, then the difference of the values of [AC] and [A B] is the value of the
segment [BC], respecting the additivity property AB + BC = AC. Therefore we
can write AC — AB = BC.

Definition 1.1.26 Two triangles AABC and AA’B’C’ are called congruent, and we
denote by AABC = AA’'B'C’, if they have congruent sides and congruent angles,
respectively.
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Fig. 1.2 Theorem SAS

Concretely, AABC = AA’B’C’ if the following six congruences are respected:
[AB]=[A'B'], [BC]=[B'C'], [CAl=I[C'AT],
/BAC = /B'A'C'’, ZABC=/A'B'C'’, Z/BCA=/B'C'A.

When there is no danger of confusion, we denote by ZA the angle Z/BAC. The first
result about congruence of triangles is the following.

Theorem 1.1.27 If a triangle AABC has two congruent sides, then it has two con-
gruent angles, too. In this case, we call the triangle AABC to be isosceles.

Proof Without loss of generality, we can assume [AB] = [AC]. Then the triangles
ABAC and ACAB are in the conditions of Axiom Eg, thus ZABC = ZACB. [

The next theorem is the first important congruence case of triangles.

Theorem 1.1.28 (SAS) Let AABC and AA'B'C’ be two triangles, such that
[AB]=[A'B'],[AC] =[A'C'],and ZBAC = £/B’A'C’. Then AABC = AA’B'C’
(Fig. 1.2). (This congruence case is called Side-Angle-Side (SAS).)

Proof Using axiom Eg, we have ZABC = ZA'B'C’ and ZACB = ZA'C'B’. The
only congruence left to show is [BC] = [B’C’]. Consider a point C” on the half-line
(B'C’ such that [BC] = [B’C"] (Axiom E;). Consider now the triangles AABC
and AA’B'C”. From [AB] = [A'B’], [BC] = [B'C"], and ZABC = ZAB'C”, if
follows from axiom Eg that /BAC = /B’A’C”. From the hypothesis, we have
/BAC = /B’A’C’. Then we have C’ and C” such that the angles ZC'A’B’
and ZC”A’B’ are congruent. Since C’ and C” are in the same half-plane with
respect to the line A’B’, it follows from axiom E,4 that (A’C’ and (A’C” coincide,
thus C' = C”. O

The next theorem establishes the second case of triangle congruence.
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Theorem 1.1.29 (ASA) Let AABC and AA'B'C’ be two triangles, such that
[BCl=[B'C'), LABC = LA'B'C’, and ZACB = £LA'C'B’. Then AABC =
AA'B'C’ (Fig. 1.3). (This congruence case is called Angle-Side-Angle (ASA).)

Proof Let A” € (B’A’ suchthat [BA] = [B’A”]. Consider the triangles ABAC and
AB'A"C’. Axiom Eg guarantees that /BCA = /B'C’A”. Since A’ and A” are in
the same half-plane with respect to B’C’, it follows that (C’A’ and (C’A” coincide.
Therefore, A" = A”. We apply Theorem SAS for the triangles AABC and AA'B'C’,
where we now have [AB] =[A’B’], [BC]=[B'C'land ZABC = ZA'B'C’. O

Theorem 1.1.30 (Additivity of Angles) If Z(hl) = Z(h'l), and Z(lk) = LK),
where |l and I’ are half-lines interior to the angles /(hk) and Z(W'k'), then /(hk) =
Z(WK).

Proof Let H and K be two points such that H € h and K € k. Using Crossbar
Theorem, it follows that I N[HK] # @. Let {L} =IN[HK]. Now take H' € h’
and L’ € I’ such that [OH] =[O’H']and [OL] = [O’L’], and take K’ on the half-
line complement to (L'H’ such that [L'K’] = [LK]. Notice that the congruence
AOHL = AO'H'L’ (case SAS) implies [HL] = [H'L']and ZOHL = ZO'H'L'.
But the segments [H L], [LK]; [H'L'], [L'K’] satisfy the conditions of axiom Ej3,
thus the triangles AOHK and AO"H’K’ are congruent (case SAS). It follows that
/HOK = ZH’'O’'K’, thus using axiom Ey4, it follows that the half-lines (O’ K’ and
k' coincide. O

Suppose we are in the same hypothesis as in Theorem of Additivity of Angles;
Theorem 1.1.31 If Z(hk) = L(W'k'), and L(hl) = L(W'T), then ZL(lk) = L('K).

Proof Consider the triangles AABC and AA’BC such that A and A’ are in different
half-planes with respect to the line BC. If [AB] = [A’B] and [AC] = [A'C], then
triangles AABC and AA’BC have congruent angles, respectively. Considering the
segments [AA’] and [ BC], we distinguish two cases: [AA']N[BC] # @or [AA'] N
[BC] = . In each one of these cases, we apply the theorem for isosceles triangles
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in the case of triangles AABA’ and AABA’, respectively. The conclusion of the
theorem follows then immediately. ]

Now we are in the right context to prove the following side-side-side (SSS) con-
gruence theorem of triangles. Note that in the proof we do not use neither the sym-
metry, nor the transitivity of the equality relation for angles! These properties are an
immediate corollary to the following theorem.

Theorem 1.1.32 (SSS)Let AABC and AA’'B'C' be two triangles, suchthat[AB] =
[A’B’], [BC] =[B'C’), and [CA] = [C'A"]. Then AABC = AA'B’'C’. This con-
gruence case is called Side-Side-Side (SSS) (Fig. 1.4).

Proof Consider the half-line (B’D’ such that [B'D’'l =[AB] and /D'B'C’ =
ZABC, D' in the half-plane determined by A’ and B'C’.

Since [BC] = [B'C’], [BA] = [B'D'], and ZABC = /D'B'C’, thus AABC =
AD'B’C’ (case SAS). It follows that [AC] = [D'C’]. Let us construct a point E’ in
the complementary half-plane defined by the line B’C’ and the point A’, such that
[B'E'l =[B'D'] and ZE'B'C' = ZC’'B'D'. 1t follows that AD'B'C' = AE'B'C’
(case SAS), thus [E'C"] = [D'C'] = [AC] = [A'C"]. Similarly, [E'B'] = [B'D'] =
[AB] = [A'B'].

Then, using the fact that isosceles triangles have equal angles corresponding to
equal sides, the triangles AA’ B’C’ and AE’ B’C' are congruent (since we use the pre-
vious theorems with sum or difference of angles to prove that /B’A’C' = /B'E'C’).
Then Z/A’B'C’ = ZE’'B’C’, so in the half-plane determined by B’C” and A’ we have
two half-lines (B’D’ and (B’A’, such that they determine Z/A’B'C’' = /D'B'C’.



1.1 Absolute Geometry 15
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Therefore they are coincident and this means that the points A’ and D’ have to
coincide. ]

Corollary 1.1.33 The congruence relation for triangles is an equivalence relation.
Corollary 1.1.34 The congruence relation for angles is an equivalence relation.

The details are left for the reader, and here it is used Es. We have to mention
that this equivalence relation allows us to define a value for all representatives of a
class, which can be denoted by v(Z£(hk), with the same remarks we did in the case
of segments.

Definition 1.1.35 Let Zhk be an angle. The angle formed by a ray of angle Zhk
and the complement of the other ray is called the supplementary angle to the angle
Zhk.

Definition 1.1.36 Two angles which have the same vertex and complementary sides
are called opposite (or complementary) angles.

We propose two problems to the reader.

Problem 1.1.37 Supplementary angles of congruent angles are congruent.
Problem 1.1.38 Opposite angles are congruent.

Hint for both problems: choose points on rays such that congruent triangles occurs
(Fig. 1.5).

Definition 1.1.39 A right angle is an angle congruent to its supplementary angle.
We denote by R the class of the right angles.
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The following theorem establishes the existence of right angles in any Geometry
respecting all axioms introduced so far.

Theorem 1.1.40 There exist right angles.

Proof Consider the congruent angles Zh/ and Zlk such that all rays have the common
point O and [ belongs to the interior of Zhk.Choose A € h, B € ksuchthat[OA] =
[O B]. Crossbar theorem tells us that it exists {7} = [ N [AB]. It is easy to see using
congruent triangles that /AT O = /BT O, i.e. ZAT O and ZBT O are both right
angles. (I

The supplementary angle of an right angle is a right angle itself. The angle ZAT B
can be seen as the sum of the right angles ZAT O and ZOT B, therefore its class is
R+ R,ie.2R.

Definition 1.1.41 The points A and B are called symmetric with respect the line /.
The line AT is called perpendicular to [, T is called the foot of the perpendicular
line to / passing through A.

Theorem 1.1.42 All right angles are congruent.

Proof By contradiction, we assume that there exist two right angles ZBAD and
/B’ A’ D’ which are not congruent. We consider the supplementary angles Z/CAD
and ZC’A’ D', respectively. Consider the half-line (AE suchthat /BAE = ZB'A’D’
and observe the equality of angles Z/CAE = C’A’D'. Therefore we have /CAE =
/LC'A'D' = /B'A'D' = /BAE. Let (AF such that ZCAE = ZBAE. It results
/ZCAE = ZCAF, in collision with E4. O

Theorem 1.1.43 The perpendicular line from an exterior point to a given line is
unique.

Proof By contradiction, suppose AC and AC’ are perpendicular linesto/,C, C’ € [.
Consider the symmetric points B, B’ of A with respect to / on each perpendicular
line and choose O € [ such that the order is OC’C. It results AOCA = AOCB
and AOC'A = AOC'B’. We have Z/BOC = ZAOC' = ZB'O’C’ and [OB] =
[OB'] =[0A],i.e. B and B’ coincide, therefore C coincides C’. O

Definition 1.1.44 Let [AB] and [A’B’] be two segments. If there exists a point C in
the interior of the segment [A B] such that [AC] = [A’B’], we say that the segment
[A’B’] is less than the segment [A B], and we denote by [A’B’] < [AB].

In the same time we may say that the segment [AB] is greater than the seg-
ment [A’B’] and we denote by [AB] > [A’B’]. Note that the order ABC on a line
determines the inequalities [AB] < [AC] and [BC] > [AC]. We may also define
[AB] < [A’B’], etc. The inequality relation < is a partial order relation on the set
of segment and more, if [AB] > [A’B’] and [CD] > [C'D’], then [AB] + [CD] >
[A’B’] + [C’ D']. The inequality can be transferred to values with the notations estab-
lished there.
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Fig. 1.6 The exterior angle A
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Definition 1.1.45 Let Z(W'k’) and Z(hk) be two angles. If there is a line / in the
interior of the angle /(hk) such that Z(h'k’) = Z(hl), then we can say that the
Z(W'k’) is less than the angle Z(hk), denoted by Z(h'k") < Z(hk).

Or, we can say that the angle Z(hk) is greater than the angle Z(h’k’), denoted by
Z(hk) > Z(W'k'). We can easily define Z(hk) > Z(W'k") or Z(W'k") < Z(hk).

We do not insist and we left to the reader to prove that the inequality relations >
and < are partial order relations on the set of angles.

Definition 1.1.46 Two lines which do not have any common point are called non-
secant lines.

Definition 1.1.47 Consider the triangle AABC. The angle formed by the half-line
(B A and the complement half-line of (BC, say (B D, is called the exterior angle of
the triangle AA BC with respect to the vertex B.

Consider the angle formed by the half-line (BC and the complement half-line
of (BA, say (BF. This angle is also the exterior angle of the triangle AABC with
respect to the vertex B, and of course ZABD = ZCBF as opposite angles. Having
in mind the previous definition we can prove

Theorem 1.1.48 (Exterior Angle Theorem) The exterior angle of a triangle with
respect to a given vertex is greater than both the angles of the triangle which are not
adjacent to it (Fig. 1.6).

Proof Letus fix the vertex to be B. We have to prove “the exterior angle of the triangle
AABC withrespect the vertex B is greater than both the angles /BAC and ZACB”.
Let D be a point on BC with the order D BC such that [BD] = [AC]. We show that
ZDBA > ZBAC. The other inequality results from ZABD = Z/CBF > ZACB.
We focus on the first inequality. By contradiction, let us suppose that ZABD =
/BAC .If we succeed to obtain a contradiction, the case ZABD < ZBAC isreduced
to the previous case by considering C; € (BC) suchthat ZABD = ZBAC),. There-
fore, it remains to prove that ZABD = ZBAC is impossible. In the given condi-
tions it results AABD = ACAB, (SAS),i.e. ZDAB = ZABC. Since ZCAD =
/CAB+ /BAD = ZABD + ZABC = ZCBD = 2R, equivalentto A € BC, in
collision to the fact that ABC is a triangle. ]
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Corollary 1.1.49 The sum of two among the three angles of triangle is less than the
sum of two right angles.

Proof To simplify the writing denote by B, the exterior angle with respect to the
vertex B. The exterior angle theorem asserts that B, > A, B, > C. It results B, +
B > A + B, therefore A + B < 2R. O

Definition 1.1.50 An angle of a triangle which is greater than a right angle is called
an obtuse angle. An angle of a triangle which is less than a right angle is called an
acute angle.

Corollary 1.1.51 A triangle can not have more than one obtuse angle.

Proof Suppose there exists a triangle AABC such that A > R and B > R. Then
A + B > 2R, in collision with the previous corollary. (I

We left for the reader the following very nice problems:

Problem 1.1.52 Given a segment [AB], there exists an unique point M, (called the
midpoint of the segment [AB]), such that [AM] = [M B].

Problem 1.1.53 Given an angle Zhk, there is an unique half-line | in its interior
such that Zhl = Zlk (the half-line l is called the bisector of the Zhk).

The previous problems create an infinity of points in the interior of a given segment
and an infinity of half-lines in the interior of an angle.

Definition 1.1.54 The perpendicular line from a vertex of a triangle on the line
which contains the opposite side is called an altitude (or height) of the triangle.

Theorem 1.1.55 At least one altitude among the three altitudes of a triangle lies in
the interior of the triangle.

Proof (Hint) Consider the altitude corresponding to the greatest angle of a triangle,
say AD, D € BC. B and C are mandatory acute angles. The order on BC has to be
BDC. =

Theorem 1.1.56 In the triangle AABC, [AC] > [AB] ifand only if /B > ZC.

Proof Consider D € [AC] such that [AB] = [AD]. It results /B > ZABD =
ZADB > /C. Conversely, assume /B > ZC and by contradiction, [AC] < [AB].
If [AC] = [AB], then /B = /C, contradiction. If [AC] < [AB], then /B < /C,
contradiction. ([l

Theorem 1.1.57 (triangle inequality) In every triangle A A BC the sum of two sides
is bigger than the third side. For example [BC]| < [BA] + [AC].

Proof Consider D € (BA such that the orderis BAD and [AD] = [AC]. It follows
that [BD] = [BA]+ [AD] = [BA] + [AC]. Since ZBDC = Z/DCA < ZDCBi it
follows that [BD] > [BC], thatis [BA] + [AC] > [BC]. O
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Theorem 1.1.58 [A;A,] < [A1A2] + [A2A3] + -+ + [Ay—1A4]

Proof (Hint) [A1A,] < [A1A2] 4 [A2A,] < [A1A2] 4 [A2A3] +[A3A,] < -
O

Theorem 1.1.59 Consider the triangles AABC and AA’B'C’ such that [AB] =
[A'B'], [AC] = [A'C'). If ZA > /A, then [BC] > [B'C').

Proof (Hint) Consider the half-line (AD suchthat /BAD = /B’A’C’ and [AD] =
[AC] = [A’C’]. Observe that (A D is included in the interior of the angle Z/BAC. We
have AABD = AA’B’'C’. Thetriangle AAC D isisosceles, [AC] = [A D], therefore
/DCB < ZADC < /BDC,i.e.[BC] > [BD] = [B'C'] (Fig.1.7). [l

Theorem 1.1.60 From a point A exterior to a line d, one can construct at least one
non-secant line to d.

Proof Consider the points B, C on d and a half-line (AE in the half-plane deter-
mined by A and d such that B and E are in opposite half-planes with respect to the
line AC and ZEAC = ZBCA. According to the exterior angle theorem we have
(AE N (BC = . The complementary half-line (AF has the property /BAF =
ZABC. The same exterior angle theorem implies (AF N (CB = . Therefore
FENd=29. (]

Definition 1.1.61 Theangles Z/EAC and ZAC B are called interior alternate angles.

The angles ZFAB and ZABC are interior alternate angles, too.

The reader observes that until now there is no a parallelism axiom involved in the
construction we made. We are still in the absolute Geometry area mentioned at the
beginning of this chapter. The previous result is an important one. In the axiomatic
frame created before it exists at least one non-secant line through a point with respect
to a given line. There is only one or there are more? We left the answer for later.

The axioms before allow us to have infinitely many points on a line, but we
don’t know if a line can be “filled” with points or if it is “unbounded.” Until
now we can see that if we establish an origin O on a line and if we take a seg-
ment [AB] we can construct on one half line the points E;, E», ..., E,,...such
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that [AB] = [OE|] = [E|E;] = [EE3] = -+ = [E,E,41] = - - - and on the com-
plementary half-line the points E_;, E_5, ..., E_,,...such that [AB] = [OE_i] =
[ELEL]=[ELES]l=---=[E_,E_u+1] = - - -, therefore we can associate for

any integer number a point on the line /. Combining with a result before related about
the existence of the midpoint of every segment, we can see on the line / all rational

. . n
points having the form —.
m

So, not all the real numbers can be “seen” on /. And still the problem of unbound-
edness persists. Why? Sinceevenif [OE,] = [OE|] 4+ [E\Ex] + - + [En—1 En] <
[O E, 1+ 1] the following example of segments bigger and bigger is bounded in the seg-

ment [0, 1]. It is about the sequence of intervals (0, 1 — —), n € N. Can we make

n
any connection between the set of real numbers and the points of a line? We need to
introduce the axioms of continuity at this point.

Axiom Cy (Axiom of Archimedes): Let [AB] and [C D] be two arbitrary seg-
ments such that [C D] < [AB]. Then, there exists a finite number of points Ay, Aa,
.. Ay, ...onthe ray (AB, such that [CD] = [AA|] = [A1A;] = [AA3]l = - =
[A,—1A,], the interiors of those segments have every two an empty intersection and
finally, either B = A, or B € (A,—1Ay).
In view of the additivity property of segments we can write that it exists n € N
such that

[AA] + [A1A2] + [A2A3] + - - + [Ay—1 Ayl = n[CD] = [AB]

and the inequality may refer to values. The Axiom of Archimedes multiplies values
by natural numbers and we expect to understand the value of a segment as a real
positive number describing the length of the segment. Considering n = 1 in the
previous inequality, we have the old inequality between segments, therefore C; offer
us the chance to understand the appropriate nature of values attached to the segments
and the unboundedness of the set of natural numbers.

The next axiom is attributed to Cantor and it will be involved in “completing” the
line with points we don’t know until now that they have to belong to a line.

Axiom C, (Axiom of Cantor): Let [A| B1], [A2B3], ... be a sequence of segments
on a given line l, such that every segment is included in the interior of the precedent
one, i.e.[A,B,] C [A,_1B,_11foralln > 2.Ifwe assume that no segment is included
in the interior of all segments [A,B,], n € N, then there is an unique point M on
the line | such that {M} = [A1B1]N[A;By]---N[A,B,]N---

These two axioms of continuity allow us to use real positive numbers as the
“values” of segments and angles. The results are a little bit more complicate and we
try to suggest them without complete proofs.

Using the continuity axiom C; we can assign the natural number 1 to the segment
[CD] and the number n to the value nCD. To every segment [AB] we attach a
system of coordinates on the line d = AB such that A is the origin O and 1 =
OA|=A 1A= =Ap1An="--.
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According to C; itexists one integerm € Nsuchthat B € [4,,_1A,].If B=A,_,
thenAB =n — 1.If B = A, then AB = n.If B = M, is the midpoint of the segment
[A,-1A,] wee assign to the value AB is the 2-adic number n — 1, 10000...0.. ..
In fact at each step from now when B is the midpoint of a segment, we associate 1
and the other decimals after are 0. Suppose B € [A,,_1 M;]. We consider the value
of AB asn — 1,0 and we are looking after the next decimal observing where B is
with respect to the midpoint M, of the segment [A,,—; M;]. If B € [M,M,] the next
decimal is 1, therefore the attached number is until now n — 1, 01 and we continue
looking at the position of B with respect to the midpoint M3 of the segment [M, M| ].
Imagine a little bit the position of B if the next three digits are 001 such that the
value of AB is until now n — 1, 01001. We can continue to discover digits until B is
a midpoint of a segment when we stop with a 1 followed by 0 only, or we never stop
because the point stays in the intersection of all segments which are like in axiom
C,. The real number

m,a1a2a3...an...

with @; = 1 if B is in the “at the right” segment, or with @; = 0 if B is in the “at the
left” segment, is the 2-adic number attached to the value of the segment AB.
Then we can show that to every real number we can assign an unique point on /.
The theory can be extended to angles with the following two theorems.

Theorem 1.1.62 Let (ay, b)), (az, by), ... be a sequence of angles with common
vertex O, with the property that the angle (a,1, b,+1) is contained in the angle
(a,, by), for alln > 1. In the assumption that there is no angle contained in the inte-
rior of all angles in the sequence, then there is a unique half-line [ in the intersection
of the interior of all angles.

Proof (Hint) Intersect all angles with a line / and denote the points of intersection
with a; by Ay and the points of intersection with b; with By, etc. O

Theorem 1.1.63 Let /(hk) and Z(h'k’) two angles. There exists a natural number
n such that nZ(hk) > Z(h'k").

Proof (Hint) Observe that the measure of the angle Z(h'k’) is less then 2R. If
R
Z(hk) > Rwetaken = 2. If R > Z(hk) > £} we take n = 4, etc. U

We have two statements for angles analogue with the axioms C; and C,. We can
develop a similar theory for defining measure of angles, restricting all the proofs in the
case of segments to the interval (0, 2R). Then, there is a one-to-one correspondence
between the set of angles and the interval (0, 2R) of the real numbers.

We prove now in the Absolute Geometry frame the most important result regarding
the sum of the angles of a triangle.
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Fig. 1.8 Legendre’s theorem

Theorem 1.1.64 (Legendre) For any triangle, the sum of its angles is at most 2R
(Fig. 1.8).

Proof Consider the triangle AABC. We have to show ZA + /B + ZC < 2R. By
contradiction, let us assume that /A + ZB + ZC > 2R. On the line BC we con-
sider the points B = By, C = By, B3, ..., B,, B, in this order such that B; B, =
ByB3; =---= B,B,;+ and in the same half-plane the points A = Aj, A, A3,

.., A,, such that AA\B1B, = AA;B,B; = --- AA, B, B,+1. It is easy to see that
the following triangles are congruent, AA|ByAy = AAyB3A3 =---AA,_1B,A,,
therefore AjAy, = AyA3 =--- = A,_1A,. Itiseasy todeduce that LA > LA BA;
andthen BC = BB, > A A;.Thepolygonalline BjA A, ... A, B+ isbiggerthan
the segment B B,.; = nBC, that is

nBC < BA+ (n—1)A1A, + AC.
This one can be written in the form
(n—1)(BC — A1A)) < BA— BC + AC.

We know that BC — AjA; > 0, BA— BC + AC > 0, i.e. it exists the segments
[ST],[MK] such that BC — A1A, =ST, BA—-—BC+ AC=MK and
(n — 1)ST < MK. But in the last inequality the natural number 7 is arbitrary, in
collision with C;. Therefore ZA + ZB + ZC can not be greater than 2R. It follows
LA+ /B + ZC <2R. O

The next definition takes care that the values of angles are real numbers.

Definition 1.1.65 For any triangle AABC we define the defect of it, denoted
D(ABC),tobe D(ABC) =2R - LA — /B — ZC.

Legendre’s theorem states that D(ABC) > 0 for any triangle. Let us investigate
what other properties the defect of triangles may have.

Theorem 1.1.66 If P € (BC), where [BC] is a side of the triangle AABC, then
D(APB) +D(APC) =D(ABC).
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Proof (Hint) Denote by /A, = /BAP, /Ay =/CAP, /P, =/APB, /P, =
ZAPC and observe that LA, + LA, = LA, ZP; + £ZP, = 2R. Then

D(APB) +D(APC) =2R — /A, — /P, — /B +2R — LAy — /P, — /C =
—2R—/A—/B— /C =D(ABC)

O

Theorem 1.1.67 Consider a triangle AABC and two points, By € (AB), C| €
(AC). Then D(AB1Cy) < D(ABC).

Proof (Hint) Consider the triangles AAB|C;, ABB|Cy, ABCC| and apply the
previous theorem as follows D(ABC) = D(ABC,) + D(BCC;) = D(AB,Cy) +
D(B,CiB) +D(BCC;) > D(AB,Cy). U

If “the big triangle” AABC has D(ABC) = 0, then, mandatory “the small trian-
gle” AAB;C; has to fulfill D(AB;C;) = 0.

Pay attention to the following construction.

Consider aright-angle triangle ABAC, ZA = Rwith D(BAC) = 0. In this case
observe that /B + ZC = R and construct D in the opposite half-plane with respect
to BC and A such that AABC = ADBC. Itresults a quadrilateral AB DC such that
all angles are equal to R, and the opposite sides are equal,i.e. [AB] = [CD], [AC] =
[B D]. We may call this figure rectangle and it is easy to discover two more properties.
The diagonals AD and BC are congruent and they cut in the middle of each one.
Let us rename the rectangle ABDC by AgyA10A11401-

We intend to pave the plane with tiles congruent to our created rectangle
ApoAi0A11 Ao for obtaining a so called grid.

On the half-lines AggA 9 we consider the points Ay, Asg, ..., Ay, ... such that
the segment [A B] is seen repeatedly as [AgoA10] = [A10420] = [A2A3] ==
[Au—1y0Ano] = - - - and on the half-line AyyAg; we consider the points Agy, Aos, . ..,
Aop, - - . such that the segment [AC] is seen repeatedly as [AgpAo1] = [Ao1Ap2] =
[AxAps] =+ = [Aou-nAom]l =---.

The tiles we create and put on the first row are consecutively

AgoA1gA11 A, A1pAxnAriArr, AxAznAsAsg,
A30A40A41As1, ., A At An+i Ant, -,

on the second row
Ap1A11A1Agy, Al1A2AnAL,

A21A31 A A, A31AsApnAs, ..., At A1 Ant12An, ..., etc.

A “general” tile in this pavement is Ay, A (x41)p AG+1)(p+1) Ak (p+1) -
It is easy to see that the points Ay, Ajj, Ag are collinear.
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The same, the points A3y, Az, A2, Az and in general
Ano, Au—11, Aw—2y2, ..., Aon—2), Alm—1), Aon

are collinear points.

And it is also easy to observe that all triangles A, Aoy Ao have the sum of angles
equal to 2R, i.e. D(Ap,AnAno) = 0. We are prepared to prove a very important
theorem.

Theorem 1.1.68 If there exists a right-angle triangle with defect 0, then all right-
angles triangles have defect 0, i.e. the sum of their angles is 2R.

Proof Consider the right-angle triangle to be ABAC, ZA = R and D(BAC) =0
and let a general right-angle triangle AEFG, ZF = R. According to Archimedes’
axiom it exist m € N,n € N such that m - AB > FE, n-CA > FG. Without
of loosing the generality we suppose n > m. Then the triangle AEFG can be
“arranged” such as F = Aqy, E € (AwAon), G € (AppAno). According to the pre-
vious theory 0 < D(EFG) < D(ApuApAn) =0,i.e. D(EFG) = 0. O

Theorem 1.1.69 Ifthere exists a triangle with defect 0, then all triangles have defect
0, i.e. the sum of their angles is 2R.

Proof Consider a triangle with defect 0, say AABC. It exists an altitude which
intersects the opposite side in its interior, say AT, T € (BC). The altitude and
the sides of the triangle determine two right-angle triangles, AABT and AATC,
both with 0 defect, because the initial triangle is with O defect. The previous theorem
asserts that all right-angle triangles have 0 defect. Now, consider an arbitrary triangle
ADEF. Suppose that the altitude which intersects the opposite side is DP, P €
(E'F) The two right-angle triangles AD F P and ADE P are with 0 defect, therefore
the defect of the triangle ADEF is 0. (]

There are only two situations that can happen. All the triangles have the sum of
angles 2 R or all the triangles have the sum of angles strictly less than 2 R. In the given
context we cannot decide about the sum. The next axioms will clarify this aspect.

Definition 1.1.70 The collection of all properties and results deduced from all
axioms of incidence, order, congruence and continuity above is called an absolute
Geometry.

1.2 From Absolute Geometry to Euclidean Geometry
Through Euclidean Parallelism Axiom

The question we asked before is how many non-secant lines can be constructed
through an exterior point to a given line. We know that at least one can be constructed.
Could there be two or more? The standard Euclidean Parallelism Axiom is stated as
follows.



1.2 From Absolute Geometry to Euclidean Geometry Through ... 25

A

B C

Fig. 1.9 Axiom of Euclidean parallelism

Axiom P: Given any line in a plane and given any point not incident to the given
line, there exists at most one line that passes through the given and it is non-secant
to the given line.

Definition 1.2.1 The collection of all properties and results deduced from all axioms
of incidence, order, congruence, continuity and Euclidean Parallelism above is called
a Euclidean Geometry.

A direct consequence: In Euclidean Geometry, i.e. in the axiomatic frame created
by the axioms of incidence, order, congruence, continuity and the Euclidean Paral-
lelism Axiom there exists an unique line that passes through a given point A and it
is non-secant to the given line d. This unique non-secant line is called the parallel
line to the given line d through the given point A.

Theorem 1.2.2 In Euclidean Geometry, the sum of angles of any triangle is 2R
(Fig. 1.9).

Proof Consider a triangle AABC and the unique parallel through A to BC. We
have in mind the figure of the Theorem 23 where the parallel was FE with A € FE.
The interior alternate angles ZE AC and ZAC B are equal. The same for the interior
alternate angles ZFAB and ZABC. Therefore, if we look at the angle ZFAE we
observe that it is equal to the sum of the angles of the triangle AABC and, in the
same time it has the value 2R. Since this particular triangle has the sum of angles
equal to 2R, all other triangles have the sum of angles equal to 2R. d

In the case of the figure, /A + /B + ZC =ZA+a+ (3 =2R.
Since /A + /B + ZC = 2R,wededuce 2R — /A= /B + ZC.But2R — ZA
is the value of the exterior angle A.

Corollary 1.2.3 (Exterior Angle Theorem in the Euclidean Geometry) For every
triangle, each exterior angle is the sum of the interior non-adjacent angles.
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Theorem 1.2.4 [f it exists a triangle with the sum of its angles equal to 2R the
parallelism axiom is satisfied.

Proof Assume that it exists a triangle AABC with ZA 4+ /B + ZC = 2R.

Therefore every triangle has the same property.

Let d be a line and M a point not on d. Let M N be the perpendicular line from
M tod, N €d. Let be a perpendicular to MN in M. We know that [ and d are
non-secant lines. We have to prove that / is the only non-secant line through M to d.

Consider another line I’ passing through M and denote by « the acute angle
between M N and [’

It makes sense to consider a triangle M’'N’P’ such that

[MN] = [M/N/], ZM/N/P/ = R’ ZN/M/P/ - a

and ZM'P'N’ = R — « (without to know that R, o, R — « are the angles of a tri-
angle, we do not know that only the angles R and « together with the side M'N’
determine a triangle).

Considering P € d with [N P] = [N'P’], the triangles AMN P and AM'N’P’
are congruent and one of the half-line of I’ is coincident to M P. Therefore I’ Nd =
{P}i.e. [ is the unique non-secant line through M to d. (I

The story of Euclidean Geometry may continue with many theorems which can
be proven only in this axiomatic frame. But we are interested in introducing Non-
Euclidean Parallelism and models of Non-Euclidean Geometry. Therefore we remain
in the axiomatic frame corresponding to the axioms of incidence, order, congruence
and continuity and, at this moment we add another axiom, more specific the denial
of the Axiom of Euclidean Parallelism.

1.3 From Absolute Geometry to Non-Euclidean Geometry
Through Non-Euclidean Parallelism Axiom

The Euclidean Parallelism Axiom, in the set theoretical language, can be written as:
Vd, VAé¢d, #a|A€a, and =0} <1,

where # denotes the number of elements of a set. In what follows we assume the nega-

tion of the previous axiom, and we call this the axiom of Non-Euclidean Parallelism.

In set theory language, this translates to:

Idy, Ao ¢ dy, #la| Ao €a, andy =B} > 1.

Therefore the axiom of non-Euclidean parallelism is the following.
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Axiom P Ny: There exist both a line dy and a point Aq exterior to dy with the
property: at least two non-secant lines to dy passing through Ay exist.

Definition 1.3.1 The collection of all properties and results deduced from all axioms
of incidence, order, congruence, continuity and Non-Euclidean Parallelism above is
called a Non-Euclidean Geometry.

We study below some important results in the context of this Geometry.

Theorem 1.3.2 Axiom PNy acts as a global property, i.e. it holds for any line and
any exterior point.

Proof By contradiction, we assume that there is a point A and a line d which do not
satisfy the property “there are at least two non-secant lines to d, passing through A”.
Then, through A passes exactly one non-secant line to d. So, the Axiom P is satisfied
for the pair (A, d). If we choose B and C on d, it is easy to see that the sum of angles
of the triangle AABC is 2R, and this is equivalent as we saw before with Axiom P
for all pairs (M,[), M ¢ I, in collision with our assumption. O

We can restate the axiom of Non-Euclidean Geometry as follows.

Axiom PN: Given a line and a point exterior to the line, there exists at least two
non-secant lines to the given line.

It is easy to prove

Theorem 1.3.3 Let [ be a given line in a plane and A be an exterior point to . Let
ay and ay be two lines in the same plane which pass through A and are non-secant
to l. Then every line a passing through A and included in the interior of the angle
Zajay is non-secant to l.

Proof (Hint) If a intersects [, then it does intersect a; or as, in collision with the fact
that a is included in the interior of the angle Zaa;. O

Corollary 1.3.4 In Non-Euclidean Geometry there are an infinite number of non-
secant lines to a given line through an exterior point.

Theorem 1.3.5 In a Geometry which satisfies the groups of axioms of incidence,
order, congruence, continuity and the Axiom NP, the sum of angles of a triangle is
less than 2R.

Proof (Hint) If it exists a triangle with the sum of angles equal to 2R, then Axiom
P is valid, contradiction. (|

We conclude that the Non-Euclidean Geometry established by the Absolute
Geometry together with the Axiom NP is completely different than the Euclidean
Geometry established by the Absolute Geometry together with Axiom P. More other
interesting results may be found in both geometries, but in the following, we are
interested in offering examples of models of Euclidean and Non-Euclidean geome-
tries.



Chapter 2
Basic Facts in Euclidean and Minkowski ek
Plane Geometry

Entia non sunt multiplicanda praeter necessitatem.

W. Ockham

In Chap. 1, we found out that there exist different geometries in a plane. It depends
on the axioms one chooses if Euclidean Geometry or Non-Euclidean Geometry
are described. But how these geometries look like? In this chapter we present an
algebraic model for Euclidean Geometry discussing some important theorems. We
obtain a visual representation for the Euclidean Geometry of the plane. Making small
changes in the algebraic construction of the Euclidean Geometry, it is possible to
construct a Minkowski Geometry. This Geometry is deeply involved both with Physics
and with Non-Euclidean Geometry. Later, we see how the models of Non-Euclidean
Geometry are connected between them and how a Minkowski one is among them.
The geometric objects in Minkowski Geometry seem to have a non-intuitive look, but
the main theorems have a similar look with their Euclidean counterparts. Generally,
Non-Euclidean models are more sophisticated and we need more mathematical tools
in order to built them. This happens in the following chapters. One more comment:
this chapter is not as formal as the previous one where we used the language style of
an axiomatic theory. We can relax a little bit the mathematical language structure.
The definitions appear often written as part of a mathematical algebraic descrip-
tion of geometric objects and italic letters are used to indicate them. The following
notation is used: A := B. It means that the object A from the left side of the equality
is described by definition through the object-expression B from the right part of the
equality. The word iff has the meaning of “if and only if.”
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2.1 Pythagoras Theorems in Euclidean Plane

The idea to consider a system of coordinates on a line was discussed in the previous
chapter.

The coordinates are real numbers and their set, geometrically represented as a
line, is denoted by R. In the following we suppose known

the set of natural numbers denoted by N,
e the set of integers denoted by Z,

the set of rational numbers denoted by Q and
e the set of irrational numbers denoted by R — Q.

In the same time we have proved that the values of angles are real numbers.

Basic facts about matrix theory, groups, vector spaces, trigonometric, exponential
and logarithms functions are suppose known by the reader interested in the topic of
this book.

When we are talking about a model of Euclidean Geometry in a plane, we have to
start from the vector space R? over the field R. x := (x1, x2), v := (y1, y») are
called vectors. The vector space operations are x + y := (x; + y;, X2 + y2) and
Ax = (Axy, Axp).

The Euclidean inner product of the vectors x and y is defined by

(x,y) :=x1y1 +x2)

and the norm of x, by |x| := /(x, x) = ,/xlz +x§.

Two vectors are called Euclidean orthogonal (or Euclidean perpendicular) if their
inner product is null.

According to the operations, the vector (x;, xp) can be thought as x;(1,0) +
x2(0, 1), that is (x;, x2) = x;(1,0) 4+ x2(0, 1) = x1e; + X2, so, the pair (xq, x2)
can be seen also as a pair of coordinates of a point A of the plane.

The line determined by xe;, x € R is called the x-axis, and the line determined
by yves, y € Ris called the y-axis.

Therefore, in the system of coordinates generated by the orthogonal vectors
e; = (1,0); e; = (0, 1), the geometric meaning of the vector x = (xy, x) is the

oriented segment O A, lying from the origin O with the coordinates (0, 0) and the
endpoint A with the coordinates (xy, x,).

cosa —sina
sina  cosu
basic trigonometric function sine and cosine are involved as components.

Let us consider the 2 x 2 rotation matrix A, = ( ) in which the
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cosa — sin« X
We define Ayx := ) !
sina  cos« X

Agx, Ayy are two matrices with two lines and one column, and it makes sense to
consider the inner product (A, x, A,y) by adding, after multiplying, the correspond-
ing first and second components, i.e.

(Aaxs Aay> =

= (x1cosa — xp sina)(y1 cosa — yp sinw) + (x1 sina + xp cos &) (y] sina + yp cos ).

Exercise 2.1.1 (A,x, Ayy) = (x, y).

Hint. Use sin® o + cos” o = 1.

Exercise 2.1.2 |A x| = |x|.

Exercise 2.1.3 If |x| = 1, then (Ayx, x) = cos .

If |x| = 1, then |A,x| = |x| = 1. Denote by u the unitary vector A,x. The pre-
vious relation for the unitary vectors u, x can be written in the form (u, x) = cos .
We can see the vector u as the rotation of the vector x, so the angle between these

. . a b .
two vectors is . For two arbitrary vectors a, b, the vectors ﬂ’ m are unitary and
a
the previous relation becomes

i.e.

This last formula is known as the Generalized Pythagoras Theorem. Let us discuss
why (Fig.2.1).

Since we have the vectors a = (a;, a2), b = (b1, by), we can think about the tri-
angle O AB as the triangle determined by the points O (0, 0), A(ay, az), B(by, by).

Before continuing, we point out the meaning of the Euclidean Parallelism in this
coordinate frame;
Let us consider M (m, m,) and N (ny, n,).

Definition 2.1.4 The lines AB and M N are Euclidean parallel and we denote this
by M N||AB, if the vectors
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(bl’ b2)

(n1,n2)
(a1, az)

(mla m2)

\

c

— —

OD = (m1 —MNni,mo — nz) ocC = (a1 — bl,az - bg)

Fig. 2.1 Parallel lines seen through vector properties

OD= (m| —n(,my — ny)

and N
OC= (a; —by,a; — by)

are collinear, i.e. 38 # 0 such that (m; — ny, my — ny) = B(a; — by, a, — by).

The Generalized Pythagoras Theorem in AO B asserts

|AB|> = |OA|> + |OBJ* — 2|0 A||OB| cosa,

where |OA| = | OA | = |al,

|AB| = | AB | =10C| = la— bl = {a —b,a— b)=y/(ar — b1 + (a2 — b2,
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and ZAOB = «.
The formula explained and written above,

|AB| := /(a1 — b)) + (ay — by)?

is called the Euclidean distance between the two points A(a,, a;), B(by, by) of the
plane.

Theorem 2.1.5 In the previous notations, it is

|AB|> = |OA|> + |OB|*> —=2|0A||OB|cos,

{a,b)
= co
|al|b]

Proof We observe that we need to prove only that
2|0A||OB|cosa = |OA|*> + |OB|* — |AB/?

is the same as
2la||lb| =2 {a, b).

Or, this means

|OA? + |OBJ> — |AB|? = 2<0A, 03>,

and, in coordinates, this becomes a quick computation for the reader, that is

@} +ad) + (b} +b3) — ((@1 — b)* + (@2 — b2)?) = 2(arb; + arb)*.

Corollary 2.1.6 If{ OA, OB) = 0,i.e.the vectors a and b are orthogonal (Euclidean
perpendicular), then we obtain the standard Pythagoras’ Theorem.

The side AB is called a hypotenuse, and O A, O B are called legs of the triangle
OAB.

Theorem 2.1.7 (Pythagoras’ Theorem) In the previous notations, it is
|AB|* = |OA|* + |OB/.

The angle corresponding to orthogonal vectors is described by the condition
T

cosa = 0, that is its measure is ¢ = 7
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Therefore T is the value of the right angle R. The sum of angles of a triangle in
Euclidean Geometry becomes ZA + /B + /C = .

Theorem 2.1.8 (Thales Theorem) Let us consider O(0,0), A(xy,x2), B(y1, y2),
Ay(uxy, uxz), Bi(Ayr, Ay2). Then, AB||A| By iff A = .

— —
Proof Incoordinates AB= (y; — x1, y» — xp)and A; B1= (Ay; — uxy, Ayr — uxz).
The parallelism between AB and A;B; is equivalent to: 38 such that (Ay; —
WxX1, Ays — ux2) = B(y1 — X1, y2 — x2). Therefore

A =By — (u—pB)x1 =0,
A=B)y—(u—PBx2=0

for arbitrary x1, x2, y1, y2, thatis AB||A By iff L = p.

Thales theorem can be written in the form:
Consider the triangle OAB, A} € OA, B; € OB.

0A OB
Then AB||A, B, iff 10A] _ 10B]
|[OA] |OB]

Problem 2.1.9 Consider the triangle OAB, A} € OA, By € OB.Then AB||A B,

iff
(04l _ |0B| _ |AB|
04 " [0BI] ~ IABI

Hint. Construct a parallel from B to OA, denote by X the point of intersection
|BiX|  |BiB]|

|Bi1A]  |BO]

between the parallel and A By, apply Thales Theorem in the form

and use the properties of proportions.l]

It is not very difficult to express line equations in the Euclidean plane.
If the line d passes through A(ay, a2); B(b1, by) the equation of d is

az—bz
y—ay= (x —ay).
al—bl
— b

The ratio denoted by m, m := - is called a slope for the line d. The slope m
ap — 0

has the value m = tan o, where « is the angle between the Ox and d in this order.

Exercise 2.1.10 Show that two lines d, and d, are Euclidean perpendicular iff
miymy = —1.

Hint. Use Euclidean exterior angle theorem and tan(« + 8) formula.
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The equation of a circle centered in (ay, ay) with radius r is expressed with respect
to the Euclidean distance between the center and a point (x, y) on the circle:

x—a))?+(y—a) =r

The interior of a circle C is denoted by int C and, between the two regions in which a
circle divides the plane, it is the region containing its center. The Euclidean distance
between the center and a point belonging to this region is less than the radius. The
complementary region is called the exterior of the circle. The Euclidean distance
between the center and a point belonging to this region is greater than the radius.

There are many properties related to circles and lines attached to triangles in the
Euclidean Geometry. Some of them will be studied in the next chapter. The Euclidean
plane is denoted by E2.

2.2 Space-Like, Time-Like and Null Vectors in Minkowski
Plane

When we are talking about a model of Minkowski Geometry in a plane, we have to
start from the same vector space R? over the field R. Here, x = (x;, x»), y =1, y2)
are called vectors, as in the Euclidean case.

The vector space operations are the same x + y := (x; + y1, x» + y2) and
Ax = (Axy, Axp).

The Minkowski product of the vectors x and y is defined by

(X, ¥}y = X1y1 — X232

and the Minkowski norm of x by |x |y := /| {(x, x) |y = 4/ |x12 — x§|.

Two vectors are called Minkowski orthogonal if their Minkowski product is null.
In a system of coordinates generated by the Minkowski orthogonal vectors
e;1 = (1,0); e, = (0, 1), the geometric meaning of the vector x = (x, x») is the

oriented segment O A, lying from the origin O with the coordinates (0, 0) and the
endpoint A with the coordinates (x;, x»). This is exact as in the Euclidean case.

Even the parallelism is like in the Euclidean case; Consider M (m;, m;) and
N (I’ll s I’lz).

Definition 2.2.1 Thelines AB and M N are parallel and we denote thisby M N||AB,
if the vectors O D= (m| — ny, m, — ny) and OC= (a; — by, a, — b,) are collinear,
i.e. 38 # 0 such that (m; — ny, my — ny) = B(a; — by, ay — by).

-
However, in a Minkowski space, we have three different kind of vectors O A. Let us
explain. There are space-like vectors, time-like vectors and null vectors.
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A vector x is a space-like vector if (x, x),; <O.

Examples are b =(—1,2), e=(2,—3), or in general a = (a;,ay) with
lai| < lazl.

A vector x is a time-like vector if (x, x),; > 0.

Examples are b= (3,2), e =(—4,—3), or in general a = (a;,ay) with
lai| > laz|.

A vector x is a null vector if (x, x),; = 0.

Examplesare b = (—1, 1),e = (2, 2), orin general a = (a;, ap) with |a;| = |a,]|.

The reader can observe that Minkowski orthogonal vectors have to be pairs, one
space-like and one time-like. An example: x = (x|, x2); v = (kxz, kx1).

cosha sinho \ .

sinha cosho > n
which the basic hyperbolic trigonometric functions sine and cosine are involved
as components.

Consider the 2 x 2 “hyperbolic rotation” matrix A, =

. e —e™® e +e ™
sinha = — coshe = ——

This matrix is called a hyperbolic rotation and this name is legitimate by the next
quick exercises.

As in the Euclidean case, A,x, A,y are two matrices with two lines and one
column, and it makes sense to consider the Minkowski product (A,x, Ay Y) -

Exercise 2.2.2 (Ayx, Aqy) iy = (X, V) -

Hint. Use cosh? & — sinh? @ = 1. Therefore
(Agx, Ayy) s = (x1 cosha + x; sinh @) (y; cosha + y; sinh o) —
—(xy sinh o 4 x5 cosh @) (y; sinh o 4+ y; cosha) =

=x1y1 —X2y2 = (X, Y)y

We leave the reader to prove that it does not exist « such that A,e; = e3.

Or, more general, after rotating a time-like (space-like) vector we cannot obtain a
space-like (time-like) vector. As we will see below, this property is related to causality
in Relativity.

Exercise 2.2.3 |A x|y = |x|um.

So, the matrices A, preserves the Minkowski type and the Minkowski length of
vectors.

Definition 2.2.4 If u = A,v we say that « is the oriented hyperbolic angle between
v and u. Obviously, —« is the oriented hyperbolic angle between u and v.

Next, we discuss about time-like vectors properties.
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A future-pointing time-like vector v fulfills the property (v, e1),; > 0. Anexample
isv=(3,2).

Otherwise the vector v is a past-pointing space-like vector. v = (=3, —2) is an
example, and the reader can observe that if we consider the lines d; : x, = x| and
d> : xp = —x; which describe the null cone, a future-pointing time like vector is

—

a vector v =0 A with A = (a,, a») included in the interior of the angle Zd;d, (i.e.
la1| > |ay|) such that a; > 0.

Exercise 2.2.5 Ifv is afuture-pointing time-like vector, then Ay v is a future-pointing
time-like vector.

Hint. Since we have proved that the time-like property is kept after a hyperbolic
rotation, it remains to prove that the future-pointing property is preserved.

Or (Ayv, e1)y = a) cosha + a, sinh «.

We have |a;| > |ay| and | sinh | < cosha, i.e. |a; cosha| > |a; sinh «|.

It remains to observe that there are triangles in this Minkowski Geometry in which
the meaning of angle does not exist. The triangles in which we can discuss about
angles are called pure triangles, i.e. in such triangles all the sides are time vectors, all
pointing towards the future (or, all pointing towards the past). How we can create such
a triangle? We start with two, say, future-pointing time-like vectors, x = (x, x2),
y = (ky1, ky;) and we choose k > 0 such that y —x = (ky; — x1, ky, — xp) is
future-pointing time-like vector.

Exercise 2.2.6 If x and y are future-pointing time-like vectors then
1 (x,y); >0

2. x + y is a future-pointing time-like vector

3.(x, Y)pr = |x|m ||y, where the equality happens iff y = kx

4. |x + ylm = |x|m + |y|m, the equality happens iff y = kx.

2.3 Minkowski-Pythagoras Theorems

Let us start with a simple exercise.

Exercise 2.3.1 If x is a space-like vector such that |x|yy =1 then
(Agx, x)yy = —cosha.

Hint. (Agx, x)y = (x; cosha + x; sinha)x; — (x) sinha + x, cosha)x, =
(x} — x3) cosha = — cosha.

Denote by u the unitary vector A,x. The previous relation for the unitary vectors
u, x can be written in the form (u, x),; = —cosh .
. . . a b
For two arbitrary future-pointing space-like vectors a, b, the vectors T, W
aim M
are unitary and the previous relation becomes
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(it )
_ = —cosha,
laly 16y |y

<Cl, b>M
lalm|blm

i.e.

= —cosha.

According to the Euclidean case, this last formula can be called the Generalized
Minkowski-Pythagoras theorem.

Consider a Minkowski right triangle O A B, i.e. a triangle such that the vectors O A

and O B are Minkowski orthogonal, that is <O A, OB) =0.Theside ABiscalleda
M

Minkowski hypotenuse, and O A, O B are called Minkowski legs of the triangle O AB.

Anexampleis givenby OA= (0, a), a > 0; OB= (b,0), b > 0. When we con-

sider the vector AB= (b, —a) it depends by the absolute values |a|, b if this vector
is a time-like vector, a space-like vector or a null vector.

So, the Minkowski-Pytagoras Theorem asserts that “in a Minkowski right triangle,
the square of the Minkowski hypotenuse is the difference of the square of Minkowski
legs.”

The endpoints of unitary space-like vectors determine a Minkowski circle. The
equation of this circle is x> — y?> = —1. From the Euclidean point of view this is a
hyperbola equation.

The endpoints of unitary time-like vectors determine a Minkowski circle, too. The
equation of this circle is x> — y* = 1.

Exercise 2.3.2 What kind of triangle is determined by three arbitrary points of the
Minkowski circle x> — y* = —1?

The answer is: a pure time-like triangle, i.e. a triangle in which each side is a time-like
vector pointing the future (or all three pointing the past).

There are a lot of nice geometric properties for Minkowski circles, some of them
similar to Euclidean properties. For our purpose the facts highlighted above are
enough to continue. The Minkowski plane is denoted by M?.



Chapter 3 ®)
Geometric Inversion, Cross Ratio, Cecte

Projective Geometry and Poincaré Disk
Model

Virtus unita fortior agit.

Abstract This chapter is devoted to a first model of Non-Euclidean Geometry. To
construct this model, we need to deal with one of the most important transformations
of the Euclidean plane, the geometric inversion. We still need some other acquire-
ments, therefore we meet the Projective Geometry. An invariant described by a special
projective map of a circle allows us to construct a non-Euclidean distance inside the
disk. Elaborating the previous model we highlight the Poincaré disk model.

3.1 Geometric Inversion and Its Properties

The geometric inversion is a classical transformation of elementary Euclidean Plane
Geometry. To describe it, let us consider a circle centered at O and radius R, denoted
C(O, R).

A geometric inversion of center O € E* and radius R maps each point
M € E*, M # O to the point N on the radius OM such that |OM|-|ON| = R?,
where |O M| is the Euclidean length between the points O and M.

The circle C(O, R) is called a circle of inversion.

The points M and N are called homologous inverse points with respect to the
previous geometric inversion determined by the circle of inversion C(O, R). R? is
called power of inversion.

We prefer to use “inversion of center O € E? and power R?” instead of “inversion
of center O € E? and radius R”.

Suppose we know the homologous inverse points M and N with respect to a
geometric inversion having O as a center and R? as a power and the order of points
ontheradius OMis O, M, N,or O, N, M i.e. O ¢ (M N). Thisis adirect inversion,
when the oriented segments O M and O N have the same direction.
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Now choose N’ the symmetric of N with respect to O, i.e. |ON’'| = |ON|. We
have N’ on the radius OM, |OM| - |ON’| = R*> and O € (MN').

Therefore, for the inverse N of a point M, with respect to a given inversion, we
have two possibilities:

(1) O does not belong to the segment (M N),
(2) O belongs to the segment (M N).

To conclude, when we are talking about an inversion and the inverse N belongs to
the radius O M, we have to specify if it is the direct geometric inversion i.e. we are
talking about the map

To.pet E* — {0} — E* = {0}, Ty.p2(M) =N, O ¢ (MN), |OM|-|ON| = R?,
or we are talking about the map

T 5

Soge P EZ—10) > E* = {0}, T} 1n(M) =N, O € (MN), |OM|-|ON| = R?,

which can be called a symmetric geometric inversion.

All next results are done for the direct geometric inversion, that is for the map
To. 2. All the properties obtained can be easily transferred by symmetry with respect
O for the symmetric geometric inversion. When in a problem we use an inversion,
the reader finds the information if it is a direct one or symmetric one looking at the
map involved, i.e. Tp. g2 or Té;Rz.

The main properties of the direct geometric inversion are:

1.If To.g2(M) = N, then Tp. g2 (N) = M.

In simple words, if N is the inverse of M, then M is the inverse of N.

That is,

To.r:(To.r2(M)) = M.

This property can be written in a simpler form as
T2 = ld Ez_[o}

and it highlights that the geometric inversion is an idempotent transformation.
2. To.r2(C(O, R)) = C(O, R), that is the circle of inversion is invariant under
the inversion it generates.
3. A line d which passes through the pole of inversion is invariant under inversion,
ie.
To;pe(d —{0}) =d — {O}.

Before to continue, some notions are needed. A cyclic quadrilateral ABCD is a
quadrilateral which vertexes A, B, C, D belong to a circle I', called the circumcircle
of the quadrilateral.

4.1f Tp.g2(A) = B and Tp.z2(C) = D, then ABDC is a cyclic quadrilateral.
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Fig. 3.1 Inversion main B
figure

Fig. 3.2 The inverse point
of an interior point M

Fig. 3.3 The inverse point
of an exterior point M

|OA]  10C]|

Hint: From |OA| - |OB| = |OC| - |0D| = R? it results = ——. Then,
|OD|  |0OB|

triangles AOAC and AO DB are similar, i.e. ZOAC = ZC DB, that is the quadri-
lateral ABDC is a cyclic one (Fig.3.1).

Why the circle of inversion is important? Because it allows us to construct the
inverse of a point.

5. Construction of the inverse of a given point (Fig.3.2).

Suppose M belongs to intC (O, R).

We consider the radius O M and the perpendicular line to O M in M which inter-
sects the circle at the points S and S’. Next, we refer to S. The tangent at S intersects
the radius OM in N.

If we look at the right triangle AOSN, R?> =|0S|> =|0OM|-|ON]|, ie. N is
the (direct) inverse of M.

Suppose M is outside the circle of inversion (Fig.3.3).

We construct the radius OM and one of the tangent to the circle,
MS, S € C(O, R). The perpendicular from S to OM intersects OM in N. In the
right triangle AOSM we have R?> = |0S|)?> = |OM| - |ON|,i.e. N is the inverse of
M.
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Fig. 3.4 The inverse of a
line d such that O ¢ d
Ml
M
t f
o B B

Let us observe that in the above two situations the circle pases through SMS'N
is orthogonal to the circle of inversion. If M € C(O, R), N = M, thatis the inverse
of M is M itself.

6. Consider a line d C E?, O ¢ d. Then, To.r2(d) = C — {0}, i.e. the inverse
of the line d is a circle C — {0}, such that the tangent line in O to the circle C is
parallel to d (Fig.3.4).

Proof Denote by B’ the intersection between d and the perpendicular line from
O to d. The inverse of B’ is B. Consider a point M’ € d and its inverse M. The
quadrilateral B BM M’ is cyclic, therefore ZOM B is a right one, i.e. when M’
belongs to d, M belongs to the circle having (O B] as a diameter. Since the diameter
B O is perpendicular to the tangent denoted by ¢ in O to the circle, itresults d || . [J

7. The inverse of a circle C passing through O islined, O ¢ d, d || t, where ¢ is
the tangent at O to the circle C.

Proof The inversion Ty. g2 is an idempotent transformation. If we are looking back-
wards at the previous property of inversion the result is obvious. (]

8. Theinverse of acircle C;, O ¢ Cyisacircle Cy, O ¢ Cy,i.e. Tp. g2(Cy) = C,
(Fig.3.5).

Proof Consider the radius O O; where O is the center of the circle C;. Denote
{A, B} := O0; N C) and suppose the order of points is O, A, O, B.

Consider A, B; theinverses of A, B respectively. Since |OA| < |OB|and |OA] -
|OA| = |OB|-|0B;| = R?itresults |OA| > |0 B,|. Without losing the general-
ity, we can suppose the order of points on the radius OO, is O, A, Oy, B, By, A;.
Consider M € C, and its inverse M.

Using the cyclic quadrilaterals AA MM and BBy M;M it results both
LOAM = ZMM A, and ZABM = /MM, B,.

Since LOAM = % Y /MBA = /MM A, = /MM, B, + /B, M, A, wehave

T
ZBIM A = 7
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Fig. 3.5 Inversion of circles c
My

C1

Fig. 3.6 The inverse of a
circle orthogonal to the
fundamental circle of
inversion

that is M belongs to a circle of diameter BjA;. O
9. Consider Ty z2(A) = Ay, Tp g2(B) = B;. Then |A|B |—R2-ﬂ
. O.R 1, Lo,r 1- 151 [0A|-|0B]’
. _ |[A1B1|  [0A]
Proof The triangles AOAB and AO By A, are similar, therefore = .
|AB| |O B|
It results
|A1Bi| _ |0A| |OA]
|AB| |OB| |0A|’
. 2 |AB|
thatis |A1By|=R* - ——. O
|OA|-|OB]|

10. Orthogonal circles to the circle of inversion are preserved by inversion
(Fig.3.6).

Proof Denote by S, S’ the intersection points between the circle of inversion
C(O, R) and the orthogonal circle y. Consider M, N € y such that O, M, N are
collinear points. Since |OM| - |ON| = |0S|*> = R?, it results Tp g2(M) = N, i.e.
To.r:(y) =vy. U

11. The inversion is a conformal map, i.e. it preserves the angles between curves.

Proof The angle between two curves at their point of intersection, S, is the angle
between the tangent lines at S to the curves. Let I'}, ['s; Fl', F% be four curves such
that To.g:(T1) =T}, T ge(T2) = T3, 0¢IruUr,uriurs,
SeTl Ny, Tor(S) =S, To (M) = M|, To r:(N;) = N|. The quadrilat-
eral SM, Ml1 S” and SMZMZZS’ are cyclic therefore /M SM, = LMll S’Mzz. When
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Fig. 3.7 Ptolemy’s Theorem

radius OM approaches OS the previous angles are still equal. The limit position
highlights the previous angles as angles between tangent lines to the curves. (]

Examples of problems solved by inversion.

Problem 3.1.1 (Ptolemy’s Theorem) The products of the lengths of two diagonals
of a quadrilateral is less than or equal to the sum of the products of opposite sides
and the equality holds if and only if the quadrilateral is a cyclic one (Fig.3.7).

Solution. (Hint) Consider the inversion of center A and arbitrary power k > 0 and
denote by B’, C’, D’ the inverses of the points B, C, D. We have

|BC|
|AB| - |AC|’

|ICD]

N |BD| [FalA
|B'D| =k ————, |B'C'| = =
|AC| - |AD]

- ; |C'D'| =
|AB| - |AD|

Replacing in |B’D| < |B'C’| + |C'D’|, and taking into account that the equality

happens when B’, C’, D’ are collinear it results the statement. O

Problem 3.1.2 Consider two pairs of circles, y,, I'y; vy, I'y, which pass through the
same point O having the centers on perpendicular axes Ox, Oy. Then the four points
of mutual intersection are cyclic.

Solution. (Hint) Consider an inversion of center O and power k > 0, T ;. The
circles yy, I'y; vy, I'y which pass through O are mapped into a rectangle A’B’'C’D’
whose vertexes comes from A, B, C, D respectively. Since a rectangle allows a
circumcircle, by inversion, this circumcircle comes from the circle containing the
initial points A, B, C, D. O

Problem 3.1.3 Two circles intersect at A and B. The tangent lines at A to the circles
intersect the circles at M and N. Let B; be the symmetric of A with respect to B.
Prove that the quadrilateral AM B N is a cyclic one.

Solution. Consider an inversion of center A and power k > 0, T4 ;. The three lines
AM, AN and AB are transformed after the rule: T4 x(AM) = AM, T4 (AN) =
AN, Ty (AB) = AB, Tax(M) =M, To;(N)= N, Tax(B) = B’. Since the
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circles passing through A are transformed into lines parallel to the tangents AM and
AN itis easy to deduce that the quadrilateral AM, B’ N, is a parallelogram. The point

1
B, is mapped by inversion into Bj such that |AB,| - |AB{| = k =2|AB]| - §|A3/|,

i.e. B is the center of the previous parallelogram. Therefore the diagonal M N; which

contains Bi comes from the inversion of a circle containing the points A, M, B, N.

(]

For the next problem the reader has to know what is an inscribed circle for a given

triangle, and the fact that “the lines which connect the vertexes to the opposite tangent

points (of the circle with the sides) are concurrent lines”. The point of concurrence
is called Gergonne’s point.

Problem 3.1.4 Denote by C(O, R) the circumcircle of the triangle AABC, Aj,
By, C; the midpoints of the sides [BC], [C A], [A B] respectively.
Prove that the circles '404,, o, I'coc, have a common point E, E # O.

Solution. An inversion of center O and power R? preserves A, B, Cand C(O, R).

The circles "'404,, I'sos,» I'coc, are mapped into lines passing through A, B, C
respectively.

To r2(A1) = Ay suchthat |OA| - |OAy| = |OB|*> = |OC|? = R%,i.e. Ay is the
intersection between the tangents at B and C to C(O, R). In the same way we obtain
the points B, and C,. If we look at the triangle AA|B;C; which has as inscribed
circle C(O, R),thelines A; A, B; B, C,C intersects at Gergonne’s point. The inverse
of Gergonne’s point is E. (]

3.2 Cross Ratio and Projective Geometry

Consider four distinct collinear points A, B, C, D on the line d. Attach them the
coordinates x4, X, Xc, Xp, respectively. Choose two possible ordered pairs, say
(A,B); (C,D), that is, consider the ordered pairs of coordinates (x4, xg); (Xc, Xp)-

Definition 3.2.1 The cross ratio of four ordered points is the real number

[AB: CD] := 2¢ %4 b~ ¥4

Xc — XB ' XD —XB.
One can see that the definition can be written in the form

CA DA
[AB;CD] i= — : —,
CB DB

but in this case we have to point that if the order on d for the points A and C is given
by x4 < xc¢,thenthe meaningof CAis |CA|,andif x4 > xc wehave CA = —|CA]|.
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A B D

() ¢ (z¢) (zB) (zp)

Fig. 3.8 Cross ratio

Exercise 3.2.2 Iftheorderofpoints A, B, C, Dond isgivenbyx,<xg < x¢ < Xp,
then [AB; CD] > 0.

Exercise 3.2.3 If the order of points A, B, C, D ond is givenby x4 <x¢c<xp < Xp,
then [AB; CD] < 0.

Exercise 3.2.4 If the order of points A, B, C, D ond is given by x4 <xp<Xxc<Xp,

then
XC— X4 Xp—X
[AD;CB]=-5—"4 .28 74 _ .
Xc —Xp XBp — XD

Observe that in this last case the ordered pairs are (A, D); (C, B) and the cross

ratio can be written in the equivalent form [AD; CB] := D : D with the mean-
ing explained above (Fig.3.8).

Exercise 3.2.5 [AD; BC] + [AB; DC] = 1 if and only if the order of points on the
linedis A, B,C, D.

Hint.

BA-CD DA~CB_BA~CD—1—DA~CB_1

AD; BC AB; DC] = =
[ I+l ] BD-CA+DB-CA BD-CA

If A(xs), B(xp),...etc.,
(xp —xa)(xp —xc) + (xp — xa)(xc — xp) = (xc — x4)(xp — Xp)
iff the order is as in the statement before.

Exercise 3.2.6 [AD; BC]=[DA; CB].
Exercise 3.2.7 Consider A(—1), B(0), C(1), D(x). Determine x such that

[AC; BD] = —1.

Hint. If we write the given condition, it results x + 1 = x — 1. There is no real x.
To maintain the possibility to have four distinct points with a given cross ratio,
as well as for a given cross ratio and three distinct points to exist a fourth point such
that the cross ratio is a given one, we have to accept that for each line d it exists an

abstract point, denoted oo, such that for A # B, B — 1. This point is called point
00
at infinity for the line d.
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Fig. 3.9 Pappus’ Theorem

The cross ratio of collinear points can be extended to pencils of lines. Consider
the lines dy, d», ds,ds and {O} = d) Nd, Nd3 Ndy. Let d be an arbitrary line and
{A} =dnNd;; {B}=dNdy; {C}=dNds; {D}=dNd,. Choose two ordered
pairs of lines, say (d, d»); (ds, dy).

By definition [dd>; d3, ds] := [AB; CD].

If we look at this definition it seems that it depends on the line d we choose.
Therefore, we have to prove that if we choose another line d’ and {A'} =d' N
di; {B'}=d Nd; {C'Y=d Nds; {D'}=d Ndy,then [AB; CD]=[A'B’; C'D'].

Theorem 3.2.8 (Pappus’ Theorem) The cross ratio of four lines in a pencil depends
only by the angles of the pencil (Fig.3.9).

Proof We are in the case: the pencil of lines dy, d», d3, dg with {O} :=d; Nd, N
ds N dy,the arbitrary lined and {A} =d Nd,; {B} =dNdy; {C} =dNds; {D} =
d N dy; suppose the order on d being A, B, C, D and use four times sine theorem:

CA oc
sin/COA ~ sinZOAC’

CB oc
sin/COB ~ sin/OBD’

DA oD
sin/DOA ~ sin/OAD’

DB oD
sin/DOB ~ sinZOBD’

CA DA sinZ/COA sinZBOA
therefore [AB; CD] := — : — = — T — . O
CB DB sin /COB sinZBOD
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Fig. 3.10 Existence of poits
at infinity

Observe that in fact the cross ratio depends on the sine of angles.
Another approach can be

Theorem 3.2.9 If O is the origin and the lines of the pencil are dy : y = my - x,
k €{1,2,3,4}, then

ns —mj nyg — mg

[did>; dzds] =

ms —myp ’ m4—m2‘

Proof Consider d having the equation x = 1. The points A, B, C, D on d have the
coordinates (1, my), (1, m»), (1, m3), (1, my). O

The pencils of lines allow us to better understand the points at infinity of lines. As
above, consider the lines dy, d,, d3, ds having the property {O} = d; Nd, Nd3 N dy.
Let d be parallel to ds and {A} =d Nd;; {B} =dNd,; {C}=dNd;(Fig.3.10).

In this case we have to consider the point at infinity to define [d|d,; d3d4];

[didy; dzds] = [AB; Coo] = % If we consider another line, say d’, such that
d' || d and if we denote by {A'} =d'Nd,, {B'}=d Nd,, {C'} =dNds, then
[d\dy; d3, ds] == [A’B’; Coo). The lines d, d’, dy have empty intersection in E2.
This abstract point who doesn’t belong to the Euclidean plane, say oo, can be taught
as the intersection of parallel lines d, d’ with dj.

We define for all parallel lines the same abstract point co.

If, in a system of coordinates, all the parallel lines have the slope m, we may
think that this point at infinity is attached to this slope. We can even denote this point
by o0o,,. An interesting question can be asked: which geometrical structure will be
assigned to {oco,,, m € R}? It can be taught as an abstract line? Or it is more intuitive
to be taught as an abstract circle? Or it is something else? We see the answer a little
bit later.

The cross ratio can be extended to four points distinct points A, B, C, D on a
circle I'. Choose M € I" and the pencil determined by theraysd; = MA,d, = M B,
d3=MC,dy =MD.
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By definition, [AB; CD]r := [dd>; d3d,].

Pappus’ theorem shows that this definition is independent of the choice of M.
Here, it is important our observation related to the fact that the cross ratio of pencils
depends on sine of angles. Since sin o = sin(wr — «), the point M can be chosen
even between two consecutive points, that is we can have, for a given sense on our
circle, even the order A, B, M, C, D. The cross ratio is the same as for the order, say
M,A,B,C,D.

Next theorem shows that the previous cross ratio [AC; B D]r can be transferred
to the segment lines BA, BC, DA, DC determined by the four distinct points on the
circle. We keep our notation generated by the order of points, now on the circle. To
have a clear statement, for a chosen sense on our circle, let us consider the points
M, A, B, C, D in this order. Denote the angles of the pencil created by ZAMB =
o, /BMC =8,/CMD = y.

Theorem 3.2.10 [AC; BD]r = E : D—A

BC DC
Proof Consider the segment line [A D] and its intersection with M B, M C denoted
by Bj, C; respectively. The order on the segment line [AD] is then A, By, Cy, D.
If we denote by R the radius of I' we have |AB| = 2Rsina, |[BC| = 2R sin f,
|AD| =2Rsin(x + 8 + y), |CD| = 2R sin y. Taking the order into consideration,
we can write

sina_sinfw+pB+y) BA DA

AC; BD]r = [d1d5; drds] = — : - = e
[ Ir = ldids: dada] sin 8 sin y BC DC

O

Exercise 3.2.11 [AD; BC]r + [AB; DC]r = 1 if and only if the order of points
onthecircleI'is A, B, C, D.

Solution. (Hint) We use the previous theorem, i.e. we express the

BA-CD+DA-CB_BA-CD—I—DA-CB_I
BD-CA DB-CA BD-CA a

[AD; BC]r +[AB; DC]r =

iff BA-CD+ DA -CB = BD - CA, that is Ptolomy’s equality must happen. [

Theorem 3.2.12 Let I be an interior point of C(O,r). Consider the chords
AA', BB',CC’, DD’ such that {I} = AA'NBB' N CC'N DD’ and the order is
A,B,C,D, A,

B,C,D.

Then [A'C'; B'D']r = [AC; BD]r.

Proof Let us observe that the symmetric inversion T} g
C(0, R) in itself, since R*> — OI? is the power of I with respect to the circle,
and |IA|-|IA’| = |IB|-|IB'| =|IC|-|IC'| = |ID|-|ID'| = R* — OI?, that is

_pj2 Maps the circle
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T;1R27012(A) = A/7 T[S’R27012(B) = Bla T2R27012(C) = C/a T2R27012(D) = D/‘ It
results
BA BC
IB'A'| = (R* - 0I% - L, |IB'C'| = (R*-0I% - L,
[IB|-|1A| [IB|-|IC|
DA DC
ID'A’| = (R> = 01?%) - L, ID'C'| = (R* - 01%) - L.
|ID|-|IA] [ID|-|IC|

Taking into consideration the established order and the theorem which transfers the
cross ratio from circle to segment lines, we obtain [A'C’; B'D']r = [AC; BD]r. O

We obtain a similar result for a point J outside the circle using a direct inversion
T 0p—grand Ty p2_g2(A) = A', etc. [A'C’; B'D']r = [AC; BD]r

More general, an inversion Tg i leaves unchanged the cross ratio of four collinear
points or the cross ratio of four cyclic points. It doesn’t matter if the four collinear
points are mapped into cyclic points, or the cyclic points are mapped into cyclic (or
collinear) points. This result is a fundamental one.

Definition 3.2.13 A projective map of a circle C(O, R) is a one to one function
f:C(0,R) — C(O, R) such that for any four points A;, i € {1, 2, 3, 4} and their
images B; = f(A;), it happens

[A1A2; A3A4lco,r) = [B1B2; B3B4lc(o,r)-

Definition 3.2.14 The points which correspond in a projective map f, eg. A; and
f(A;), are called homologous points.

According to a previous result, let observe that the symmetric inversion T; R—0p2
I € intC(0O, R) is a projective map of the circle C(O, R).
More, Tp,_,,» can be identified with the simpler map determined by the point /
denoted
I:C(O,R)— C(O,R), I(A) =A,

where A’ # A is the other intersection between A and the circle C(O, R).

The same for the directinversion 7} ¢ 22, J € extC(O, R). Thisis a projective
map and can be identified with J : C(O, R) — C(O, R), J(A) = A’, where A’#A
is the other intersection between J A and the circle C(O, R).

If weconsider I, I, € intC (O, R)itcanbe obtained that T;;,RLOI12 oT?

L,R*~01} :
C(0, R) — C(0, R) is a projective map.

Definition 3.2.15 A projective map between two lines d; and d, is a one to one
function f : d; — d, such that for any four points A; € d;, i € {1, 2, 3, 4} and their
images B; = f(A;) € d», it happens

[A1A2; A3A4] = [B1Ba; B3Byl.



3.2 Cross Ratio and Projective Geometry 51

Since the previous definition has also sense for f : d — d, we may talk about
projective maps on d.

Theorem 3.2.16 A projective map between two lines is determined by three pairs
of homologous points.

Proof Denote the homologous points in the form A — B instead of B = f(A),
because this notation will help us later.

Then, we know the three pairs of homologous points Ay — By, Aj— By, A,— Bs.

‘We have to show that for any four arbitrary points A;, A, Ay, A; and their homol-
ogous B;, Bj, By, B; the relation [A;A;; AxA;] = [B;Bj; By B] is deduced from
[AoA1; AyA;] = [BoB1; By B;] using successively the indexes i, j, k and /.

The idea is to find somehow a procedure of replacement of the homologous points
initially given.

We also have [A1A2; A()Aj] = [BIBZ; B()Bj]al’ld [A1A2; A,’A()] = [BIBZ; BiBQ].

It results

[A1Az; AgA ] -[A1As; AjAg]l = [B1B2; BoB;l - [B1B>; B Byl,

that is
[A1Az; A;Aj] = [B1B>; B Bjl.

We succeeded to replace the pair of homologous points Ag — By.
Then, the from previous relation and [AAy; A A;]=[B1By; B; Bj] we have

[A1A2; AjAj] - [A1Ar; AjAi] = [B1By; BiB)] - [B1By; B;Bj],

i.e.
[A2Ay; AjA;] = [B2By; BjB;].

Finally, taking into consideration the previous result and [A;A; A;A;] = [B;Ba;
B; B;] it results

[A2Ar; AjA;]-[AjAy; AjA;l = [BoBy; BjB;]-[BBy; B B;],

that is
[AjAr; AjA;]l = [B;By; B;B;].

O

Consequences: The way the previous theorem was proved makes it to hold for
projective maps: we can imagine between two circles, between a line and a circle,
on the same line or on the same circle.

This theorem can be easily extended to projective pencils: they are determined by
three pairs of homologous rays. Generally speaking, a projective map is determined
by the knowledge of three pairs of homologous points.
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Fig. 3.11 Projectivity
between two lines

Fig. 3.12 Projectivity
determined by an angle on a
line

Fig. 3.13 Projectivity o)
determined by an angle
between two lines

If two projective maps f and f| has the same three pairs of homologous points,

then f = fi.

Other examples of projective maps:

1. Consider two distinct lines d;, d> and a point O in E? who doesn’t belong to
dy Ud,. A moving ray through O intersects d; in M and d; in N. Then, using
Pappus’ theorem, M — N is a projective map between d; and d, (Fig.3.11).

2. Two points moving with the same speed on two distinct lines, or on a same line,
determine a projective map (Fig.3.12).

3. Consider a point O ¢ d and a constant angle given angle with its vertex in O
rotating around O. The first side of the angle intersect d in M and the second side
in N. Again, using Pappus’ theorem, M — N is a projective map ond (Fig.3.13).

4. The example above may be extended. Consider two lines d; and d,. The given
constant angle intersects the lines such that M is on d; and N is on d,. Using
Pappus’ theorem, M — N is a projective map between d; and d».

For a projective map on d, denote the coordinate of M by x and the coordinate of
N by y, where M — N are homologous points.

Ax+ B

Theorem 3.2.17 A projective map on d determines a function h(x) = Cxtd
x

A, B, C, D being real constants such that AD — BC # 0.
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Fig. 3.14 Interior involution
of a circle

Proof (Hint) Suppose the three given homologous points are 0 — yy, 1 — yy,
X3 — ¥2. The condition [xx;; 01] = [yy»; yoy1] becomes

x x—=1 _y=y y=—n

X2 ;=1 ym—yo y2—y

After computations it results the desired formula. After another computation the
coefficients verify AD — BC # 0. (I

) Ax + B
Theorem 3.2.18 The function h(x) = ——,
Cx+d

that AD — BC # 0 describes a projective map on d.

A, B, C, D being constants such

. Axy+ B

Proof (Hint) Replace y, = h(x;) by oD in [y;y2; y3y4] and use
Xk

AD — BC # 0 tosimplify. A straightforward computation shows that [x; x,; x3x4] =

[y1y2; y3yal.
O

Definition 3.2.19 A projective map on d which interchanges a pair of homologous
points is called geometric involution, or simple, involution.

Theorem 3.2.20 All pairs of homologous points interchange in an involution.

Proof Consider A— B, B— A, M — N and N — X. We wish to prove that
X =M. Since [AB; MN]=[BA; NX] it results [AB; MN] =[AB; XN] i..
X=M. O

The same considerations hold for involutions of a circle. They have a pair of
homologous points which can be interchanged. In fact all pairs of homologous points
can be interchanged. Therefore M — N implies N — M, too (Fig.3.14).

We saw above two examples of involutions of a circle: 7} p,_ ;. s an interior
involution, i.e. it is described by the point I € intC(O, R). T; ¢ j2_ge is an exterior
involution, i.e. it is described by the point J € extC(O, R).
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Consider a projective map between two lines, f : di — d,. Denote {O} :=d; N
d, and suppose that f(O) = O. Such a point is called a self-homologous point. A
projective map between two lines as above with a self-homologous point is called a
perspective map.

Theorem 3.2.21 For a perspective map between d; and d», the lines which connect
homologous points have a common point.

Proof The perspective map is determined by O — O, A; — A, B — B».
Denote {/} = AjA, N By B; and consider the pencil of lines /0, IA, IB|,IM
where A, B;, M €d;. Suppose that f(M)= N, N e€d, and denote by
{N'} = IM N d,. The perspective map f implies [OA|; BiM] =[O A;; B,N], and
Pappus’ theorem implies [OA; BiM] =[O A,; B;N']. Therefore N = N’ and the
arbitrary line M N which connects homologous points contains /. d

Consider a set of arbitrary indexes denoted by I, Oy, O, € E 2. Also consider both
the lines passing through O, denoted by «;, i € I and the lines passing through O,
denoted by B;, i € L. Letdenote by O;(«), O,(B) the two pencils of lines. The next
definition makes sense even if O; = O,.

Definition 3.2.22 Two pencils of lines are projective if there exists an one to one map
f 1 O1(a) = O,(B) such that for any four rays of the first pencil, say oy, oz, o3, 0tg

and their images 1, B2, B3, Bs, we have [ajaz; azo4] = [B1B2; B384]. 1 and By are
called homologous rays.

Example 3.2.23 Consider a line d and a projective map f : d — d. Choose four
arbitrary points A, A», A3, A4 ond and their images via f, By, By, B3, B4. We have
[A1Ay; A3A4] = [B1 By; B3B,]. Therefore [OA1OA,; OA30A4] = [OB10Bs;
O B30 By]. It results that O(O A) and O(Of(A)) are projective pencils of lines.

Example 3.2.24 Consider a line d and a projective map f : d — d. Choose four
arbitrary points A, Ay, A3, A4 on d and their images via f, B, B>, B3, Bs. We
have [A1A2; A3A4] = [Ble; B3B4]. Therefore [01A101A2; 01A301A4]=[02B1
0, By; 0yB30,By]. Itresults that O;(01A) and O,(0, f (A)) are projective pencils
of lines.

Example 3.2.25 Consider the lines d, d’ and a projective map f : d — d’. Choose
four arbitrary points A, A, A3, A4ond and theirimages via f, B, By, B3, Byond'.
We have [A|Ay; A3A4ly = [B1Bo; B3Byly. Therefore [O1A101A>; O1A301A4] =
[02B,0,B;; O3 B30, B4]. It results that O, (0, A) and O,(0, f (A)) are projective
pencils of lines.

We left to the reader to prove: “A projective map between two pencils of lines in
determined by three pairs of homologous rays.”

Theorem 3.2.26 (Steiner) Consider two projective pencils of lines. Their homolo-
gous rays intersect on a conic.
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Proof To simplify the proof consider a projective map f on the line of equation

y=1

Ax+ B
0:(0,0), 0,(1,0). If M(x, 1 dN
1(0,0), 0,(1,0) (x, 1) an <Cx+D

, 1) are the homologous points, the

1
equations of the lines O; M and O,N are Y = —X and Y = (X -1).
by

Ax + B ]

Cx+D
It is not necessary to compute the coordinates of the intersection O; M N O, N. We

X
can substitute x from the first equation, i.e. x = 7 and replace in the second. It
results 1
Y=—5—"—"-"(X-1),

therefore, the coordinates of the intersection point lie on the conic of equation
—CX*>+(A—C—-D)XY+ (B—D)Y>*+CX + DY =0.
The reader has to observe that Steiner’s conic contains O; and O,. [l

Problem 3.2.27 Consider M and N on the hypotenuse BC of an isosceles rectangle
triangle ABC such that MN? = BM? + CN?. Prove that /M AN = %

Solution. Consider a system of coordinates such that A(0, a), B(—a, 0), C(a, 0),
M(x,0), N(y, 0). MN? = BM? + CN? can be written in the form

(x+a)?+(a—y)?*=@-x?

x+at I
. This is a projective map on BC.
a

) a
thatis y =

Since x = —a implies y = 0, it results B — O. x = 0 implies y = a, therefore
O — C.Forx = aitresults y = 0o, i.e. C — 00.
So, this projective map on BC is determinedby B — O, O — C, C — oo.

T
If we consider arotating angle ZM AN = 1 we observe three important positions
M=BN=0; M=0O,N=C; M=C,N =00

such that ZBAO = ZOAC = ZCOo0 = % Therefore the rotating angle leads
to a projective map on BC determined by B - O, O — C, C — oo. The two

b4
projective map are coincident, therefore always /M AN = 1 O
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Fig. 3.15 Karya’s Point Do

Problem 3.2.28 (Karya’s point) Let / be the incenter of the triangle AABC and
D', E’, F’ be the symmetric of I with respect the sides BC, CA, AB.
Then, AD'NBE'NCE’ # .

Solution. (D. Barbilian) Denote by D, E, F the contacts of the incircle with the
sides BC, CA, AB respectively. Denote also by D, D, the intersection points of
I D with AC and A B, respectively. The same, {E|} = I[E N BC;{E;} = I E N BA.
Consider first two moving points M € I D, N € I E who start to move with the same
speed from [ in the direction of D, respectively E (Fig.3.15).

We know that M — N is a projective map between the lines /D and /E. It
results a projective map between the pencils A(AM) and B(BN). The intersection
point between AM and BN lies on a conic. A conic is determined by the knowl-
edge of five distinct points of it. The initial moment M = N = [ implies that /
belongs to the conic. When M = D it results N = E, therefore Gergonne’s point
of the triangle ABC, G, belongs to the conic. Now consider M, N moving from
I to Dy, E| respectively. Since the triangles / ED; and I E D are congruent, when
M = Dy itresults N = E|, therefore AM N BN = {C}. According to Steiner’s the-
orem the conic contains A and B. But it is easy to observe for this projective map
why. When M = D,, AD, N BN = {B}, and when N = E,, AM N BE, = {A}.
Therefore Steiner conic for the projective pencils A(AM), B(BN) is determined by
A, B, C, I, G,. The same for the Steiner conics determined by the projective pencils
A(AM), C(CP) and B(BN), C(CP). Therefore the three Steiner conics are coin-
cident,i.e. AM N BN NCP # @ when |IM| = |IN| = |I P|. In the particular case
of the statement, a particular point belongs to Steiner’s conic. We are talking about
Karya’s point. If we choose the points at infinity of AM, BN, C P we can see that the
orthocenter H belongs to the Steiner conic. As you can see, this projective solution
allows us to highlight many other points of intersection among AM, BN and C P
described by the condition |IM| = |IN| = |I P|. O
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There is a special case when Steiner’s conic is a line only.

Definition 3.2.29 Two projective pencils of lines, O;(«) and 0,(8), O # O,, are
called perspective pencils if the ray O, O; is self-homologous, i.e. O; 0, — 0; 0.

Theorem 3.2.30 If O;(x) and O(B8), O # O, are perspective pencils, then the
homologous rays intersection lies on a line.

Proof Denote p = 0;0;. The perspective map is determined by p — p, o} —
Bi1, o = Br.Denote {T1} = a1 N By, ,{Th} = NP, Ifa — B,and {T} =a N
T\ T, we observe that « — O, T belongs to the previous projective map. Therefore,
0,T = B,and o N B always belongs to T} 7,. This line is called the perspective axis
of the perspective pencils of lines O;(«) and O,(8). U

Letus answer to the question: which is the geometrical structure of {co,,, m € R}?

First, itis easy to see that for a given lined C E? it exists two perspective pencils of
lines, O () and O,(B), such that d is the perspective axis of the previous perspective
pencils. If we have two perspective pencils there is one case in which the perspective
axis doesn’t exist: when the homologous rays of the perspective pencils are parallel.
Exactly as in the case of the abstract infinity point of a line added to preserve a
geometric rule, we do the same thing. In the case of parallel perspective pencils the
perspective axis is an abstract line, called the line at infinity of E*. Therefore we may
denote do, := {00,,, m € R}.

Perspective pencils allow us to construct a special line assigned to any projective
map f on acircle: the axis of f. This line plays a crucial role in the construction of
Poincaré disk model.

Consider for a projective map f on a circle I' the homologous points
M, M', M — M’ which describe the projective map f. If we choose two particu-
lar pairs of homologous points, say A — A’, B — B’, the point {P} = AB'N A’B
allows us to create a function g : I’ — I', g(N) = N’, {N'} := NP NT.Itis obvi-
ous to observe that g is an involution of T".

Theorem 3.2.31 (i) The map f ogp : I' — T is an involution of T.
(ii) The locus of points I € E? such that f o g1, is an involution of T is a line.

Proof (i) f and gp are projective maps on I', then f o gp is a projective map
on I'. It remains to prove that f o gp has a pair of homologous points which
interchanges. We show that f o gp(A’) = B’ and f o gp(B’) = A’. Let’s com-
pute fogp(A’) = f(gp(A)) = f(B) = B’. In the same way f o gp(B’) =
f(gp(B)) = f(A) = A’, therefore f o gp is an involution of T".

(i) Consider A — A’ a given pair of homologous point of f and M — M’ the
general pair of homologous points of f. Therefore A — A’ is a particular pair
obtained from the general pair by replacing M by A. The pencils A(AM’) and
A’(A’ M) are perspective, the self-homologous ray being AA’. The homologous
rays intersection, i.e. {I;} = AM "N A’ M, lies on the perspective axis, therefore
the locus is a line. (]
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This line is called the axis of the projective map f. The previous theorem shows
that this line is {I; |[{I;} = AM' N MA’, M € I'}. A direct consequence appears.

Theorem 3.2.32 (i) IfA — A’, B — B’, C — C'are homologous points of f on
T, then the points {U} = AB'NBA’, {V} = AC'NCA’, (W} =BC'NCB’
are collinear.

(ii) All projective maps of a circle can be written as a product of involutions (in a
non unique way).
(iii) Two interior involutions of T', I, J determine in an unique way the projective
map of U, f =1 o J such that the axis of f is 1 J.

(iv) Denote {s, S} =1J NT such that the order is s,1,J,S. Then f(s)=s,
f(S)=Sand[lJ; Ss] > 1.

v) If Mel, JIM)=M', M eTl', I(M')=N, N €T, for an arbitrary
X € 1J there is an unique Y € 1J such that XN " MY €T.

(vi) X — Y isaprojective map on the line 1J. (This map is called the axial decom-
position of f).

(vii) [SsIJ]=[SsXY].

Proof (i) U, V, W are three particular points of {I |{I;} = AM' N MA', M € T}.

(ii) If we choose the point, say {U} = AB’ N BA’, then f o U = L where {L} is
the intersection between the axis of f and A’B’. Therefore f = Lo I.

(iii) (iv) and (v) are obvious.

(vi) Consider the projective map on / J determined by particular positions of X and
Y,s > s, §— S, I - J.Ifremains to prove [sSIX] = [sSJY]. Consider
the pencils M(Ms, MS, MJ, MY)and N(Ns, NS, NI, N X). Since the angles
involved are equal it results

[MsMS; MIMY] =[NsNS; NINX],

ie. [sSIX]=[sSJY].
(vii) From [sSIX] = [sSJY]itresults [SsIX] = [SsJY]. If you write the last one

equality it results
IS XS JS YS§

This one can be thought as
IS IS _ XS ¥S
Is " ss  Xs Ys’
which means [SsIJ] = [SsXY], or equivalently [sSIJ] = [sSXY]. O

Before continuing, let us conclude in the following way.

For I and J belonging to the interior of our circle, we construct the projec-
tivity of the circle f := I o J determined by the product of the given interior
involutions. Suppose M — N in this projectivity. For each X € I/, we construct
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Y € 1J asin the previous theorem. The projectivity X — Y on /J is determined
by f. Itis called the axial decomposition of the projectivity f (of the circle) on
the line /J. This was the most important step towards the construction of a
non-Euclidean distance in the interior of the circle.

The next steps are the Theorems 3.3.1, 3.3.2 and 3.3.3 in the next section.

Let us observe: Consider S, S’ € I" such that the chord SS’ is not a diameter;
Then, the tangents at S, S" meet at the center of an orthogonal circle to T'.

If A eintl"and S € T', we know that the orthogonal circle to I' passing through
A and S is constructed in the following way: the tangent at S meet the perpendicular
bisector of the segment AS at the center of the orthogonal circle.

If A, B € intT the orthogonal circle to I" passing through A and B is constructed
in the following way: we construct A’, the inverse of A in the direct inversion Ty g2,
where O, R are the center, respectively the radius of I". The perpendicular bisectors
of the triangle ABA’ meet at the center of the orthogonal circle we are looking for.
Observe that B, the inverse of B in the same inversion belongs to this circle.

Another more important observation is:

Proposition 3.2.33 IfA, B,C, D € " suchthat {L} = ABNCD, L € intl, then
the orthogonal circles determined by the chords AB, CD denoted by yap, Ycp
respectively, meet in X, X' such that O, X, L, X' are collinear.

Proof O and L have equal powers with respect yag, Ycp-

The powers are R? for O, u := |LA| - |LB| = |LC| - |LD| for L respectively, there-
fore they belong to the radical axis of the two circles. But the radical axis passes
through the points of intersection of the two orthogonal circles, i.e. O, X, L, X’ are
collinear. Extra, |0 X| - |OX'| = R?, thatis X and X' are inverse in T _ge. ([

3.3 Poincaré Disk Model

We underline some results proved above, results which are necessary to introduce
the Poincaré disk model. If 1, J € int", f := I o J is a projective map on I such
that 7J is its axis.

If X — Y are the homologous points in the axial decomposition of f on
a:=1J,and {s, S} = a N I" such that the orderis s, I, J, S; s, X, Y, S respectively,
then [/JSs] = [XYSs] = k > 1. Therefore [Ss1J] = k is an invariant of the axial
decomposition of f. In fact k depends on [ and J, that is k = k;, is an invariant
attached to the involutions / and J on the axis of the projective map f = 1o J.

If we consider the orthogonal circle to I" through s and S, denoted g, on the arc
g := gss from the intT" we can consider two special points I’, J', {I'} := OI N
858> {J,} = 0J N g;ss.

A very important result will be proved:

[17Ss]=[I']'Ss];.
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Fig. 3.16 [IJSs] =
[1'7'Ss]%

Let us describe again the context. Consider the circle I' centered in O and intT"
the disk enclosed by I'. Let 7 and J be inintI" and denote by s and S the intersections
of the line /J with I'. Suppose the order is s, I, J, S. Denote by g the orthogonal
arc to I" passing through s and S, and let I’ and J’ be the intersections of g with O 1
and O J, respectively (Fig.3.16).

We have to consider the direct inversion of pole S and power u = (s5)?.

The point s is fixed by this transformation. The circle I', which passes through
the pole of inversion, is transformed into the line i (I") which passes through s. The
arc g is transformed into the line i (g), and i (g) Li(I"). Letd; := Ol and d, := OJ.
The line d;, which doesn’t pass through the pole of inversion, is transformed into
the circle ¢; passing through S. Furthermore, ¢; contains the images of I’ and I,
denoted by G and Jj, respectively. In fact, since d; L I', then ¢; and i(I") must
also be orthogonal, which means that ¢; has the line i (I") as a diameter. A similar
reasoning can be done for the line d,.

We introduce the following notations: {G, G|} = c¢; Ni(g), and {G2, G5} =
cNi(g).

Finally, we remark that S is mapped by this inversion into co.

Then we have the following:

s J2]

[1JSs] = [JyJr005] = ,

s J1l
’yr |SG2|
I'J'Ss], = [G1Gro0S] = .
[ 5]y = [G1G2008] 5G|

The power of the point s with respect to c; yields:
|Ss| - Is/il = sG] - [sGY| = |sGi .

Similarly, the power of s with respect to ¢, yields:
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ISs1 - Isal = [sGal - [sG4| = |sGal*.

s/l <|s61|)2
Ishl ~ \IsGal)

This result actually means we proved the following

Therefore, we have

Theorem 3.3.1 [IJSs] = [1’J’Ss]§.

It results that the points I, J € a generate I’, J' € g;5 such that the invariant
k;; = [1J Ss] generates the invariant K, = [I/J/Ss]é and [IJ Ss] = [I/J/Ss]é.

Therefore we move points and invariants from the axis of a projective map of a
circle I' to an orthogonal arc g to I.

On the initial configuration, we apply a symmetric inversion of pole J’ and power
', where u' is the power of J’ with respect to the circle I.

Consequently, the circle T" is mapped into I" itself by this transformation.

The arc g becomes the line i (g), which is a diameter in T.

The point I’ is transformed into F|, which lies on i(g), such that |J'I’|-
I[J'Fil = .

The pole J’ is mapped into co.

The point P € ' is transformed into P’ € I', such that |J'P|-|J'P'|=pu’
and P’ is the second intersection of I" with the line J'P.

Denote i(s) and i(S) the images of s and S through the previously described
inversion. We have

li(S)F{| _ maxper |P'F|
|l(S)F1/| minp/€r|P/F1/|.

[1'J'Ss)y = [Fooi (8)i(s)] =

Furthermore,
|PI'| o |PI

PF =y - — . )
| =n |J'P|-|1'J| [’Jy |PJ|

This shows us that | P’ Fy| reaches its maximum and minimum in the same time as

I'|
the ratio Fig.3.17).
P (Fig )
Therefore, we have proved
Theorem 3.3.2 "
maxper 1577
17’85y = ———02 L.
minper P77

Let see how these algebraic invariants generate distances in the interior of I'. Denote

1
d,(1,J) := Eln[IJSs],
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Fig. 3.17 Poincaré Modified
Distance

d,(I',J') == In[I'J'S5s],,

7 maxper 7
d([ ,J) :=ln+w.
minper 77

The previous proved facts allow us to assert
Theorem 3.3.3 d,(I,J) =d,(I',J)=d’, J).
Consider two arbitrary sets K and U.

Definition 3.3.4 The function f : K x U — R is called an influence of the set K
f(P,A)
f(P,B)

over U ifforany A, B € U theratio g4p(P) = has a maximum M43 € R
when P € K.

Note that g45 : K — R7. If we assume the existence of max g45(P), when P € K,

then there also exists m g = minpeg gap(P) =

Considerd : U x U — R, given by

Mgy

maxpeg g4p(P)

d(A,B) = In 22 .
minpex gap(P)

It is easy to prove that the previous formula leads to a semi-distance, i.e.:

(1)if A = Bthend(A, B) = 0; (2)d is symmetric; (3) d satisfies triangle inequal-
ity.

(1) and (2) are obvious. For (3) let A, B, C distinct points in J and the pair of
points Sy, s € K, S1,s1 € K, S3, 52 € K such that

S0 A _ [0 A
max ¢4 (p)_m, min gap (P)—m
. f(S1,A) . _ M
I;lf?gAC(P)_m’ glel}(lgAC(P)_f(sl,C)’
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(B _ [ B)
IE‘?,?gBC(P)_m’ glel}(lgBC(P)_f(SQ,C)'

If So, S, are replaced by S| and s, s, are replaced by s; we obtain

d(A.B)+d (B, C)zanf(So,A) _ f(so,A)> . (f(Sz,B) _ f(Sz,B))] .

f(So.B) " f (50, B) [(852.0) " f(s2.0)

-1 <f(S17A) Cf (1, 4)

: =d(A,0).
-\ O) f(sl,C)> @0

In particular for f(P, A) =|PA|, K =T isacircle and U := intT its interior,
we obtain that our last formula among the previous three is a semi-distance on intT.

P, A
Butthereisnopair (A, B) € U x U, A # B, suchthattheratio gap(P) = %
is constant for all P € K (in the case when K = I'isacircleand U := intI"), tlfat is
ifd(A, B) = Oitresults A = B, i.e. all three equal formulas d, (I, J) = d,(I', J') =
d(I', J') are distances.
Definition 3.3.5 oy
maXper ﬁ

: |PI'| -~
minper P77

d(I’,J) =In

is called a Poincaré distance between the points 1’ and J'of the disk.

We prefer to consider this general form of the distance d, because if we change K
and U, we can obtain available distances on U which come only from the existence
of the asked maximum. The reader will see this in the cases of the “semi-plane” and
“exterior of the disk” models for non-euclidean Geometry.

All these beautiful geometric facts were possible because of the axial projective
map derived from a projective map of a circle.

Problem 3.3.6 Show that for three points A, B, C in this order on the orthogonal
arc gtothecircleI', A, B, C € int', we have d(A, C) =d(A, B) +d(B, C).

Solution. Suppose the orderis s, A, B, C, S where s, S are the “ends” of the arc g
. . |PA|l |PA| |PB] . .
belonging to the center. In fact, the ratios , , have their maximum
PC| PB| PC|
when P = § and the minimum when P = s. And now just add. (]

When the orthogonal arc is a diameter and s(—1), 1(0), J(x), S(1), x > 0, then

1
d(I,J):ln1+x.

We can observe that when J — S, i.e.x — 1thend (I, J) — oc. The disk becomes
unbounded with respect this distance.
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What kind of Geometry do we have inside the disk? Next, we prove that it is
a non-Euclidean one. A point I € intI" is called an n-point in our Geometry. The
points of the circle I' are called co-points.

An orthogonal arc of circle to I' is called an n-line. Such an n-line is uniquely
determined by two n-points, by two co-points, or by an co-point and an n-point. Two
n-lines intersect at most at an n-point. Three n-points are called n-collinear if they
belong to an n-line.

It is easy to show that there exist non-intersecting n-lines. If two chords Ss and
S’s” do not intersect in the interior of the disk, then the orthogonal to I' arcs of
circles having the same endpoints are n-lines with empty intersection, that is non-
intersecting n-lines. Through an n-point which doesn’t belong to a given n-line we
can construct at least two non-intersecting n-lines with respect to the given n-line.

In fact, if the given n-line is the orthogonal arc y;s and I ¢ y,5, among the infinitely
many non-intersecting n-lines there exist two special ones, y;;, Ys; which are called
n-parallels to y;s.

The angle between two n-lines is, by definition, the Euclidean angle between the
tangents to the arcs at the common point.

An n-triangle is determined by three non-n-collinear points. The sides of an n-
triangle are n-lines.

What about the sum of the angles in an n-triangle?

According to the theory described in the previous chapter, it is enough to study
what happens in the case of one given triangle. We can choose a triangle with one
vertex at the center O of I and two other n-points, A and B. Consider the Euclidean
triangle AO B. The sum of the angles of the Euclidean triangle is . The angle at
0, i.e. AOB is common to both triangles, but each other n-angle is less than the
corresponding Euclidean angle. Therefore, the sum of the angles of the n-triangle is
less than 7.

More about this model of Non-Euclidean Geometry and some other models con-
nected to this one can be understood only after we study Differential Geometry.



Chapter 4 ®
Surfaces in 3D-Spaces ez

Ab initio res.

This chapter is devoted to the Differential Geometry of a surface in a 3-space. We need
to know basic calculus. All functions which appear from now are smooth, i.e. they are
indefinitely differentiable functions in one or several variables at each point of their
domain of definition. First, we see surfaces in an Euclidean 3-dimensional space and
we understand how the Euclidean inner product induces, via the first fundamental
form, a way to measure lengths and angles for vectors belonging to tangent planes
to the surface. We can also measure lengths of curves who belong to surfaces, areas
of regions and the Gaussian curvature of a surface at each point. If at beginning,
the curvature seems to be dependent on the embedding in the ambient Euclidean
space, after we prove Gauss’ formulas, we step into the intrinsic theory of surfaces
where Gauss’ equations and the Theorema Egregium offer another perspective the
surfaces can be seen as pieces of a plane endowed with a metric, and this metric
only determines the curvature. In Minkowski 3-spaces we have the same picture, the
Minkowski product determines a non-Euclidean metric of a surface which allows us
to conclude about the intrinsic Geometry of it. Therefore, in both cases the surface
becomes irrelevant for our study. In fact we study the Geometry of a metric and we
obtain relevant geometric aspects about the piece of plane endowed with that metric.
This point of view will be continued in the next chapter when we better understand the
nature of geometric objects which appear in Differential Geometry. Both chapters
regarding Differential Geometry were adapted using ideas from [27-30].

4.1 Geometry of Surfaces in a 3D-Euclidean Space

Before developing our considerations, it is worth stressing that a standard notation
in Differential Geometry is the Einstein summation convention, or simply Einstein

n
notation, a;b' := Y a;b'.
i=1
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n
It can be taught for double or triple sums, that is a;;x'y’ = > a;jx'y/ or
ij=1
a,-jkx’y/z" = > ajpx'y’ z¥. One can adopt this convention for multiple sums,
i, j k=1
the sums being thought before the indexes up and down or down and up denoted by

the same letter.
n

If below one reads something like I/ ;4> this means >r i

The index s from the previous formula is called a durh;ny index because we can
replace the letter s by r and the meaning of the formula I',;I';; is the same, i.e.

n .
21 T
r=
The number # is related to the dimension of the set endowed with a coordinate
system, set in which we develop Differential Geometry concepts. In the case of
surfaces, n = 2.

The Euclidean three dimensional space, denoted by E3, can be thought as the
vector space R® over the field R endowed with the Euclidean inner product

{a, b) == apby + a1b) + axby,

where a = (ao, a1, a2), b = (bo, b1, b2).
If we consider a frame generated by the vectors ?: (1,0,0), j=(0,1,0) and

;: (0, 0, 1), the components of a vector a with respect to this basis become coor-
dinates in the new frame, that is, we can assign them to a point A. We can write
A(ay, a1, ay) and this point can be seen as the endpoint of the vector a whose origin
is in the point (0, 0, 0).

Euclidean perpendicular vectors correspond to null inner product, i.e. a and b
are perpendicular (or orthogonal) if (a, b) = 0. With respect to the Euclidean inner
product the previous basis is an orthogonal one.

The length of the vector a is, by definition, ||a|| := /{a, a) = \/a} + a? + a3.
The Cauchy—Schwartz inequality for the triples (ay, a;, a2), (bo, b1, by) is

(apho + arby + azby)* < (ai + a? + a3) (b} + b} + b3),

that is, for vectors the inequality can be written in terms of inner product and norm
in the form (a, b)> < ||al||? - ||b||*>. The equality happens when the triples are pro-
portional: this fact corresponds to collinear vectors.

If the two vectors a and b are not collinear, they determine a plane.

In this plane it makes sense to define the angle « between the nonzero vec-
tors a and b by the formula

{a,b)
~ lall- 1111
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The length of a vector a becomes the distance between the origin O (0, 0, 0) at
the point A(ay, ai, a). The Euclidean distance between two points A(ay, ai, az),
B(by, by, by) is given by the formula

d(A, B) = |la — b|| = /(a — b.a — b) = v/(ap — bo)* + (a1 — b1)? + (a2 — b2)?.

We can denote the Euclidean distance ||O A|| by our previous notation |O A|. We
prefer this last notation and we keep in our mind that ||[AB|| = |AB|.
The crossproduct of two vectors is the vector given by the formula

a x b = (a1by — axby, —apby + axby, apby — a1 by).

It is easier to remember it from the formal developing of the following determinant,
i Jk
apg ap dz |-
bo by by

Since (@ x b,a) =0 and (a x b, b) = 0 the vector a x b is orthogonal to the
plane determined by the vectors a and b.

Problem 4.1.1 ||a x b|| = ||al| - ||]] - sin«

Solution. (Hint)
lla x b|* = (a1by — azb1)? + (aghy — azbo)* + (aghy — a1bp)? =

(@§ +a} +a3) (b + b} +b3) — (apbo + arby + axbr)? = llall* - |b]1* - (1 — cos® &) =

=1lal|? - |p||? - sin” &

From the square of the Generalized Pythagoras Theorem relation
(a.b)* = llal? - ||| cos’ &
and the previous square of the cross product formula, adding it results
(a,b)* +lla x bII* = llall® - [IbI*.

This formula will be used below to obtain Kepler’s first law.

Definition 4.1.2 A surface in the Euclidean three dimensional space E* is a smooth
mapping of an open set U C R? into E3 with an extra property: at each point f (x)
of the surface, there exists a tangent plane.
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Let us explain this definition.

f:U— R3 is written as fx) = (f1 x), f2 x), f3 (x)), where
x = (x', x?). We consider the vectors

of af ot af?
@(X) = (@(x),@(x)aﬁ(xo,

of aft afr . af?
m(x) = <m(x),ﬁ(x),@(x)>.

If the matrix

0
X = (x],xz) € U C R?, has rank 2, then B_f (x),i € {1, 2} are linear indepen-
xl
dent vectors and the tangent plane at f (x) exists and it has the equation

X—flY—-fAx)Z-fx)
2

af! 0 af?

5£T(x> 5£T<x> 5£;<x) _o.
of! af? of>

™ e ga

The tangent plane is denoted by Ty f; the linear independent vectors

d 0
{8_){1 (x), 8_){2 (x)} determine a basis for the tangent plane Ty, f.

Any vector X (x) which belongs to Ty f can be written in the form
0 0
X () = X' ) )+ X7 @) 2 (0
dx! 9x2

where the coefficient X!, X? : U —> R are smooth maps. The line which is perpen-

dicular to the tangent plane at the point f(x) is called a normal line to the surface
and has the equation

X—floo Y- Z-f®
9 2 9 3 - 9 3 9 1 - 9 1 9 2
5f;(x>—57(x> Ty | |2 2
X 0x 0x 0x 0x 0x
of  of of*  af! of o’

W(x) m(x) ﬁ(x) ﬁ(x) W(X) W(x)
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The reader understands that the equation of this line is generated by the vector

0 a
a_fl X 3_fz This vector generates the normal unitary vector N (x),
X x
of of
(X)X — (%)
Definition 4.1.3 N (x) := %)}1 %’}2 is called the Gauss map of the surface
PGk

f at the point f(x).

Definition 4.1.4 The frame {—f( ), f 5 (), N (x)} is called a Gauss frame

attached to the surface f at f (x).

At each point of a surface this frame is a vector basis in E3.

The partial derivatives of the vectors of this frame can be written with respect to
the Gauss frame using some coefficients. In some sense, the Differential Geometry
deals with the geometric meaning of these coefficients.

af

a
One more comment about the tangent vectors { E)_f' (x), Pyl (x) } Denoted by
X x

T, U,itis the 2-dimensional vector space having the originat x € U. Since the surface
fisthemap f : U — R3,ithas sense to consider the linearmap df, : T, U — R3,

of! af!
f()f()

o op
dfs = f()i()

8% 83
f()f(X)

Ife; := (1, 0), e; = (0, 1) are the vector of the basis in 7, U, then it is easy to see
that

a
dfc(e)) = oyl (x) dfi(e)) = %(x) Let us observe that, according to the mean-

ing of the objects involved, we can write dfe; instead of df; (e;).
Therefore a vector X (x) = X'(x)e; + X?(x)e, € T, U is mapped into the vector

dfe(X) = df.[X'(x)er + X*(x)er] = X! *) 25 f - () + X7 (x) —f (x) € Ty f-

‘We can now define the first fundamental form of a surface. Letthe map f : U —>
R3 be our surface and let df, : T, U € R?> —> R? be the map previously described.
Remember that we denote by (-, -) : R? x R? — R the Euclidean inner product in
E? described by the formula

(a, b) = apby + a1b; + azbs,

where a = (ag, a1, az), b = (bo, by, b2).
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Definition 4.1.5 The map I, (-, -) : T,R?> x T,R?> — R, defined by I, (X, Y) :=
(df: X, df.Y),1s called the first fundamental form of the surface f at the point f(x).

The matrix of this bilinear map with respect to the basis {e;, e»} in T, U has the
coefficients (g,j (x))[ =12
aof af
g11 (¥) = Iy (e1, e1) = (dfxer, dfxer) = =7 (¥), =7 (¥)
0x 0x
912 (%) = Iy (e1, e2) = Ix (e2, 1) = g21 (x) = (dfxe1, dfxez) = < fl ), f2 (x)>

a
922 (x) = Iy (e2, €2) = (dfxez. dfxes) = <3f2 ), U (X)>

The way these coefficients are described by the Euclidean inner product of E3
encapsulates the way in which the ambient space endows with its Geometry each
tangent plane of the surface.

Therefore, if X(x) = X'(x)e; + X*(x)es, Y(x) =Y (x)e; + Y2 (x)es € T,U
then

I (X, Y) = {df: X, dfY)
leadsto I, (X,Y) =

= g1 @X' @Y W) + 920X Y2 @) + 921 X2 @)Y ) + 920 (0) X2 (0 Y (x).

The Einstein summation convention highlights a simplified formula
L (X, Y) := (dfe X, dfY) = g;; () X' ()Y (x).
A direct consequence of the definition is
I (X, X) = (df X, df: X) 2 0
Proposition 4.1.6 The coefficients of the first fundamental form satisfy
det(gij(x)) = gr(x)g2n(x) — gin(x)ga1(x) > 0

and

H (X) ‘ det (gij(x)).

Proof Cauchy-Bunyakowsky—Schwartz inequality implies for the non-collinear

0
vectors Py (x) and 5 (%) that
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detg;j(x) =

af of of of of af af af
<ﬁ (x), Al (x)><ﬁ (x), Py (x)> - <@ (x), Pyl (X)><@ (x), Py (x)>

2 2 af Bf 2

The second equality is provided by the previous formula written as ||a x b||* =

) )
llal|® - |1b]]% - (1 — cos? &) fora = a_fl (x)and b = 3_1{2 (x). O

af

_ || 2f af
- Ha o2 )

7 (x)

If we considgr a change of coordinates ¢ : U —> U, then our surface in the new
coordinatesis f = fo¢ : U —> R3.

Theorem 4.1.7 The first fundamental form is preserved by a change of coordinates.

Proof f €U, x=¢ (%), X,Y € T,U and X =dg;:X,Y =dg;Y € T,U we
have

I: (X.Y) ={dfiX.df:Y)={d (fo@)s X, d (f o) V) =

= (df, (de:X).df (de:Y)) = (df, (X).df, (V)= L, (X.Y).
O

Definition 4.1.8 An isometry of the Euclidean 3-dimensional space E> is a map
B : R> — R? which preserves distances.

Our surface f : U — R? is transformed by an isometry into another surface
f=Bo f:U —> R3 A vector is transformed by an isometry into another vector
with the same length. Two vectors with the same application point M, are trans-
formed into two vectors having as application point B(My). The transformed vectors
have their lengths preserved. It is easy to observe that their initial angle between
them is also preserved. Taking into consideration these observations, the initial first
fundamental form is preserved by isometries of the Euclidean space.

Definition 4.1.9 A smooth function a: I C R — R3,  a(?) = (a,(t), ax (),
as(t)) is called a curve of the Euclidean 3-dimensional space E 3,
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If x = x(1) = (x'(1), x*(t)) in U, we obtain f (x(1)) = (f' (x(1)), f2 (x(1)),
Ve (t))), that is an one parameter function with the image contained in the image
of our surface. It makes sense to define for x : I C R — U C R?, the map ¢ :=
fox:ICR— R

The map c is called a curve on the surface f :U —> R3.

Two properties of a curve on a surface are stated by the following theorem. The
tangent vector ¢(¢) belongs to the tangent plane to the surface T, f and, the length
of this tangent vector depends on the coefficients g;; of the first fundamental form.

Theorem 4.1.10 If ¢ is a curve in the surface f : U —> R then

(@) e@)y=x'@) 88—)]:1 (x () + %2 (1) aa_){z (x @) € Traayf, Vtel.

@) eI =g () (3 1) + 2912 (¢ (1)) - 71 (0) - 52 (1) + 922 (x (1))
(2 @)’.
Proof Chain rule implies

d 0
(i) ¢@)= 7 SN = 3—){1()60)) ENORS

(ii) Since

d
a_;;(x(t)) X2 () € Traay f.
e @I = (@), ¢@) =

af . af . af . af .
= <@<x(z>) i) + F 3 (x®) X, Z 7 (x®) i)+ 73 (x®) - i (r)>

it results the statement. ]
Formula (ii) highlights a quadratic form denoted by ds? which acts after the rule
ds*(v,v) = gi1 - (v') + 2912 - v'0? + g - (Uz)z,
if the vector v is v = (v', v?).
Taking into account that dx’ (v) = v', the previous formula of the quadratic form

can be written as

ds* =gy - (dxl)2 + g2 - dx'dx? + goy - dx*dx" + g - (dxz)2

or, using the Einstein notation,
ds* = gij (x)dx'dx’.

This quadratic form induced by the first fundamental form is called a metric for the
surface f.
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Exercise 4.1.11 If x = (x', x?), prove the following equality:

af  af!

1 2 3 — ) 7 &)
0y 2oy 2y (100 | 857 9
0x 0x 0x 1 f f =
1 2 3 010 (x) (x)
. (x) " (x) " )] \oo1 ax! 9x?
0x2 0x2 9x2 af? af?
pysy (x) 7= ()
X 0x

_ (911(x) 912(X)>
g1(x) gnx) )

The above formula is another way to explain how the inner product coefficients of
the Euclidean space, restricted to a point of the tangent plane of the surface, produces
the coefficients of the first fundamental form.

In fact this formula,

100
dfT . 010 df — <gll(x) glz(x)>
* 001 * 921 (.X) gZZ(-x) ’

is a metric change at the level of each tangent plane; the Euclidean metric
ds* =dX;+dY} +dZ;
endows the surface with a metric induced by the new coordinates
Xi =l ah o= a0 Zo= el

that is with the metric o
ds*> = gij(x)dx'dx’ .

The length of a curvec = f ox : I —> R3onthesurface f : U —> R3 between
the points c(a) and c(b) where a, b € I, a < b is given by

b
L.= / e @ dt.

It follows that it can be expressed in terms of the first fundamental form by

b
L= / Vo G @) (61 0)7 + 212 (x 0) -5 @52 (1) + g2 (x (1) - (12 (),
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or, using the Einstein notation

b
Lo= [ oy eyt @i war

Definition 4.1.12 For two curves c = fox:I — R¥and ¢: fox : I — R3
on the surface f : U — R?, the angle between them at the common point X (t_o) =
x (ty), is the acute angle between the two tangents to the curves at the common point.

The angle o of the curves ¢ and ¢ at their common point ¢ (fy) = ¢ (t_o) can be
computed by the formula

<é (t) . ¢ (t_o)>
Ié @l - | ()]

that is, it can be expressed in terms of the first fundamental form by the formula

Coso =

gij (x () - x' (10) - & (7o)

Vo G T ) T @) -y 90 (5 (0)) - 57 (70) - ¥ (i)

cosa =

We observe that the lengths of tangent vectors to curves in surfaces depend on the
coefficients of the first fundamental form; the length of curves in surfaces depends on
the coefficients of the first fundamental form; the angle between two tangent vectors
and, as a consequence, the angle between two curves depend on the coefficients of
the first fundamental form.

Even if we do not prove here, the area of a region on the surface depends on
the coefficients of the first fundamental form. The formula for the area of a region

f(D),DCUis
o) = //D det (gi; (x))dx'dx>.

The words “depends on the coefficients of the first fundamental form” can be
replaced by “depends on the metric of the surface”. Let us conclude:

Definition 4.1.13 All the geometric properties depending on the coefficients of the
first fundamental form, that is, depending on the metric of the surface, are called
intrinsic geometric properties of a surface.
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Therefore, we may say that

— the length of a curve,
— the angle between two curves,
— the area of a region,

all these are quantities belonging to the intrinsic Geometry of the surface. The change
of coordinates and the isometries preserve the intrinsic nature of geometric properties.

We may ask if, for a given surface, geometric properties exist which do not belong
to the intrinsic Geometry of the surface. For this purpose, we need to study geometric
properties depending on the vector N.

0 0
Consider the Gauss frame {a—fl x), a_fz x),N (x)} at each point f (x) on
X X

the surface f : U C R> — R3. Since the length of Gauss map is 1, if one consid-
N

ers the derivative of (N (x), N (x)) = 1, it results both <F x),N (x)> =0 and
X

oN
@(X)JV(X) =0.
oN N
Therefore the vectors (x) and 5 (x) are orthogonal to the Gauss vector
N (x) at each point on the surface, i.e. {@ x), W (x)} CTrwf-
Definition 4.1.14 The map I1, (-, -) : T,R?> x T,R?> — R, defined by
11, (X,Y) :=—({dN,X,df.Y),

is called the second fundamental form of the surface f at the point f(x).

The matrix of this bilinear map with respect to the basis {e}, e;} in T, U is described
by its coefficients (h;;(x)),

i,j=12"
hll (x) = le (el, el) = (dN €, dfxel <a P (-x)>
hi2 (x) = 11, (e1,e2) = — (dNyey, dfrer) = <§ (x)>
hat (x) = 11y (e2,€1) = — (dNyex, dfrer) = <—( ), ( )>

IN
hay (x) = 11, (e2,e2) = — (dNyea, dfez) = _<W (x), 8_)]:2 (X)>'

Exactly as in the case of the first fundamental form, the way these coefficients are
described by the Euclidean inner product of R?® encapsulates the way in which the
Euclidean ambient space allows its Geometry to produce these coefficients.
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Therefore, if X(x) = X'(x)e; + X2(x)es, Y(x) =Y '(x)e; + Y2(x)e, € T,U
then
11, (X,Y):=—(dN,X,df,Y),

that is
I (X,Y) =

=h )X YT @) + h)X @ Y20 + ho1 () X2 @)Y L) + hap () X2 () Y2 (x).

The Einstein summation convention leads to a simplified formula
11, (X,Y) = — (dN, X,df.Y) = hi;(x) X' (x)Y7 (x).
Theorem 4.1.15 K5 (x) = hyy (x).
Proof Starting from the relations
<N (x), f (x)> =0 and <N (x), f (x)> =

it results

ox2 28 1 0

IN d 2
<— (x), _3f1 (x)> <N ), . (X)>
X

and

N af 3 f
<@ ®). 23 (X)> + <N &) o792 (x)> =0

that is, using the definitions of the coefficients /1, and &,;, we finally obtain

82 2
hlz(X)=<N(x), lafz(X)> <N() 2JI(X)> ha1 (x).

O

Using the same arguments as in the case of the first fundamental form, we deduce
that the second fundamental form is preserved by changes of coordinates and isome-
tries of the Euclidean 3-dimensional space.

From the previous theorem (regarding the symmetry of the first fundamental

oN oN
form), we know that (N, — ) =0, i.e. — (x) € Ty f.
ox! dax! ’

It implies the existence of the coefficients hj. (x) i, j € 1,2, such that

8N() hi( 0
——— (x) =h(x
ox! P 9xs
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Fig. 4.1 Sphere

In the previous formula we used the Einstein notation, the dummy index being s.
These formulas are called Weingarten’s formulas and they can be written in their
matrix form (Fig.4.1).

Theorem 4.1.16 (Weingarten’s formulas)
hij (x) = hi(x)gj (x) .
Proof The inner product of both members of the equality

af

axS

oN
— o () = h) 3 ()
X

a
by —f (x) leads to
ax/

" | 9N af e
ij (x) = <_ﬁ (x), @ (X)> = h;(x)gs; ().
O
j _det(h;;(x))
Corollary 4.1.17 det (h; (x)) = —det(g,-j(x))

Hint. Use det (AB) = det A - detB.

Definition 4.1.18 The Gaussian curvature of the surface f atapoint f (x) is denoted
by K (x) and is given by the formula K (x) := det (h';(x)).

det(h,-j (x))

A direct consequence is the formula K (x) = ————
det (gij(x))

Problem 4.1.19 Compute the Gaussian curvature at a point of a plane.
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Hint. You may use f(x', x?) = (x',x2,0); K(x) =0;

Problem 4.1.20 Compute the Gaussian curvature at a point of a circular cylinder.
Hint: f(x!, x?) = (Rcosx', Rsinx!, x?); K(x) = 0;

Problem 4.1.21 Compute the Gaussian curvature at a point of a circular cone.
Hint. f(xl, x2) = (x%cosx!, xZsinx!, x?); K(x) =0;

Problem 4.1.22 Compute the Gaussian curvature at a point of a sphere.
Hint. The parameterization is

2

f(x', x*) = (Rsinx?cosx', Rsinx?sinx', Rcosx?), x' € (0, 7), x* € (0, 2n).

If x! = x, x? = y, the metric of the sphere is
ds®> = R*dx* + R?sin” xdy?.

. . . . 1
It’s curvature is a positive constant at each point, that is K (x) = ok

Problem 4.1.23 Compute the Gaussian curvature of the surface
fix' x® = («/zxz cosx', v/2x%sinx', (x2)%sin2x")
and observe that it is strictly negative.

Theorem 4.1.24 (The Geometric Interpretation of the Gaussian Curvature) The
absolute value of the Gaussian curvature of a surface f at the point f (x) is given by

oN N
the ratio of the areas determined by the vectors { ey ), — Pyl (x) ¢ respectively
X X

{—f() —f( )}

20 2 o
K (x)| =
[ ]
Proof The vectors {—f( ), f 5 (X)), 8N — (1), —% (x)}, belonging to the

tangent plane T, f, are related by the Welngarten’s formulas

—a—N, x) = hf(x)i x), ie{l,2}.
ax! ax’
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oN oN
Denote by ¢;;(x) = { — (x) , — (x) ). We have both
ax! ax/

N ON o of .o of .
ej(x) =< T (), ] (X)> = <hi(X) 5 (0, 1 (x) = (X)> = h; ()R (x)grs (x)

ax! xS ax’
and oN IN
HF(X) X o (x) ’ = Jdet(e;; (x)).
X 0x
It results
IN N | s ,
()X = X = det(e;;(x)) = deth; (x) - det hj(x) -det(g,5 (%)),
0x 0x
therefore
N 0y x 2y 2 det(h? () - || Loy x 2y 2
—(x — (x = T(x)) || =—=(x) x = ()| .
ox! dx? ! ax! 0x?

There are some comments related to the Gaussian curvature:

e The Gaussian curvature of a surface at a point remains invariant under a change
of coordinates. This happens because the first fundamental form and the second
fundamental form are preserved (at the corresponding points) by a change of
coordinates as we showed above.

e The same happens for the Gaussian curvature if we consider an isometry of the
Euclidean space E°.

e The Gaussian curvature is related to the fact that the surface “lives” in the ambient
3-dimensional Euclidean space E?. So, the curvature is an “extrinsic” property of
a surface.

e Isometries are maps which preserve distances in the Euclidean 3-space E>. If we
wrap around a flat plane into a cylinder or a cone the distances are preserved. The
Gaussian curvature at corresponding points is the same, i.e. K(x) = K(x) = 0.

Gauss showed that regions of two surfaces can be wrapped around one to another
if, at corresponding points, we have the same Gaussian curvature. To obtain this result
Gauss proved a special theorem, called Theorema Egregium, which shows that the
Gaussian curvature belongs to the intrinsic Geometry of the surface. The Latin word
Egregium means “remarkable”. The theory of surfaces was developed by Gauss in
1827 in a paper entitled “General Investigations of Curved Surfaces”, the original
title being in Latin Disquisitiones Generales circa Superficies Curvas [31].

Next, we intend to obtain this result related to the Gaussian curvature. It shows us
that the Differential Geometry of surfaces depends only on the first fundamental form,
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i.e. on the metric of the surface. A new language can be developed and Differential
Geometry makes sense in a more abstract and general “environment” as we can see
in the next chapter.

To continue, we define the Christoffel symbols of first kind, as'

aglk agk agl
t]k(x) 2(81()+8)C]'() ]()>

and the Christoffel symbols of second kind, as

s 0 Gis 0
00 = g 0T s (x) = g“( )( Jis (¢ )+ L G 9”‘( >)

where ¢'/ (x) is the inverse of the matrix of the first fundamental form, g; ().
An important observation is the fact that these matrices are inverse each other and
they can be written using the Einstein notation in the form

99 (X)gis (x) = gis (x)g* (x) = 67

Of course, one can calculate each ¢g"/ exactly as one did it when studying the

22
inverse of a matrix, that is g'! _92 etc.

" det(gy)’

4.2 Intrinsic Geometry of Surfaces

The Weingarten formulas

—a—N. x) = hf(x)ﬂ x),ie{l,2}
ox! ax*s

involve the partial derivative of N, a vector of Gauss frame, written with respect to
the Gauss frame. The previous formulas lead to the Gaussian curvature at a point of a
surface. As we said, the Differential Geometry of surfaces is related to the coefficients
appearing when one considers the partial derivatives of vectors in the Gauss frame.

0 0
It remains to see what happens considering the partial derivatives of Tl / and Pyeh f
X X

'Sometimes, such symbols are defined also as {ij, k}.



4.2 Intrinsic Geometry of Surfaces 81

Theorem 4.2.1 (Gauss’ Formulas) Consider a given surface f : U — R> and let

—f (%), f (x) N (x)} be the Gauss frame at an arbitrary point f (x) of the
surface. If hl 5 (x) are the coefficients of the second fundamental form, then:
32 f
dxidxk

(x) =T7(x) - f —— () + N(x) - hig(x)

02 f
Proof The vector
dxidxk

(x) can be expressed as a linear combination of the Gauss

frame vectors, that is

3f

T () = AL - f () + ai - N().

The inner product of both members of N leads to a;; = hji, therefore we have

82f
axiaxk

(1) = A%, (x) - f () N ).

0
Now, the inner product of both members of 8—f] (x) leads to
x

(7

dxioxk

i\
(), 577 () = Ay (x) - 95 (%),

which implies A}, (x) = A3, (x). On the other hand, if we apply the partial derivative
af af

with respect to x* to the equality g; i (x) = <3_ x), T (x)> we have
x! ox

3gij | f af o *f
P _<axkaxi ) 5y (x)> < ) oxroxs & )>

and this can be written as

g”( X) = AL (X - gy (X) + A% () - gy (6).

Ifi - j — k — i we obtain two more relations

0 )
g”‘ () = A%, (0) - g () + AL () - g5 (),

agkz s s
oo (0 = A () - gsi (0) + Aj;(X) - gox (x) -
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If we add the first two and we extract the last one, we finally obtain

99k
ox!

9
ax/

99ij

(x) (x) = 24}, (x) - g (x),

and then

Afj x) = Firj (x).

The formulas

99ij (x) = A2 ‘ e ,
Wx)— i (X) - gsj () + A% (x) - gsi (%)

are called Ricci’s equations and, according to the above notations considering the
Christoffel symbols, they are

99ij

ook @) = Ti @) - 9,5 () + T () - gsi ().

In order to simplify the notation we cancel x in all the formulas below.
We define the Riemann symbols of second type by

h

ark oIy
ro_ ik ij h m h m
Rl = G~ gt * Tl = T

the Riemann symbols of first type by Riju = gis R}y, and the Ricci symbols by:
Rij = Rj;;. All these symbols depend only on g;;, i.e. they belong to the intrinsic
Geometry of surfaces.

Let us first observe that the metric coefficients g;; allow us to lower indexes as in

the formula
Riji = gis R}y

The components of the inverse matrix of the metric coefficients allow us to rise
indexes, that is

i is
Rjkl =g stkl~

The last formula can be derived if we multiply the last formula by g,,; and we consider
the sum after the dummy index i. It results g,,; R;kl = Gmig"* Ryju, that is the true
equality Ry = Ruju-

ij . j
> We can derive Ty,

For now, if we have a multi-index quantity, say 7, by the

rule -
i i
Talmn = Yai Tlmn
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and
T

Imn

o o]
=g Tutlmn’

etc.

Theorem 4.2.2 (Gauss’ (1) and Codazzi—-Mainardi’s (2) equations)
The following assertions are equivalent :

0 f f

i . = — .

Oxidx/oxk  9xJoxkoxi

(i) Rijir = hix -hji — hi - hji; (D)
Ohij +T% - h Ohir 4TS, hy. ()
gxk iR T

Proof (i) = (ii)
We consider the partial derivative with respect to x' of the Gauss formulas

af . of
axiaxk Ik gyxs Tk
‘We obtain
3f A s 2 f N e AN - Oh i
dxidxioxk  axi axs % axigxs | axi axi

Let us take into consideration Gauss’ and Weingarten’s formulas, the last as

oN af
— = —h] —; Itresults
ax! ax’
83f or ;k r s r af ahjk S
axigxiaxk < PR S 'h") o T < axi Tk h“) N

and using i — j — k — i we obtain the formula

3 f ary, , of | (0
. = LT Ty — g - b TS - hy)-N.
Ax/dxkdxi (a i T ki ) g T\ TH

0
Comparing the coefficients of B_f and N the following equality holds :
xr

oh jk s ohy; s
W“rrk h”—w-i-rkfhsj
for the coefficients of N, and
aI‘r r s r arl};l r s r
oxi +F1S'F' hjk.hi: axi +Fjs.rki_hk’”hj
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0
for the coefficients of a—fr . The first equality means the Codazzi—-Mainardi equations.
X
The second one can be rearranged in the form

r r
%—%vLfo-Fij—F;s-F};i = hjk - h; — hyi - 17,
ie.
Rii = hji - hi — hy; - h'.
Multiplying by ¢;» we obtain the Gauss equations
Ruij = gir - Riij = gur - hi - hjie — Gir - 'y - i = hui - hjie — hyj - hy.
Gauss’ equations can be written in the form

Rijri = hig - hji — hyg - hji.

(i) = ()
Starting from Gauss’ and Codazzi—Mainardi’s equations, if we separate and mul-

a
tiply in a convenient way by B_f and N, we obtain
xb

Pf Pr

Axidxidxk  Oxidxkoxi’

Problem 4.2.3 The following assertions are equivalent
*N *N

(i) — = ——
Béx}’laxl 0x/ox! 5
iy ik s op. = 2k s
(i1) 9xt +ij hsi = axJ +Fkl hs]
Solution.

h$ = g** - hy; and Weingarten’s formulas

IN e af
axi ot gxs’
imply
N . of
axi Ok 9 dxs’

Deriving with respect to x/, it results
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3°N oh; 9q~s 9 52
- = —k ks hik'i» . f —i—hik'g’“' f
oxtox/ ox/ ax/ axs OxSox/

ohiy 3\ af o (o df
Y L T A b - g (T2 h N =
<8xJ T A I g T

ohit 4 agts X of X
Y i I S A N v [NCATY SR N v
(Bxf o ) A R /

From the equality

N 9N
dxidxi — 9xJoxi

using

hix - g ey = hj - g - by,
we obtain the following equality
Bh,»k ag’” _ thk d ks

: : : 9 :
ox] "+ hiy - ™ +hik‘gkr'rfj— Py ‘gkv‘i‘hjk'W‘*‘hjk'gkr'rfr

Summing after multiplying by g, implies

oh; ag" | 1 39y | dgip  Agir
iy e gy - 2 _{__hik‘gkr.(gp_‘_ Gir 9,/)2

dxJ ox/ 2 oxJ ox’ axP
8hjp 8gks 1 k 8grp 8gip 99ir
= — R Gy —— + =hip - g : - .
0x! ik Gsp ox! ik g ox! ax” axP
Then
dhip A AN w (095 | 09y 09
_— hi . sp * - S, _— — _hi . r., _— _—— —
oxi |k (g” s 9 o ) Tt Ger Yo T

dhp 39% 4 Ogp) 1 dgir | 09rp 0g;
_ e (g 09 s 9 Ly e r_ 99
oxi Ik (g P 9 ) T e T e T
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2% dg,
Using the derivative of the relation gy, - g% = 8%, that is g, - % 8g°f .
x x
g** =0, it results
oh; oh;
Wl; ok -gk’ Lipr = W]lp = i gkr “Lipre

Therefore the Codazzi—Mainardi equations

8h,~j s ah,-k s
Tk Tl e =55+ Dig b

are obtained.
(i) = (i)
Almost obvious using the way back in the previous computations. [

Theorem 4.2.4 Riemann symbols R;j.; have the properties

Rijki = —Rijik;
Rijii = —Rjiw;
Riji = Rjin;
Rijii = Ruij;

Rijit + Rinj + Rijk = 0 (Bianchi's first identity).

Proof Using previous Gauss’ equations

Riju = hig - hji — hig - hji

and some replacements of indexes. (I
A consequence of the first relation is Ry11; = —R»111, that is Rpp1; = 0. Same
way Ry, = 0, or generally, if three indexes coincide then Rj;; = 0. We may also

observe the relations
Ri212 = —Ro112 = —Ri221 = Rojpo1-

In the same way R;ix = —Rjix, 1.e. Rijpy = 0.

Theorem 4.2.5 (Theorema Egregium) The Gaussian curvature of a surface depends
on the coefficients of the metric only.

Proof

_ det (hij (x)) _ hiy (x) - hy (x) — hi, (%) _ Ri12 (x)
det (gij (.X)) det (gij (.X)) det (gij (x)) '

K (x)
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The previous theorem shows that the Gauss curvature belongs to the intrinsic
Geometry of the surface.

As we discussed earlier, this particular result allows us to think about Differential
Geometry in a more general frame, for example, considering sets which are not
necessary embedded in a space with an extra-dimension. The Differential Geometry
of such a set will be described only by a “metric tensor”, i.e. a matrix g;;, which plays
the role of the “first fundamental form” we used in the case of surfaces. Therefore,
the quadratic form we defined earlier,

ds* = gij(x)dxidxj,

is the only thing we need to develop Differential Geometry on sets without extra
dimensions.

Example 4.2.6 THE PSEUDOSPHERE

In some examples we noticed the existence of surfaces with null Gaussian curva-
ture as the plane, the circular cylinder, the circular cone. We also highlighted spheres
as surfaces of constant positive Gaussian curvature.

Now, we intend to describe a surface with constant negative curvature.

This surface is called a pseudosphere and was described by Eugenio Beltrami in
his 1868 paper on models of hyperbolic geometries [32].

In order to discuss a pseudosphere, let us suppose firstly to know the equation of a
curve called fractrix. The tractrix is imagined as “a curve whose tangent are all equal
length”; let us explain this definition. At a given point A of the tractrix we consider
the tangent. The tangent intersects the tractrix asymptote at a second point, B. AB
is the segment of constant length. If the initial point is (1, 0) and the asymptote is
the y—axis, the length becomes 1.

Identifying the tractrix equation y = y(x) means to select the point where the
tangent line

Y —y(x) =y'(x) - (X —x)

intersects the line X = 0. It results ¥ = y(x) — x - y'(x). The constant length from
the definition (¥ — y(x))?> +x2 = 1, x € (0, 1) leads to the tractrix equation

X2 ) +x2=1,x€(0,1), y(x) <0.

1 —x2 d A1 —x2
From the tractrix equation —y’(x) = ——, it results —d—y = ——, which
X x X
is equivalent to

/dy:—/de.

X
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For t := +/1 — x2 we have

12 1. 1—¢
dt = —t — —In ,
1—1¢2 2 1+t

therefore

y(x)=—

V1 =x? 1 —+/1—2
/—xdxz—\/l—)ﬂ—ln—x—i—c
x x

with C determined by the condition y(1) = 0, thatis C = 0.
Finally we can consider the equation of the symmetric tractrix with respect to

X —axis
_J1_2
y(x) = \/1—x2+ln ai

The pseudosphere is obtained when the tractrix is rotated around y—axis and its
equation is

— /1 = 2 2
f(x,y)z<x,y,\/1—(x2+y2)+ln1 j}%)cyjy)) x,ye(—1,1).

T
We prefer the parameterization: if x' € (0, 27) xte (0, E) ,

2
. . . X
f(xl, xz) = (cosx1 . smxz, sinx! - sinx2, cos x* + In (tan (7))> s

which produces the metric
ds® = (sinx?)’ (dx")” + (cotx?)’ (dx?)*.
‘We compute the curvature using the Theorema Egregium:

it =Tp2=T22=T»n;=0

1

FlZ,l = er,l = F“‘z = sinx COS)C F222 = —cotx IR
(sin x?)

Then
Ffl = F%z = F%l = lez =0

S 2\3
h (sinx?)” 1
I, =Ty =cotx* T} = ———: T3 =—

cosx2 ’ sinx2? - cosx?’
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It results

31"52 8F211
T 9x! 0x2

+ 3,0, 4+ 5,0y, — Ty T, — T3 T, = —(cotx?)?

and

1% det (g;;) = (cosx?)?,

Ri212 = g1sRS15 = g11 Ry = —(cosx
thatis K = —1. O

Consider the Ricci symbols R;; : U —> Rdefinedby R;; := R},; = R},; + R};.

Theorem 4.2.7 (Einstein) For every surface f : U —> R3, the Ricci tensor is pro-
portional to the metric tensor via the Gauss curvature, i.e.

Rij(x) = K(x) - gij(x).
Proof As before, we cancel x, therefore we start to compute the Ricci symbol R;;.
Ry = Risl = R1111 + R1221 =0+ R1221 = R1221‘

But
2 2s
Riyn=g ¥ Rs121,

that is
Rii=¢*" Riun+ 9% Ruz =0+ g% - Roppy =

g1 Ri212
=¢? Run=—— Ron=———-gu=K-gu.
det( ij) det( ij)

In a similar way, starting from the Ricci symbol R,, we have
: 1 2 1 1
Ry = Ry, = Rypp + Rypy = Ry +0 = Rypy.

Since
Rl — 1s R
202 = 9 - K212,

it results

922 )

Rn=¢" Ron+g2 Rpn=g" Ron+0=—""—
det (gij)

Riz1p =K - go».
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For R|,, we have:
R =Rj,=Rlp+Rin=9" Ran+g" Ran =

=¢"" Run+9" Run+¢" Run+¢? Run=

—921 Rz
=0+¢"2 Runn+0+0=—g"Riopp = — “Ripppp = ~g21 =K - g12.
det (gij) det (g,-j)
In the same way, we can prove that Ry} = K - ¢;. O

A first consequence of the Einstein theorem is related to the symmetry of Ricci’s
symbol for surfaces. For a given surface, itis R;; = Rj;. A general result about the
symmetry of the Ricci symbols and their geometric nature is presented in the next
chapter.

Let c= fox:I — R3 be a curve on the surface f, f : U —> R? and let
X : I —> R be a differentiable map such that X (r) € To( f, i.e.

d
Xt =x"@)- fua»emmmf

dXx

I () is a vector field along ¢ (t) = (f o x) (¢), which, in general, does not belong
to T(;). We consider the normal projection pr, : TC(,)R3 —> T.1y f and we denote
by

vX (1)
dt

dX o
= pri—
pri i
the covariant derivative of the field X.

Theorem 4.2.8 The covariant derivative of the vector field X is

X 9
th(f) [Xk (t) + I"k x @) - X' @) % (t)] —f (x ().

Proof From X (1) = X* () - E)f (x (¢)), we have

f P>

dxX
CO_ w0 Lawmrxto oL

dt

(x (1) - % (1).
Using Gauss’ formulas

9*f i 9f
axioxk Lk g T N

after arranging the dummy indexes, we obtain
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af
Tk (x () +

dX (1)
dt

= [X* O +TH @) - X (1) -3 (0]

+X5 @) - x7 (1) - hi (x (1)) - N (x (1)) .

The projection onto the tangent plane makes the normal component to vanish,
therefore

vX (1) dX () . ' ; L af
o P = [X“O+T5 @@ - X' @) -1 ()] Ik K@)
O
Definition 4.2.9 The parallel transport along a curve ¢ = f o x : I —> R? of the
X)) -
vector field X : I —> RR? is described by the condition v dt( ) =0.

Therefore, the equations of the parallel transport are
X (@) 4+ T () - X (@) -2/ (1) =0, ke {1,2}.

The parallel transport equations can be completely determined if we consider an
initial condition. It is enough to have a point p of the curve and the initial vector V,
at p. Then, the system of equations has, as unique solution, the vector field X such
that, at p = c(fp), itis X (fo) = V.

Let us underline the following point. The system of differential equations
XCO+TH @) X0 % (1) =0, ke{l.2)
which describes the parallel transport, shows that the vector field

i, 9f
X=X () =5 &)

xi

is completely determined if we know X at a given point of the curve

c(@)=(fox)().

Example 4.2.10 The case of parallel transport along any curve of the plane.

We may consider, without loose of generality, that the algebraic equation of
the plane is z = 0. Then the surface f is f(x!, x?) = (x!, x2,0), the metric is
ds* = (dx")? 4 (dx?)?, all [Cijx =0, all F;‘j = 0, and the equations of the paral-
lel transport are X* (t) = 0, k € {1, 2}. It results, by integration, that the vector field
X is a constant one, i.e. X (¢) = (a, b).
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If we are looking at the support lines of this vector field along a given line, we
see Euclidean parallel lines, therefore we understand the meaning of the parallel
transport above. (]

In the particular case when the tangent field to the curve c, ¢ (¢) , is parallel trans-
ported along the curve, then the curve ¢, by definition, is called a geodesic of the
surface f.

ve (1)

N
=( . In fact, as above, there are two

af

equations. Since ¢ (1) =(m) @) =% (1) Py (x (1)), the equations are
xl

The equations of a geodesic are

i) + I‘f‘j x@)-% @) -3 @t)=0, ke{l,2).

The system of equations for geodesics is completely determined if we consider
an initial condition. It is enough to have both:

e apoint p of the geodesic;
o the initial vector v, = (1), 22(t0)) at p = c(tp).

Example 4.2.11 Let us show that the geodesics of the plane z = x3 = 0 are lines.

Since f(xl, x) = (x', x2,0), all Fijr=0,all Ff‘j = 0, and the equations of the
geodesics are ¥* (1) = 0, k € {1, 2}.
It results, by integration, the curve c(¢) = (vt + xé, vt + xé, 0). The curve has
constant speed /(v1)? + (v2)? (Fig.4.2).

Example 4.2.12 Find the geodesics of the cylinder f(x', x?) = (Rcosx', Rsinx!,
2
x9).

Hint. The geodesics are helices of the cylinder
c(t) = (Rcos(vit + agp), Rsin(vit + ag), vat + b),

and the speed along geodesic is constant, ||¢(7)|| = R (Fig.4.3).

Fig. 4.2 Line geodesic
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Fig. 4.3 Geodesic on a P
cylinder Ry
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Example 4.2.13 Study the geodesics of the metric
ds®> = R*dx* + R?sin® xdy?
of a sphere.

Hint. We may think at a sphere centered in O, with the length of the radius, R.
1

. 1
We have g1 = R?, g = R%sin®x1, gin = g1 =0, 9" = ek g7 = Risital
1
g'? = g*' = 0. Then, considering x = x', y = x2, the Christoffel symbols are

Cii=T12=T12,1=T2,1=T202=0 Tpy=T2= R?sinxcosx = -T2
rl,=r} =rl,=r}, =13 =0, 1?, =13 =cotx, I'}, =sinxcosx.
The geodesic equation, written for the first variable, is
X+ sinxcosx -y =0.
For the second variable y, the geodesic equation is
¥+ 2cotx-xy=0.

b4 . . .
We may observe that x = —, y = s is a solution, therefore c(s) = (R cos s, Rsins,

0) is a geodesic of the sphere, in fact, it is the great circle obtained by the intersection
of the plane z = 0 with the sphere. If we rotate the sphere around its center, another
great circle becomes a geodesic. So the geodesics are the great circles of the sphere.

A comment is important at this point: under a change of coordinates, a rotation
of the sphere around the origin means that “a geodesic is mapped into a geodesic”.
This result is proved in next chapter but we can use it now to better understand
what is happened before. It results that all great circles are geodesics of the sphere.
Now, since a geodesic is determined by a point and by a direction, it results that the
geodesics of the sphere are only the great circles. The terminology is related to the
fact that among all circles obtained from the intersection of a sphere with planes, the
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maximum radius is for the circles obtained at the intersection with a plane through
the center of the sphere. O

In all examples, the tangent vector to geodesic has constant length. This is a general
property for geodesics and the proof of this fact is also provided in the next chapter.[]

The intrinsic Geometry of the surface depends on the coefficients of the first
fundamental form. We need to know how Cristoffel, Riemann, Ricci symbols and
geodesics are transformed under a change of coordinates. In the next chapter, we
will discuss these important topics.

4.3 Geometry of Surfaces in a 3D-Minkowski Space

The Minkowski three dimensional space, denoted by M3, can be thought as the vector
space R3 over the field R endowed with the Minkowski product

{a, b}y = apby — a1by — asxb;,

where a = (ag, a,, a), b = (by, by, b>).
The theory below, (see [30]), can also be developed for the Minkowski product

(a, b)y = apbo + a1by — azbs.

It is a good exercise for the reader to follow the below steps regarding the first
Minkowski product for developing the theory corresponding to this second possible
Minkowski product.

The components of a vector a = (ay, a1, a») appear because of the vectorial struc-

— - —
ture. With respect to the basis i = (1,0, 0), j= (0, 1,0), k= (0, 0, 1) we have the
coordinates, so that we can assign them to a point A. We can write A(ag, a1, az)
and this point can be seen as the endpoint of the vector a whose origin is at the
point (0, 0, 0). We observe that, in a Minkowski space M 3. there are vectors like
u = (x, x, 0) such that
(u,u)y =0.

All vectors a having this property,
(a,a)y =0,

are called lightlike vectors or null vectors.
Also, it exists vectors as v = (x, x, 1) such that

(u, u)y < 05
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All these vectors are called space-like vectors.
And there are vectors as w = (x + 1, 4/x, 4/x) such that

(u,u)pyy >0

which are called time-like vectors. The null vectors determine a cone if we are looking
at the equation > — x> — y?> = 0, (only from the Euclidean point of view. Why?).
We may refer to this equation as the equation of null vectors in a Minkowski 3-space.
The origin (0, 0, 0) and the points from the exterior of this cone determine space-like
vectors.
The origin and the points from the interior of the cone determine time-like vectors.
According to the situations seen before, the length of the vector a is, by definition,

its norm, that is
. 2 2 2
lNally ==+ la, a)y | =/lag — ai — a3].

Minkowski perpendicular vectors correspond to null Minkowski product, i.e. a
and b are Minkowski perpendicular (or Minkowski orthogonal) if (a, b)), = 0.

As in the Euclidean plane, we observe that a frame generated by the vectors
(1,0,0), (0, 1,0) and (0, 0, 1) is a Minkowski orthogonal frame. The length of a
vector a becomes the “Minkowski distance” between the origin O (0, 0, 0) and the
point A(ag, ai, ay). In fact this is not a distance in the mathematical sense. The
triangle rule is not working in general, as we saw when we discussed about pure
time-like triangles in Minkowski two dimensional spaces. We continue to use the
term “Minkowski distance” keeping in mind our remark before. The Minkowski
distance between two points A(ag, a;, az), B(bg, by, by) is given by the formula

du(A,B) == la —blly = I{a—b,a—Db)yl,

therefore

dy (A, B) = VI(ag — bo)> — (a1 — b1)* — (a2 — br)?.
The Minkowski crossproduct of two vectors is given by the formula
a Xy b= (a1by — axby, apby — axbg, aiby — apby).

Exactly as in the case of the cross product in an Euclidean space, it is easier to
remember it from the formal developing of the determinant

— — —
i —Jj—k
ap ay a
by by by

Since (a Xy b,a)y, =0 and {(a xy b, b))y, = 0, the vector a X b is Minkowski
orthogonal to the plane determined by the vectors a and b.
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These assertions are obvious to prove, since they can be reduced by algebraic
computations. The first orthogonality means

(a1by — azby)ap — (aphy — axby)a; — (a1bg — apby)a; =0,

etc.
We can observe that the vectors (1, 0, 0) and (0, 1, 0) lead to the orthogonal vector
(0, 0, —1), that is the frame determined by the three vectors is negative oriented.

In general,

ap al az
bo by b, =
arby — axby agby — axby a1by — apby

= (a1by — azb1)* — (aphs — azbo)? — (arbo — aphy)?,

that is we obtain (a Xy b, a Xy b),,. The frame orientation depends on the nature
of the vector a X b.

Surfaces in the Minkowski three dimensional space M? are defined exactly as
the surfaces in the Euclidean space E*: they are smooth mappings of an open set
U C R?into R? with an extra property: at each point f (x) of the surface, there exists

a tangent plane.
: af af
Of course, the tangent plane is generated by the vectors Py x), Pyl x)¢.
X X
The only difference with respect to the Euclidean surfaces is the equation of the

a a
tangent plane generated by 3_f1 (x) xXpm 3_fz (x), i.e.itis
X X

X—fl@) =Y+ () —Z+ f )

af! af? af3

%(x) %(x) %(x) _ 0
of! 8f2 3f3

reR R T T

The tangent plane is denoted by T'¢(,) f and any vector X (x) which belongs to
T¢(x) f can be written in the form

af af
X(x)=X"(x) ST+ X2 (x) 73 ™

where the coefficient X!, X?: U —> R are smooth maps. The line which is
Minkowski perpendicular to the tangent plane at the point f (x) is called a Minkowski
normal line to the surface and has the equation
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X—fl® Y+ -Z4 W
afrr  _af? Claft af? Carr af!
% WL o L] Lo
X ax ox ox ax ax
af? af? of! af? af? of'!
P B el I P F
af af . . .
The vector Py (x) xXm Pyl (x) generates the Minkowski—Gauss normal unitary
vector o o
Xl (x) X 2 ()
n(x):= X X
I oy xw 2
dx! M ox2 Iy

The nature of the normal vector rises supplementary problems when we are consid-
ering Minkowski surfaces.
af af
We choose N = en, ¢ € {—1, 1} such that he frame {F x), = x@),Nx}
X

0x2
is positive oriented. This one is called a Minkowski—-Gauss frame, or simply, a

Minkowski frame attached to the surface f in f (x). At each point of a surface,
this frame is a vector basis in 7, U X R.

The Differential Geometry of such a surface is described by the properties of the
coefficients of equations determined by the partial derivatives of the vectors of this
frame, exactly as it happens in Euclidean spaces. All the other properties are like in
the Euclidean frame.

Definition 4.3.1 The map I¥ (-, -) : T,R? x T,R?> — R, defined by
X, Y) = df X, dfY )y

is called the Minkowski first fundamental form of the surface f at the point f(x) in
the Minkowski frame.

The matrix of this bilinear map with respect to the basis {e;, e»} in T, U is described
by the coefficients (g,-j ()c))i.j=1 55

0 d
gt (x) = IM (e1, 1) = (dfver, dfrer)y = <8_f1 (x), —f, (X)>
x ax M
of af
Py (x), Pyl (X)>M
af

a
95 () = 1! (e2, &2) = (dfrer, dfcer)y = <W (x), 8_){2 (X)>M.

The way these coefficients are described by the Minkowski product of M? points out
the way in which the ambient Minkowski 3-space endows with its Geometry each
tangent plane to the surface.

Therefore, if X (x) = X'(x)e; + X2(x)ea, Y(x) = Y (x)e; + Y2i(x)es € T, U,
then

g1z (¥) = LM (e1, &) = g3] (x) = (dfrer. dfrer)yy = <
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LN(X.Y) = (dfe X, dfyY )y
and IM (X, Y) is
M OX' Y @) + g X V) + g XY (6) + g3 ()X ()Y (0).
The Einstein summation convention leads to a simplified formula
IM(X,Y) = (dfe X, dfY )y = g ()X ()Y (x).

The changes of coordinates and the isometries of a Minkowski 3-space preserves
the Minkowski first fundamental form.

Then, the curves on a surface in a Minkowski 3-space has the same two important
properties: the tangent vector ¢(¢) belongs to the tangent plane to the surface, T, f,
and, the Minkowski length of this tangent vector, depends on the coefficients gi"f of
the Minkowski first fundamental form but also on the type of the vector, i.e. we can
prove

Theorem 4.3.2 If c is a curve on the surface f : U —> R? from the Minkowski
3-space M?, then
N . of ) af
(@) ¢@)y=x'(r) Tl (x (1)) + %% (1) Py (x @) € Traeuy fs Vel
oy s . 2 . . . 2
i) lle Oy = gif - (&' )" +2g15 - &' (1) - 2 (1) + g% - (£7 ()

if the right member is positive; otherwise we have to consider a — sign in front
of the entire right member.

Formula (ii) highlights a quadratic form denoted by ds? which acts on a vector
v = (v', v?) after the rule

2 2
ds?@.v) = gif @)+ (' 0) +20} @ @) 0" O P O+ g - (P 0)

Taking into account that dx’ (v) = v', the previous formula of the quadratic form can
be written as

ds®> = g¥ (x (1)) - (dx")” + 291 (x (1)) - dx" - dx® + g (x (1)) - (dx?)’

or, using Einstein notation,
ds* = ggl(x)dx’dxj.

This quadratic form induced by the first fundamental form is called a metric for the
surface f in the Minkowski 3-space M>.

The only difference with respect to the Euclidean case is the “Minkowski” way to
determine the coefficients g;; and gg’-’ . This can be understood through two examples.
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Example 4.3.3 Consider the plane z = 0 described by f : U = lt} Cc R? — R?,
having the form

fx,y)=(x,y,0).
We determine the metric in the case the plane “f is a surface in the Euclidean

3-space E3”.
In both cases the generators of the tangent plane are:

of _ A .
ax = (10,0 25 =0.1.0;

~=
In the first case, the coefficients will be determined using the Euclidean inner product
(a,b) = apbo + a1by + azbs,

therefore
gun=1; gn=1; gin=g =0.

The metric of the plane f, seen as a surface in the Euclidean 3-space, is
ds® = (dx)* + (dy)>.
Let us now determine the metric of the plane in the case “it is a surface in the
Minkowski 3-space M>”. In the Minkowski 3-space, the coefficients of the metric
are determined using the Minkowski product

(a, b)M = a()bo - a1b1 - azbz.

It results

M oM .M M .
m=Lgn=-195=9;=0

and the metric of the same plane f, but now seen as a surface in the Minkowski
3-space, is

ds® = (dx)* — (dy)>.0
Example 4.3.4 Consider a surface f : U = lO] C R? — RR?, having the form

fx,y) = (x,y,ux,y)).
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Let us determine the metric in the case “ f is a surface in the Euclidean 3-space E3”,
and in the case “f is a surface in the Minkowski 3-space M>”. In both cases, the
generators of the tangent plane are:

0 0 a ou
o _ (4 0.2, i _ 0.1,
dx ax dy y ay y
In the first case, the coefficients will be determined using the Euclidean inner product

{a, b) = agby + a1by + axb;,

therefore

4 ou 2' 4 ou 2. _ _ ou ou
g1 = ax ;922 = 3y 912 = g21 = ax 3y .

The metric of the surface f, seen as a surface in the Euclidean 3-space, is

du\? ou ou du\?
ds?=(14+(—) @) +2(— ) —)dxdy+[1+(—) ) @n*
dax ax dy ay
In the Minkowski 3-space, the coefficients of the metric are determined using the

Minkowski product
{a, b)y = aobo — a1by — azbs.

Therefore

ou au\> ou ou
-1= M:_ 1 et . M: M=_ o ge.
o (ax> o <+<ay>>’g” P (8x)<ay>’

and the metric of the same surface f, but now seen as a surface in the Minkowski
3-space, is

o (o o2 (oo () o

Let us consider the Gauss frame {—f x), f (x) N (x)} at each point f (x)

O

on the surface f : U C R> —> R3, seen as a surface in the Minkowski 3-space.

Since the length of the Minkowski—Gauss normal vector can be —1 or 1, it results

dN aN . oN
both({— (x),N(x)) =0and({— (x),N (x)) =0, i.e. the vectors — (x)
ox! 0x2 ox!

M M
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oN
and Pyl (x) are Minkowski orthogonal to the Minkowski—Gauss vector N (x) at
X

. aN oN
each point of the surface. Therefore { — (x), — (x) 1 C Ty f-
ox! 0x2

Here it appears a main difference with respect to the Euclidean case.

We consider only the case when (N, N),;, = —1 and we leave to the reader the
other case.

So, we analyze the case when the normal to the surface is a space-like vector.
Let us explain how we have to think in this case. We intend to have the same Gauss
formulas,

*f s af
ek ) = D) - 222 () + N (x) - hige (x).
But now (N, N),, = —1, therefore the formula for the coefficients of the second

fundamental form has to change. It becomes

3 f IN af
M — —
hi; (x) = <N (x), (X)>M = <3xi (), 37 (X)>M-

Oxiox/

This means that, in order to preserve the formula which connects the second funda-
mental form coefficients by the first fundamental form coefficients via the Minkowski-
Weingarten matrix of coefficients, hl";’ =h! gff , we need to consider a modified
formula for Minkowski-Weingarten coefficients, that is

oN Y af
axi T gxs”

Using Gauss’ formulas and Weingarten’s formulas, we obtain Minkowski—Gauss’
equations in the modified form

Riji = — (hf‘,fh% — hf‘fh%) )

And finally, considering
Rioin

M= .
det g}¥

we can define the Minkowski—Gauss curvature by the formula

M
Ky = —dethi‘j = —dethlj.
det g/

The rest is the same. To see an example where this theory works, let us take

into account the computations of Minkowski—Gauss curvature of the affine sphere

x? —y? — 722 = —a? in the last chapter of the book. Without considering the for-
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mulas with the change imposed by the space-like nature of the Minkowski—Gauss
normal vectors, the Minkowski—Gauss curvature would be obtained with two differ-

. . . 1
ent signs, instead to obtain only the value ——.
a
Therefore, for a given Minkowski metric

ds* = gi’;’-’(x)dxidxj

Wwe can construct:

e the Christoffel symbols of first kind

1 fagd g g
Fij,k:—( g'k+ ng,{_ i ;

2\ ox/ ox! axk

e the Christoffel symbols of second kind

M M
D= Mgsp, = 1 M gis (8915 i g0 B agjk)
jk = ks =5

axk oxJ axs

where M g/ are the components of the inverse matrix of the metric, i.e.

Mgisgélj{ — 53

as in the Euclidean case.
e The Riemann symbols of second kind are

art  ark
h k ) h h
Rijk = Bxll' - 9xk + ij ln]1( - karzi"} .

e The Riemann symbols, first kind R;jx; = g{s"’ R‘;kl .

e The Ricci symbols R;; = R;;; are obtained from the Riemann symbols of second
kind R}, ; by contracting the indexes s = m.

e The Minkowski parallel transport equations are induced in the same way by the

covariant derivative and they are
XC@) 4+ T @) - X @) 27 (1) =0, ke {1,2).

e Geodesics, i.e. curves f(x(¢)) such that x(¢) = (x'(z), x%(1)), satisfies the equa-

tions
d*x" dx? dx1?

r —_—

di2 M dr dr
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All theorems proved in the Euclidean space are available in the Minkowski case.
They have the same statement and the same proof.
Gauss’ formulas are :

?f s Of

Axionk — Lk g TN R

e Gauss’ equations are (in the case when the normal is a space-like vector):

Riji = —(h%h% - h%h%)

The properties of the Riemann symbols of first kind are

Rijii = —Riju;
Rijii = —Rjiw;
Riji = Rjin;
Rijki = Ruij;

Rijii + Rirj + Risjr = 0 (Bianchi's first identity).
e Codazzi—Mainardi’s equations are:

i M "
IS - hy Iy - h"
oxt T K=o T

e The Theorema Egregium is:

Ri212(x))

K j—
O = Ge g o)

Einstein’s theorem is: For a Minkowski surface, R;; = K - g;;.

We may conclude:
For a surface in a Minkowski 3D-dimensional space, the Minkowski product induces
its Minkowski first fundamental form with coefficients (gl ; ). Therefore it induces
its metric
ds* = gf;l(x)dxidxj.

We can measure lengths and angles for vectors belonging to tangent planes to the
surface, length of curves who belong to surfaces and areas of regions included in
surfaces exactly as we have done in the 3D-Euclidean space.

Now, if the normal N is a space-like vector, the partial derivatives of N from
the Minkowski—Gauss frame allow us to discuss about the Minkowski—Gaussian
curvature of a surface at a point,

det(hM(x))

Kin(x) = —det (W;(x)) = =2 5
ij
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This “new” Gaussian curvature seems to be dependent on the embedding in the
ambient 3-Minkowski space, but after we prove Minkowski—Gauss’ formulas and
Minkowski-Ricci’s equations, we step into the intrinsic theory of Minkowski surfaces
where Theorema Egregium

Ri212(x))
K(x)=—75—"
det (g,‘ 7 (x))
offers another perspective: the Minkowski surface can be seen as a piece of a plane
(x', x?) endowed with a metric, and this metric only determines the Minkowski—
Gauss curvature. The lines of this Geometry are the geodesic which satisfy the

equations

d*x" dx? dx1?
rr —— =0, ref{l,2).
diz T rar dr reil.2)

The surface is no longer needed. The Geometry becomes the Geometry of the metric.

4.4 A Short Story of a Person Embedded in a Surface

For a person embedded in a surface, the surface is her/his Universe. The person
cannot see the surface in which is embedded as the image of a function f : U — R3,
in the same way we cannot see from “outside” the four dimensional Universe in
which we live.

Suppose the person is interested in developing a theory to see how much one can
understand about the Universe she/he lives.

The way has to be as it is in this book.

I. At the beginning the person will try to develop geometric concepts, because the
person would like to create images which correspond to the surrounding environment.

To do this, the person has to think about geometries in an axiomatic way, providing
abstract definitions for points, lines, plane and even the space, the relations between
them being established through axioms. We have to accept that the intuition of the
person is an Euclidean one, exactly as our intuition is. Therefore the axiomatic system
seems to be as Hilbert’s one. Once this context is established, the person can start
to prove theorems, to introduce new concepts until the basic part of the Absolute
Geometry we have presented before can be highlighted.

At a moment, the person will succeed to prove Legendre’s Theorem related to the
sum of angles of a triangle, “ZA + ZB + ZC < 2R, where R is the value of a right
angle.”

Using the defect of a triangle, a concept introduced as a result of Legendre’s
Theorem, an important consequence appears: “if there exists one triangle with the
sum of angles 2R, all the triangles have the same property.”
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And more, “if there exists one triangle with the sum of angles strictly less than
2R, all the triangles have the same property.”

You can understand the person surprise when statements as the previous ones can
be proved. It means that two geometries exist, even if, at the beginning, the person
thought in the existence of one only! In one of these two geometries, for all triangles,
we have

LA+ 4B+ ZC =2R

in the other,
/A+ /2B + ZC < 2R.

An axiom will make the first situation possible, the denial of it (seen as an axiom)
will provide the second situation. All the geometric results obtained using the initial
axiomatic system and the first axiom are similar to our Euclidean Geometry, while
the Geometry provided by the initial axiomatic system together the second axiom is
similar to our Non-Euclidean Geometry.

Now, the person knows two theoretical geometries developed in an axiomatic
frame. The person will be interested in seeing models for each Geometry.

Algebra will be used to construct the Euclidean plane and the Euclidean space.
Even spaces with more than three dimensions can be constructed in this way. In fact,
vector spaces, trigonometric functions, inner products and groups which preserve
the inner product, norms and the Euclidean distance dg are the ingredients for the
Euclidean models in a plane or in a space. An algebraic language is created and used
to explain the Euclidean geometric results. The person will understand later that this
is the frame for the basic Physics of its space. The lines of the Euclidean Geometry
are provided by sets of points of the plane, or of the space, denoted by I, such that
for every three points of / in the order A, B, C the equality

dg(A,B)+dp(B,C) =dg(A,C)

happens.

A mimetic algebraic construction, in which the role of inner product is taken
by the Minkowski product, provides the Minkowski Geometry. Three types of
vectors appear and the hyperbolic trigonometric functions sinh and cosh replace
the Euclidean trigonometric functions in the “rotation” matrix of this Geometry.
Minkowski-Pythagoras’ Theorem has different forms related to the hypotenuse vec-
tor type. There are triangles where we cannot discus about the sum of angles. Since
here it does not exist a distance in the mathematical sense of this word, the Minkowski
Geometry is different from the Euclidean and the Non-Euclidean Geometries studied.
This special Geometry is the frame for Special Relativity, our person will understand
this later.

Next, developing both the geometric inversion and the projective transformations,
the person will construct the Poincaré Disk as a model for the Non-Euclidean Geom-
etry.
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A special distance d is highlighted and the disk appears unbounded with respect
to this distance. The lines of this Geometry are orthogonal arcs to the circle which
bound the disk. For three points on a line in this Geometry in the order A, B, C we
haved(A, B) +d(B, C) = d(A, C)i.e. the orthogonal arc is a geodesic with respect
to the distance d. We can see that through a given point from the interior of the disk
which does not belong to a given orthogonal arc a, at least two non-intersecting
orthogonal arcs a; and a, can be constructed such thata Na; =@, a Na, = @. The
sum of angles of a triangle in this Poincaré disk model is strictly less than two right
angles. But all these things are theoretical, how to acts in its reality?

The person can think at another way to study the geometric objects. May be
replacing algebra with calculus can help. And more, the person could think at the
convenient Geometry of its Universe.

II. This is the moment when the person defines its environment as a surface and
all the Geometry is created by calculus. The person needs three dimensions in which
it can be supposed the existence of the image of the surface. The three dimensional
space leave its Geometry in the tangent planes at each point of the surface f.

af af

The metric coefficients appear from the product between the vectors Py and FyE
X X

therefore the metric ds? = g; ;(x)dx'dx’ appears. The coefficients are produced by
the type of space in which exists the image of the surface.

The product can be the inner product if the three dimensional space is an Euclidean
one;

Or, the product can be the Minkowski product if the three dimensional space is a
Minkowski one.

How the person can choose? If some physical facts can impose, say, a maximum
speed for all objects are moving, the person will choose the Minkowski type product
as we will see later in the text. If not, the person will think at the Euclidean product.
Once the product is established, the theory is known: the metric is established, length
of curves, the angle between curves, the area of a domain included in the surface can
be computed only with respect the coefficients of the metric. Formulas as Gauss’
ones

?*f s of
awioxt kg TN A

involve Christoffel symbols, first kind

1 (9gi  9gjx  9gi
Fl i == = D - . 5
) <8x1 + axt  Axk

Christoffel symbols, second kind

P Ty, = & g <39jx L 99 39//«)
k=9 "Tiks =3

axk ox/ ax*s
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where g/ are the components of the inverse matrix of the metric, i.e.

9 gs; = 8.
The Geometry depends on the Riemannian symbols second kind

h Ty h‘ h h

/ i

ijk = ﬁ Tk T Coni Uik = Do Tl

by the Riemannian symbols first kind R;jx; = gis R;kl,

and by the Ricci symbols R;; = R;;, which are obtained from the Riemannian sym-
bols second kind R?,, ; by contracting the indexes s = m.

The lines of the Universe of the person are described by the equations

d?x! - dxd dxk
—_— L — = 0, | € 1, 2}.
a TR iell.2)

The Gaussian curvature can be written in the form

K@) = Ri212(x)) ’
det (g;j(x))

showing its intrinsic geometric nature. The extra dimension necessary to create and
to understand this Geometry can be forgotten.

But still a problem remains: who is f, thatis how to determine precisely the correct
coefficients? This is not mathematics again, it depends by the “physical reality” of
its space. Suppose that somehow the person realizes that the curvature can help him
to understand more about the Geometry of its Universe. The complete revelation for
our person is the moment when he understands that Einstein’s theorem offers the
equations of its Universe. Let us write them again,

Rij = K - gij.

It is the geometric way to go further.

In this two dimensional case, the Universe is shaped by its Gaussian curvature.
But in fact, you will see that is not about the shape, its about the metric.

The next example clarifies this aspect.

A very normal question for our person is to try to find something about its Universe
if the Universe equations are

We analyze a simple case in the Euclidean space. The person chooses the metric as

ds* = a(x"H(dx"H? + (dx?)>.
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From Einstein equations it results that K (x) = 0. If we compute the Christoffel
symbols we have:

1, .
Ty = z“(xl); Tijx =0, i, j,k#1,

lax!h
1 _ . _ . .
1= 5aan Tw =0 b kAL

Rizio = g1,RS, = g Ry, = 0,

because Rj;, = 0. Therefore, for any function a(x') the chosen metric fulfills the
property R;; = 0.Ifa(x 1Y = b, where b is a constant, the person can not decide if the
Universe is a plane or a cylinder or some other surface having the metric above. The
shape of the Universe can not be determined. Even the geodesic equations are the
same, because Fj- « = 0. But, if the person can somehow prove that there are closed
geodesic, then a cylinder-Universe is a good possibility and the plane Universe is out
of the possibilities.

It is a progress, the Geometry of a person embedded is more consistent now, but
the person has to work to cancel the supplementary dimension. Think at the fact that
the properties of first kind Riemann symbols

Rijii = —Rijuk;
Rijii = —Rjiu;
Riji = Rjin;
Rijii = Ruij;

Rijit + Rinj + Rijjk =0 (the first Bianchi's identity).

were deduced using Gauss’ equations.

Therefore the person has to find some other proofs for the above formulas, proofs
in which the “extra dimension” is not involved. The same for the geodesics which
were defined taking into account the projection along the normal to the surface. These
things will be seen in the next chapter.



Chapter 5 ®)
Basic Differential Geometry oo

Geometria substantia rerum.

Abstract As we saw in the previous chapter, multi-index quantities exist in Dif-
ferential Geometry. We highlighted that we did not see yet the mathematical nature
of the first fundamental form; or the nature of Riemann symbols, Ricci symbols, or
some important properties for geodesics. In this chapter, we take into account this
nature and how general are the concepts introduced when we studied surfaces and
curves on surfaces. We are interested in proving that the coefficients of the metric,
the Riemann symbols, the Ricci symbols or the geodesics remain invariant when we
deal with a change of coordinates. The substance of the General Relativity is related
to the invariance under changes of coordinates and to the tensor structure of objects
that have to present the same form in any reference frame. These two main properties
can be related to the deep meaning of General Relativity which has the Equivalence
Principle as the physical starting point.

5.1 Covariant and Contravariant Vectors and Tensors. The
Christoffel Symbols

Differential Geometry deals with a set M endowed with a coordinate system
% x',...,x"), x'eR. In our notation, the system of coordinates starts from
x9 instead x! to make a distinction between the first coordinate which, in Physics,
represents time and the other three coordinates represent the spatial coordinates,
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often denoted by Greek letters, ., 8 and y.! We may keep this notation even if the
number of coordinates is greater than 4.

The dimension of our set M is n + 1 without insisting on the structure of M.
The reader has to imagine M as an open set of R"*! whose Geometry depends on a
metric defined on it. Let us observe that there is no extra dimensions to study M. In
geometric examples below, we choose to use the coordinate system starting with x!,
or we use directly the letters x, y, etc. because the physical meaning will be discussed
in the later chapters.

A fundamental object in Differential Geometry is the tensor.

In simple words, a tensor is a multi-index quantity which, under a change of coor-
dinates, is transforming linearly with respect to the indexes. In Differential Geometry
(and Physics), the components of a tensor depend smoothly on the points of the space,
in our case M. So, tensors are functions having derivatives of all order everywhere
in M. Let us suppose we have a quantity Tl'l‘l?l:k (x) in a given system of coordinates

(x% x', ..., x") and let us consider a change of coordinates

=x@=x'&%x",...,%), ie€{0,1,...,n}.
In a simpler form, it is
x'=x(x7), i,j€{0,1,...,n}.

The inverse transformation of coordinates is ¥ = X' (x/), i, j € {0, 1,...,n}. Itis

worth noticing that the Einstein notation a;b' = Y ;_, a;b’ can be used in this form or

in its multi-index form. With these positions in mind, we can denote by qul'[{;,jf (%),

the quantity Tlll‘l;z,:k (x) written with respect the new coordinates.

Definition 5.1.1 7; ;" is a tensor contravariant of rank k and covariant of rank p,

or simply a (k, p) tensor, if, under the previous change of coordinates x' = x'(x/),
the formula of 77/ is

Fithondk (3)  itiaeis ax' ax  oaxl 9x/' ox”  ox)
IR (x) = X)) — — ... - —.—.
LIqu---LIp( ) lllz...lp( )3fq‘ Ox? " axr 9xit dxiz " yxit

Example 5.1.2 a;(x) is a covariant tensor of rank 1, or a covariant vector, if, under
a change of coordinates x' = x'(x’), a;(x) is defined as

3 () = a0
a;(x) = ap(x)—;
NPT

't is worth noticing that spacetime coordinates can be indicated with Latin indexes i, j, ... =

0, 1,2,3,... while space coordinates can be indicated with Greek indexes «, 8,...=1,2,3....
However, in literature, there is also the opposite choice, thatisa, 8, ... =0, 1,2, 3. . . for spacetime
coordinates and i, j, ... = 1,2, 3, ... for purely spatial coordinates. Here, we will adopt the first

notation.
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Example 5.1.3 qa;;(x) is a covariant tensor of rank 2, if after a change of coordinates
xi=xGD), a;j(x) is defined as

xk ax!

a;i(x) = ay(x
i (X) il ( )8_’ 3_,

Example 5.1.4 a,,,(x)isacovariant tensor of rank 3, if after a change of coordinates
x' = x'(x7), a;j (%) is defined as

dxP 0x4 ox"

ik (X) = apgr(X)— Pyt

Example 5.1.5 T ;, ; (x) is a covariant tensor of rank p, if after a change of coor-
dinates x' = x' (&), T}, ,..;, (%) is defined as

- _ ox’t 9x  9xir
Tjj,..j,(x) = Tiliz...l,,(x)le P

Let us observe that in the definition of (k, p) tensor above the contravariant indexes
change using the inverse transformation of coordinates. The matrix of change of coor-
dinates is called Jacobian matrix. The transformation is regular if the determinant of
Jacobian matrix is always finite and different from zero. Otherwise, the transforma-
tion is singular. In general, if an object transforms under any change of coordinates
with a non-singular Jacobian determinant, the object is a tensor. In this case the trans-
formation is called linear. The rank of the tensor determines the number of Jacobian
matrixes concurring into the transformation. For example, a rank 2 tensor transforms,
under a coordinate changes, by the multiplication of two Jacobian matrices, one for
each index.”

Example 5.1.6 a*(x) is a contravariant tensor of rank 1, or simply a contravariant
vector, if at a change of coordinates x' = x’(¥/), a' () is defined as

a'(x) = a*(x) o
a(x)=ax)—:.
oxk
Observe that we have used the inverse change of coordinates formula.

Example 5.1.7 T2 (x) is a contravariant tensor of rank k, if under a change of
coordinates x' = x'(x/), T/'2Jk(x) is defined as

— 2 ~Jk
lejz Jk(x) — Tlllz lk( ) dx" 9x ”ax X
oxi dxi2  Qxi

2It is worth noticing that General Relativity, from a mathematical point of view, is the physical
theory whose objects are invariant under the group of linear transformations in four dimension, i.e.
GL(4).
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The Geometry on M is assigned by the following objects:
~ds? = g;;(x% x!, ..., x")dx'dx/ is a metric determined by the matrix

G=(g), gij =g;(x% x", ..., x"), i, je€{0,1,...,n},

which is a rank-2 tensor which can be recovered by the extension of a metric tensor.
It has the following properties:

1. g;j(x) is a smooth function of x on M.

2. at each point x, the metric is symmetric, i.e. g;; j (x) =g,i(x)

3. at each point x, it exists the inverse G~' = (¢'/); using the Einstein notation, the
inverse is described by the relations: g"g;; = & , gjsg*™ = 8.

Imagine the attached bilinear form with coefficients g;;, denoted S(u,v) =
gijuivj.

This one can have the property S(u, u) > 0, VYu, u = @, ..., u"). In this case
the metric is called a Riemannian metric.

Otherwise is called a non-Riemannian metric; some textbooks use the equivalent
terminology: semi-Riemannian or pseudo-Riemannian.

The signature of a metric is defined as the signature of the corresponding quadratic
form. For Minkowski metric, the signature we use is (+ — ——).}

As an example, the Euclidean metric ds?> = (dx°) + (dx')? is a Riemannian met-
ric, its signature is (++) while the Minkowski metric ds? = (dx°) — (dx")? is a
non-Riemannian metric with (+—) signature.

e Ateach point x, it exists a fangent space of M, denoted by T, M, whose coordinates
are (x%, %!, ..., X"). Consider a curve x(¢) in M, and the vector

(r)—— @@, X' @), ..., 1"(@).

This vector belongs to the tangent space and, under a change of coordinates x' =
x'(x7), we have
L dx'  dx' dx/ -
()= ——=— X )T
dt — dx/ dt dx’

that is

. . dx!
X/ (1) = X'(t)—.
x/(1) X()dx,

Therefore, a tangent vector to a curve is a contravariant vector. Considering vectors,
we prefer to write V = (V°, V!, ..., V") in the simpler form V = V*, or only
V¥ as we did it before. That is, a vector can be seen through its components.

3In several textbook, the signature (— + ++) is adopted. In this case, time-like and space-like
vectors have opposite sign.
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e Christoffel symbols of first kind:

oo V(9w gk 09y
k=5 \oxs T axi | oxk

e Christoffel symbols of second kind:

axk ax/ oxs

Fik o gisr*.k _ l gis (ag‘ib‘ 0 gxs agjk)
Jk )

e Riemannian curvature tensor, mixed:

h h
h .__ 8Fik _ arij +Fh m __ Fh "
ijk *— dxJ Jxk mj " ik mk® ij

The fact that the previous multi-index quantity is a tensor is proved later in this
chapter. The same for all lower multi-index quantities.

e Riemannian curvature tensor, covariant: R;jy := gié‘R;kl

e Ricci tensor: R;; = R, ; Which is obtained from the curvature tensor R}, ; by
contracting the indexes s = m.

e Geodesics, i.e. curves c¢(t) = (x'(1), x*(t), ..., x"(t)) which satisfy the equations

d*x" . dx?P dx?

—_ + —_— —
dr? Pedr  dt

We will see that the Christoffel symbols are not tensor, while g;;, Rj. w» Rijkis Rij
and geodesics are tensors and their form is preserved under any change of coordi-
nates.

Proposition 5.1.8 A change ofcgordinatesx’ =x" (fh), r,he{0,1,..., n}trans-
forms the metric under the rule Gz = (dMz)" - Gy - (dM5).

Proof Suppose that M : U — U is the previous change of coordinates which trans-
forms (x°, ..., ") into the coordinates (x°, ..., x"). The first metric is described
by the matrix G = (§ j(x) and the second metric is described by the matrix
G = (grs(x)).

We first suggest why the formula should be as it is in the statement before.
Consider a quadratic form )} ;_ a;;y'y/ written in its matrix form

yt . a . y’
where y is a column vector such that its transposed is y' = (y', ..., y") and the
matrix e ise = (a;;), i € {1,...,n}, je{l,...,n}

The change of coordinates y = A - x leads to

yt.a.yz(A.X)t.a.(A.X)’
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thatis (x’ - A") -« - (A - X), L.e.
X -(A-a-A)-x

So, the transformed quadratic form has its matrix B given by the formula B = A’ -
o-A.
In our case, using Einstein’s rule, the second metric is

grs X)dx"dx* = Z Grs(X)dx"dx?*.

r,s=0

4
Since the change of coordinates in terms of differentials is dx = (3_J> dx, i.e.
X

9 i _
dM; = (%), the previous formula B= A’ -a-A for B= G;,a = Gx, A =
X
d M5 leads to .
Gz = (dMy)" - Gx - (dMy).

O

Of course, we have a similar formula for the inverse of our initial coordinates
transform.

Corollary 5.1.9 A change of coordinates x =x"(x"), re{0,1,...,n},
h_ € {0, 1,...,n} transforms the metric according to the rule G, = (dMz))" -
Gz - (dMzy).

We will see this formula acting later to transform the Poincaré metric of the disk
into the Poincaré metric of the half-plane.

Corollary 5.1.10 The formula G; = (dMz)' - Gy - (dMg) is described in coordi-
k 3.l
a
nates by gij = gu P 8% that is the metric tensor g;; is a covariant tensor of rank
X' 0x
2.

Proof To prove the result, we are looking at the geometric meaning of the previous
obtained formula. Between two vectors i, v of the tangent space at x and their images
u, v in the tangent space at x, we have the connection u = d M3zit, v = dM;zv and

i G-

<

=u'-G-v=(dM:z)' -G-dMzv =" -dM. -G -dM; - v,
i.e.

i [G—dM.-G-dM;]- v =0.
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Let us now write this in coordinates:

dxt _  dx/ dx* 8xk dx! dxl _ ax! dx/
dt  9xi dt~ dt 9% dt

U= —,0=—, U= ——r

dt’ dt

Taking into account the equality of metrics before and after transformation, we have

_ __  _ dxtdx/ ax* dxt ox! dx’
UV = gij———— = —— —— T —— = giuv.
9ij Yitar ar Moz dr oxd dr
Therefore o
_ ax* 9x' | dx' dx!
G TG 9% | dr dr
dxt  dxl
and since —, —— are arbitrary, we obtain
dt = dt » W
_ ax* dx!
9ij = Gkl 0% 9%

It is obvious that the inverse transformation leads to

Corollary 5.1.11 The f()rmula Gy = (dMz))" - x(x) (dM5x(y)) is described in
_ 9x* ax!

coordinates b =0u—"—
Y Gij = Gkl 9xi 3)61
Corollary 5.1.12 The inverse matrix of the metric tensor G~ isalso acontravariant
8x 0x/
tensor of rank 2, i.e. G = " e
ax* dx

In the above examples, we used both this kind of change of coordinates and a
direct way suggested from calculus.

Theorem 5.1.13 A change of coordinates x" = x’()_ch), ref0,1,...,n},
h € {0, 1, ..., n} transforms the Christoffel symbols of first kind under the rule

— dx” 0x® oaxP 9%x" 9x*

k= e o axd ok | U axiox) ax

Proof Let start from

1 (0gix  0gjx 99
Tijn == = £
) <8x1 T T axk
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and
_ dx” 0x?*
g]k - grS af] 8fk'
We have
Gik  Grs 0x? 9x" 9x* 32x" 9x* N ax" 9*x*
oF  ox’ ox o 0% | owow oxt 0% ox 0%
Gii Grs 0xP ox" 0x* 3%x" 9x* Ix" 9%x*
— == =t oo T e aa
ax/  9x” a%’ ax* ox ax’ 0x* 0x ox" 9x’dx
Jij  grs 0xP 9x" Ox* n 9%x" 9x* ax" 9%x*
oxt 0%’ o ox o | U axtox ox) | U ow oxtox)
Since

Ggrs 0xP 0x" 0x*

r—>8S—>p—>r — — . .
b 0x” ax' ax’ 9x*

grs 0xP 9x" 0x*

r — — S —>r :> — - -
P 0x? 9x/ ax* 9%

_ gsp 0x" 9xP 9x*

X % 0%k 0%/

_ Ypr 0x" 9xP 0x°
- 0X ax

i 9x* ox/

after we add, considering the first two equalities with plus and the last one with

minus, we obtain

T dx” 0x*® axP 3%x" ox*
k= R s aw axk U aviax) 9%k
|
Theorem 5.1.14 A change of coordinates x" = x’()_ch), ref0,1,,...,n},
h €{0, 1, ..., n} transforms the Christoffel symbols of second kind under the rule
32xk L 0x" axt . axk
axiox  Taxax/ Y ox
Proof We start from the equalities
99 = &
— ax" 9x* . ox" ox*® _si
ik = 9rs 0 9% T I oxd gxk K
, - x
which are multiplied by gP? Py It results
X
—ij ox" ax* 8 _s 8
90—y o9 g =09
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i.e. _
0x .g dx* _ g 3% ax!
ox’/ oxP axr’

gij Grs

The left side makes sense only if s = p, therefore we have

. ox" %’
—=ij ,Pq —
g g gpra -=g" axp
that is
?U dx1 _ g O 0x
ax/ axr’
Multiplying
dx” 0x® ax? 3%x" ax*

i

ij =Frs — 9 ———
sk Pow 9% ok axiax) oxk

by ", we obtain

" _omF. T ox" ox*® _, . 0xF n ax" _0xt
i =9 k= iy 0 ok T Taxiow Y ok
that is
1" _r. 87”‘ ax" ax* n 5q 90X 9%x"
and finally
—m ax™  9x" 9x*  9x" 9%’
Y axe 9x' ax/  Ox" X' ox’
axk
After multiplying by — a5 it results
—m Ox* axk ax™  ax" ax*  ax™ axk 9%’
r..— =114

Yox™ X" 9xd 9% o%) M x|
which can be arranged in the form

92xk g 0x70xt Axk

x' 9x/ S oax' oax/ Y ax
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5.2 Covariant Derivative for Vectors and Tensors.
Geodesics

Theorem 5.2.1 Consider a curve x(t) and a contravariant vector V*(t) along the
curve. Then, the vector with the components

dvk Lrky dx!
dt U4t

is a contravariant vector attached to this curve.

Proof Consider the contravariant vector V having the components V"’ (x). Being a
contravariant vector, under a change of coordinates X' = x'(x/), i, j € {0, 1, ..., n},
its components become V' (%),

ax"
dx/

Vi@ =V
If we consider the partial derivative with respect to x’, we obtain

av’ axr oV ax 9%
JR R — VJ

ox? oaxi  9xi axJ dxidxi’

k
and it results

0
We multiply the last relation by Bx

fr
IV’ 9xP axk 9V 9x” axk p X axb _avE L 9%x ox
ax? oxi ax”  9xi 9xJ ax” Axidx/ 0x"  oxi dxidxs ox"’
which can be written in the form
ovE _ oV oxraxt 9% oxt
axi  9xP axi ox” Axidxs ox" "

From Christoffel symbols of second kind

ot ax? 9x4 9x* 3%xP  dxk
VTP gxi gxd 9x” 0 9xidxi 9xP’
we deduce
. . TP 9x4 9k . 92%P k TP 9xk . 92%P k
virk — vit” Bx.Bi'ai Ly 3'x .aé=v"f’ Bx'ai Ly alx 3;
L P9 gxi 9xJ ax" axioxJ oxP P9 yxi 3x” axidxJ oxP
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If we add the two relations obtained above we have

OV irk — v’ e R
dxi U\ axr P | axi 9x"

Considering the coordinates x and x as functions of ¢+ we can write the last equality
in the form

OVEdx! L dx' WV g | OX7 Ox* dx!
axi dt Udr — \ oxP Pa ) gxi 9x" dt

or equivalently

dvk dx! AV’ — —gdxP\ ox*
4 Tkyi | = -] =,
d Yoo dt dt Pa=dr ) x”
which ends the proof. (]

The above formula

Ve virk = v’ Ly | o
ax 0\ axP Pa | 9xi 9x”

. ovk ; S .
shows that the expression o + v/ 1"{“ remains invariant at a change of coordinates,
X

J
therefore we have

Definition 5.2.2 For the contravariant vector V¥(x), the covariant derivative is the
(1, 1) tensor with the components

— 4 virk.
x! + Y

We denote the covariant derivative of the contravariant vector V (x) = V*(x) by

vk :
V= — + VT,
! ox! + Y
1%
Other possible notations for V_’f are — or V_
’ ox! ox!

Definition 5.2.3 For the contravariant vector V¥(z) the covariant derivative is the

contravariant vector )
dvk L rky dx’
dt 0Todr
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We denote this in the form

avk dx’
vki="—— 4+rkvi—
* dt Yoo dt
vk v
Other possible notations for V;k are vdt or vd_t

Definition 5.2.4 The contravariant vector V*(¢) is parallel transported along the
curve x(t) if

dv* cdx!
— 4TV =0, ke{0,1,2,...,n).
dt o dt € )
Definition 5.2.5 The curve x = x(¢) = (x°(¢), x'(¢), ..., x"(t)) is a geodesic if its

contravariant tangent vector x (¢) is parallel transported along the curve.

Proposition 5.2.6 A curve x(t) = (x°(t), x'(¥), ..., x"(t)) whose components sat-
isfy the equations

d?x* kdxi dx’
f——— =0,ke{0,1,...,
dt? i dt dt { ")

is a geodesic of M.

d k
Proof We replace V¥ by d_xt in the formula

dv* dx!
4Ty =0,
dt i dt
and we obtain ) .
d*xk o dx' dx/

drr " dr dr
O

In the following statement we prove that a change of coordinates transforms a
geodesic into a geodesic.

Theorem 5.2.7 The change of coordinates x" = x’()_ch), ref0,1,...,n},h e
{0, 1, ..., n} transforms the equations
d*x"  _ dx' dx’

Tl ar
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for the curve ¢(t) = (70 (1), x! ), ...,x"(t)) into the equations

d*x" dx? dx1

r —

e U Mdr dr

for the curve c(t) = (x°(t), x'(¢), ..., x"(1)).
Proof From
d’*x" L dx' dx/  (d’x"  _ dxPdx?) ox"
dr? Vidt dr — \ dr? P4 dr dr ) dx'
if S
d*x" LA ax
dr? i dr dt
then
d>x" Y dx? dx? 0
dr? Paqr dr

O

Problem 5.2.8 Prove directly, without considering the theory above, that, for a curve
x(t) = x"(¢), the vector A ‘

d*x" pdxtdx/

dr? U dr dt
is a contravariant vector attached to this curve.

Solution. We wish to prove that a change of coordinates
X =x"G",ref{0,1,...,n},h€{0,1,...,n),
transforms the previous vector under the rule

d’x"  _pdx'dx)  (d*x"  , dxPdx?) ox"

a Tligr —<—dtz ,,477) o

dx" dx" dx"
= ——. Then

Let us start from ==
dt ax" dt

d*x"  9x" dx"dx | 9x" A%
> 9x"ox/ dr dt  9x" dr?

We arrange in the form

ax" d*x" A%k 32x" dx" dx’

ax" dir ~ di* ax"ox) dr dr
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_ ax"
and we multiply by PP It results
xr

d’x"  dx"0x" 9% dx" dx/ 9x”

2~ df? ax"  9xlax! dt dr ax'

—n dx' dx’
and we add F,’-l» X in both members.
Idr dt
d*x" | _pdx dx  dPx"9x"  0%x" dx"d¥ ox" | _p d¥ dx/

a2 Vi A T Al o avhed di dr ax U dr dr

Let us use the formula which transforms the Christoffel second type symbols written

in the form
32xP X" BxP ax? X"

ox ox’ dxr M ox oxd ax Y

in the right member of our last equality.

a*x" _y dx' dx/

i ar

_dxoxh 9% dx dxiox 02xP_ox" . 9xP oxd 9x"\ dx' dx/
T odi2 axT axbgx) dt dt ax' xtox) oxP P9 gxi gx) ax” ) dt dr

Finally we obtain

d’x" LT dx' dx/  (d’x" L dxrdx ox"
dr? Vidt dt — \ dr? Pidr dt ) axr

Another important fact about geodesics is
Theorem 5.2.9 If c(t) is a geodesic, then ||¢(t)|| is a constant.

Proof Recall first that the length of a vector in a given metric ds®> = gijdx'dx’
obviously depends on the type of the vector. Therefore, in our case, the formula is

dx'(t) dx’ (1)
dt dt

eI =+ gi; (1), x' (1), ..., x"(1))

We continue using the + sign, in the other case the computations are the same.

Having in mind that _
d’x' o dx' dx™

S i
dr? m qr dt
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d
we start to compute o (11¢@)11?). We obtain

d (II'(t>||2) dgij dx* dx' dx/ N d’x' dx’ N dxt d?xJ
L jaxtdxtdx) o d7xTdx) | odxd _
d oxk dr ar dar Y a ar Y ae

dgij dx* dx' dx’ d?xt dxl

oxk dr dr dr TYaE ar

_ 0gij dx* dx' dx dx! dx™ dx)  0gij dx* dx' dx’ dx! dx™ dx/

i

T oxk dr dr ar YmTar Tar dr T axk dr dr di i Tdr dr

T axk dr dr dt

axm ax! ax!

_9gij dxk dx' dxJ 9g;j . 09mj  OGim dx! dx™ dxJ
dt dt dt

This happens because after we relabel the summation indexes in the last three terms,

. . . dgij dx* dx' dxJ .
in the expression, we have in fact the term —~ —— —— —— written four times, two
oxk dr dt dt

with the sign plus and two with minus. It results o (| [e(®)] |2) =0,ie. ||¢c@)|> =b,
where b is a constant. U

The concept of covariant derivative allows us to obtain the same result later. The
fact that, along a geodesic, the length of the tangent vector at geodesic is a constant

t
one, allows us to replace the parameter ¢ with s = ﬁ The geodesic g = g(s) has

the property ||¢(s)|| = 1.

Definition 5.2.10 A curve which fulfills such a property, i.e. [|¢(s)|| = 1, is called
a canonically parameterized curve.

These last two theorems are used later to understand how geodesics of the disk
are transformed by inversion in geodesics of the Poincaré half-plane. And more, how
geodesics of the disk are transformed by inversion in geodesics outside the disk. All
these facts will allow us to better understand the connections among Non-Euclidean
Geometry basic models.

5.3 Riemann Mixed, Riemann Curvature Covariant, Ricci
and Einstein Tensors

The Riemann symbols in the case of surfaces were obtained by considering the

partial derivative of Gauss formulas. The way we introduced the parallel transport of

contravariant vectors, without using an extra-dimension, allows us to think at a way

to introduce the Riemann mixed curvature tensor without an extra-dimension.

The key is the parallel transport of contravariant vectors along infinitesimal vectors.
Suppose the infinitesimal vector is A = (8x°, 8x!,...,8x") and let V be the

vector we parallel transport along the infinitesimal vector A. If we act in an Euclidean
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space where Ffj =0, at the end we have only the vector A + V of components
A¥ 4+ V¥ But, in general, Ffj # 0 and the parallel transport highlights the vector of
components A* + V¥ + §V* where

sV = —TfV/sx'.

If the components of V are dx*,ie. V. = (dx? dx', .., dx™), the previous formula
becomes o
8(dx") = —T;dx'5x'

and each component of the parallel transported vector V along A becomes x* +
dx* + 8(dx¥), that is o
Sxk + dxk — Ff‘jdx"éx’.

If we consider the parallel transport of the infinitesimal vector A along the infinites-
imal vector V, at the end we have the components Vk 4+ A% + d A%, where

dA" = —T}Adx'.

Therefore, at the end of the parallel transport of the vector A along the vector V we
obtain o
dx* + sx* — Fijxjdx’.

In the Euclidean space, the condition A* 4+ V% =Vk 4+ A% ke{0,1,...,n}
describes a parallelogram. Here, the parallelogram is described by the condition

AR+ (VE48VF) = vE 4 (AF +dAY), ke {0, 1,...,n),

that is

545 4 axt — Thdxd sx' = axk 4 a8 — T s d'.
This condition may be written in the form
Ff‘jdxjéxi = F’jfi(Sxidx-f.

The last equality is true because the Christoffel symbols are symmetric, i.e. Ff‘j = Fj‘.i .

Let us take into account the parallelogram considered above and a vector W =
(WO Wl ..., W"). We consider the parallel transport of W along the first two
sides. Along A we first obtain the vector X of coordinates X* := A% 4+ (WK 4 §W¥).
Then, this vector is parallel transported along V. We obtain the vector of coordinates
V¥ + (X 4 dX*). Therefore the parallel transport of W along the first two sides
leads to the vector of coordinates

TF .= vk 4 [A* + (Wr + W5 +d(AF + (WE +sWF)] (1)
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The parallel transport of W along V leads to the vector Y of coordinates
Y = Vi (W awh)
and the parallel transport of Y along A leads to the vector of coordinates
A* 4+ (Yk 4875,

Therefore the parallel transport of W along the other two sides leads to the vector of
coordinates

Ty = A 4 [VE+ (W +dWh +s(VE + (WE+aWH)] ()

We continue to work in coordinates. The relation which allows us to consider the
initial parallelogram is d A* = § V¥, If we denote by

R:=Tf - T},

it results
R = 8(dW*) —d(sW"h).

If we compute

—3(dW") = 8(T};Widx/) = ST, W'dx! + T, (8W)dx/ 4+ T}, W's(dx/),

we obtain
k E)Fll'(j Iyri gvi ki bg.j ki i b
—8@W") = —Lox'Widx! — 5T, Wex"dx) — TET], Widx“8x”.
3)6[ ij-a ij"a

Arranging the indexes
k

ky _ _8Fij k s k s i gjsul
B@W*) = | = + TGTY + TGT | Widx/sx!,
X

sj* il

and in the same way

ark
J

—d(W*) = <8x — 4T} — FfiFfj) Widx/sx'.

Therefore, after canceling Ffi I‘fj, one obtains

ark  ark o o
s@Wky —a@wky = (axlfl - axllj +TETY =TT, | Wiax/sx! = R Widx/sx!.
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The second type Riemann symbol is highlighted. If the vector R = §(dW*) —
d(8W*) is 0, the two vectors are coincident, it happens as in the Euclidean Geometry.
If not, a curvature of M appears.

It remains to prove the tensorial nature of R’/ -

Theorem 5.3.1 A change of coordinates transforms the Riemann mixed curvature
tensor and the Riemann curvature covariant tensor after the formulas

_ X . 0x/ xk ax!
D Rogaa = Rt 557 o0

_ dx" ax’ axk ax!
(2) Repga = Rejii —5 — —= —-

For the Ricci tensor, we have

dx/ 9x!

3) Ryy = Rﬂﬁﬁ'

0
Proof For (1), we consider the partial derivative a5l of the expression
X

32x* o oxToxt = axk
ax'ox/  Moxox/  Yox
It results
93k
oxloxiox/

Cox? oxl ox ox/ 7 \owlow ox/ | ox oxlox/ ) | oxl ox”  Yoaxloxt

OTK 0xP ox” x4 ( 21" ox®  ax’ 92 ) O axk 92k
We switch / and j indexes in the previous formula

93 xk
ax/axiax!
_ark axP ax” axt [ 9% ox®  ox' 9%xS ar; axk . 9%k
T oxP o%d ox ol " \oxiax oxl | ox oxlox ) | ox) ox | Uoxiaw

Since
83xk 83xk

X oxox)  oxioxox




5.3 Riemann Mixed, Riemann Curvature Covariant, Ricci and Einstein Tensors 127

we put the two equalities together and we separate the quantities having bar on second
kind Christoffel symbols by the ones without bar. We also cancel the equal quantities
and the left member, here denoted as L M, becomes

UK axP ax" ax® 9Tk axP ax” xS . 92" oxS . 9%x” x

LM = i S B iy
axP 9%/ axt ax!  oxP 9% axi ox/ Tox/aw oxl T oaxlax ox/

We divide the left member LM in two parts. In the first part, we interchange p and
s. Then

Tk axP ax” 9x* Tk oxP ox” ax* T}, axS ox” axP Tk axP ax ox’

axP g%l axt ox!  OxP 9xl ax ox/  9xS 9%/ ox ax!  9xP 9%l 9% 9%/

_ (2T _arh ) ot oa” ox?
xS dxP | g%/ g% 9%

In the second part of the left member, we use the formulas which explain how the
second type Christoffel symbols are transformed under a change of coordinates:

02X axt o 02T ox

"oxiaxt ol "oaxlox ax/

axe axb  _, ax"\ ax® axe axb  _, ax"\ ax®
=F5S<_rxx+ra x)x_rics(_r X x+ra x) x

abozi ot Jox? | axl ab o5l ot M oxa ) g%

k o 0x¢ axb 9x’ k o 0x¢ axb 9xs k =a 0x" dx* & =a 0x” 9x*

Torstabagiaxi ol TS @b awl axi xS Jlax@ ol T ligxa g

We rearrange the dummy indexes such that the product of the three ratios becomes

dx® ox" dxP

9%/ ox ox

The left member L M becomes:

xS 9xP as* pr ap’ rs -

ory, ark rkpe ok pa | O BRP e 03T 0xt e B 0
' axd ax ox | " TTex@ax "t on gxd”

The final form of the left member is

p 0x° 0x" ox? ¢ =a 0x" 0x° ¢ =a 0x" 0x°

LM = o aeT o o L g gl sl g ger
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In same way, the right member becomes

eay = OTh 9k 0T axk AR~ i
oxi o' ox ox | axiaxr  Yoxlex
— =T
BF;I ar;; axk ¢ 0x7 axb _ oxk ¢ 9x¢ axl g axk
L _ T, (-r T T (-1 [
<3x-/ oxt ) o i\ T g am lrgs ) T ab ol o
ars,  ary axk . ax%axb x4 gx?
= e + T T, =TT, %— i Ia(bi‘ér'i_ f Sbiéz
ox/  ox ox ax/ 0x ax! ox

s axk . v 0x¢ axb "k ax® dxb
it s~ itlan g g 4 Tiila et 5

Comparing the final forms of the left and right members after reducing the equal
terms, we obtain the formula

X Bx" ax* axP  —m axk
"Pox ox ox U ox™
ox”
(2) In (1), we multiply the right member by g,; — 37¢ and the left member by the
ax*

same quantity written in the form g;, — e

This is possible because the formula g,; — Y- = Gse oy comes from
xe
- ax" dx!
ges - gse grl 8xe axs,
formula which was proved before. Then
-, Ox' 9x* ; 0x” axd axk ax!

e Rini'y ot = 97K 552 39 o0 o
In the left member, s := a leads to

_ ax" dx’ dxk x!
Revga = Rejui 7= —5 7= —5

3 " s 5. hen R Ax'! ey ax’ i ax’/ ax' 3x! h
(3) We start from R;; = R; ;. Then Rbga? = Ryaaza = Rj”ﬁa?ﬁ’t ere-
fore .

_ dx’ ax!

Rpg =R}
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We may say that Riemann mixed curvature tensor is a (1, 3) tensor, the Riemann
curvature covariant tensor is (0, 4) tensor and the Ricci tensor is a covariant (0, 2)
tensor. O

When we worked with surfaces embedded in 3-space (Euclidean or Minkowski)
using the Gauss equations, we proved that the Riemann symbols R;j;; have the
properties

Rijii = —Rijix;
Riji = —Rjiu;
Rijii = Ruij;

Rijki + Rixij + Rirjx = 0.

The keys of demonstration are the Gauss equations which depend on the second
fundamental form. Can we prove such formulas in this abstract framework? The
answer is yes, but we need to discuss first the covariant derivative. Let us remember
the definition of the covariant derivative of a contravariant vector as the (1, 1) tensor

vk .
defined by V¥ = — + v/ Flk
o 9xd /

Definition 5.3.2 The covariant derivative of a (k, p) tensor Tl"’2 (x) is the (k, p+
1) tensor defined by

lllz lA
1112 (.X) =

ipip..ix
L1, .
— 162 .1 + T[:}Zz ”‘Fl' + + Tllliz;:i lmrlk _ Ttllg t;\l—-

iyip..ig m
mj mh.d, “Lj T Tl]lz A, I
ox/

—1m lpj.

Some particular cases: the covariant derivative of a covariant vector is the (0, 2)

covariant tensor
aV; P
Vi.j = T VkF

The covariant derivative of a covariant (0, 2) tensor is the (0, 3) covariant tensor

861,'}‘

s s
W — aSjFik — asiij.

aijik =

The covariant derivative of a contravariant (2, 0) tensor is the (2, 1) tensor

ab”

. . .
biy = + 9T + T,

A J
The covariant derivative of a (1, 1) tensor is the (1, 2) tensor al.], P = 8_l’< +a'l
; x

Jo_
mk

a,ﬁFl’-“,“{.
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For two tensors TLI and S {,, where I, L, J, P are multi-index quantities, it makes
sense the tensor T/ S 1{, and the product rule of covariant derivative, that is

(T Sp)im = (T Sp + T, (Sp)im-
For the metric tensor g;; we can prove

Theorem 5.3.3 g;;.x =0

Proof We have

9gij
ook Lk ~ ki =0.

99ij s s 99ij
Tk —ngr,'k —gsirjk =T

1 1
P ok —95j 9" Cikg — 95i 9" Tjkg =

Gijk =
(Il

A very important consequence appears.
Consider two contravariant vectors V¥ and W/ and their “dot product” via the metric
tensor, (V*, sz = g VEW/I.
Suppose that V* and W/ are parallel transported along a curve x(¢), that is

ey g
d 0toqr
and . .
dwi Fjw,dxl 0
d L T

or simply, V*(t) = 0 and w/ (t) = 0. The covariant derivative of the metric tensor
gij vanishes,

agi; .
ijik = g’,ﬁ = 9siTik — 95T =0
and this can be written as
8g[j dxk
gij; (1) = <W = 9silik — 95i U o= 0.

The derivative with respect to ¢ of the “dot product” is, in fact, the covariant derivative
of gxj V&W/. Applying the product rule for the covariant derivative, we obtain

N
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It results:

Theorem 5.3.4 (i) The length of a vector is conserved if the vector is parallel trans-
ported along a curve. (ii) The length of the tangent vector to a geodesic is a constant.

In each geometric space where the meaning of

(v, wi) gk VEWI
IVELIWIL g VEVIT g WEW |

is related to an angle via a trigonometric function f(«), as we saw on surfaces both
in Euclidean spaces or in Minkowski spaces, the following theorem holds:

Theorem 5.3.5 (i) The angle between two vectors parallel transported along a curve
is conserved.

(ii) The angle between a vector parallel transported along a geodesic and the tangent
vector to a geodesic is the same at each point of the geodesic.

For the inverse g'/ of the metric tensor g;; we have
i _
Theorem 5.3.6 g; = 0.

Proof Consider the covariant derivative of the expression g;;g% = Sl.j . It results

‘ 987 , ,
5, =L perrd —siTn =0

ik ™ gk "
and A ) ) .
0= (9is9")ik = Gisikg” + 9is G} = 9is 6oy
ie. ) ) .
9" gisg =gy =0.
(Il

Theorem 5.3.7

2 2 2 2

Riju = % <aijgi)lck * aii%jﬁl B aifg)j;k B aif%iil) + 9mp (T = T

Proof

\) arjl aij s m \) m
Riji = 9isRjuq = 9is \ ¢ = 70 Tk jr =T Ui | =

BF;I Z)Fj-k s m s m
=is \ 5ok T oul + Yis (F}nkrjl - F}nlrjk) =
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ags? ags ar jli ol jk.i
= Yis (Wrﬂ,a - %ij,a =+ p L - / +g,s(kaF fnlrljnk) =

ax! dxk ax!
agstl agsa 1 82g_ 32q.k 32(].1 82g .
=g <7F-la——l‘ka)+f ll4+ IR L klA +
I axk T Ih axl /% 2 \axkaxi ~ axloxi  axkaxi  dxloxJ

S m S m
+9is T 1 = T T

sa sa

. g
by —I', 9" — I'f,¢g" and — by —I'} g™

In the first part, we can replace Bg

1-‘Irg
It results

ag*® ag*? ) . -
Jis (7I‘jl,u - 7ij,a) = gis[rjl,a(_rlirgm - F/‘:rg”) + ij,a (F[Srgm + I-[argsr )]

axk ax!
Continuing,
9isTja(=T, 9" = T5.6") = =i U T — Tl ljra =
—Liri T =TT e = =T8T jim — Tl im i
Analogously
9isUjka Ty, 0 + T56") = T3 T jkom + Tl
ie.

agsa agm "
Jis erl,a - Wl—‘jk,a = _Fkirjl,m F kal + F[, F/k m+ F]krlmt

Next step is to compute
gis(rzxnkr;nl -, ’k) Fk, jlom F;n]rkm,i + F[r;lrjk,m + F;'nkrlm,i
which means
gi “ M jl m %+ F;’:r‘jkm +%7
that is

gmp(Fl';’Fj Fk,F ).
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The formula we obtained, after arranging the indexes, is

1 9%gy 329k 991 0% gix
—(—= SO LI S oy (DY — T
2 Gxiont T awiont  axioxk  axigxt) T 9m T Ui = i)

Riju =

and allows to prove quickly the following formulas

Rijii = —Riji;
Rijit = —Rjiw;
Rijxi = Ruij;

Rijki + Rixij + Rirjx = 0.

in their intrinsic form.
The last identity, R;jx; + Rixj + Rizjx = 0 is known as Bianchi’s first formula. [

Theorem 5.3.8 The Ricci tensor is symmetric, that is R;; = Rj;.

Proof After multiplying the Bianchi first identity R;jx; + Rixj + Rijx = 0 by g’
using the previous formulas, we obtain

9" Rji + ¢' Rirsj — " Rjui = 0,

that is .
Riy + 9’ Riwij — Ry =0,

or simply A
Rix + 9 Risj — R = 0.

If we show that gﬂRikU = 0, we complete the proof. We have
¢"' Rinij = 9" Riij = — 9" Rixj.
If we take into account that j and / are dummy indexes, we have
9" Rinij = —g"' Rinaj

therefore g/! Riyy; = 0, i.e.
Rix = Ry

Theorem 5.3.9 (Bianchi’s second formula):

s s s _
Riiwa + Rig.; + Riyj = 0.
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Proof We start from the covariant derivative formula R}, i.e.

OR:.
s ijk s X s s
Ry = 9%l + R Lo — Ry Ul — R U — R Uit
RA‘ — 8 fkl + Ra F.Y _ RS Fm _ RS Fm _ RS Fm
ik = Ty ikl aj mki* i imlt jk ikm™ 1j
and
RS — aR:I] Ra FS RS Fln RS Fm RS Fm
ik = ok + Ry Uk = R Uik — Ry Ui — Ry L -
We add the three equalities and we use the obvious equality R}, = —Rj;.

It remains to prove that

8Rl§jk 8R;k[ aR?lj a s a s a s s m s m s m
al axi ok T RisTar + RigUgj + RigiUop = Ry Uit + Ry U5 + Ry i
IR, 9RS, ORY.
Let us focus on — % ik i \which means
ox! ox/ 0xk
d 3ka arfj s a s pa 9 arfl 3F?k s pa s a
axl<axj ~ank T lai T =Tl | + 55\ ok = 5a + Fawlir = Tl ) +
0 arfj arfl s a s a
o ( o e el T ).
that is
a FS F(l FA‘ F(l a FA‘ F(l FA‘ Fa a FS l—'a I—'S Fa
W( ajt ik — tak ij)+axj( ak* il — ‘al ik)+ 8Xk( al® ij = *aj il)‘

If we continue computing and if we add the missing part

a N a N a s
R T+ RigUaj + Ry Uk

we obtain
S a
araj a arlqk s BF;k a _ aFij s, + al_‘zszk a BF?I s — 3F;l a _ arf’k s+
axl KT gxl T gyl T gyl Tk T g T gy ek gy U gy
ors are ors . ore
! ij s aj ! ; ; ;
+ Bx[]l‘ re+ P Lo — o T - axl Lo+ Ry Lo + RiyTa; + RipTax
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which can be successively arranged as

a

are  ore, arey  ar¢ ary.  ar¢
l—vzl (Ra lk+ 2] +r;§j (Ra il + 1k>+1—~2k R 2] + il +

ijk ™~ xJ dxk ikl dxk ax! ij - ax! axJ
s a s
414 Braj _ 317;1 + T4 (aF;l _ 8Ffzk) +r4 aF;k _ araj _
e\ Caxl T axJ A\ axk  gxl I\ axi  axk
= 1y (T TH = Tl T ) + T (T T = T ) + T (T T — Ty T ) +
L i T o (arfnl _ arfnk> o (P Moj\ _
ik axl axJ U\ axk ax! i\ oxJ dxk

ors . are ars ars
mj ml s s ml mk s s
Ff"lﬁ( ol axd + T = Tai T +F;’;(axk i + Tox s — T Zk)

ars, . AT,
m mk mj s a s a _ pS m s m s m
+ril ( ) - axk + Faj l-‘mk - l—‘akrmj - lej 1—‘ik + Rmklrij + ijkril'

O

Theorem 5.3.10 (The covariant derivative of Einstein’s tensor formula) If g;; is the
(0, 2) metric tensor, g its inverse contravariant (2, 0) tensor, R; j s the Ricci tensor,
R := R} is the curvature scalar derived from the (1, 1) mixed tensor R; = ¢" R, s
it is possible to define the Einstein tensor

1
Eij == Rij — ER “Gij 5

then, we have
Eij;a = 0

Proof First of all, let us observe that R can be written as g”/ R; ;. Indeed,

We have to prove that the covariant derivative of the Einstein tensor is null, i.e.

1
<Rij — ;R 9i./'> =0.

s

We start from Bianchi’s formula

Rijei + Ry, + Ry =0.
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We contract the indexes j = s. It results
Riges + Rigs + Ry =0
and we use Rix;y = R}, Rjj., = —Ri;; = —Rik. We obtain
Rix + Ry — Rk = 0.
Using the fact that the covariant derivative of g/ is null, we can write
(9" Ri)a + (9" Riy)is — (9" R = 0,

i.e.
Rl?;l + (¢ Ri)is — Rla;k =0.

We contract a = [ and we have
RZ;a + (ng?ka)JS - RZ;k =y
Now, ¢'“R5,, = ¢"“9*’ Rpika = 9" 9*" Rivak = 9°" 9" Rivak = g°" Ri}y;, = R} and we

replace in the previous equality.
It results R}, + R;., — R =0, thatis 2R}, , — R,; = 0, which can be written in

the form |
(= bier) =0

‘We use that the covariant derivative of the metric tensor is null, then we have

Ry — 18" R =0
Gma Ky 5 x 9ma =0,

1
Rux — =Rgpn =0.
( k 3 gk);a

that is

1
One comment. The Einstein tensor E;; := R;; — ER - gij has the property
Eij;a =0.
The Einstein field equations in General Relativity are

1
Rij = SR - gij = kT;j,
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where k = is a constant and 7;; is the so called stress-energy tensor, a tensor

4
c
satisfying the same null covariant derivative equality,

Tij;a =0.

If we are looking at the left member we see somehow the Geometry of the space
expressed in terms of tensors; in the right member there is a tensor which depends
on mass and energy. The equality shows that the mass and the energy are creating
the geometric structure of the spacetime. All these things will be better understood
later when we construct all the “ingredients” of the theory.



Chapter 6 ®)
Non-Euclidean Geometries and Their R
Physical Interpretation

Gutta cavat lapidem.

Ovidius

At the end of this chapter, the big picture towards Relativity will emerge. Before
discussing all the details and the proofs, we intend to sketch it now. The most known
models for Non-Euclidean Geometry are the Poincaré disk model and the Poincaré
half-plane model. Another related model, the exterior disk model, can be figured
and presented. Two other models will be highlighted: the hemisphere model and
the hyperboloid model. The first three models are connected among them by inver-
sion. Two models have distances which can be described by a general principle of
metrization; the distance between two points is

[PA|
max P maxpeg
d(A, B) = In Xrex 940 (F) = In ——— 0.
minpeg gap(P) minpek (55

where the set K and the set J have to be specified. In the case of the exterior of the
disk, it is a good exercise for the reader to check that a similar construction works.
Therefore all three models are endowed with a distance constructed by this special
procedure.

The Poincaré Disk Model
Let us consider the circle C (O, 1) having O(0, 0) as a center and » = 1 as a radius.
The interior of C(O, 1),

D, =intC(0,1) = {(x,y) € E}x*> +y* < 1}

is the Poincaré disk and in the same time the “plane” of the Non-Euclidean Geometry.
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The points of the disk are the points of the Non-Euclidean Geometry. The lines
of the Non-Euclidean Geometry are the orthogonal arcs to C(O, 1). Why? Because
it is easy to check that, for three points A, B, C in this order on an orthogonal arc,
the following equality

d(A,C)=d(A,B)+d(B,(C),

holds. It means that the orthogonal arcs are geodesics with respect to the distance d.
An important particular case is related to diameters which are also geodesics in this
Non-Euclidean Geometry inside the disk. C(O, 1) = 9D, is the infinity domain of
this Non-Euclidean Geometry. Why? According to the theory we presented, in the
case when A = 0(0, 0) and B = B(x, 0), the distance before becomes

l—x_—l—x
1-0 —-1-0

1
d(O,B) = > -In ,
and when x approaches 1, d(O, B) approaches to co.

In this Non-Euclidean Geometry, we see that, from a “point £ which does not
belong to a “line [”, there are, at least, “two lines d;, d,” i.e. two orthogonal arcs to
C(0, 1), such that

anNi=90,i=1,2.

What can we say more? The previous distance d induces a metric, which, in the case
of the interior of the disk, is

4

2 __
B =TT P

(dx* +dy?).

The geodesics with respect this metric are the same orthogonal arcs to C(O, 1).
Therefore the geodesics of the metric coincide with the geodesic of the Poincaré
distance. The Gaussian curvature of this metric is —1.

At this point, it is possible to offer a simple explanation regarding to the fact
that this Poincaré Non-Euclidean Geometry inside the disk is also called Ponicaré
Hyperbolic Geometry. In fact, the Poincaré distance can be expressed by a hyperbolic
function, and this will happen for all the other non-Euclidean models. Let us look at
the above formula
l—x —-1-x
1-0 —1-0"

1
d(0,B) = =1
(0.B)=7-In

= ¥ (O0-B) thatis

1
It results X
1—x

d(0, B) = tanh™' x.
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The Poincaré Half-Plane Model

The Poincaré half-plane model can be seen as simple as the disk model. The “plane”
of the half-plane model is the set H? := {(x, y) € E*|y > 0}. The infinity domain,
in this case, is the line y = 0. The distance has the same form as in the case of disk
model,

[PA|

max P maxXpek 153
d(A, B) = In DXpex 0ap(P)_ | TRPek ipn
minpeg gap(P) minpeg ﬁ

where K :={(x,y), y=0}and A, B € J := H> The previous distance induces
the metric of the superior half-plane H?, i.e. the Poincaré metric

1
ds® = F(dx2 + dy?).

The “lines” of the model are the semicircles centered on the y = 0 axis or they are
half-lines Euclidean perpendicular to y = 0. It is easy to check that, for three points
A, B, C in this order on a semicircle (or on an orthogonal line to the infinity domain),
we have

d(A,C)=d(A,B)+d(B, ().

It means that the semicircles and the orthogonal half-lines to y = 0 are geodesics
with respect to the distance d. As we saw already, they come by inversion from
lines of the disk model. The same objects are geodesics with respect to the Poincaré
half-plane metric.

Even if the two metrics can be deduced from the corresponding Poincaré distances
using formula

11 1\? 2 2
ds 24_1 R_1+Z (dxi 4+ dxy),

they can be found starting from one of them and applying the inversion coordinate
change formula for the coefficients g;;.

Two “lines” of this model are non-secant lines if there is no point of intersection
between them. Exactly as in the disk model, from a “point E”” which does not belong
to a “line [”, there are at least “two lines d;, d»”, such thatd; NIl =@, i = 1, 2. Since
the inversion preserves the angles between curves and, using the property of the sum
of angles in the disk-model, we deduce that the sum of angles of a triangle, in this
model, is strictly less than 7.

For two points A, B on a line, d(A, B) approaches co when B approaches the
endpoint S of the “line” which belongs to y = 0.

There exists another model of Non-Euclidean Geometry developed outside the
disk. All the results and considerations available for this two models are available in
the model on the set extC(0, 1) = {(x, y) € E?[x®> + y? > 1}.
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A stereographic projection is necessary to migrate from the half-plane model to
the hemisphere model, another stereographic projection is used to migrate from the
hemisphere model to the hyperboloid model. Shortly, the hemisphere model will be
described by the set

He ={01,y2,y) €S Iy + v +y; =1, y3 > 0}

endowed with the metric
1
dsy, = 7 (dy7 + dy; + dy3)
3

and the hyperboloid model will be described by the set
H := {(x1, x2, x3) € E? |)cl2 +x§ —x32 =—1, x3 >0}

endowed with the metric
dsf = dxi +dx3 — dx3.

As you can see, and this is remarkable, this last model describes, through a
Minkowski metric, the Non-Euclidean Geometry. Some results of this chapter come
from [11, 12].

6.1 Poincaré Distance and Poincaré Metric of the Disk

We proceed to prove all the facts asserted in “the big picture” before. Next theorem
allows us to provide a metric starting from the special distance naturally attached to
the Poincaré disk model.

Theorem 6.1.1 (Barbilian’s Theorem) Let K and J be two subsets of the Euclidean
plane R?, and K = 0J. Consider the influence f (M, A) = |MA|, where, by |M A|,
we denote the Euclidean distance. Consider

f(M,A) _ |MA]
f(M,B) |MB|’

gap(M) =

and consider the semi-distance induced on J by the metrization procedure

maxpeg gap(P)

d(A, B) = In 22Xpek 9aptl)
minpex gag(P)

Suppose furthermore that, for M € K, the extrema max gag(M) and min g45(M)
forany A and B in J are reached each for a single point in K. Then:
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(i) Forany A € J and any line d passing through A there exist exactly two circles
tangent to K and alsoto d at A.
(ii) The metric induced by the previous distance has the form

ds® = ]+12(d2+d2)
sc=- =+ — X x5),
4 R] r ! 2
where R and r are the radii of the circles described in (i).
Proof Consider A (xy, x3) and B (yy, y2) in J and M (x', x?) in J U K.

MA
B|| = +/\ has the equation

The circle determined by the relation

()c1 — x1)2 + (x2 — xz)z — )\(()cl — yl)2 + ()c2 — yz)z) =0.

Its radius R is

R M AB|? .
(1-x7°
|2
The maximum M; and the minimum m; values for the expression W lead to

the equalities

2

2 .2
1 |, ry =

——1|AB L|AB|2
(1 — M;)? T —my)? '

The first equality becomes

1+M\*  |AB]> +4R}
1-M,)]  |AB?

and taking into account that M; > 1, it results
2|AB]|

—|AB| +,/|ABJ2 + 4R?

In the same way, using m; < 1, we have

M =1+

2|AB|
|AB|+ /|AB* + 4r}

If A and B are close enough, i.e. B = A + d A, the Euclidean distance | A B|?> becomes
the arc element

Wl[:l—

do? = dx} + dx;.
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The distance between the points A and A + dA leads to the new arc element
d (A, A+ dA) denoted by ds.

So,
1M, —
ds=d (A, A+dA)= - "1
2 niy
We have the approximations
2do _do
—do+ Jdo? +4R> T
and
2do do

da+,/d02+4r12 i

Final computation leads to
1 /1 1
ds=—-|—+ —)do,
2 R 1 r

i.e. the metric corresponding to the previous distance is

2 _ L1 1V 2
ds =7 R_1+Z (dxi +dx3).

]

Theorem 6.1.2 Consider the circle I centered at origin and of radius R. Consider
in the interior of the circle the Poincaré distance. Then, the associated metric, given
by Barbilian’s Theorem

11 LY s 2
ds =1 R_]+Z (dx} +dx3)

has the form
2 4R? 2 2
ds” = R OF (dx” +dy”).

Furthermore, the metric obtained by this procedure has the Gaussian curvature —1.

Proof In the case when I' is a circle and J is its interior, we deal with a distance,

|PA|

max P maXper pp
d(A. B) =In ™ per 9aB( )= . € lﬁfl,
minper gagp(P) minpcr A

|PB|
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called Poincaré distance of the disk. We would like to compute the metric of the disk
induced by this distance and the previous theorem. Let A of coordinates (xg, yo), in
the interior of I'. Denote by O, (x1, y;) and O,(x;, y,) the centers of the two circles,
each one tangent to the circle I" and also tangent between them at A. Denote by m the
slope of the tangent line A at A to both previous circles. Line O; O; has the equation

1
y = Yo = ——(x = xo).
m

1
Therefore, the points O and O, have the coordinates <x,~, yo — —(x; — x0)> , for
m

i = 1, 2. Furthermore,

m? + 1
2

R’ =|0AP = (x; —x0)%, i=12.

Without losing of generality, we assume that x; — xp < 0 and x, — xo > 0, with the
equality case reached when A || Ox. itis worth remarking that x; — x¢p < 0, ifm > 0.

Thus
Vm?+1
|O1A| = ————(x0 — x1),
m
and
Vm? +1
|02A] = —— (x2 — x0)-
m
Therefore, the circles have the centers (x;, yo — %(xl — xp)) and (x5, yg — %(xz —
241 Vm?+1
x0)), and the radii Ry = Y2 (x) — x) and Ry = Y (x, — x).
m m

To obtain the coordinates of the point 7}, we recall that it lies at the intersection
between the circle x> + y? = R? and the line

1

1
y=— [)’o - — —xo)] X,
X1 m

which passes through the collinear points O, O; and T;. Solving the system, we get
the coordinates of 7/ as follows

Rx R(yo — = (x1 — Xo))
2 TR Ay L o)
i+ (o — 5 (x1 — x0)) xt + (Yo — 2 (x1 — x0))

By direct computation, we get
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1 2
|O\T{| =R — \/Xlz + (yo - ;(M —x0)> .

Since the segments O; 7| and O, A are radii of the circle of center O; and radius R;,
we set up the equalities

vm?+1 1
———— (o —x1) =R =R —[x} + (yo — —(x1 — x0))2.
m m
It follows that
le
X0 — X1 = Wi
m* 4+ 1
therefore
2
2 2 R,
(R=—R) " =xi+(vw+——]) -
m? + 1
Since
le
X =X0 — —F/——,
vm* 4+ 1
we have

(m* + 1)(R — R)* — (ov/m? + 1 + R))* = (xopv/m? + 1 — Rym)*

ie.
m? +1 R? — xg - yé

2 .R«/mz—l—l—xom—i—yo.

R =

In a similar way we obtain

m? + 1 R —x} -y}

2 .R\/m2+l+x0m—y0.

Ry =

It results the relation

AR > 4R
4\R Ry (RP—x3—y)¥

i.e. the Poincaré metric of the disk is

2 4R? 2 2
ds® = R P -(dx” +dy”).
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By straightforward computation, we can easily see that the Gaussian curvature of
this metric is K (x, y) = —1.

Therefore this metric generates the hyperbolic Geometry on the disk
D(O,R) =intT. ]

6.2 Poincaré Distance and Poincaré Metric of the
Half-Plane

Consider the case when K = {(x,y) e R>; y =0} and J = {(x, y) € R?; y > 0}.
Let M € K and A(xg, yo) € J and B(xy, y;) € J. Consider the associated ratio

|IMA

gag(M) = \MB|
We describe geometrically the points where the maximum and the minimum are
reached. Let B; be the foot of the perpendicular drawn from B to x-axis. Consider
the direct inversion with pole B and power |B B |>.

Then, by this inversion, wehave By — Bjand K — C (B B;), where we denote by
C (B By) the circle of diameter B By; we also have A — A’ suchthat |BA| - |BA'| =
|BB,|?, where A’ is a fixed point lying on the line AB.

Since any point M € K is mapped into M’ € C(BB;), we have that

AM
A= g ML
|BA| - |BM|
. |BB; |* |AM)|
Denote the constant ratio k = , therefore |[A'M'| =k - ——.
|BA| |BM]|

|AM

Let us remark that the ratio
|BM

| reaches its maximum or its minimum whenever

|A’M’| is maximum or minimum, respectively. Therefore, the antipodal points Sy and
Sp, bounding the diameter through A’, lie diametrically opposite on C(AA;). Their
inverse images, the points {M;} = AS; N (y = 0), and {Mp} = ASp N (y = 0), are

are reached,

M|
respectively.
Since SpS; is orthogonal to the circle C(AA;) and since B’ € Sy, we get that
My and M|, are the endpoints of the arc twice orthogonal onto K passing through A
and B. Thus, it makes sense to consider the distance

. .. . . |A
the points where the minimum and the maximum of the ratio :B

[PA]

max P maxXpek 1pp
d(A, B) = In WXrek 9a5(P) | TORPEK (7B
minpcg gap(P) minpcg LAl

|PB|
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for the half-plane J, since the two extrema needed in the logarithmic oscillation
formula exist. So, in the half plane, it exists a Poincaré distance obtained exactly as
in the case of the disk, that is

PA
maxpex |55l

[PA]*
|PB]

d(A,B) =1n —
minpeg

Theorem 6.2.1 Consider the previous Poincaré distance of the half plane. Then, the
associated metric given by Barbilian’s theorem

11 1Y s 2
ds =1 R_1+Z (dx} +dx3)

has the form
1
ds* = —z(d)c2 +dy?).
y

(this important Riemannian metric is called Poincaré metric of the half-plane.)

Proof Let A(xg, yo) and the arbitrary line through A given by y — yo = m(x — xp).
Consider the circles of centers O;(xy, y;) and O»(x2, y») tangents at A to the line
and also tangents to K. Then we have:

1
Y1 — Yo = ——(x1 — Xo),
m

1
Y2 — Yo = ——(x2 — Xp),
m

yi=(x1 —x0)* + (1 — yo)*
2 2 2
¥y = (x2 —x0)" + (2 — yo)", ¥1 < Yo, Y2 > Yo.

From the previous equations, we have

yo vVm? +1
}"1 = yl e ——
1++/m2+1
Similarly we obtain
yovm? + 1
n=n»=

T 4 Vmit 1
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therefore it results
2 1 2 2
ds® = —z(dx + dy”).
y
O

The Poincaré metric of the half-plane is a Riemann metric with constant Gaussian
curvature —1. We left this as an exercise to the reader.

6.3 Connections Between the Models of Non-Euclidean
Geometries

Suppose we are in the two dimensional Euclidean plane E2 and let us consider the
circle C(T, 1) where the center T has the coordinates (0, —1) and the length of the
radius is 1. The point A(0, —2) belongs to the circle, B(x, y) belongs to the superior
half-plane H 2 j.e.y > 0, and its inverse B*(x*, y*), with respect to the inversion /
having A as pole and p = 4 as power, has the coordinates

£ ) 4x

X (x, = =,
s

* —2(x2+y2+2)’)
yix,y) =

X2+ (y+2)?
We obtain this result using the fact that the algebraic equation of the line AB is

y+2
X

Y+2= X

and the collinear points A, B, B* fulfill the condition AB - AB* = 4.
Another easy computation shows that

@+ + D <1,

that is B* belongs to the interior of the circle C(7T,1). The mapping
M : H?> — intC(T, 1), which describes the change of coordinates (x, y) — (x*, y*),
has the differential d M given by the formula

ox* Ox*
_| ox 0y
ox 0Jy

where
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ox*  4[—x>4+(y+2)?] Ox* —8x(y +2)

ox @2+ G422 Oy 4+

Oy =8x(y+2) Oyt 4 - (y+2)]
ox [P+ G422 9y [+ O+

We observe that dM = dM'.
The metric of the unit disk in coordinates (x*, y*) is

4

ds® =
ST @GP

((dx*)?) + (dy*)?).

In our case, the disk is translated such that O(0,0) — T(0, —1), i.e. x* — x*,
y* — y* + 1. The metric becomes

4

2 _
B =GP+

S - ((dx™)* + (dy"))

‘We transform the matrix

4
Gty = | T= G2 =07+ P
0

0
4
[ - ()2 = " + D

with respect (x, y) coordinates into

[x* 4+ (y +2)*

- 16_)/2 0
G(-xv )’) = 0 [x2 + (y + 2)2]2
16y?

According to the general theory, the matrix of the metric in H?, induced by changing
of coordinates and by the metric of the interior of C(7, 1), is computed using the
formula

G(x,y)=dM'-G(x,y)-dM.

After computations, we obtain

Gx,y)=

o %=
.\<l\)| —_ o

We have proved the following
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Theorem 6.3.1 The Poincaré metric of the disk induces, via a change of coordinates
expressed by an appropriate inversion, the metric of the superior half-plane

1
ds® = ?(dxz + dy?).

Definition 6.3.2 The previous metric is called the Poincaré metric of the superior
half plane H?.

Let us make a short review of what we are expecting. Previously we proved
that if A, B, C are three points in this order on an orthogonal arc s, such that the
order on the arc in the interior of the circle C(T, 1)is s, A, B, C, S,thend(A, B) +
d(B, C) =d(A, C) where d is the Poincaré distance. Therefore the orthogonal arc
s§ is a geodesic of the Poincaré distance on the disk. The metric induced in the
interior of C(T, 1) is

4
[1 -2 = 6+ 177]

ds* =

S - ((dx™)?) + (dy)?).

Is the orthogonal arc s S a geodesic of this metric?

To underline what we are trying to find out, let ask ourselves again: is the orthog-
onal arc s§ in the same time geodesic with respect the distance and geodesic with
respect to the metric induced by the distance?

We know that this metric induces, in the superior half-plane H 2 the coordinates

x =x(x*, y%), y = y(x*, y*) and the Poincaré metric

1
ds® = ?(dx2 +dy?).

The inversion (A, 4) maps the orthogonal arc sS into an ordinary semicircle
having the center on the Ox axis or into a line orthogonal to the Ox axis.

Are these geometric objects geodesics with respect to the Poincaré metric of the
half-plane?

If yes, the orthogonal arc sS becomes a geodesic with respect the hyperbolic
metric of the translated disk because, under a change of coordinates, geodesics are
mapped into geodesics as we have proved.

Theorem 6.3.3 The semicircles (x —c)> + y> = R?> and the lines x = a are
geodesics with respect the Poincaré metric of the half-plane.
1
Proof We have g = g»n = > 912 =921 =0, gl =g2 =y g2 =g"=0.
y

Then considering x = x!, y = x? the Christoffel symbols are

1 1
i =Tn1=Tny=T2=0,Tpi1=Ty1=Tn,= —F, = F’
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1 1
1 1 2 2 1 1 2 2
Py =Ty =T,=057=0T,=0I)=Tj= _;’ I = ;

The geodesic equation written for the first variable is

.o 2.
X ——xy=0.

For the second variable y the geodesic equation is
1 1
j+—i2——y2=0.
y y

The appropriate parameterization for the semicircle is

x =x(s) =c+ Rtanhs; y = y(s) =
coshs

instead of
x =x(s) =c+ Rcoss; y=y(s) = Rsins.

Why? Because the first formulas lead to a constant speed on the semicircle, the
second formulas lead to a variable speed. Indeed,

—2Rtanhs (s —Rsinhs 5(s) R 2R
— 5 §) = ——H>—, &)
osh? s Y osh? s Y

((s) R ¥(s)
X)) = ——, x(§) = —
cosh? s

" coshs cosh3s’

It results that the length of the speed vector ¢(s) = (x(s), y(s)) is

lle@II* = (£2(s) + 92(s)) . i.e.

y2(s)

le@II* =

cosh? s R? R%sinh? s
R =1.

cosh® s cosh® s

Continuing, if we replace in the formulas of the geodesic equations, we see that the
answer is yes in the case of the first parameterization.
In the case of the second parameterization the same kind of computation leads to

1 1
V2 — 22 2 02 o) —
lle)I" = RS s (R*sin®s + R*cos’s) = —

sin?s’
that is a non constant speed. This parameterization is not appropriate for a geodesic.
According to the first parameterization it results that the semicircles are geodesics
in the half-plane with respect to the Poincaré metric of the half-plane.
In the same way, the lines orthogonal to the O x axis, parameterized in the form x =
x(s) =a; y = y(s) = ¢ satisfy the equations of geodesics. The parameterization
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x = x(s) =a; y = y(s) = s is not appropriate for the same reason: the speed is not
constant along the geodesic. O

Corollary 6.3.4 The orthogonal arcs sS of the disk are geodesics with respect to
the Poincaré metric of the disk.

To finish, let us recall that the Poincaré metric in H? can be deduced from the
distance involved in the metric structure of the half-plane. If the ends of the semicircle
are denoted by v, V and we have three points on the semicircle such that the order
isv, A, B, C, V then, in terms of distance in the H?> half-plane, we have d(A, B) +
d(B,C) =d(A, C), i.e. the semicircle is a geodesic with respect to the distance
d. So, in both cases, the geodesics with respect to the corresponding distance are
geodesic with respect to the metric, and the two metrics can be derived using the
same theorem. In the same time we can deduce one metric from another by a change
of coordinates induced by a suitable inversion.

Example 6.3.5 We may observe something interesting not directly related to the
models of Non-Euclidean Geometry, our present topic. We know the Minkowski
metric

ds? = dx* — dy*

having the constant Minkowski-Gauss curvature K = 0 at all points.
In the chapter dedicated to affine universes, we will show that the de Sitter metric

ds® = dx* — cosh® xdy®

has constant Minkowski-Gauss curvature K = —1 at all points.

What about positive constant curvature for this kind of metrics? The Poincaré
half-plane model can help us to construct one.

If we consider the Minkowski-Poincaré metric

1
ds* = —2(d)c2 —dy?)

y
Wehavei: 1
9112;, gzzz—p g2 =921 =0, g =y, gT=-y, g°=

21 1
g = O, det(gij) = —F.

Then, considering x = x!, y= x2, the first kind Christoffel symbols are a little
bit different, i.e.

1
P =Tn1=Tp,=Tn2=0,Tpi=Tu1=Tn2= s Iyp = 3

But the second kind Christoffel symbols are the same as in the Poincaré half-plane
model, i.e.
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1 1
1 1 2 2 1 1 2 2
Iy =Typ=I,=I% =0, F12=F21=F22=_;’ y=-.

The Minkowski-Gauss curvature of this metric is K = 1 at all points of the half

1 1
plane because R}, = 3 and Ripip = ——.

The geodesic equations are exactly as in the half-plane case

. 2.
X——xy=0
y

N L,
j+—i?——y2=0.
y y

It is easy to see that the previous parameterization is not appropriate for this case.
But if we write the second equation as

§+y2 (i — %) =0
the formula 1
2 (%2 =5?)

expresses the speed along geodesic which has to be a constant. Therefore the second
equation becomes

Yk k>o0.
y

Quick exercise: Show that if y(s) = cosh(s\/%) > 0, x(s) does not exist.
Consider y = esVk , s € R. Therefore x(s) = a, a = constant. The geodesics of
the Minkowski-Poincaré metric

1
ds* = ;(dxz —dy?)

are, from the Euclidean point of view, lines orthogonal to y = 0 axis.
Let us observe a difference between the Geometry of constant positive Gaussian
curvature K = 1 in the case of the metric

ds® = dx* + sin® xdy?

and the Geometry of constant positive Minkowski-Gauss curvature K = 1 of this
completely different metric, the Minkowski-Poincaré metric
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1
ds® = F(dx2 —dy?).

The geodesics of the first metric (seen related to the sphere) are great circle of the
sphere. Therefore, in the Geometry of the first metric, every two lines (geodesics)
intersect in exactly two points. In the Geometry of the second metric, every two lines
(geodesics) do not intersect. There are no triangles. The geometries are different.

According to the theory we developed, we can directly deduce the following
things.

The metric of the Minkowski-Poincaré half-plane is transformed into the
Minkowski-Poincaré metric of the disk

2 4

=g (@ @M.

ds

The Gaussian curvature of this metric is K = 1 at each point, because the Gaussian
curvature remains invariant under a change of coordinates, here the change being
related to the inversion previously described. The geodesics of the half-plane with
respect to the metric
1

ds* = —2(de —dy?),

y
i.e. the lines orthogonal to y = 0 axis, are mapped into orthogonal arcs of circles
which pass through the pole of inversion having the tangent in pole exactly the x = 0

axis. Therefore, the property of non-intersecting lines is preserved in the disk model
of constant positive Minkowski-Gauss curvature.

A question remains after this discussion: Can a Minkowski type metric, that is a
non-Riemannian metric, produce the same Geometry as a Riemannian type metric?
Even at this moment the answer seems to be no, we will show that all Non-Euclidean
Geometry models presented in this book can be represented by a Minkowski type
metric of a one-sheet hyperboloid. The construction is related to the hemisphere
model we will study below.

6.4 The Exterior Disk Model

Now suppose we are in the two dimensional Euclidean plane E2; consider the circle
C (0, 1) where the center O has the coordinates (0, 0) and the length of the radiusis 1.
The point B(x, y) belongs to the exterior of our given circle, denoted by extC (O, 1),
i.e. x> +y2 > 1. Its inverse B*(x*, y*) with respect to the inversion I, having O as
a pole and p = 1 as a power, has the coordinates

x*(x, y) = m
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Yy

*(x, = —.
yi(x, y) g y?

We obtain these using the condition OB - O B*
It is easy to see that

M+ M < 1,

that is B* belongs to the interior of the circle C(O, 1).

The mapping M : extC(O, 1) — intC(O, 1) which describes the change of
coordinates (x, y) — (x*, y*) has the differential d M given by the formula

ox* Ox*
_| ox Oy
ox 0Jy
where
ox* —x2 42 _ Ox* —2xy

Ox T @2y Oy 2y
ay*  —2xy  Oy" x2—y?
Ox (2 + yz)z’ dy - 2+ yz)z'
We observe that dM = dM".
The metric of the unit disk in coordinates (x*, y*) is

4

ds* = e ((dx*)? + (dy*)?).

We transform the matrix

4
0
G(x*’ V) = [1— (x*)? = (y9)?]? 4
0

[1— () — ()T

with respect to (x, y) coordinates, that is

4(x2 +y2)2 O
A _ | =G24+
G(x,y) . 402 + y2)?

[1— 2+ y)]?
According to the general theory, the matrix of the metric in the exterior of the disk
induced

e by changing of coordinates and
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e by the metric of the interior of C (O, 1)
is computed using the formula

G(x,y)=dM'-G(x,y)-dM.

After computations we obtain

4

—_— 0

G(x,y) = [1—(x2+y)]? 4
0

[1— &2+ yH))?
that is, we have proved

Theorem 6.4.1 The Poincaré metric of the disk induces, via a change of coordinates
expressed by an appropriate inversion, the metric of the exterior of the disk

4

2 2
=24 & T

ds* =
‘We observe that the metric of the exterior of the disk coincides to the metric of

the interior of the disk.

Example 6.4.2 The second possible computation is related to the other formula
which describes the change of coefficients of the metric,

_ Ox* ox!
il = I T i
Since g2 = g21 = 0 we have
__ ox*ox'  _ ox'ox! 47 0x? Ox*
I =9y axt ~ M axt axt " P2 axT oxt

According to our previous notations x* = x!, y* = x2, x = x', y = x*,ie.in (x, y)

coordinates we have

Ay
gt =g»n = 1— (x2+y2))2'
Then
_ ox*tox'  _ ox'ox! L ox? 0x*
g gkla'al g”@‘(’)' gzzaxlaxl_

A2 +y?)? ( x4yt =Py’ —2xy —2xy ) _
A= @2H)r N2+ (24D 2402 (2 4y2)2)
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_ 4
(= (2 y2))?
4 .
In the same way g1 = g1 = 0 and g = m therefore the metric of
the exterior of the disk is the same
4

2 _
B =@ P

(dx* + dy?).

Example 6.4.3 Another computation of the metric of the exterior of the disk is
suggested from calculus. This is a direct one and it is easier to be applied by the
students. The metric of the unit disk in coordinates (x*, y*) is

_ 4
= ()2 = ()22

ds? ((dx*)? + (dy)?)

and the formulas which switch from the exterior of the disk to its interior are

X . _ y
x*(x’y)zm’ y*(x’y)_m
Therefore

Ox* Ox* —x% +y? —2xy
dt = 2 ax + Say = dy,
B R N e N PO

ay* ay* —2xy x2 —y?
dy* = dx + dy = dy.
P T Ty VT ey T ey

We square both formulas, we add and we observe that the terms containing dxdy
cancel:

1
(dx")?) + (dy")* = m(dx2 +dy?)

4
Then, we replace x* and y* in . We obtain
ve TR Y M T G — P

4 4()(2 + y2)2

[1— (2= ()22 1= 62+ yH)P

Combining both formulas obtained before, the metric of the exterior of the disk is
obtained.

The most important consequence is related to the geodesics of the exterior of the
disk. As we saw in the previous example, the geodesic of the interior of the disk are
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arcs of orthogonal circles to C(O, 1) contained in intC (O, 1). However geodesics
are mapped into geodesics under a change of coordinates. If we look at our inversion,
an interior arc is mapped into the exterior arc belonging to the same orthogonal circle
to C(0, 1). Taking into account that this model is derived from the disk model as
we described before we conclude:

Proposition 6.4.4 The geodesics of the exterior of the disk model are the arcs of
circles orthogonal to the circle which determines the disk, the arcs contained outside
of the disk.

6.5 A Hemisphere Model for the Non-Euclidean Geometry

Let us give a concise description of the three models before.

e Disk model

—set D* :=intC(0,1) = {(x,y) e R?| x2 +y> < 1}

— metric
4

2 __
Sl R PRI

(dx* + dy*)

which comes from the Poincaré hyperbolic distance through Barbilian’s Theo-
rem.

e Poincaré half-plane model

—set H> :={(x,y) e R?| y > 0}
— it comes from D? model using the change of coordinates suggested by an appro-
priate geometric inversion (x, y) € H> — (x*, y*) € intC(T, 1), T(0, —1),

B ey = Y 42
x4 (y+2)% ’ x4 (y+2)?

x(x,y) =

9

which transfer the D? metric seen in C(7, 1),

4

ds* =
BT E

S((dx*)? + (dy")D),

into H? metric )
ds* = F(dx2 +dy?).

e Exterior disk model

— setextC(0,1) = {(x,y) e R?| x2 +y% > 1}
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— it comes from D? model using the change of coordinates suggested by an appro-
priate geometric inversion which switches the coordinates (x*, y*) € D? into
(x,y) € extC(0, 1) such that the inverse coordinate transformations is

x y
x*(x, = — y*(x, = —.
(x,y) iy yix,y) Ep

These ones transfer the D? metric

2 4 .
= ()2 = ()22

—4 (dx* + dy?)
(1= 2+ )P .
The Non-Euclidean Geometry in the hemisphere model is fixed by an appropriate
change of coordinates.
The hemisphere is the set Hy = {(x1, X2, x3) € S? [x? +x3 +x3 =1, x3 > 0}.
Consider the Poincaré half-plane model seen in the form le = {1, y2, ¥3)|
y3 > 0} endowed with the metric

ds ((dx*)? + (dy*)?)

onto extC (0, 1) metric ds® =

1
dsillz = y_% (dy% +dy§).

The stereographic projection 7, corresponding to the point (—1, 0, 0),
7 : Hy — H{ is defined by

N 2)(2 N 2)(3
o l—i—xl’ r3= 1+X1.

2

In fact, if we consider the line passing through the points (—1, 0, 0) and (xy, x2, x3)

€ H, having the equation
X+1 Y Z

x1+1 x x3

and the plane X = 1, the formulas above defining the stereographic projections obvi-
ously appear.

Now, let us use the last technique seen when we found out the metric of the exterior
of the disk.

‘We have
dy, = dxy — — 22 gy
Y2—x1+1 2 (1 + 1) 1
2x
dy; = 8 1

— d_X3 —_ - dx
xp+1 (x; +1)2

and x7 + x3 + x3 = 1 implies both
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x4+ x32 =1-—x}

and
x1dx; = —xodx, — x3dx3.

Now, replacing in

1
dsj = 72 (dy; +dy3) ,

we obtain

(x1 + 1?2 2 2%, 2 2 2x3 2
dsy = dxy — d dx3 — d )
= T [(x1+1 v rmrn) (e - e

After a straightforward computation we obtain the following

Theorem 6.5.1 The Poincaré half-plane metric induces, via a change of coordinates
expressed by an appropriate stereographic projection, the metric

1
ds?Lr = x_32 (d)cl2 +dx3 + dx32)

for the hemisphere

Hy = {(x1,x2,x3) € 8% |x7 + x5 +x3 =1, x3 > 0}.

If you imagine the geodesics drawn on H?2, their images through the previous
stereographic projection are geodesics on H .

The hemisphere model of the Non-Euclidean Geometry allows us to discover the
hyperboloid model of the Non-Euclidean Geometry. This one is endowed with a
Minkowski metric.

6.6 A Minkowski Model for the Non-Euclidean Geometry:
The Hyperboloid Model

We start from the hemisphere model expressed by the set

Hy={01,y2,y) €S Iyi+yr+yi=1, y3 >0}

and the metric
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2 1 2 2 2
dsy, = ? (dyl +dy; +dy3) .
3

If we consider only one sheet of the two sheets hyperboloid x? + x3 — x2 = —1, we

create the set

H = {(x1, %2, x3) € E” [x] +x3 —x3 = —1, x3 > 0}
The map
X1 X2 1
yi=—, 2= —, y3 = —
X3 X3 X3

is the stereographic projection o between H and H,, the formlas being obtained
intersecting the line equation determined by (0, 0, —1) and (xy, x7, x3) € H,

X Y Z+1

X1 X2 x3+1

’

now with H,.

X 1 X
Quick exercise: consider ¥ = 22 and show that Z = — and X = -*.
X3 X3 X3
Quick exercise: if x7 +x7 —x3 = —1,x3 > Othen X>+ Y?>+ Z2 =1, Z > 0.

As previously, we consider

1
dy) = —dx| — x—;dxs,

X3 X3
1
dy, = —dx| — x—gdxm
X3 X3
1
dyl - __zd-x37
X3
together with both
P T
and

x1dxy + xadxy = x3dxs.

Replacing in

1
dsy, = 7 (dyf + dy3 +dy3),
3

it results
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1 Xy S X1 ? 1 :
2 2
dSH = X3 |:<de1 — x—32dX3> + (del — x—%dX3> + <—x—§dX3) :| .

Continuing the computations, after convenient replacements, we obtain the induced
metric of H,
ds} = dx? 4 dx3 — dx32.

Therefore, we proved the following result.

Theorem 6.6.1 The hemisphere metric induces, via a change of coordinates
expressed by an appropriate stereographic projection, the metric of the hyperboloid
H model,

dsf = dxi +dx3 — dx3.

Together with the fact that distances in Non-Euclidean Geometry are described
by hyperbolic functions, this last model offers another reason to consider the Non-
Euclidean Geometries as hyperbolic geometries. In the next chapters, we use both
Euclidean Geometry and the Non-Euclidean geometries to approximate what we can
call the physical reality. What reality is? An example we present in Sect. 6.8, due to
H. Poincaré, shows how far we can be in our understanding of what we call reality.
However, we have to accept the mathematical description, that is the model created, if
there are physical evidences. The role of experiment is crucial for validating models.

6.7 The Theoretical Minimum About Non-Euclidean
Geometry Models. A Possible Shortcut

Consider the following sets, the following metrics and the following functions which
connect the sets. The sets and the metrics are:

1. The Poincaré disk model
D? :=intC(0, 1) = {(x*, y*) e R?| (x*)? + (»")? < 1}

4
[1— ((x*)? + (y)H]?

dsd, = ((@x)? 4+ ().

1’. The translated disk model
D = {(*,y) e R (") + 0 + 1D < 1)

4
[1— (9= "+ D2

dsp, = - ((@dx)? + (dy*)).

Obviously, 1 and 1’ are representing the same model.



164 6 Non-Euclidean Geometries and Their Physical Interpretation
2. The Poincaré half-plane model

H? :={(x,y) e R*| y > 0}
2 1 2 2
dsy, = ?(dx + dy~).

2'. The spatial Poincaré half-plane model

HE = {(1, y2, y3)|y3 > 0}
1
2 2 2
dsy = I (dyy +dy3).

Also in this case, 2 and 2’ are obviously representing the same model.
3. The exterior disk model

E:=extC(0,1) = {(x,y) € R*| x> + y* > 1}

4
dszz—d)c2+d2
e Ty A ¥

4. The hemisphere model

Hy={01yny) eSS i+yi+yi=1, y3>0}

1
dsy, = 23 (A} +dy; +d3).
3

5. The hyperboloid model
H = {(x1, %2, x%3) € E* [x} + x5 —x3 = —1, x3 > 0}
dsf = dx} +dx3 — dx3.

The connection between the models are described by the functions:

4x —2(x? +y?* +2y)
cH?> — D2, x*(x,y) = ————: y*(x,y) =
b PN = o YT Tar g T
YiE — D2 XN, ) = i YY) =
x2+y2 x2+y2
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2x2 _ 2X3
1-’-)(17 Y3 = 1+X1'

m:H, — H?, y,=

X1 X2 1
h:H—H., yy=—,yp=—,y3=—.
X3 X3 X3

An important remark is in order at this point:

Our way to describe the models starts from obtaining all the geometric properties
of the construction of the Poincaré disk model.

It was a continuous “struggle” passing through geometric transformations, pro-
jective Geometry, algebraic invariants, hyperbolic distances until the Differential
Geometry helped us to obtain the Poincaré metric of the disk. And not only for the
interior of the disk, we also did it for the Poincaré half-plane. Then, a transfer process
of metrics was described: supposing to know the Poincaré disk model D? and the
function =, we find the metric of the exterior disk model [E.

Supposing to know the Poincaré disk model D?, we obtain the metric of the
translated disk D% and now, using the function (3, we find the metric of the of the
Poincaré half-plane model H?.

Knowing the Poincaré half-plane model H?2, we obtain the metric of spatial half-
plane H? and now, using the function , we find the metric of the hemisphere model
H,.

Knowing the hemisphere model H, and the function 4, we find the Minkowski
metric of the hyperboloid model H.

A Possible Shortcut

For somebody who is not interested in the historic-geometrical description of the
Poincaré disk model, as we tried to present until now, there is a shortcut.

Consider the superior half-plane H? and a half circle having its center at the point
O;(x, 0). Denote by A and B the points (x, y), (x 4+ dx, y + dy) respectively, which
belong to the half-circle.

If ds is ZA O B, then the length of the arc AB is yds and can be approximated
by the length of the segment A B, that is /dx? 4+ dy?. Therefore the Poincaré metric

1
ds* = ;(dx2 + dyz)

is obtained.
Now, the person has to look only at the previous Poincaré half-plane metric
denoted now by

1
dsi, = F(dx2 + dy?)

and to establish the geodesics equations

. 2., W, Ly, 1.,
X——xy=0, y+—-x"——y"=0.
y y y
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Then, to find their solutions

x(s) =c+ Rtanhs, y(s) =
cosh s

who represent a parameterization for a semicircle having the center on the Ox axis.

Other solutions are the lines orthogonal to the Ox axis parameterized in the form
x(s) = a, y(s) = e'. The geodesic becomes the “lines” of H?.

Then, the person has to observe that from a given point of H> with respect to
a given line, we can construct at least two non-secant lines, etc. A model for the
Non-Euclidean Geometry occurs in H?2. Transferring the metrics using the functions
above, the person can obtain the other models. However such a person does not really
understand the substance of these models.

6.8 A Physical Interpretation

On Internet at the address https://archive.org/details/lascienceetlhypoOOpoin, it can
be found Henri Poincaré” famous book Science et Hypothese [13]. Pages 83—
87 offer us a beautiful physical example of Universe related to the non-Euclidean
Geometry in the disk model. The example is given in the interior of a sphere. Consider
the interior of a sphere S(O, R) where O is the center and R is the radius. This interior
is the Universe for some intelligent inhabitants.

For Poincaré, who thought to this special Universe, in the interior of the sphere,
both the Euclidean Geometry and a special temperature law are acting.

The temperature is maximum at the center, decreases to O on the surface of the
sphere in which this Universe is included. The law of temperature variation is: if M
is a point such that O M = r then, the temperature at M is proportional to R? — r2.
Poincaré allows temperature to contract or to dilate the length of the creatures accord-
ing to their position after a rule we describe as: the length of a ruler is proportional to
its absolute temperature. So, a ruler having a side in O and the other side in M, such
that the Euclidean length is |O M| = r, has in fact a length proportional to R*> — r2.

The last Poincaré axiom is about how light travels in this Universe: the index of
refractéilon of this Universe is inversely proportional to R?> — r2. We can suppose it
s .

Having all these facts in mind, let us understand how the inhabitants will perceive
their Universe. First at all, it is enough to understand the Geometry of a disk containing
the center of the sphere. For Poincaré, this disk is Euclidean and it has the form of
an open R-disk. For the inhabitants, their length is smaller and smaller when they
try to reach the border of this slice of Universe. They become shorter and shorter,
their legs become shorter, their steps become shorter. These things happen because
the temperature acts by contracting the dimensions when they step to the border. The
finite Euclidean Universe for Poincaré seems to be infinite for the small creatures.

a
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The rule establishes by Poicaré for distance will be understood by the inhabitants as

R—x'—R—x
R—-0 —R-0’

1
d'(0.M)= > In

that is, when x approaches R, d" approaches infinity. Of course, here O M is the
x-axis. One inhabitant, mister “H”, will observe that it is possible to describe this
distance for two arbitrary points A, B in the form

maxpek gap(P) |[PA|

d"(A, B) :=In — . JAB = ——
minpex gap(P)’ **" " |PB|

where K is the boundary, that is the circle of radius R, and | P A| is the Euclidean
distance between P in K and A in the interior of the disk.

The intelligent inhabitants will understand that light is moving on the “straight
lines” of the Geometry of their Universe. Since the law of propagation of light
depends on the index of refraction, they will deduce the metric of their Universe as

4

2 _
Yy

(dx* + dy?).

The straight lines (the geodesics), induced by the trajectories of ray lights, are diam-
eters or arcs of circles bi-orthogonal to the border as we explained above.

There are two “parallel lines” to a given “line” through a given point. The sum of
angles of a “triangle” is less than two right angles. Now they conclude they live in a
non-Euclidean Universe.

Finally, the inhabitants have two ideas about their slice of Universe, ideas which
can be extended to the entire interior of the sphere:

(i) the Universe is infinite
(ii) the Universe is governed by the laws of hyperbolic Geometry and is curved. In
each slice the Gaussian curvature is a negative constant, K (x, y) = R

But this is not true, their Universe is a finite interior of a R-sphere and the under-
lying Geometry is Euclidean, not hyperbolic!

Poincaré established that the inhabitants of his physical model are perfectly right to
use hyperbolic Geometry as the foundation of their Physics because it is convenient,
but there is a nonsense to speak about the philosophical abstract truth or about an
approximation of any truth, because intelligent inhabitants point of view is in collision
with the way and laws their Universe were established.

Poincaré opinion is that the reality is not described by the most “realistic” Geom-
etry “la géométrie la plus vrai”, but by the most comfortable for description of the
physical laws (la géométrie la plus commode). Therefore, Poincaré believed that the
Geometry of physical space is a conventional one.

NOTE: A possible sequel which can be written after Einstein field’s equation were
established.
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Avery intelligent inhabitant, “A.E.” succeeded to determine the equations related
to the physical structure of any Universe,

1 81G
Rij_z'R'gijZC_4' ijs
where R;; is the Ricci tensor, Rj. = g”RSj, R = Rl’f is called the curvature scalar, Tj;
811G
is a tensor related to the matter and energy contained in the Universe, k = —— # 0
¢

is a constant. Let us remember that in the 2-dimensional case R;; = K - g;; where
K is the Gaussian curvature, and R is computed with the formula R = R} + R3.
“A.E.” computed R;; — % - R - gij in the case of the metric

4

2 _
R VY

(dx* + dy?),

which is determined from the Lagrangian attached to the trajectory of a light ray.

Let us remember the Gaussian curvature of this metric: K = ek The result is

1 L, 1 I B
Rij—E-R-gij=K'!]ij—§'(R1+R2)-gij=—ﬁ'9ij—*'(—*—ﬁ)'gij=0.

Therefore T;j = 0. “A.E.” was shocked: the Universe in which he is living has no
matter. So, “A.E.” modifies the equation related to the physical structure by adding a
term in the left hand side, A - g;;, where A was called “the cosmological constant”;
the new “A.E.” equation for a physical Universe is

87G

1
Rij =5 R-gij + A-gij =~

2 T
These new equations highlight a Poincaré disk as an infinite non-Euclidean Universe
with matter inside it. By adding a term at the equations of structure with the aim to
offer a chance to have matter inside the Universe, “A.E.” seems to strength Poincaré
conclusion about the fact that the Geometry of a physical space is a conventional
one.

In fact, Einstein did not add the term with this aim, Einstein added the term to
preserve a static structure for a Universe in which the gravity attracts together all
masses. Here, the role of A is only to follow the Poincaré style of thinking.

We do not comment here other ideas relative to the Geometry of a physical space
but, in conclusion, the arguments presented above can constitute a sort of big picture
for Non-Euclidean Geometry models.



Chapter 7 ®)
Gravity in Newtonian Mechanics e

Per Aspera ad Astra.

Newtonian mechanics is a branch of Physics which studies the way in which the
bodies are changing in time their position in space. The space in which the objects
are at rest (or they change their position) is the Euclidean 3-dimensional space E>.
All objects, regardless of size, can be identified as points with a given mass in the
previous space. So, the Euclidean frame of coordinates Oxyz becomes the absolute
place where all is happening. Newtonian Mechanics accepts an universal time in
which all changes in position take place. Forces are seen as vectors. For a given

-  —
point M in space, the vector X=0 M is called a position vector. If the point evolves
in time, we write this as

X (1) = (x(t), y(0). 2(0)).

The velocity vector is

X = G(0), 3(1), 2(t))

and the acceleration vector is

X = G0, §1), 20)).

Of course, we make the assumption that the coordinates functions are indefinitely
differentiable on their domain of definition which differs from a model to another.
The foundations of Newtonian Mechanics are based on three fundamental principles,
the so called Newton’s Laws of motion. They were introduced by Isaac Newton
in “Philosophiae Naturalis Principia Mathematica”, book published in 1687. The
Principle of Inertia, or the first law, asserts: “A physical body preserves its state of
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rest or will continue moving at its current velocity conserving its direction, until a
force causes a change in its state of moving or rest. The physical body will change the
velocity and the direction according to this force.” A particular case is related to the
rectilinear uniform motion, when the body is moving on a straight line at constant
speed. The frames where this principle is available are called inertial frames. These
frames are at rest or they move rectilinear at constant speed. This fundamental
principle was first enunciated by Galilei. We can say that this principle tells us
where, according to Newton, the two others fundamental principles make sense: in
inertial frames. In the same time, it tells us that it is impossible to make a distinction
between the state “at rest” and the state “rectilinear motion at constant speed.”
Imagine you are in the bowl of a ship and you have no possibility to observe outside.
You slept and you waked up. You can not distinguish between the two states without
an observation, a possible comparison. You will play table tennis alike in both states,
the object fall down in same way in both states, etc. The two states are equivalent
for you in the given conditions. Newton introduces a concept, the quantity of motion

of a body as the product between the mass m and its veloczty V. This quantlty of

motion is known today as momentum and it is denoted by p therefore P =mv.
The second law asserts: “The force who acts on a body is the variation in time of the
—

quantity of motion.” Its differential form is F= - If m does not depend on time,

then N
- dp dU —
F=—=m——=ma,

dt dt

that is the force who acts on a body is proportional to the body acceleration through

its mass. Newton’s third law: “When a body acts on a second body by the force 1_7),

Lt}

the second body simultaneously reacts on the first body by the force — F.

This chapter is devoted to gravity. We try to outline the basic facts about gravity,
we prove the vacuum field equation and the general gravitational field equation. The
artifact we use to express these laws is the gravitational potential. Later, in the chapter
devoted to General Relativity, the same gravitational potential is involved, in gen-
eral, in metric components, and, specifically, in the coefficients of the Schwarzschild
metric. The step towards General Relativity is made when the tidal acceleration
equations are written in a geometric form corresponding to a space endowed with a
metric. However, our journey to Relativity has to wait because we need some other
tools until the moment we derive Einstein’s field equations via the Einstein—Hilbert
action. We study Lagrangians and metrics induced by Lagrangians, where Euler—
Lagrange equations become the geodesic equations of these metrics. Finally, we will
connect these results to Non-Euclidean Geometry models. Kepler’s laws are derived.
Later, in the same General Relativity chapter, we understand how the conic curve,
found as the trajectory of a planet, is still the geodesic trajectory approximation of
the same planet in a given metric. An excellent discussion on Newtonian Mechanics,
in gravitational perspective, can be found in the book [14].
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7.1 Gravity. The Vacuum Field Equation

Letus start to study of the gravity. Later on, in the book, gravity will be studied follow-
ing Einstein’s ideas. Now, we concentrate on gravity as a force trying to understand
it from the Classical Mechanics point of view.

In the Euclidean 3-dimensional space E>, let us consider two bodies of masses
M and m M > m, located at the points X (xy, yi, z1) and X (x, y, z). The posmon

vectors OX 1 and OX where O (0, 0, 0) is the origin, are simply denoted by X 1=
(x1, y1,21) and X= (x, v, z). Let us define

—

—
=X —-Xi=x =X,y —Yy,2—21).

The length of ¥ is

ri=yVax—x)? 4+ (0 — )2+ (@ —21)?

and the unit vector pointing the point X from the point X is

r r

)

— g —
il X -X r X—X y—y1 2—21
r r ’ r ’

Newton stated that the gravitational force induced by the body of mass M
M
which acts on the body of mass m has the intensity F = G , where G =

(m)?
(kg) - (s)?

itational force vector

6.67-107!! is the gravitational constant. It can be described by the grav-

- GmM - GmM r GmM <x—x1 y—n Z—Z1)

- - bl 9
r2 r r r2 r r r

Before continuing, let us write the previous formula in the form

-
where u is a unitary vector. The mass m of the body gravitationally attracted seems to

be like a “gravitational charge”, if we compare F' = G —— with the similar formula
I"

611‘12

which describes the intensity of an electric force, F = k——. Therefore we can

think at m to be a gravitational mass denoted by m,,.
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In the special case, when we consider a body gravitational attracted by the Earth,
M is the mass of the Earth, r is the radius of the Earth and G the gravitational
constant, it results

F=m,-A,

GM | . (m)
where A = - is a constant acceleration denoted by g, where g = 9.81§.

In Newton’s second law of motion, the mass m seems to be a constant which makes
possible to compare the intensity of the force and the magnitude of acceleration,
F = ma. This is an inertial mass, denoted by m;, because the first Newton’s law
establishes the frames were the all three laws are true: the inertial frames. Therefore
F = m;a. In the case when F is the gravitational force exerted by the Earth on the

body of mass m;, F = m;g. It results

mg  gr

n; GM

The constant & is not equal to 1 by definition, but, if we measure the weight, the

space and the time with some other scaled units, the ratio —9 results 1.

m;

So we can accept that the gravitational mass is the same as the inertial mass, and we
can denote by m the value m, = m;. This is the Equivalence Principle as formulated
by Galileo.! We will see that it assumes a fundamental role in the formulation of
General Relativity.

Let us return to the formula

- G —
F=m——u
72

— —
seen as F=m A . We can define the gravitational acceleration as the vector

A= u .

72

This gravitational acceleration is also called a gravitational field induced by the body
of mass M. This definition suggests how the gravity acts. In coordinates we have

p _GM<x—x1 y =y z—zl>_

r2 r o r

We define the gravitational potential of the field X to be the function

Tt is worth noticing that this is a peculiarity of gravitational force. For example, for the Coulomb
force involving electric charges ¢, it is m; # ¢. This means that Equivalence Principle is proper of
gravity.
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GM
¢(X, y, Z) = —T

This definition makes sense at all points of the Euclidean 3-dimensional space except
(x1, ¥1, z1) where the gravitational source is located. It is easy to observe that

8@_GM8r_GM X —x
x  r? ox 2 r ’

. o . 0P 09 09
If we define the gradient of the gravitational potential @ by V@ := ,

Ox’ 0y’ 0z
using the previous computation, we can prove

V® }"2 ’ :_A~

_GM X—X Y=Yy 2—2
- r ror

The Laplace operator, or simply, the Laplacian, denoted by V2, is defined as

o? 0> 5

V2= — .
Ox? + 0y? + 072

The Laplacian of the gravitational potential is

0o o PO

VAt
0x? + 0y? + 072

and can be computed. As we know

od _ GM x —xg

Ox r? ro’
therefore
or
3 2

P r> —3r I 1 (x — x1)?

~— —GM X =GM|(=-3 ,

Ox? ro (r3 rs )
i.e.

3 2
V' =GM (—3 - 3—r5> =0.
r r

Therefore we showed that for all the points (x, y, z) # (x1, 1, z1) the gravitational

potential

GM
D(x,y,2) = i
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satisfies V2@ = 0. Having in mind that the gravitational source is located at
(x1, ¥1, 21), we have proved that in the remaining “empty space”, i.e. in vacuum,
the Newtonian equation of the gravitational field, expressed with respect to its grav-

itational potential, is
v = 0.

The previous formula is known as Newton’s vacuum field equation.
What is happening at a source point? We remember our previous construction
with the gravitational potential

1
¢(x1 ya Z) = -
r
where
ro=y/x2+y? 422
and

V2o (x,v,2) =0

for all (x, y, z) # (0,0, 0).
Let us introduce the gravitational potential

1
¢b(x1 y, Z) = ——
r'p

where

Py =~/ (x =) +y2 + 22,

that is the source is now (b, 0, 0). The corresponding gravitational field is

— 1 x—>b y z
Ap (X, y,2) = =V®(x,y,0) =—5 | — = = |-
T, rp rp TIp

After easy computations

0 Ap 1
(0,0,0) = (O, _l?’())

d Ap 1
(0,0,0) = (O, 0, _ﬁ> .
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Now, we observe that the Hessian of the gravitational potential d>@®, is the matrix

—

with components

b, where x; € {x, y, z}, satisfying the relation

Xj
3Xh 2
0,0,0
o (0.0,0) 5 000
1
0,000 = [ 240 0.0y | =| 0 —5 o
ady b? 1
oA 0 0 ——
24 0,0,0) b
0z
2P,
On the other hand, it can be seen as the matrix with the components D , that is
XiOX
Pd, Pd, 0*P,
0x? Ox0y 0x0z
2 2 2
Oyox 0y* 0ydz
b, 0°d, 0P,
0z0x 0z0y 072

In fact the first line of the previous matrix is

0 Ay _ O*®, 0Pd, ',

ox  \ ox2’ 0x0y oxoz)
etc. Combining the previous results, the trace of Hessian matrix is the Laplacian of
the gravitational potential, i.e.

Tr (d*®;) (0,0,0) = V?®,(0,0,0) = 21
r( b ( s Y - b( » Yy ) - F 'E) 'E)
for all points (x, y, z) # (b,0,0). When b — 0, the gravitational potential V&,
approaches the gravitational potential V&, therefore V®2(0,0,0) =
0 — v®2(0, 0, 0). It means V&2(0, 0, 0) = 0. We may conclude that the vacuum

equation becomes
vol=0

everywhere, not only for all points without the source.
Let us now suppose that there are many gravitational sources, and we label the
gravitational potentials. For each point (x;, y;, z;), one can define

rji= \/(x — X))+ =y + (@ —z))?

and the gravitational potentials
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GM;
Di(x,y,2) =— —.
J

The total gravitational potential determined by the N sources is

P(x,y,2) = Z@(xyz) ZGM.

1 rj

Theorem 7.1.1 For (x,y,z) # (xj,¥;,2;), j €{1,2,..., N}, the total gravita-
tional potential satisfies the gravitational field equation in vacuum

V2 = 0.

Proof The linearity of @ allows to work as previously, for all j € {1,2,..., N}
having

ad)]‘ _ GMJ‘ X —X

Ox B rz. rj

Therefore

i.e.
2
J —
V2 = GEM( ﬁ>_0‘
T J

The equation V2@ = 0 is also known as the Laplace equation for gravity. O

In a similar way it can be proved.

Corollary 7.1.2 For multiple sources, the equation V&> = 0 holds everywhere.

7.2 Divergence of a Vector Field in an Euclidean 3D-Space

— —
Let us consider an incompressible fluid flow described by the vector F:= p V, where

p = p(x,y,z) is the density of the incompressible fluid at (x,y,z) and \7:\7
(x,y,z) is the speed vector at each point of a given region D of the Euclidean
space.
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k
If we are looking at the fact that F' is measured in & we see in fact how

(m)? - (s)”

much matter flows through a unit surface area in a unit time.
Consider a small parallelepiped centered at (x, y, z) € D and with sides of lengths

Ax, Ay, Az parallel to the axis of coordinates. The vector flow 1_7) has three com-
ponents, F= (Fy, Fy, F;). We can suppose the parallelepiped small enough to have

— —

the flow F constant over each face, that is at each point of a face, F has the same
three given components. We are interested in expressing the net outflow through this
parallelepiped, i.e. the algebraic sum of all outward flow vectors through the six
faces.

A
The flow through the face of area Ay Az at the point (x — TX, ¥, z) is

Ax
F, (x — 7 y, z) AyAz.

Suppose this is an inflow. In the same way, the flow through the face of area AyAz

. Ax .
at the point | x + - y,z | 1is

Ax
Felx+ > v,z ) AyAz

and this one is an outflow. Therefore the total outflow through these two parallel
faces is

Ax Ax OF,
Fx X+77yvz AyAZ_Fx X_Tsy’z AyAZ% ax (x’y’Z)A'XAyAZ’

where the last approximation was made taking into consideration the small dimen-
sions of the parallelepiped.

Considering the contribution of the other two pairs of parallel faces, the total
outflow through the parallelepiped faces becomes

OF, OF OF,
(x7y7z)+_y(xayaz)+;(xvy7z) A'XAyAZ
Ox dy 0z

The divergence of ; is defined by

OF, OF,

di H:: A
v F ax(xyz)+8y

OF
(x,y,2) + —(x,y,2)
0z

and a physical interpretation of it as total outflow over the parallelepiped is that
presented above.
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We can conclude: On the entire region D, the total outflow over D is
F(D) = f div F d*x =div F (i) - volD
D

where d°x is the volume element dxdydz and the last equality is a consequence of a
mean value theorem for the given triple integral. A consequence of the last formula
is

F(D)

im
> volD

D—u

— div F (4).

7.3 Covariant Divergence

We have discussed about a flow of an incompressible fluid in an Euclidean space.
How this discussion changes if we are talking about an incompressible fluid in a
region where the parallelism is not the Euclidean one? The problem appears when
we consider the difference

Ax Ax
F, x+7,y,z AyAz — F, x—T,y,z AyAz

because it means that we have moved by parallel transport the vector

Ax . Ax
(—FX (x — 7) ,0, O) to the other face at the point (x + > ¥, z).

Ax
Therefore we parallel transport the contravariant vector (— F, (x - 7) ,0, 0)

along the infinitesimal vector A' = (Ax, 0, 0).
Since, in general, Ffj # 0, the parallel transport along A! = (Ax, 0, 0) for a
contravariant vector V = (V'!, 0, 0) leads to a vector whose first component is

1 Ax 1
\%4 x—T,y,z + AV,

where o .
AV'= T} V/Ax' = —T|;V/Ax = -} V' Ax.

The difference
1 Ax 1 Ax 1yl
14 x—i—T,y,Z -V X— 50z +T', V' Ax | AyAz

is

ovt
8_x+F”V AxAyAz,
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i.e. the covariant derivative with respect to the first variable denoted by
Vll AxAyAz.

‘We have three pairs of opposite faces corresponding to the three directions, therefore
the net outflow is
(V. + V3 + V) AxAyAz

for a parallelepiped in a region where the Euclidean parallel transport is replaced by
the general parallel transport.

The quantity V;' := V,} 4 V3 + V.3 is the covariant divergence of a contravariant
vector (V!, V2, V3).

In our case, we obtain

Ax Ax |
Fx x—}—T,y,z —Fx X—T,y,z +FxF11Ax AyAZ%

OF, |
~ 3 + F.I'j ) AxAyAz = Fr.jAxAyAz.
x

For the entire parallelepiped we have the total net outflow
(FX;I + Fy;z + FZ;3)AXAyAZ

expressed with respect the covariant derivative.

Definition 7.3.1 The quantity (Fy.; + F,., + F;.3) expressed with respect to the
covariant derivatives of components is called a covariant divergence of the field F.

7.4 The General Newtonian Gravitational Field Equations

If a gravitational source of mass M is placed at (x;, y;, z;) and no other gravitational
source exists, we have deduced the vacuum fields equation

V2<D(x, y,z) =0.

If there are many gravity sources (x;, y;,z;), j € {1,2,..., N}, we have defined

rj= \/(x — X))+ -y + (- 2))?

and the corresponding gravitational potentials
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GM;
Di(x,y,2) =— —.
J

The total gravitational potential, determined by the N sources, was

B(x,y,2) = Zcb oy =3 M

1 T
We have proved that the vacuum field equation, in this case, is
VO(x,y,2) =0,

and it makes sense for all (x, y, z) of the space.
Now suppose that in a bounded region D of the Euclidean space E? there is a
continuous distribution of matter and point sources. This continuous distribution of

. Outside D

k
matter is defined by a density function p = p(x, y, z) measured in (( g)3
m

we have p = 0.
How it looks like the gravitational field equation in this case? Let us prove the
following

Theorem 7.4.1 (General Gravitational Field Equation) If D is a region of the space
where it exists a continuous distribution of matter defined by the density function p,
then

V2P (x, v,2) =4nGp(x, y,2)

everywhere in D.

Proof Outside D, where p = 0, the theorem reduces to the vacuum field equation.
It remains to prove the statement for all the points of D. We cover D with paral-
lelepipeds. To do this, we consider points on Ox axis and parallel planes to yOz
through these points. In the same way, we take into account parallel planes to x Oz
through points on Oy and parallel planes to x Oy through points on Oz. We obtain
parallelepipeds with the faces parallel to the planes determined by the axes of coordi-
nates. Some of parallelepipeds are completely inside D, some are completely outside
D and some of them contain parts inside and outside.

Now we can index the points and we can denote the centers of parallelepipeds
which cover D as being (x;, y;, zx) and the corresponding dimensions of sides as
Ax,‘, ij, AZk.

We can suppose the mass of such parallelepiped is p(x;, yj, 2x) Ax; Ay; Azy.

The corresponding gravitational potential at a point (x, y, z) € E? is

D(x,y,2) ~ Y D;(x, y,2),
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that is

ey =Y Goti, v, N
9 ’ —_— - i . k-
oSS Ve =)+ 0 -y + @ w)? !

We can improve the approximation of the gravitational potential formula considering
more points on the axes and, at limit, we obtain

1
d3
Va =+ (y—v)? + @ —w)?

3

(p(-xs Yy, Z) = _G/ P(”v v, w)
D

where d3u is the volume element dudvdw. If (x, v, z) ¢ D, the integral has sense.
We are able to show that the integral has sense even for points (x, y, z) € D.Consider
a change of coordinates in E* defined by

u=x+rsinx?cosx!

2 1

v=y-+rsinx”sinx

w = z+rcosx2.

‘We observe

V(xv%z)Z\/(X—M)2+(y—v)2+(z—w)2.

Then, according to our knowledge in calculus, the volume element for spherical
coordinates is changing after the formula

dudvdw = r? sin x*drdx*dx’

and the integral becomes

1
<P(r,x1,x2) = —G/ p—r2 sin x2drdx*dx' = —G/ pr sin x%drdx’dx",
r .

where D* is the transformed of D with respect to the previous change of coordinates.
The last integral is not singular, therefore the definition of the gravitational potential
makes sense in D, too.

If we apply the Laplace operator

to

1
D(x,y,2) = —G/ p(u, v, w)—d3u,
D r(xy ya Z)



182 7 Gravity in Newtonian Mechanics

we obtain G
vz(p(x,y,z) :/ vz (_ p(u, U, w))dSI,t.
D r(x,y,z)
) 0 0 0 .
The gradient operator V := | —, —, — | leads to the Laplace operator via a for-
ox 0y 0z

mal dot product:

g (20 0N (D 0 0N_# & 7
o ~\0x’ 9y’ 0z ox’ 0y 9z) 0x2  0y? 9%

It implies

- 0A, O0A, OA -
V2¢=V~V¢=—V~A=—< = Z):—divA,

Ox 0y + 0z

that is R
V2P (x,y,2) = —div A (x,, 2).

G
Now, if (x, y, z) ¢ D,wehave proved v?2 (__p) = 0, therefore V2 (x, v,z) =0.
r

In the same time we have proved that div X (x,y,z) =0when (x,y,z) ¢ D.

If (x, ¥, 2) € D, let us make some considerations.
We define the gravitational field A= (A,, A,, A;) attached to the potential @,

Z:: —V®. It remains to evaluate —div X (x,y,2) when (x, y,z) € D. To do this,
we consider a sphere S(r) centered at (x, y, z) with a small radius r such that the
mass density p can be considered constant in all its interior, interior here denoted by
B(r). Therefore we suppose p(u, v, w) = p(x, y, z) for all (u, v, w) € B(r). Letus
decompose D in B(r) U (D — B(r)). We have

- -

A=ABwr + Ap-B@)

and, since (x, y, z) ¢ D — B(r), using the previous case result, it follows

N
div AD—B(V) (-xa Y, Z) = Oa
i.e.
div A (x,y,2) =div Apy) (x,¥,2) +div Ap_p¢) (x,y,2) =div Agg) (x,,2).

Now, the problem reduces to the evaluation of div Ap(y (x, y, 2).

Let us observe that the gravitational field ZB(,) atevery (x,y,z) € B(r) is
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= - G Mgy — G:-p-volB(r) -
Apiy) (X, ¥,2) = — = O n=— n

)

72

where 7 is the length of the vector who points from (x, y, z) to (x, ¥, z) and 7 isits
unit vector. On the entire surface of S(r), the gravitational field becomes the constant
magnitude vector field

G -p-volB(r) -~

Agiy (x,y,2) = 2

The total outflow over B(r) is

G -p-volB(r)

> 471 = —47G - p - vol B(r).
’

F(B(r) =

Therefore

F(B(r)

= d. A r s Vs =—4 G- )
M vl By = Y Ao (%7, 2) = —4nG - p

that is
Vi = 471G - p.

Since the p chosen is p = p(x, y, z) and all computations are done at the point

(x,y, z), the proof is complete. The previous equation is also known as the Poisson
equation for gravity. (I

7.5 Tidal Acceleration Equations
‘We met before the gravitational potential
1
¢b(-xa yv Z) - ——
Tp

determined by a source at (b, 0, 0), b > 0. The denominator is

7=/ (x —b)? + y2 + 22

and the corresponding gravitational field is

- 1 (x—b y z
Ap (x,y,2) = V& (x,y, ) == | —> == |-
rp Tp

- 1
‘We have observed A, (0,0,0) = (1? 0, 0) .
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Definition 7.5.1 The tidal acceleration ]_") (x,y, z), generated by the gravitational
field A, (x, v, z) at (0, 0, 0), is defined by the formula

T (x.y.2) ==Ap (x,y.2)— Ap (0,0,0).

We may use a Taylor approximation to compute the tidal acceleration at some
points of the axes as follows

—

— — — o Ap 2a
T (a,0,0) :=4, (a,0,0)— A4, (0,0,0) ~ a 3 0,0,0) = F,O,O .
X

In the same way

— ) — — - 821} _ a
T (0.a,0) =4y 0.0,0= 4y 0,0,0) ~ a=5£(0,0,0) = (0, ~5.0)

and

a

— ) — — 82[)
T (0,0,a) :=A; (0,0,a)— A, (0,0,0) = a B2 (0,0,0) = (0, 0, _b_3)

The effect of translation due to a tidal acceleration is called a tidal effect.
We can better see the tidal effect, if we consider slices in Oxy and Oxz planes.
We focus on Oxy plane and let us consider the unit vector (cos u, sin u).

—
If we compute T (a cosu, a sinu), we describe the tidal effect at all points of the
circle centered in O having a as radius. Therefore

;‘ (acosu,asinu) :=Zb (acosu,asinu)— Zb 0,0~

— —

~acosua (0, 0)—+—asmua 0,0,

the approximation being given by the directional derivative of A, in the direction
(cosu, sin u). It results

2acosu  asinu
B )

- .
T (acosu,asinu) :=

This is the image of the tidal effect around (0, 0, 0) in OxYy plane. There is a similar
image in Oxz plane. In fact, if you rotate the Oxy plane around Ox axis, you have
the big picture of the tidal effect at all the points of a sphere surface.
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Now, you can imagine the Moon at (b, 0, 0) and the Earth as a sphere centered
at (0, 0, 0) having radius a and the oceans tides appears when you rotate the sphere.
This is the animated picture of the tidal effect.

The tidal effect appears and it can be studied as previously.

If we wish to highlight the equations of the tidal effect, we need to consider free
falling particles in the gravitational field created by the source which start from the
points of a given curve c(q) = (x(g), y(q), z2(q)).

Here g is not a time parameter, it is only a geometric parameter which allows us
to describe the image of the curve c.

Denote by X(z, g) = (x' (¢, ), x(t, q), x3(t, q)) the system of free falling parti-
cles g € [a, b]. The particle x (¢, qo) starts from c(qp) and has a time evolution. We
can prove the following.

Theorem 7.5.2 The tidal acceleration equations are

d_zﬁ — _d2q§)€§’
dt? dq Oq

is the Hessian matrix attached to the gravitational

2P (x
where d*®; = (8 (x))
ik

Oxt Oxk
potential ®.

Proof For each particle x (¢, g), Newton’s second law leads to the formulas

d?x*

oD _
F(l? C]) = _w(x(lt C])) s ke {]1273}7

because the particle experiences the gravitational acceleration due to the source. If we

consider a nearby point c(g¢ + Aq), the same considerations leads to the equations
gt a0 = 22 (5.4 + a0y

——(t, = ——(x(t, .

a2 bl q Ok q q

If we subtract the first equation from the second, we divide by Ag and consider the

limit as Ag approaches 0, we obtain

2k 2.k

X g+ - 99 st a+ 9y — 22,9
T S G ™ e
Ag—0 Ag Ag—0 Agq
that is

d? 9x* PP PP Ox'

Tt q) = ————(X(t,q) = — Y ——— — (X (1,

oy 0 = " 0 = = L g g ()
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foreachk € {1, 2, 3}. The last equality is obtained from the chain rule. We highlighted

0x ox! ox* ox®
the vector il = (i i i) which satisfies the tidal acceleration equations
q dq  0q  Oq
d_zﬁ = _d2q§£§7
dt? Oq dq
. o 92 (%) .
where the Hessian matrix d“®; = T Ok encapsulates in its trace the vacuum
X Ox* /i p
field equation V2@ = 0. O
ox ox' ox? ox3
Definition 7.5.3 — = ( 2— 2 =) is called a ridal vector.
Jdq Oq 0q Jq

The tidal vector measures, as we saw, the variation of nearby trajectories due to
the tidal acceleration. Therefore, the tidal vector and the tidal acceleration equations
naturally appear when objects experience a gravitational field.

7.6 Geometric Separation of Geodesics

Suppose we work in a space of coordinates denoted by (x°, x!, ..., x") endowed
with a metric ds® = g; jdx'dx’. For each coordinate x*, we imagine two parameters,
now denoted (7, ¢), such that x* = x*(7, ¢) and we define a difference between the

X
two parameters denoting by I the derivative of the coordinate function x* with
T
ok
respect to the first parameter and by B with respect to the second parameter.

The geodesic equations are written with respect to the first variable 7 which may
be thought as a time parameter; the covariant derivative of vectors will be denoted
by V as we did when we studied surfaces.

A remark: We refer here to the covariant derivative, denoted by Z which is

obviously different from the gradient denoted by V. In the same way below, there is

no connection between the second iteration of the covariant derivative dv_z and the
T
Laplacian V2.
According to our previous notations, we have the covariant derivative formula

v dx*  d’x* p dx'dx’
dr dr = dr? Udr dr
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which implies, for a given geodesic c(7, g) = xO(r, q), x' (1, q), ..., x"(1,q)),
g = qo, that
v dx*
—— =0, ke{0,1,...,n},
dr dr €l n)
ie. -
dx dx dx’
rk=—="_ =0, k{01,
a s dr <t "

Now, for each g from an interval which contains g, it is possible to consider the

corresponding geodesic c(7, ¢). A family of geodesics, starting from the points of

the curve ¢(0, ¢) = (x°(0, ¢), x'(0, q), ..., x"(0, ¢)), having each one the initial
dx® d ! d "

vector ( ©, q), & = 0.9).. o, q)), is immediately defined. As in the
dr

previous case, the Vector

ox  (0x" ox! ox"

9 - 9 9q " 0q

is called the tidal vector and measures, according to its orientation, the rate of sepa-
ration of geodesics.

Let us see which are the equivalent of tidal acceleration equations. They are

d_zﬁ — —d%@;ﬁ,
dt? Oq 0q

0P (x
where d?®; is the Hessian matrix ) .
8)6,’ 6xk k

We can prove:

Theorem 7.6.1 The tidal vector above satisfies the equations

v? Ox" _ Rl dxt OxJ dxk
dr? 0q ik dr dq dr’

where Rj- w1 18 the Riemann mixed tensor defined by the metric g;;.

6Xh
Proof We start from the covariant derivative dl of 3 :
T q

o d (o
dr oq dq Ydr 0q°
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Then
v? Ox v (vox"\ d (v ox L v ox™\ dx*
dr? 9qg  dr \dr dq )  dr \dr dq mk\dr 8q ) dr —
d [d [Ox" dx' Ox’ d (0x™ dx' Ox7
= | — (= i I o7 N [P [l o ax
dT[dT<8q>+”d7'8q]+ mk[d7(8q>+”d78q]

& d’x" O} dx* dxi Ox

8q dr2 " 9xk dr dr oq +

, d2x' OxJ , dxt 0*x7 L O?x™ dx* L 1_‘md)c" Ox/ dx*
” dr? 8q ' Ydr 0roq "k drdg dr " dr g dr

2xk d ld
Now, we replace —- by —

r; / i and in some terms we replace the dummy
T
indexes in a convenient way. It results

LL 0 (Lo datddt) Oy o ik (il it 0
72 0q 0q Kdr dr oxk dr 8q dr mnj

h LXI 92xJ h 9% x™m gxk

h pm dxt 9xJ dx*

rk, 22 2t mEt T O
Y dr 0tdq + Lk 0tdq dt mk>ij qr 9q dr

al"lhk OxJ dxt dxk p 02x! N / n o dxt dxk oxi n
OxJ Oq dr dr *drdg dr ' oxk dr 8q dr mj~ik gr dr dq

dx %/ dx® Ox7 dxk
arh h pmZ2 22 27
el 83q+mk‘/d78q dr
that is

v2 Ox" ory; 8Flhk i n o) dxTOxT dx*
— = R T e B B
dt? Oq Oxk oxi J dr Oq drt
Therefore, we have obtained the tidal acceleration equations

v? Ox" i dx! Ox7 dxk

o dx' Ox7 dx*
dr2 g~ MNdr 8q dr % dr oq dr-
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If we denote by

the previous equality becomes

v_za_xh:_[(/?aij
dr? dq 1 0q

These last formulas are the geometric equivalent of the classical tidal acceleration
equation. A further comment is necessary. The trace of the matrix K 7 is K Z‘, that
is R” . The tidal acceleration equations can hide an equality as R;x = 0 which can
become the geometric equivalent of the classical vacuum field equation V2@ = 0.
Later, in the book, we will see how this becomes possible.

7.7 Kepler’s Laws

According to the previous considerations, we intend now to obtain the three Kepler
laws regarding the motion of planets around the Sun. It is necessary to understand
how Newtonian Mechanics together with Euclidean Geometry describe these laws
and, for this reason, let us prepare the geometric framework we need.

An ellipse of foci Fi(f,0) and F>(—f,0), f > 0 is the locus of points P in
the Euclidean plane such that | P F|| 4+ | P F>| = 2a, where a is a positive constant,
a > f. The equation of the ellipse can be found after we transform the condition
|PF|+ |PF,| = 2a into the equation

V=243V + 24y =2a.

The result is

where b = a® — f2.

The line F F; is called the major axis and the points where the ellipse cuts the
major axis have the coordinates (a, 0) and (—a, 0).

The middle of the interval F; F; is called the center of the ellipse. In this case, the
center of ellipse is the origin O (0, 0).

The minor axis is perpendicular to the major axis at O (0, 0). The minor axis
intersects the ellipse at the points (0, ) and (0, —b).

f Nar—p? \/ | b?

The eccentricity of the ellipse is, by definition, e := —
a a
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The area enclosed by the previous ellipse can be computed using the function
2

yx)=b/1— x_2 which describes the arc of the ellipse {(x, y), x € (—a,a),y >
a

0}. If we use the change of variable x = a sin ¢ the enclosed area is
a b a

A= 2/ y(x)dx = 2—/ va? — x2dx = wab.
—a al_,

If the ellipse has its center at (xg, yo) and the axes parallel to the axes of the system,
i.e. the foci are (xo + f, yo) and (xo — f, yo), the equation is

R N2
(x zxo) n vy — yo0) _ L
a b?

In fact, the previous ellipse is parallel shifted with respect to the axis such that the
old center O(0, 0) becomes O (xg, o).
Consider an ellipse of eccentricity 0 < e < 1 withafocusat O (0, 0). Its major axis

k
,0),k>0,andV/<—l ,0>.The

+e

k
intersects the ellipse at the points V ( ]
—e

length of the major semi-axisisa = T— 2 the center of the ellipse is (— l—ez , 0)
—e

k
and the length of the minor semi-axis is b = ———. The equation of this ellipse
¢ e o P
is
+ ke 2
X
1 —e2 y?
12 e =k
(1—e2)2 1 —e?

Problem 7.7.1 Find the locus of points M (x, y) such that

k

= 9 =
r=r 1+ecosf

where r = |OM| = /x2 + y? and 0 is the counterclockwise angle ZVOM, V €
Ox.

Hint. The geometric meaning of r 4+ er cos @ = k, k > 0, leads to the equation
x2+y2+ex =k,ie. /x2+ y? =k — ex.Ife = 1, we obtain a parabola. If ¢ #
1, after squaring, the previous equation can be written in the form

(+5)

X

1 —e? 2
VAT S

k2 k2
(1 —e2)2 1 —e2
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Let us observe that, for 0 < e < 1, we have an ellipse equation. For e > 1, the
equation is

x—x0)? =y’ _
a? B b2 -

i.e. we deal with a hyperbola. [
We are ready to study the motion of planets under the action of gravitational force.
Consider the position of the Sun as O(0, 0, 0). The motion of the Earth around

the Sun depends on time, i.e. the position of the Earth is given by the vector X ()=
(x(®), ¥(¢), z(t)). Denote the length of this vector by

r(6) = Vx2(0) + 2 (1) + 2(0).
The Earth is attracted by the Sun via the gravitational force

Fiy=-"" %0
F==-"755X 0.

where M is the mass of the Sun, m is the mass of the Earth and G is the gravitational
constant. The equation of motion of the Earth around the Sun, established by the
Newton’s second law, is

> GmM -

r3(1)

which can be written as

X(I)Z—% X®,

due to the validity of Galileo’s Equivalence Principle. Let us denote = GM and
V= X.

Theorem 7.7.2 The motion of the Earth is planar, that is the entire trajectory is
included in a plane which contains the Sun.

— —
Proof 1f we consider the derivative of the cross product between X (¢) and V (¢),
successively we have

E(XXV)= VHEXXV=VXV+XXX=0,
that is )—f(t) X \7(1‘) = 7, where 7 does not depend on ¢. Therefore, the vector 7 of

length J is a constant vector, more precisely, it is the normal vector to the plane in
which the motion of the Earth around the Sun happens. (]
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Let us consider z = 0 the equation of the plane of motion, that is the position of the

Earthis given by the vector X ()= (x(¢), y(¢), 0). In the plane of motion, we consider

polar coordinates x = rcosf, y = rsin6, with r = r(t) = /x2(t) + y2(t); 0 =
0(t). We can prove:

Theorem 7.7.3 If X (1)= (r(t) cos 6(¢), (1) sin (1), 0) and V (1) = X(t) it results
(i) 7= (0,0, r2)
(ii) r?0 = J.

Proof We cancel ¢ to write easier the next computations. Then
g _.) . A . . . A
V=X = (Fcosf —rfsinf, 7sinf + rfcosh, 0)

and - = — .
J=X x V= (0,0,r%0).

N
Since J is a constant vector, the last component does not depend on time, therefore
it is a positive constant equal to its length J. So, both assertions are proved. ]

N
Theorem 7.7.4 The equation of motion for X (t) is transformed into the equation

2

. M
nit) = —— — —.
r(t)r(r) 20 " o
Proof We started from the equation of motion
5 wo=
t) = ——F— t
X0 == X0

and, using it, we obtained that the motion is planar. In the plane of motion, the
—
polar coordinates allow us to describe the normal vector J and to obtain the relation
r20 = J.
. . . . 2 - g . g -
The derivative with respect to ¢ of the relation r= = < X. X > leadstorrr = < X, V> .
Then, we have

¢+ = (V.V)+ <;? ?>,

i.e.

67+ = (7 )+ (-2 5).

that is . "
F+ri=|V | — -
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To compute | V |, we start from the identity

- —\2 — — 5 — 5 — 2

(X V) +1XxVE=IXPIVE

. . . . - e . . - - . . A
If we replace, in the previous identity, <X, V> withr7, | X x V |>with J2,i.e. (r20)2,
and | X | with 2, it results
i+ 20 =V P,

thus ) .
F*+r7@O)? =V I~

. J
Using 6 = —, we obtain
r

— . J2
V=0 + 5
It results
J2
W"‘ ri = ()" + - H,
r r
which complete the proof. ([

1
Theorem 7.7.5 Ifr = — and u = u(6), the equation
u

LI
rf=——-=
r2 r
becomes
d’u n W
— tu=—.
do? J?

d
Proof We first show thati = —J d_g . To obtain this, let us observe that, successively,

we have
u 1 du 1 dudf 2dué Jdu
yf == ————— = ) — = —J —.
u? u? dt u? do dt do do
Then, # = — 7244,
en, 7 = — , 1.e
do?
. , 1 d*u
F=-=J

R
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L 1 _
Taking into account » = — and replacing into
u

. JP o
ri=—=—-=,
rr r
we obtain the desired equation
d’u W
ag s

]

The general solution is u(6) = A cos(6 — 6y) + %, where A is an arbitrary con-

stant and 6 is the initial value, called phase, who leads to the starting point of the
trajectory.
If we are interested only in the shape of the solution, we may consider

u(d) = Acosf + %

The solution in 7 is

JZ
r) = —+~
14+ ——cosf
I
If A is in such a way that
J2A
O<e=—<1
0

the trajectory is an ellipse. Therefore we have proved.

Theorem 7.7.6 (Kepler’s first law) In the case of the pair {Sun, Earth}, the gravity
makes Earth to move around the Sun after an elliptical orbit having the Sun as one
of the foci.

This is the Kepler first law. It generally describes how a planet moves around a
star.

Let see again the big picture of the motion of the Earth around Sun. We have the
Sun at the origin of the coordinate system and the Earth position given by the vector

X ()= (x(t), y(t), z(¢)). The gravitational force acting between the two bodies leads
to the equation of motion

5 GM -
X = —m X ().
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The motion is planar. Using polar coordinates, we can transform the equation into
the new equation

gl
2o’
and finally into the equation
d’u I
T

which can be solved. The solution, in polar coordinates, is the ellipse

J2
r@) = +
14+ ——cosf
1
2 2
Defining k := — and e := ——, in Cartesian coordinates, the equation is
n ke 2
X
1 —e? y?
12 e =t
(1 —e?)2 1 —e2
where the semi-axes are a := ———— and b := ———. The perihelion of the
(1 —e%) (1—e?)

k
trajectory, that is the closest position to the Sun, is at the point V (r, 0).
e

The aphelion, that is the furthest position from the Sun, is located at the point
v (_L, o).
l—e
If we look at comets, the trajectories can be elliptic, hyperbolic and parabolic. The
case e = 1 is a possible case, but it is difficult for an astronomer to say that a comet
has a parabolic orbit. It is more probable to have a hyperbolic orbit with e > 1 but

very close to 1. We prefer to remain at the case {planet, Sun} where the trajectories
are always ellipses. Now we are able to prove the Kepler second law.

Theorem 7.7.7 (Kepler’s second law) Areas swept out by O X in equal time intervals
are equal.

— — N
Proof Consider two close positions of O X, thatis O X’ and O X”. The angle between

- 1
this two positions is 6. The infinitesimal area sweptby O X isd A = Erzd 0. Itresults

dA 1 ,.
= —r%,ie.
dt 2
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which ends the proof. (]

Let us continue with the Kepler third law. The time necessary to have a complete
revolution around the Sun is called the orbital period of a planet. 1t is denoted by T'.

Theorem 7.7.8 (Kepler’s third law) The ratio between the square of the orbital
T?  4r?
period and the cube of the major semi-axis is a constant, that is — = ——.
a GM
Proof Let us observe that O X sweeps the area of the ellipse during a revolution.
Thus

1 ,.
nab =T =r?0.
2
T b . T? ,b?
It results — = 2w —, thatis — =47~ —.
a J a? J? )
k k
According to previous formulas for semi-axes we have b*> = —2= k 2=
— € — €
ka, therefore
T? ,ka
—2 = 47'(' ﬁ

JZ
Taking into account that k := — we finally obtain
I

72 51
—32471' —.
a K

O

The third law is called the Harmony law because, if we consider two different
. . . T? T3
planets moving around the Sun, the same constant is the ratio between — and —=

3 3
aj a

7.8 Circular Motion, Centripetal Force and Dark Matter
Problem

Before continuing, let us discuss a little bit about circular motion and observe the
differences with respect to the elliptical motion presented above. Circular motion
means a movement of an object along the circumference of a circle. A boy rotating a
tide up ball with a chord, a car moving at constant speed on a circular track, or even
a satellite on its orbit around the Earth can be mathematically modeled as circular
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motions. So, the trajectory is a circle of radius R, the object in circular motion can
be imagined as a point (with a mass, say m) moving at constant speed v. The speed

vector v is tangent at each point of the circle. To maintain the point on this trajectory,
the force vector (that is the acceleration vector, too) has to be imagined as an arrow
oriented from the point to the center. Of course, the magnitude of the force has to
be the same for all the possible positions, because there are not differences between
these vectors except the possible directions. This force is called a centripetal force.
The corresponding acceleration is called centripetal acceleration.

Let us consider two tangent vectors corresponding to two close points on the
circumference separated by a d6 angle. Denote by dx the length of the arc determined
by the two points and observe that between the two tangent vectors there is the same

d
angle df. We have dx = Rdf and v = d—): If dv is the vector which connects their

d
ends, we may approximate df = —U. It results
v

dv
dx = Rd0 = R— = vdt,
v

that is
) dv v?

a:i=—=—.

dt R
This is the formula of the centripetal acceleration which allows to write the formula
of the centripetal force:

v2

F.oi=m—.
R
How it can be imagined the rotation of the Earth around the Sun using this force?
The mathematical answer is

mv? GMm
FC = — = f— F,
R R?
i.e.
, GM
V= ——,
R

thanks to the Equivalence Principle by which m can be simplified in both sides of
the equation. This is important because if the radius R is increasing the orbital speed

has to decrease.
. . . . . . 2R
Now, since the period of revolution around the circular trajectory is T = —,
v

we obtain -
72— anpe Lt Z TR
v? GM

’
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that is T2 is proportional to R?, or

T? 472

R~ GM’
It is a sort of approximation of the third Kepler law. The centripetal force is often
used in approximations of trajectories in Astronomy. An interesting application of

the centripetal force is the possible existence of dark matter or, according to Fritz
Zwicky the missing matter [15]. The formula

2 GM
R

v

’

which asserts that if R is increasing, the speed v decreases (if M remains constant),
is crucial.

In a galaxy, there are billions of stars. We may think that these stars are in an
imaginary sphere having as a center, the center of the galaxy. Some stars are closer to
the center of the galaxy, some of them are far. Some other stars are out of the edge of
the galaxy, or more precisely, they are in the area where, if we increase the radius of
the galaxy, we add few stars. For stars in the zone with a lot of stars, if we increase the
radius we have more stars, i.e. more mass. Here, the fact that the observed speed of
stars rotating around the center is the same it is not a problem. The speed v can be kept
constant, if the mass M increases when R increases. But for distant stars, when we
increase the radius, we do not add more mass inside. However the measured speed v
is the same and it is more or less constant also very far from the galactic center (more
than 10kpc). According to this situation, we have to suppose the existence of a sort
of (sub-luminous) matter that cannot be detected by the standard electromagnetic
emission. However, the amount of such a matter increases with the increasing of the
distance from the center. The problem is known as the dark matter problem and can
be solved in two alternative ways: Either one suppose the existence of exotic matter
interacting only gravitationally, or one assumes deviation from the Kepler laws at
large distances. More details can be found in [18, 34, 35].

Later in the book, we will study the trajectory of planets in a given metric. Specif-
ically, we will study the trajectory of planets both in the Schwarzschild metric

2GM 1
ds? =¢? <1 - — > dr* — 1Wdr2 —r2dg? — r?sin® pd6?
c*r — &

c2r

2GM 2GM
ds®> =c? (1 — ) dr* — (1 + ) dr* — r’dy?* — r? sin? pd6°.
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The planet equation of motion in both metric is

d*u W 3n
— tu=—+ —u
do? Jr
where c is the constant speed of light in vacuum and ;« = G M as previously defined.
Why we study the equation of motion in a metric and how close is the solution of
this new equation to the above classical solution? These topics will be discussed in
the General Relativity chapter of this book.

7.9 The Mechanical Lagrangian

In a system of coordinates (¢, x), let (¢, x(#)) be the trajectory of a particle of mass
m moving under the influence of a force derived from a time independent potential
V. Since V depends only on the position, we denote this by V := V (x).

Newton’s equation of motion is

mx(t) = F(x),

where the force acting on the particle is F(x) = — d_V

Given some initial conditions, the trajectory (f, x)ét)) is comprised between the
initial point (¢, x(#1)) and the final point (¢, x(#2)).

Let us underline that this trajectory is the expression of the force acting on the
particle under some initial conditions. Therefore, there is an unique trajectory deter-
mined by the force and the initial conditions.

Now let us consider all the paths connecting (71, x(#;)) and (2, x(2)). They can
be thought as y(¢) + 1(1), with y(t;) = x(t1), y(t2) = x(t2), n(t1) = n(t2) = 0.

Having all these paths, what new theory do we need to imagine in order to discover
the original path described by the Newton’s equation of motion?

To answer this question, we need some technical details (see also [24]).

Let us insist on this first part when we have described what we want to do. We

dv
have used V such that F = ———. We defined V as an independent potential and we

suggested its connection with tlfe force F,dV = —Fdx.

Is this definition connected to the facts seen in our previous sections when we
have studied the gravitational force and the gravitational potential? The answer is
yes, but we need to point out a major difference between this V and the gravitational
potential @.

Consider a body of mass M at the origin O of a line whose current coordinate is

denoted by x. Suppose that at point N (x), a body of mass m exists. The gravitational

Mm
5— - The work done by the body of mass M

to move the body of mass m from x tox — dx is — Fdx. There is an energy transferred

force in this case has the intensity F' =
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to do this work. Its variation AE is — Fdx. By definition, the gravitational potential
energy Pg(r) is related to the work done to move the body of mass m from the infinity
to the point having coordinate r, that is

r "GM GM
PE(r)=f Fdx:/ mdx:— m‘

2
00 o X r

The potential energy can be denoted by Pg. If one looks at the formula obtained

: o . GM
and takes into account the formula of the gravitational potential ———, we can
r
understand both the explanations above and the relation

Therefore, another definition for the gravitational potential appears: the work (energy

transferred) per unit mass necessary to move a body from infinity to the point having
the coordinate . Indeed,

x .
2 r

1 1 [T GM GM
¢(r)=—/ Fdx:—/ iy
m m

o0 [ee] X

In the case when we consider the constant gravitational field determined by the
constant acceleration g between the origin O and a point H at the coordinate &, the
potential energy is expressed by the formula Pz = mgh. The explanation is related
to the difference of formal integrals

h 0 h
Pg := Pg(h) — Pe(0) = / gmdx —/ gmdx = / gmdx = gmh
0

o0 oo

which describes the amount of energy necessary to move the body at 4 to 0.
In the same way, we can define the kinetic energy. Let us start from F = ma =

dv Av
mz written in its discrete form, F = mE If we multiply by Ar, we obtain

A A
FAr = mA—l;Ar = mA—;Av = mvAv, which can be written in the differential way
as
Fdr = mvdv.

Now, the amount of energy necessary to bring a body initially at rest to the speed v
18 v v v2
T (v) :/ Fdx :/ mxdx =m—.
0 o 2

Since v can be seen as x (), we may consider the kinetic energy of the mechanical

1
system defined by the formula 7 = T'(x) := Em(x (¢)). Another possible notation
is Kg. Here, with mechanical system we intend a system of elements that interact
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on mechanical principles. A material point and a force which acts on it is a possible
example. Two materials points which interact through the gravitational force offer
another example. In this perspective, the next exercise has important consequences
in Newtonian mechanics.

Exercise 7.9.1 Consider a mechanical system whose kinetic energy is T (x) :=
1
Em()%(t))2 and its potential energy is V (such that the force which acts is F(x) =

dv
—d—). Show that the total energy of the system, 7' + V/, is a constant.
X

Hint. If we derive with respect ¢ the total energy, we obtain

d oo — (oo« I e - By i — o
(T )—(mx(t)x(r)+55)—<mx(t)— )i(t) =0,

thatis 7 + V is a constant.
We define the mechanical Lagrangian of the system by

L=Lx,x):=T—-V = %m()'c(t))z — V(x).

In this section, where there is no possibility of confusion, we simply use the definition
“Lagrangian” instead of mechanical Lagrangian. Later in the book, we will see that
exist general Lagrangians which come from Geometry, therefore we have to well
understand the nature of the Lagrangian we are considering.

Let us observe that, even if x and x depends on ¢, this Lagrangian is only implicitly
a function of time.

In this formalism, it makes sense to consider a functional called action,

15 1
S[yl = / [Em@(z))z— V<y>] d

which exists for any path y(¢), not only for the “physical right on” which is x ().
Now consider the action corresponding to y(t) + n(¢),

%) 1

Sly +nl = / [Em(y'(t) +0()* = V(y@) + n(t))} dt.
H

We have, after expanding V in Taylor series with respect to y(¢),

e dv
Sly +nl = Slyl + f [my'(t)f?(t) - E(y(t))n(t)} dt + 0@,

151
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where Q(n?) are terms of order 7> := n?(t) or higher. We can write
Sly +n1 = Syl + 88 + 0@,

where

" dv
08 = / [my'(t)ﬁ(t) - E(y(t))n(t)} dr,

is called the first order variation of the action S. Since 1(t;) = n(t,) = 0, we obtain

b av
08 = / [m)"(t)ﬁ(t) - E(y(t)n(t))} dt =

I de "
= f [mw —my(t)n(t) — —(y(t)n(t))i| dt —
4 t dy

e dv
= my (L)1) —myE)n(t) — f [mﬁ(t) + E(y(t))} nde =

h dv
= —/ |:m33(l) + d—(Y(f))] n(t)dt.
1 y

Therefore, S = 0 means

2 av
f [mj;(l) + d—(y(l))} n)dt =0
1 y

dv
for every n, and it happens if and only if my () + - (y(t)) = 0,i.e.fory(r) = x(¢).
Yy
We have proved:

Theorem 7.9.2 The first order variation of the action S vanishes, i.e.

2 dv
08 = / [my(t)ﬁ(t) - E(y(t))n(t)} dt =0,

if and only if y(t) satisfies Newton’s equation of motion
mi(t) — F(x) = 0.
So, the answer is: The “physical right path” happens when the first order variation

&S vanishes. Therefore the right path is described by the condition §S = 0. This is
known as the Hamilton’s stationary action principle.



7.10 Geometry Induced by a Lagrangian 203

7.10 Geometry Induced by a Lagrangian

Now, let us consider another problem.

Can we find an equation, satisfied by a general function L(x, x), not only by
the mechanical Lagrangian L = T — V as before, such that the function x = x(t),
which connects the given points (t1, x(t1)); (t2, x(t2)) where the functional

S[x] :/ZL(x(t),)'c(t))dt.

is extremized?
Let us explain first what is the mathematical meaning of the words “extremizes
the functional S.” Consider all the perturbation of x(¢), say

) =x@)+An@), AeR
which preserves the endpoints (¢, x(1)); (2, x(2)), that is n(t;) = n(t2) = 0 and
construct the action
5]

Syl = / LaGa(0), $x(0))dt = / T LA () 4 M), 2() + M),

151 5]

Extremizing the functional S[x] means or S)[y,] > S[x] forany A € R or S)[y,\] <
S[x] for any A € R, where the equality works if and only if A = 0.

ds
Therefore, extremizing the functional S[x] implies the condition =22

= 0.
. =0
SICe L. OLydys 0Ly 05 oL oL
y y .
SACATIA L CATA T ) + =i
dX ay)\ o\ ay)\ o\ 8yA 8)/)\
it results JL oL oL
A .
—Z| = =)+ =—n@),
| 510+ 5700
therefore the condition @ = ( is written as
=0
das, 2ToL OL .
— = —(t —n() |dt =0.
Sy / [axn()+axn()}

Definition 7.10.1 The curve x = x(¢) which extremizes the functional

S[x] = /ZL(x(t),fc(t))dt

is called a stationary point of the functional S[x].
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Theorem 7.10.2 (Euler-Lagrange equation) The curve x = x(t) which connects the
given points (t1, x(t1)), (t2, x(tp)) satisfies the Euler—Lagrange equation

d (0L oL
dt \ 0x ox
if and only if it is a stationary point of the functional
15}
S[x] = / L(x(t), x(t))dt.

131

Proof Using the integration by parts

L 9L
/ —T](t)dt—i—/ —n(t)dt
OL OL Lod (0L
/ —n(t)dt+—77(tz)——77(t1) / » ( = )n(t)dt

LTAL OL
=/ﬁ [a—x‘a(a )] (Odr.

= (0 means
A=0

LToL d (OL
/ [a—x‘d—t(a)]"“)"’:”’
n

for every function 7. We obtain

OL OL
Ox ER

ds
The condition 222

O

Another proof can be considered for the Euler-Lagrange equation. As previously,
let us consider the action

S[yl = / LG:(0). $()dr .

141

Now consider the action corresponding to y(¢) + n(t),

Sy + 1] = / LG + 1), 3(0) + i),

141
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where n(t;) = n(t;) = 0. After expanding L in Taylor series with respect the vari-
ables y and y we obtain

OL OL
L(y(t) +n(@), y(t) +1(t)) = L(y(t), () + " 3—y-7'7 + 0 + O@).

The first order variation of the action S is

2TOL oL .
0S8 = /;l |:a—y77(t) + 8_y'n(t)i| dr.

Using the integration by parts and the conditions 7(#;) = 1(t;) = 0, it results suc-
cessively

08 = f—n(t)dt+/ —n(t)dt

n 151

2 9L OL OL Ld (0L
=/t a—yﬁ(l)df + a—}.)n(lz) - 8—y.77(l1) —/t p (8 ) n()dt =

1 1

[ 15— (5o
), Loy dt\o K

The first order variation of action vanishes if the last integral vanishes, i.e. §S = 0

RTOL OL
[[15 - 5) o=

for any function 7. This means

oL oL
= _= =0.0
dy <5y)

Both proofs reported before hold even if the Lagrangian is L(¢, y(¢), y(t)) instead
of L(y(t), y(¢)). In the particular case, when the Lagrangian does not depend explic-
itly on ¢, the Euler—Lagrange equation reduces to the Beltrami identity. The following
theorem holds.

Theorem 7.10.3 (Beltrami’s identity) If the Lagrangian does not depend explicitly
on t, then a constant C exists such that

LOL(y, y)
y—

=C.
9y
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Proof The total derivative of L(¢, y(¢), y(t)) is

dL oL n oL ., OL .
dt ot Oy

i.e.

It i 0, the previous equality becomes

oL, dL L.
oy " dr oy

Multiplying the Euler—Lagrange equation by y, we obtain

g (o
y@y BT 0y )’

therefore, after combining the last two equalities we have

dL . d (0L oL .,
— V5 )75V =0
dt dt \ Oy oy
that is
d L _5 oL\ _ 0
dt Y oy ) 7
which is equivalent to the statement. ]

Let us consider now a important problem solved first using the equilibrium of the
forces involved, afterwards using the Euler—Lagrange equation. We are talking about
the problem of hanging rope.

Problem 7.10.4 The catenary problem: Suppose that a rope is hanged with its ends
at the same height above the floor and its mass on the unit length is p. Find the
function which describes the shape of the rope.

Solution I: Consider a frame of coordinates such that the two given points are
A(—a, D), B(a, b) and the shape is described by the points of the curve (x, y(x)). The
statement conditions allow us to consider a minimum point at O (0, 0), a symmetry
with respect to O y-axis and Ox-axis as a tangent to the curve at O. Consider a point
M (x, y(x)) on the arc O B and the tangent at M. Let us denote by s the length of the

arc OM, that is N
s(x) = / V14 (y(@))3dr.
0
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From Leibniz integral rule,

s(x) = / V14 (()?dt = F(x) — F(0)
0
dF _
where = V' 1+ (¥(t))2. Therefore

d
& TG

dx

There are three forces at equilibrium which act on the given arc. The tension (—7j, 0)
at O, the weight of the arc (0, —pgs), where g is the acceleration due to gravity, and
the tension of magnitude T at M, (T cos 6, T sin 8), this one acting along the tangent
to (x, y(x)) at M. Therefore

(=To,0) + (0, —pgs) + (T cos B, T sinf) = (0, 0).

The equilibrium conditions are

{ T cosO =Ty
T sin 6 = pgs.
It results ' dy o0
y(x) = o tan 6 Tos,
i.e.

d
ja) =228 P G0

T() dx T()

If we denote k := % and u = y(x), it remains to solve the equation
0

u(x) _k

JT+ @))?

which leads to d
u
—_— = kfdx.
/ 1+ u?
Since u(0) = y(0) = 0, the equality
u+v14u? =t

implies / = 0 and



208 7 Gravity in Newtonian Mechanics
u(x) = sinh 2kx,

i.e.

Solution II: The rope has a given length

oy = / T+ G,

and we can think at a Lagrangian induced by the potential energy of the rope combined
with the constraint of finite length for the rope,

L= pgyVT+ G0 +a (VI+ @)~ 1)

where « is a constant. Without the length constraint, the potential energy is smaller
and smaller while the rope is longer and longer. Finally, we can try to derive the
curve starting from the Lagrangian

L = (pgy + )v/1+y2+ 5,

. . oL .. . .
where (3 is a constant. Since N = 0, we can use Beltrami’s identity. Therefore it

exists a constant C such that

oL
L—y—=C
y ay
which means
> . y
(pgy + )1+ 3% = y(pgy + )= =C
y
i.e. :
(pgy + ) —===C.
AR
It remains to solve 5
= (pgy + )"

CZ
The substitution Cu = pgy + « leads to

C
—u=vu?-1
P9
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i.e.
du

L S
u? —1 C

with the solution u(x) = cosh ( %x + 'y) , where  is a constant. Therefore

C Py
= —cosh (= —a.
y(x) p cos ( C X+ 7) «Q

The constants are determined from the symmetry condition with respect to O y-axis,

C
thatis v = 0, y(0) = 0 thatis « = — and C from
Py

laﬁb = / 1+ (y(x))zdx O

Let us return at the first proof we offered for the Euler—Lagrange equation. That

proof can be used to obtain the general Euler-Lagrange equations.
0 .1

For the Lagrangian L = L9 xt, oo, xm, %9 %1, ..., %"), we obtain

OL d (0L

— = — | ==)=0, k=0,1,...,n.

axk  dr (axk) "
It is easy to see that we have to act as before on each pair of variables x*, x¥, k =
0,1,...,n. We are looking for a system of equations satisfied by the previous
Lagrangian, such that a curve x = x(¢) = (x°(¢), x'(¢), ..., x"(¢)), which con-
nects the given points (¢, x°(t)), x' (t1), ..., x" (1)), (12, x°(1), x' (1), . .., X" (12)),

extremizes the functional

S[x] = /2L(xo(t),)'co(t),x'(l),)'c'(t),...,x”(t),)'c”(t))dt.

il

As previously, a perturbation of x (¢) which preserves the endpoints is

A0 = GO YO, R 0) = @O0 + Ao (0), x (1) + Mg (1), . 2" (@0 + A (1),

A e Rwithm () = () =0, k=0, 1,...,n. Consider

Sulyal = / LaGU. 3200, . 20, $(0)dt =

3]

= f 2 LG (t) 4+ Ano(1), X°(t) 4+ Nijo(£), - .., x™(t) + Anu (1), X" (£) + My (1))t

4l
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ds
Extremizing the functional S implies the condition =22 =0.
A=0
Or,
dLy, ~~~[0L, ay§ OL\ 3)’)§:| - [8LA 0L\ }
— = — () + t
& |:3yk oA ko] T & oyt O T 55 k”k()
therefore
dL)y - |:6'L oL
- = i (1) + o T(®)
dX |2 kg(; Oxk xk
.. dS)
The condition —- = (0 becomes
A=0
ds, . ffz [8L oL .
- = () + (@) [dt =
dX |— ]Z:(;  LOxk oxk
Definition 7.10.5 The curve x = x(r) = (x°(@¢), x'(¢), ..., x"(t)) which extrem-

izes the functional

S[x] =/2L(xo(t),)&O(t),xl(t),fcl(t),...,x"(t),fc”(t))dt

is called a stationary point of the functional.

Theorem 7.10.6 (Euler-Lagrange equations) The curve x = x(t) = (x°(1),

x'(t), ..., x"(t)) which connects the given points (t;, x°(t1), x'(t1), ..., x"(t))),
(t, x°(t2), x' (1), ..., x"(t2)) satisfies the Euler—Lagrange equations

d (0L OL

— | =— =0,k=0,1,...,n

dt (8)&") Oxk
ifand only if x = x(t) = (x°(@t), x'(t), ..., x"(¢)) is a stationary point of the func-
tional

Slx] = /2L(xo(t),)'co(t),xl(t),)'cl(t),...,x"(t),fc”(t))dt.

Proof Using the integration by parts, it is

tzd
Z/ aknk<r>dt+2[aknk<rz) akﬂk(fl)i| Z/ ( )nkmdr:
n

141
[ 4 (2 o
T ) Loxk T ar\aik )|

k=0
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= 0 reduces to
=0

" (2oL d (OL

k=0

ds
Therefore the condition 22

for every function 7. We obtain

oL d <8L

w_a w):O,k:(),l,,n

O

These equations are called the Euler—Lagrange equations.

They represent an equivalent way to express Newton’s equations of motion in
several variables for the Lagrangian L = T — V. However, they are more general
than the Newton equations because accelerations are not required in an explicit form.
See [36] for a general discussion.

Example 7.10.7 Consider a curve in the Euclidean plane, c(t) = (¢, x(¢)),
t € [a, b] C R. We know, from standard calculus textbooks, that its length between
the points c(a) and c(b) is given by the formula

b b
1 = / [l¢@)||dt = / V14 x2(@)dr.
For the Lagrangian L(x, x) = /1 + x2, extremizing the functional

b
S[x] :/ V14 x2dre,

means to find out a curve connecting the points A(a, x(a)), B(b, x(b)) such that it
has minimum length. Any other curve has a longer length. Such a curve is a line and
its minimum length is the length of the segment [A B].

L
Let us see what happens if we use the Euler—Lagrange equation. We have — = 0

X
d oL * Therefore the Euler-L tion i d < * >
and — = ————. Therefore the Euler-Lagrange equationis — [ —— | =
EV = grange ed AN T
X k
It results ——— = k=constant, i.e. ¥ = ——— := m, and finally x = mt +
s Ik Y

n, that is a line equation in the Euclidean plane. The reader has to try to understand

why /1 — k? exists.
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Let us observe that the Euclidean metric is obtained from the previous Lagrangian,
that is 5
ds® = L2di? = (w/(i)2 T x2) A = di® + dx>.

We may conclude that this is another proof for the fact that Euclidean lines are the
geodesics of the Euclidean metric.

Example 7.10.8 Using the rule ds®> = L2dt?, the Poincaré metric of the half-plane
written as

ds* =

oE [(dx")* + (dx*)?]

allows us to highlight a Lagrangian. This is

L(x', x* %', %) = \/(xi)z [(D2 + (i)?].

Let us write some modified equations in which L? is involved, in the form

d (OL? oL?
(= )-= =0, ie{1,2}.
dt((f?)&') g O ietl2)

Denote x := x!, yi= x2. The first one becomes
d (0L*\ 0L> 0
dr \ Ox ox

.o 2.,
X ——xy=0.
y

that is

The second one becomes

d L2 L2
(L,

that is . )
j+—x*——y*=0.
y y

Therefore, we observe that we have obtained the equations of the geodesics of the
Poincaré half-plane. The solutions are

x=x({)=c+ Rtanht, y=y() =

cosht
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and
x(t) =a, yt) =€,

R
therefore the curves ¢1(f) = ( ¢ + Rtanht, ﬁ) and ¢,(¢t) = (a, €') are the
cos

stationary points of the functional

Sle] = f % [i2 + 2] dr.

4

If we look back at the first example and we work with L? instead L, we obtain the
same segment line as a geodesic.

These facts involving the extremization of a functional and the examples, rise
some fundamental questions.

e Is there Geometry involved?

e Are the Euler-Lagrange equations, the geodesic equations for a given metric in
which the Lagrangian is involved?

e Why L? appeared?

The next theorem answers at all these questions.

Theorem 7.10.9 Consider the Lagrangian L = \/g;jx'XJ where g;j = g;; and g;;

depends only on the variables (x°, x', ..., x"). Then the Euler-Lagrange equations
OL d (0L
— = — | ==1)=0,k=0,1,...,n,
oxk  dr (axk) .

are the geodesic equations of the metric ds* = L*dt.

Proof First, we prove that Euler—Lagrange equations have an equivalent form written
with respect to L2,

OL*> d (9L*\  _dL 9L
oxk dr \oxk ) Tdt oxk’

Let us start from the Euler—Lagrange equations and multiply by 2L. We have

oL d (0L
2w s L (2 2o
Oxk dt (8}%") ’

oL? d (OL
Oxk dt (8)&1‘) 0

that is
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OL?
oxk

d (OL*\ d 9L 4L oL, 4 (oL
dt \oxk ) dr \" 0t dt Ot dt \oxk )’

d(DLY_d (012\_ dL oL
dr \oxx ) dr \ 9xk dt  ox*’

So, the transformed equations

Next, we compute — ( ) . We obtain

therefore

OL? _ d (OL? dL OL
Oxk  dr \ ox* dr  Oxk

are obtained.
Second, using L? = g;;x'x/, where g;; = ¢;;(x%, x', ..., x"), we have

OL*\ _ 9gyj . il
— X'x
oxk )~ oxk

Third: we prove the relation

d (OL? Ods . s
E <W) ngy.x + 26 k X

This is not difficult. Successively

d (9L>\ _d (0 (0,8 _d(OF 08
dr \oik ) = ar \oxxk Wit X 1) = gy \Jugee™ TI95% 5o ) =

d N N d y
=7 (9 %7 + gunx") = 7 (2gk5%°)

then

d (OL? Ogrs dx™ OGks .
_ =2 Y"S 2 . _2 s 2 'n S
t(&ik) G 27 gy % T 20t 2

The forth relation to be proved is

dL 9L _§
dr 9%k §

! Y . . dL
Z/ Ldr 2/ g,‘j)'Cl)'de’T, S = L, S=—.
4] I dt

.8

GksX

where



7.10 Geometry Induced by a Lagrangian 215

Step by step, we have

dL OL dL 0 dL
-_ e = xlx) | = — - =
dr 9%k T dr ok [Vg””} dr |:21/gxx1(9xk [g‘f”]]

dL N
= 75 —(2 s s 0
T |:2L(gkx):| T I
Now, replacing in the modified Euler—Lagrange equations

oL>  d <8L2>_ dL 0L

ok Dk dt ik
we obtain .
agl ag/” s S

ax]ix xJ + 2gysX° +28 = 2S s X’

Manipulating the dummy indexes, the previous relation can be written in the form

Ky
_2Sgks

2gksjés + (agks‘ 8gkm>xmjcs . 3gms s

Ox™m Oxs Ox oxk

The Christoffel symbols appear if we put together the last two terms of the left
member,

89/(5 agkm _ 8gms s = 2 5
ox™  Ox* Oxk $ ks X

gks-x + = <

therefore, after multiplying by ¢’*, we have

ms

¥4 iyt = E}é’,ie{O,l,...,n}.

Still we have not the desired geodesic equations, but we are close. It remains to
consider the parameter ¢ in such a way to have a curve which is canonically param-
eterized.

d . dL ..
So, we choose ¢ such that L = I = S5 = 1. It results I =5=0,1.e.

4+

ms

W% =0,ie{0,1,...,n
O

We can see a new feature of Lagrangians: they are important because they induce
metrics whose geodesics are described by the Euler—Lagrange equations.
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Finally, we can see a possible switch between the traditional mechanical point
of view for several models in Physics to the geometric point of view. Somehow the
forces, the energies, some other functions involved in describing “the reality” can be
replaced by geometric objects from Differential Geometry. The trajectories created
by forces are now geodesics of spaces with metrics induced by Lagrangians. As we
will see below, this point of view is fundamental in General Relativity.



Chapter 8 ®)
Special Relativity ez

Numerus omnium aptantur.

Pythagoras

In XV I1th century, Newton considered light as a collection of particles, now called
photons according to Quantum Mechanics, traveling through space. Reflection and
refraction of light were explained in a satisfactory way interpreting light rays as
trajectory of photons.

James Clark Maxwell results on Electrodynamics, in the middle of the X I Xth
century, offered another view: the light is an electromagnetic wave.

Maxwell’s equations of Electromagnetism are not simple at all, and, putting them
in accordance with Newton’s theory, points out the necessity of considering a medium
in which the electromagnetic waves travel through space. This hypothetical medium
was called “ether”.

Ernst Mach did not agree with the idea of ether and observed the necessity of the
revision of all fundamental concepts of Physics. Michelson—-Morley experiment, who
initially was designed to reveal such an ether, had a result completely different with
respect the expectations and hard to interpret in view of Classical Mechanics. Albert
Einstein explained the result of the experiment in a theory, the Special Relativity,
where he revised, in a fundamental way, the ideas of space and time. After this
achievement, no place remained for ether. For a comprehensive exposition of Special
Relativity, see [37].
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8.1 Principles of Special Relativity

Let us first discuss about Michelson—Morley experiment.

Suppose we have a platform of a railway train wagon, an open one, on an exist-
ing straight railway line. During the Michelson—-Morley experiment, the platform is
considered at rest or it moves at constant speed v.

On this platform, let us imagine two perpendicular lines which intersect at /, one,
say d, coincident to the sense of motion, the other one, say d5, perpendicular to the
sense of motion. On d;, called the longitudinal direction, in this order, there exist: a
source of light denoted by S}, an interferometer placed in / and a mirror denoted by
M, such that the distance between / and M; is /.

The interferometer is a device able to split a light-ray in the two perpendicular
directions d; and d,, but also to receive two light-rays from perpendicular directions
and to send them separately to another given direction.

On the line d,, which corresponds to the transversal direction, there is another
mirror denoted by M5, such that the distance between I and M, is the same / and a
receiver-device R such that the interferometer / is between M> and R; .

The receiver-device is able to capture the light rays coming from the interferometer
and to decide which one reached first the device.

The experiment is like this: when the platform is at rest or it is moving at constant
speed v in the Sy I longitudinal direction, a light-ray is sent by the source Sy, to the
interferometer /. The interferometer splits the light-ray in two light-rays. The first
one is sent to the mirror My, it is reflected by the mirror and it is returned to the
interferometer which sends it to R; . The second one is directed to M, it is reflected
and sent to the interferometer which sends it to R;. Which one reaches first Ry ?

This is something as: we are interested in identifying the influence of the speed
v on the splitted light-rays. There is, or there is not, a difference between what is
happening when the platform is at rest comparing with the case when the platform
is moving at constant speed v?

Let us observe something obvious: if the platform is at rest, both light-rays reach
at same time R; .

Now, let us try to use Classical Mechanics to describe what is happening when the
platform is moving at constant speed v. First at all, let us observe that it is enough to
establish only the time necessary to cover the routes / M I and I M, and to compare
them.

Denote by c the speed of light. The time to cover the longitudinal route I M, I is

A -
Ty Tk 2

because ¢ — v and ¢ 4 v are in Newtonian mechanics the speeds for the directions
IM;, MI respectively. To be sure that the reader understands why the speeds are
like this, let us focus on the first direction case. Moving at constant speed v in the
sense I M, the photon is slowed down by the air, that is by the medium in which it
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is traveling, with the speed —v. Therefore, according to mechanics rules, the speed
of the photon traveling in I M, direction is ¢ — v.

For the transversal direction, denote by ¢’ the time necessary for the light-ray to
reach the mirror M;. During this time, the platform, therefore the mirror, travels
in the longitudinal direction a #'v space. The Pythagoras theorem in the rectangle
triangle formed is (¢'c)? = I 4 (t'v)?, that is

[

¢z —?

It is obvious that the time necessary to the transversal ray to reach again the interfer-
ometer [ is t, := 2t’, so we have

, 21
2= .
2 _ 2
Therefore

15) v?

5] - 2’
which implies

h <t,

i.e. the transversal light-ray reaches earlier R; compared to the longitudinal light-ray.

The mathematical model made with respect to the rules of Classical Mechanics
has a prediction, let us repeat it: the first light-ray arriving in R, is the transversal
one.

If we make the experiment the result is: the transversal and the longitudinal light-
rays reach R at the same time. If we repeat it, the same results holds. There is not
a difference between what happens when the platform is at rest, comparing with the
case when the platform is moving at constant speed v.

As we explained in the introduction, the error is in the model: it is related to the
fact we thought that v could affect the speed of light. It seems that c — v and ¢ 4+ v
are not correctly thought, therefore we have not to consider Classical Mechanics
when we try to understand this experiment. Another rule has to be applied when we
“add” velocities.

This experiment can be also seen making a parallel between the platform moving
in Earth atmosphere at constant speed v and the Earth moving through the ether at
constant speed v. After we establish a new theory to explain the experimental result,
the main consequence is the fact that there is no ether.!

In modern physics, it has been realized that “ether” is the “physical vacuum” that is a maximally
symmetric configuration of spacetime where no physical field is present. This means that matter-
energy density is extremely low. In this “vacuum”, electromagnetic waves propagate at the speed
of light.
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The consequences of Einstein’s postulates give the chance to understand how the
light propagates in the context of a new physical theory, the Special Relativity, which
changes the rules of Classical Mechanics when we are dealing with bodies moving
at very large speeds.

Part of these results were also obtained by Henry Poincaré in his effort to explain
the Michelson—Morley experiment.

Essentially, Einstein formulated the Special Relativity starting from two main
postulates:

1. The laws of Physics are the same in all inertial reference frames.

2. The speed of light in vacuum, denoted by c ~ 2, 99 - 108 m/s, is the same
for all the observers and it is the maximal speed reached by a moving object.

Einstein used the word observer with the meaning of reference frame from which
a set of objects or events are measured. Since the measurement are generally made
with respect to the center O of the frame, this special point is often called the “O
observer” or we may refer to a frame with “the observer placed at O”. We know that
the laws of mechanics are the same in all inertial frames. The first postulate asks
for the same form of electromagnetic laws in any inertial reference frames, as the
mechanics laws have. And in general, all laws of Physics must have the same form
in all reference frames (this result will be fully achieved in General Relativity).

The second postulates plays a key role in Special Relativity being involved in the
way in which we derive the Lorentz transformations.

The framework of Newton’s laws of mechanics is the 3-dimensional Euclidean
space. Each object is described by a point or by a collection of points of it. Time is
given by a universal clock and allows us to see the evolution of objects.

In Special Relativity, we have to work in a 4-dimensional space, but not in an
usual one. Three of the dimensions are the standard dimensions used in mechanics.
We can denote them with the letters as x', x2, x3. The fourth dimension is related to
time.

Definition 8.1.1 A frame of coordinates (¢, x!, x?, x*) is called a spacetime.

The Geometry of a spacetime is in fact what we are trying to develop, and this is
made according to some given physical postulates we have to accept.

Definition 8.1.2 Each point of such a spacetime is called an event.

Definition 8.1.3 A curve of the spacetime is called a world line and represents a
successions of events.

Example 8.1.4 Suppose we work in a two dimensional slice of the previous frame,
with the coordinates (¢, x3). Consider a world line starting from the origin O (0, 0).
Suppose the next point is A(1, x3). Then the object remain #o seconds at rest with
respect our perspective. This means that the world line has to be continued with
the segment AB, where B has the coordinates B(1 + to,xg). Next, suppose the
object advances in the direction —v;. The line followed has the equation x> — xg =

—vi(t — (1 4 19)), etc.
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Example 8.1.5 From the origin O (0, 0) an object is moving #; seconds in the direc-
tion —v. It reaches the point M (#;, —vt;). Negative speed means only the direction
of evolution in time.

Example 8.1.6 A photon is released from the origin O. There are two possible
directions, ¢ and —c. If it is released in the direction c, its trajectory will be the
line x3 = ct. Or, it can be released in the direction —c. Its trajectory in this case is

x3 = —ct. Inthis case, after o > 0 seconds, the photon reaches the point L(#y, —ctp).

In order to advance into the theory, we have to consider two local frames of coor-
dinates, one moving at constant speed v, denoted by S, and another one considered
at rest, denoted by R. The letters are chosen from the words “speed” and “rest.” Two
observers are placed at the origins of each system denoted by O, respectively O. The
first local frame S is considered described by the coordinates (7 = X0, 5! %2, 1%,
while the frame R is described by the coordinates (¢t = X0, x, X2, x3).

Now, the reference frames of the two observers have to adapt to the second pos-
tulate of the Special Relativity. To be easier in our reasonings, let us suppose the
bidimensional case when the frame S consists of the coordinates (7 = x°, ¥3) and it
is moving, at constant speed v, in the same plane as the one determined by R, here
denoted as (r = x°, x3).

First at all, how can we express the fact that S is moving at constant speed v with
respect to R? The simple mathematical answer is: the axis O7 in R has the equation
x3 = vt.

Even if the light can be seen as an electromagnetic wave and we check the conser-
vation of the form of Maxwell’s equations by the Lorentz transformations, in order to
develop Special Relativity, we can consider the light-rays as trajectories of photons.

What can we say about the world line of a photon in these inertial reference
frames? With respect to the observers in each frame, two world lines are highlighted:
a photon moving at constant speed ¢ with a trajectory x* = ¢t in R and X¥* = c7 in
S, while, for a photon moving at speed —c, we have the lines x* = —ct in R and
X3 = —crin§S.

The two world lines of photons at O form the light cone of the frame R. A similar
definition holds in S.

Therefore, if we use a same diagram for both frames, the second postulate has the
following mathematical expression:

1. The lines x*> = ct in R and %> = c7 in S have the same image;
2. The lines x> = —ct in R and ¥ = —c7 in S have the same image.

In other words, the two light cones are coincident.

Since we deal with inertial frames, as a rule, objects moving at constant speed
in S move at constant speed in R, and vice versa. So, a straight line representing a
world line of an object moving at constant speed in S, it is seen as a straight line
representing the world line of the same object moving at (another) constant speed in
R and vice versa. Transforming lines into lines, the change of coordinates between
the two frames is described by a linear map; we denote it by L, and we call it a
Lorentz transformation corresponding to the speed v.
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Theorem 8.1.7 In the context described before, the matrix of the Lorentz transfor-
mation corresponding to the speed v has the form

L:;<lv/c2)
Lo JT=ver\v 1)

Proof A linear map L, : S — R has the form

Since O axis in R has the equation x> = vf we have

(20 (o) = (&)

that is d = va. In mathematical language, the second postulate is:

The eigenvectors of L, are <i> and < _lc ) , that is

(1)
(1) L)

To preserve the sense of movement of photons, it is necessary to impose two inequal-
ities for the eigenvalues A\ > 0, A\, > 0.
Replacing L, it results the equations

and

ac+bct=av+ec

—ac+bt=av—ec

2
LU=a<1v/c>'
v 1

To determine a, we need to observe who is the inverse of the considered Lorentz
transformation.

LU’1 has to act from R to S, such that L, LU’1 = L;1 L, = I,. It is standard to
think at L;! := L_,, thatis to see S atrest and R moving at constant speed —v. This
leads to

that is
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) 1 —v?/c? 0
IZ_“( 0 1-v2e)

1

1 —v2/c?
To determine the right sign of a, we use the Cayley Theorem. It is a simple matrix

exercise: For a 2 x 2 real matrix B, it is

ie.a? =

B>—2TrB-B +detB-1, = 0,.

Inourcase, TrL, =2a = \{ + X\, > 0.
The Lorentz transformation, in final form, is

L (11)/62)
T iceje\v 1)

‘We can write how the transformation looks like in four dimensions:

T+x v/c2

V1 —1v%/c?
1

2

Il
=1

x
x? =

=1

T+
\/l—vz/cz-

Exercise 8.1.8 Express in four dimensions the corresponding inverse of the Lorentz

transformation L.

3

=

Solution. According to the proof, the inverse transformationis L_, : R — S. In
four dimensions, we have

t—x3v/c?
V1 —v%/c?
il =x!
32 =x?
_3 —tv+x°
X =
V1 —v2/c?

Let us observe that, for a small velocity v with respect to c, the ratios v/ ¢? and
v? / ¢* are small enough. We can consider the influence of these terms almost zero,
that is the Lorentz transformations become the usual way, in Classical Mechanics to
pass from the inertial reference frame S to the inertial reference frameR, that is
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These formulas are called Galilean transformations for Classical Mechanics.

Consider three inertial reference frames, S’, S and R, such that §’ is moving at
constant speed w with respect to S and S is moving at constant speed v with respect
to R.

The two corresponding Lorentz transformations are L, =

2 1 2
1 w/c and L, = 1v/c ’
w1 /T—v2/c2 \V 1
The natural question is: which is the speed of S’ with respect to R?

The answer is: We have to describe the linear map between S’ and R via S, that
is Ly - Ly,.

1

V1 —w?/c?

v+ w

Theorem 8.1.9 L, - L, = Lygy, where v ® w = 1 +ovw/c?

Proof After multiplying, we have

Lo 1 1 (1v/c2)_(1w/c2)_
T 1= JT—we \v ] w 1 )7

1 v+ w 1
_ 1 +ovw/c? 1+Uw/c2'c_2 _
JA =2/ — w2/ | T w |
1 +ovw/c?
v+w 1
1 1+ow/er 2
- > | v+ w 1/ =Lv®w»
o (2 ) 2\ T e/
1 +vw/c? c?
where
@ w v+ w
v —
1+ vw/c?

Definition 8.1.10 The last formula is called the relativistic velocities addition.

The relativistic velocities-addition formula, in the case of small velocities, reduces
to the standard sum of velocities of Classical Mechanics.
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Exercise 8.1.11 Show that the set K = (—c, ¢) endowed with the operation

@ v+ w
1Ow = ——
1 +vw/c?

is an abelian group.

Exercise 8.1.12 Show that the set of Lorentz transformations
L:={L, € Myo(R)| v € (—c, c)}

endowed with the usual product of matrices is an Abelian group.

8.2 Lorentz Transformations in Geometric Coordinates
and Consequences

In Physics, systems of coordinates are thought with axes whose coordinates are
related to the physical units as second, meter, etc. The systems of coordinates cor-
responding to the physical units can be called systems of physical coordinates. In
the previous sections, we worked in physical coordinates. The units of measure in
Physics were thought before to understand how deeply is the Geometry involved
in the description of the physical phenomena. If we choose an appropriate “length”
(e.g. the meter) and an appropriate “time duration” (e.g. the second), the speed of
light can be ¢ = 1. We call these new units geometric units. All formulas become
simpler and the geometric images are more intuitive.

Definition 8.2.1 The coordinates corresponding to geometric units are called geo-
metric coordinates.

If we adapt the second postulate conditions, seen on the same diagram, we have:
1. The lines x*> = ¢ in R and x> = 7 in S have the same image
2. The lines x> = —¢ in R and X¥> = —7 in S have the same image,
in geometric coordinates, it is easier to understand how it looks like the frame S seen
in R: since O = O, the axis O and O are symmetric with respect the line x> = ¢.
Before obtaining the Lorentz transformations in geometric coordinates, let us
consider the concept of simultaneity.

8.2.1 The Relativity of Simultaneity

Two events, E| and E,, are called simultaneous in S, if they happen at the same
moment of time 7y in S, that is they are E (79, 79) and E» (79, —7p). The same, two
events, U; and U, are called simultaneous in R if they happen at the same moment
of time fy in R, i.e. they are U, (fy, to) and U;(ty, —tp).



226 8 Special Relativity

On the same diagram, it is easy to see that U; and U, are simultaneous in R, but
1—v 1—v
3 _to
14+v 14+v
Let us explain the result from the mathematical point of view.
Itis not very difficult to show that, in geometric coordinates, if O has the equation

3

are simultaneous in S.

Ui (to, to) and V, <fo

1 i 1
x> = vt, then Ox> has the equation x> = —¢. Therefore the line y — 1y = — (¢ — ;)
v v
. 3 . 1 — v
intersects x° = —t,ift =ty .
I+v .
For the observerin R, the events U (ty, #o) and U,(fy, —?o) happen simultaneously.

s — 0
14w 1+v
happen simultaneously. Therefore it exists the Relativity of the simultaneity.

1-— 1—v
The observer in S cannot agree: for him U, (ty, tp) and V; <t0 v If )

8.2.2 The Lorentz Transformations in Geometric Coordinates
In geometric coordinates, we choose the Lorentz transformation as the linear map

L,:S— R,
ab
L= (57)

Since O axis in R has the equation x> = vz, we have

(40 (6) = (&)

that is d = va. In mathematical language, the second postulate is:

The eigenvectors of L, are ( i ) and ( _11 ), that is

()5
Lo ()= ()

To preserve the direction of movement of photons, it is necessary to impose
)\1 > 0, /\2 > 0.
Replacing L,, the following equations result

and

at+b=av+e

—a+b=av—e
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lv
L"_a<v1>'

In the same way, as in the physical coordinates case, the inverse of the Lorentz
transformation L, in geometric coordinates is L, ' := L_,. It results

2 1—U2 0
12_“( 0 1-v2)

that is

1
— 2

To determine the right sign of a, we use the same Cayley theorem: For a 2 x 2
real matrix B, it is

that is a? =

B>—2TrB-B +detB-1, = 0,.

Inourcase TrL,=2a =M\ + X\, > 0.
For those who do not understand this result, we invite to look at the characteristic
equation
det(B — \I) = 0.

The final form of Lorentz transformation (corresponding to the velocity v), in
geometric coordinates, is

L — 1 1v
Y T2 \vl )’

We can write how the transformation looks like in geometric coordinates in four
dimensions:

In the same case as in physical coordinates, let us consider three inertial reference
frames, S’, S and R, such that S’ is moving at constant speed w with respect to S
and S is moving at constant speed v with respect to R. Here v, w are in (—1, 1).

. . 1 1
The two corresponding Lorentz transformations are L,, = ﬁ <w lf) and
w

1 lv
Ly=—— .
/T— 2 \v1
Exercise 8.2.2 What is the speed of S’ with respect to R?

Hint. We must find the linear map between S’ and R, thatis L, - L,,.
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A similar computation as the one made in physical coordinates leads to

LI — 1 1 1lv Lw)
T A1 —we \vl wl)/)
| v+ w
_ L+ow I+ww | _
Ja—od—w) | 2E2
1+ vw
v+ w
1
- 2 v+ w L+ow = Loguw,
1— vrw 14+ ovw
1+vw
where
v+ w
VP w =
1+ow

The last formula can be called the addition of relativistic velocities in geometric
coordinates.

Exercise 8.2.3 Show that the set K = (—1, 1) endowed with the operation

v+ w
14+ vw

vPhw =

is an Abelian group.

Exercise 8.2.4 Show that the set of Lorentz transformations {L, € M,,(R)|v €
(=1, 1)} endowed with the standard product of matrices is an Abelian group.

8.2.3 The Minkowski Geometry of Inertial Frames in
Geometric Coordinates and Consequences: Time
Dilation and Length Contraction

Let us observe that the addition of velocities was deduced using Einstein’s postulates
and more, it is related to the Minkowski Geometry attached to S and R frames. Why?
Because if we choose

v =tanha ; w = tanh g3,
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we obtain the known geometric formula

tanh o 4 tanh (3

tanh =
anh(a + ) 1 + tanh a tanh 3

for the addition of velocities in geometric coordinates.
The Lorentz transformation corresponding to the constant speed v is now

I _{cosha sinh
tanha =\ Ginh v coshav /-

It is well known that the matrices Lnn, are hyperbolic rotations in the two-
dimensional Minkowski space denoted by M?, where the Minkowski product of
the vectors x = (¢q, x13) and y = (1, xg) is defined by

. 3.3
(x, ¥y 1= titr — x7%;.

It is also known that each matrix Lgn o preserves the Minkowski product.
The last property suggests another way to think at the Lorentz transformations in
the case of geometric coordinates: they preserve the quantity 1> — (x3)?.

Exercise 8.2.5 Show that Lorentz transformation implies the equality

2o (B2 =12 — ()

Hint. 5 5
2 (3)2_ T+ TU+i 5 (_3)2
e\ T\ T
It results

Corollary 8.2.6 The Lorentz transformations preserves the square of the Minkowski
norm of vectors.

Theorem 8.2.7 (Time dilation) A clock slows down when it is moving at constant
speed.

Proof Denote by AT the unit interval of a clock moving at constant speed v. It means
to consider the unit of 7 axis in S to be A7. Denote by At the corresponding element
of At after a Lorentz transformation L, in geometric coordinates. We have

L ATY 1 lv AT\ (At
! 0 ) J1_p2\vl 0 ) \=x /)’
where * meaning is related to the fact we are not interested in. Therefore

AT

V1—=v2

At =
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that is
AT < At.

O

Example 8.2.8 Let us consider two twins separated. The first one is sent in space
with a cosmic vehicle having the constant speed v = 4/5. The other one remains on
Earth. When they separated they are 20 years old. After 15 years in space, according
with his time, the brother from space returned. He is now, according to his time, 35
years old. How old is the brother remained on Earth, according to his perspective?

AT
The factor /1 — v2 is 3/5. From the formula At = ——
V1 —v?

obtain 3At = 5A7. Now, for the observer in S fifteen years have passed, that is
AT = 15. It results At = 25. Therefore his brother is 45 years old.

, after we replace, we

Theorem 8.2.9 (Length contraction) The lengths are contracting when the frame is
moving at constant speed.

Proof Denote by Al the unit length of S. Let Al be the corresponding element of Al
after a Lorentz transformation L, . In order to compare the two lengths, we compute

L(fx) :ﬁ(;}) | <£l) B <Zl)’

where * meaning is related to the fact we are not interested in. It results

Al

Al = ——,
V1 =2

that is B
Al < Al.

O

Example 8.2.10 A cosmic vehicle is 125 m long at rest. Suppose it is sent in space
and it is moving at constant speed v = 3/5. How long is this moving cosmic vehicle

for an observer at rest? We apply Al = formula forv = 3/5and Al = 125.

Al
B V1 =02
It results Al = 100m.

8.2.4 Relativistic Mass, Rest Mass and Energy

Newton’s second law involves the concept of inertial mass. As we have seen at that
time, the mass was considered as a constant. We have discussed about the inertial
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mass and the gravitational mass and how the mass is part of the so called quantity
of motion, also known as momentum. In Classical Mechanics momentum means
inertial mass in motion and redefined in a relativistic way, will lead to important
consequences.

Let us think at an object at rest, having a rest mass denoted by mg # 0. Is the
mass of the object “moving at constant speed” the same as its rest mass? The answer
is related to how the relativistic momentum is changing with respect to the Lorentz
transformations.

Letusdenoteby P = ( o ) the relativistic momentum of a classical body moving

at constant speed v. The second component of the relativistic momentum is the
classical momentum.

0
According to the theory we are developing, the formula of the relativistic momen-
tum at constant speed v is obtained from the relativistic momentum at rest, changed
with respect to the Lorentz transformation L, . This was the key point where Einstein
applied, in a brilliant way, the idea that all physical formulas have to be invariant
under Lorentz transformations. The consequences can be seen in the following two
theorems.

The relativistic momentum of a classical body at rest in S has to be Py = ( 0 ) .

Theorem 8.2.11 If my # O is the rest mass of a body moving at constant speed v,

then
mo

NI

Proof Using the Lorentz transformation L, we have P = L, - Py. It results

(3)- 7 () (3)

which leads to the so called relativistic mass formula

m=m(v) =

O

‘We may observe that the mass of an object is increasing when the object travel at
constant speed v. Another consequence is related to the fact that an object having its
rest mass mg # 0 can not reach the speed of light.

Definition 8.2.12 m(v) is called relativistic mass corresponding to the constant
speed v of an object having the rest mass m.

The previous obtained formula has sense when m( # 0. The physicists know that
there is no rest mass for the photon. Therefore this formula does not work for photon
or for any other physical particle with no rest mass.
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The following theorem explains why it is a good choice to consider the relativistic
momentum if we intend to show how the mass is changing when it is moving at
constant speed. Even if the proof is done using the geometric coordinates, the reader
can change it to adapt the result to physical coordinates.

Theorem 8.2.13 The relativistic mass formula is preserved by the Lorentz transfor-
mations.

Proof If we consider the inertial frame S, moving at constant speed v with respect
to R, we have

mo
o ()=t
v 0 - nov

V1 =2

In the same way, for the inertial frame S, moving at constant speed V with respect
to Ry, we have

mo
L mo\ | V/1-=V2
V'l o - moV

A1 —V2
If the frame R is moving at constant speed w with respect to Ry, we have to compute

L, L, <n80> and we wish the result to be coincident with Ly - (néo) . We have

mo

Lo (™M), M- | 1 1o Lw) (1)
witvilo )T R mov T A w12 \w v)

1 —2

. 1 mo <1—|—wv>_ 14+ wv mo u)}i—v _
JT—w2JS1T=2\ wtv V1 —w? 1 =2 T+ wo

1
= Mo ( w+v ):LwEBU(ng)O):LV <m0>,
w+v>2 1 +wv

N

14+ wv

thatisV =w @ v = w+v. O
14+ wv

We are close to prove a very important consequence of the previous relativistic
mass formula:

Theorem 8.2.14 In geometric coordinates, mass means energy.
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Proof Denote by f’, f"” the first and the second derivative of a real function f. It
is easy to prove that

2
Fx) = £0)+ %f’@ + %f”(O) + BLxY.

where B[x?] contains only terms in x with powers greater than 3.
If we neglect the B terms, when we consider the real function

1
f) = ——
V1 =02
and the formula of the relativistic mass, we can write
_ mg _ - 2
m(v) = —1 — =mg + 2mov .

Looking at both members we can observe how, in geometric coordinates, the rela-
tivistic mass is related to the rest mass and the kinetic energy, that is the statement:
“mass is energy” is confirmed. (I

8.3 Consequences of Lorentz Physical Transformations:
Time Dilation, Length Contraction, Relativistic Mass
and Rest Energy

In the previous section, we used Lorentz transformations in geometric coordinates
which can be called Lorentz geometric transformations. When we obtained, for the
first time, the Lorentz transformations, we worked in physical coordinates. therefore
the Lorentz transformations found there can be called Lorentz physical transforma-
tions. How can we adapt the previous results in the case of physical coordinates?

8.3.1 The Minkowski Geometry of Inertial Frames in
Physical Coordinates and Consequences: Time Dilation
and Length Contraction

If we choose
v=ctanha ; w = ctanh (3,

we obtain the known geometric formula

tanh «v + tanh (3

. tanh = — 7
¢-tanh(a +f) = 1 4 tanh o tanh 8
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for the velocities addition, the Lorentz transformation corresponding to the constant

speed v being
1
Lo = ( cosh - sinha) .

csinha cosh «

In the two-dimensional Minkowski space, denoted by M2, where the Minkowski
product of the vectors x = (¢, x]3) and y = (1, x23) is defined by

2 3.3
(x, Y)Yy ="ty — x7x5 ,

each matriX L. nn o preserves the Minkowski product.
Indeed, for j € {1, 2} we have

I 1, .
T cosha —sinha 7 7; cosh o + — %3 sinh o
L . 1) = . L) = J J
ctanh a )23 - . c )23 - . C_ 3 ’
i csinha cosh J crjsinha + X7 cosha
and
2 Loy 1y
¢ | ricosha + —xi sinha | | mcosha + —x; sinh o | —
c c

— (7 sinhav + %} cosh @) (7 sinh v + %} cosh @) = 17 — 7%;.

The last property suggests another way to think at the Lorentz transformations in the
case of physical coordinates: they preserve the quantity c?t> — (x3)2.

Exercise 8.3.1 Show that
A — () = 2 — ()2

Hint.

_ 2 _ 2
22 (x3)2 _ 2 T4+ % 1)/c2 B TU+X° 2 ()ES)Z'
V1 —v?/c? V1 —v%/c?

Now it becomes clear how the physical coordinates can be transformed into “geo-
metric physical coordinates”: The Ox° axis has the units done with respect to ¢t in
R.In S, the corresponding axis becomes c7.

In this way, the unit of measure for the first axis is a length, the same as the unit
for the spatial axes.

Theorem 8.3.2 Lorentz physical transformations preserves the square of the
Minkowski norm of vectors.
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However, in the case in which we are not interested in highlighting the Minkowski
Geometry, we prefer to work in our initial R and S systems of coordinates.
Consider an infinitesimal time-like interval between the points (¢, x) and (¢ +
dt, x + dx) and its arclength expressed in the form suggested by the previous invari-
ant, that is
ds* = c*(dt)* — (dx)*.

We denoted by x the x* coordinate to make the notations easier. The same interval
can be seen in a frame such that, at each time 7, the moving point which describes
the interval is at rest. Denote by (7, x.) the world line whose coordinates express the
moving point at rest. Taking into account the conservation law seen before, we have

ds* = *(d1)? — (dx)? = A(d7)? = (dx,)? = Ad7)>.

Therefore
ds = cdT,

d
AT:/dT:/—S,
I 1 ¢

where [ is the notation for the chosen time-like infinitesimal interval. We observe

Jedt? — dx? 1 dx? 2(¢
AT=/¥=/ 1——idz=/ PG
1 C 1 cht2 I C2

where v(¢) is the usual speed.

that is we can define

Definition 8.3.3 A~ is called a proper time interval.

Therefore, we can say that proper time measured along the time-like world line
above is the time measured by a clock following point by point the considered
world line. Let us give now an important property of the proper time A7 in Special
Relativity:

Theorem 8.3.4 (Time dilation in physical coordinates) A clock slows down when it
is moving at constant speed.

Proof Denote by A the unit interval of a clock moving at constant speed v. This
clock measures the proper time defined above. It is like you consider the unit of 7 axis
in S to be A7. We are interested in knowing the connection between the proper time
and the time coordinate ¢ of the frame at rest, R. Denote by Ar the corresponding
element of AT after a Lorentz transformation L, in geometric coordinates. We have

() () (0)-(2)
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where * meaning is related to the fact we are not interested in. Therefore

AT

J1T =02/t

At =

that is

AT < At.
O

Theorem 8.3.5 (Length contraction in physical coordinates) The length are con-
tracting when the frame is moving at constant speed.

Proof Denote by Al the unit length of S. Let Al be the corresponding element of Al
after a Lorentz transformation L, . In order to compare the two lengths, we compute

()= e (1) () (2)

where * meaning is related to the fact we are not interested in. It results

Al

J1T=v2/c%

Al =

that is

Al < Al

8.3.2 Relativistic Mass, Rest Mass and Rest Energy in
Physical Coordinates

Letus see how itlooks like the relativistic mass in the case of physical coordinates. We
start from an object at rest, having a rest mass denoted by m( % 0 with its relativistic

momentum as in the case of geometrical coordinates in S, Py = 00> .

Letus denote by P = <mv > the relativistic momentum of a classical body mov-
ing at constant speed v.

Theorem 8.3.6 If my # 0 is the rest mass of a body moving at constant speed v,

then
mo

V1=

m=m(v) =
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Proof Using the Lorentz transformation L,, we have P = L, - Py, i.e.

m\ 1 1v/c? mo
my ‘m( A 0)’

which leads to the so called relativistic mass, now in physical coordinates,

mo

1=/

m=m(v) =

O

As in the case of geometrical coordinates, the previous formula holds when
my 7& 0.

We are talking about the rest energy, of course, in the same case mg # 0. The
discussion is almost the same as when we proved that, in geometric coordinates,
mass means energy.

If we consider the real function

1

V1 —v%/c?

and the formula of the relativistic mass, we can neglect the B terms because 1/c*
modify a given quantity in an irrelevant mode. We may write

f) =

1
o =mo + Emovz/cz.

JT—vicd

Let us define the kinetic relativistic energy by

I’I’loC2

J1T=v2/2

E(v) =

The previous formula becomes

1
E(w) = moc2 + Emovz.

We may call rest energy the formula E := mc?; it makes sense when mg # 0.

A comment. It is useful, at this point, after the discussion about the relativistic
mass, saying some words about the light energy which is not 0, even if the rest mass
of photons is 0. To understand why, we have to accept the alternative way to consider
the light as explained by Maxwell equations, that is light is an electromagnetic wave.
We have also to accept the dual behavior of light and to define the photon as the
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particle attached to the wave.? The equation of photon energy is E = hf = hc/)\,
where 4 is the Planck constant, f is the photon frequency, ) is the photon wavelength
and, of course, c is the speed of light in vacuum. Therefore, in the case of a photon,
we have a relativistic equivalent of mass given by the formula E /c?.

8.4 Maxwell’s Equations

Maxwell’s equations are the “core” of Special Relativity. Essentially, this theory has
been developed in view of explaining their invariance under Lorentz transformations.
In order to discuss Maxwell’s equations, which describes the electromagnetic field,
we need some preliminary algebraic result.

Theorem 8.4.1 If
A = (A1, Ay, A3), B = (B, By, B3), C = (Cy, (2, C3),
i J k
B x C:=|p, B, By |-
C, Cr Cs
A-B:=AB+AB,+ A3B3, A-C :=A,C, + A,Cy + A3C3,

then
Ax(BxC)=(A-C)B—(A-B)C.

Proof We have
(A-C)B—(A-B)C =

= (A1C| + ACy + A3C3)(By, Ba, B3) — (A1 By + Ay By + A3 B3)(Cy, Ca, C3) =

i J k
= A A, As =Ax(BxC(C).

B,C3; — B;C, —BC3 + B3C; BiC, — B,C

O

Now, consider both the gradient operator and the Laplace operator in spatial
coordinates denoted by (x!, x2, x%), that is

2The dual nature of light, and of any particle, is better framed in the context of Quantum Mechanics
in relation to the concept of wave-particle. For a discussion, see [38].
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2 82 N 82 N 82
T0x)? (03 (0

The last formula can be also seen written in the formal way

vii=v.v
We formally define
L 8A1 8A2 8A3
T oox! U ox2 0 ox3
and
ik
Vx| 0 0 0 |_ (% 04 0Ai_ 0A; 04y 04
© | 9x! Ox2 ox3 Ox2  0x37 0x3  Ox'’ Ox!  Ox?
Al Ay A

Using these operators, a consequence of the above theorem is
Corollary 8.4.2
VXx(VxA)=(V-A)V—(V-V)A.

Another comment is in order. We know the meaning of 12, where ¢ is a scalar
function. The meaning of VA is related to the fact that V2 acts on each component
of A, 1i.e.

VA = (V2A, V2 Ay, V2 A3).

Therefore we can write
VX (VxA)=(V-AV — V?A.

If v - A = 0, the previous formula becomes

Corollary 8.4.3
Vx(VxA)=—v*A.

We will use this result later.
Denote by

E=E(t,x'x*x%) = (E(t,x", x*,x7), Ex(t, x', x%, x7), E3(t, x', x%, x7))
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the electric force vector and by

H=H(@ x", x>, x% = (H(t, x", x>, x), Ho(t, x', x%, x°), Hy(t, x', x%, x%))
the magnetic force vector;

In geometric units, the Maxwell equations, in the frame R considered as an empty
space, are

V- -F=
Y x E OH
X = ——
ot

V-H=
9 x H OE
X = —
ot

The first equation reveals the existence of an electric field in the absence of electric
charge. If we are not in vacuum, the first equationis V - E = p, where p is the electric
charge, therefore the first equation describes how an electric charge acts as source
for the electric force, here seen as an electric field.

OH
The second equation V x E = ——— shows how a time varying magnetic field
gives rise to an electric field.
The third equation V - H = 0 shows that there are no magnetic charges.
0E
The forth equation V x H = — shows how the time variation of electric field

creates the magnetic field.
Let us consider the derivative with respect ¢ of the second equation.

7 7 P ik
PH_0 -2 b2 o |_ |2 9 01 _ OE
o2 Ot Ot | 9xT ox2 i gﬁ g)gz gﬁ ot
E, E, E; gon ge2 983
ot 0ot Ot

Using the last Maxwell equation and the above results, we find

oH v OF V x (V x H) V2H
——— =Vx —=Vx (VX = — ,
or? ot
that is
82H—V2H
or? '
If we denote by
0? 2
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the d’ Alembert operator, the previous equation is
OH =0.

This is the wave equation corresponding to the magnetic field. Therefore, for each
component H;, i € {1, 2, 3} we have
0% H; 5 0% H; 0 H; 0% H;
- =V°H; = + + .
or? (OxH2  (9x2)?  (0x3)?

Now, let us consider the derivative with respect ¢ of the last equation.

I
O*E ¥ x H) 219 o o 0 0 7] . OH
_— = — frd T <~ A ~ 5 = X —
o ot Ot | 5xl 9x2 9xd X' Q2 Qxd ot

H B H ng gHz H;

ot ot 0Ot

Using the second Maxwell’s equation and the consequence, we find that

O*E OH

57 = Vx5 =V x(VxE)=vV’E,

i.e.
OF =0.

This one is the wave equation corresponding to the electric field. We have now a
picture of the electromagnetic field described by the Maxwell equations: The two
waves equations of electric and magnetic field are interconnected by the four Maxwell
equations. We understand that one field can not exist without the other. Each one
generates the other.

Are these wave equations invariant under Lorentz transformations? The answer
is yes, but we need to perform more steps in order to achieve these results.

In the same way as before, for each component E;, i € {1, 2, 3}, we have

PE _ oy _ OEi N OE; N OE,
orr PTOxH? T (9x2)2 0 (0x3)?

To simplify, let us suppose that the electric field E depends only on the variables ¢
and x>, as in the case of a plane wave. The previous equations become

OPE;  OE;

ot (0x3)?
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To continue, let us choose a component only, say i = 1. Since for the other two
components, the following computations are the same, we prefer instead to use E|,
to denote this chosen component by the letter E. The previous equation becomes

PE  OPE
oz (0x3)?2

How this simple equation looks like in S, frame considered with coordinates 7, x3,
if S is supposed to move at constant speed v along the x3; axis in R? We have to use
the Lorentz inverse transformation L_,, that is

r—x3v —tv—}—x3

J1T—02 J1T—2
component of the electric field in S, which, obviously have to be the same as in
R. We would like to prove that

Denote by E(r,%%) =E := E(t, x?) the corresponding

O"E  OE 0E K
ot (9x¥)? 9t (0%

We have
5E_3E37’+ OE 0x* OE 1 N OE  —v
O T or  OXP 9 O JT—vr OX T2
and
PE_ 1| (PEor PR 0P\ v (OE or OE 0%
02 oz \o2 o " oromd o ) i \oBor o | @) ar )

that is

O*E 1 O°E v O’E v? R

9 1 or 1-vovor 1-n@nr

In the same way

OE 2 O’RE 20 OE 1 8°FE

G2 102 1—vodor T 11— @)
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therefore the desired relation is obtained by subtracting the two expressions. Now,
from

O*E B O*E _
o2 (0x¥)?
in R, we obtain _ _
PE  OE
or? (0%

in S, that is the corresponding equation is the same as it has to be. Therefore, in a
moving inertial frame, the Maxwell equations are the same as in a frame at rest. We
have proved

Theorem 8.4.4 Lorentz transformations preserve Maxwell’s equations.

If the reader try to prove if the equality

*E *E D O°F

912 (0x3)? 92 (9%%)2

holds for the inverse of Galilean transformations I_E(T, ) = E (t, —vt +x3) =
E(t, x3), the answer is no, that is the Galilean transformations fail for the Maxwell
equations. This can be easily shown. If the reader computes

OE OEOr OEOox* OE  OE

o ot Tom o or low

and
OE 821_E67+ O*E 0x° O E or . OPE 0x\
o2 \orzar Torow or ) U\ooror T @ o | T
_OE_, OE 2 K
T o2 Yomar Y o)
Then, _
OE  OE
Ox3  Ox3
and _
OE  OPE
(0x3)2  (0x3)?
that is
OPE  OE  OE PR O’E , PE | OPE PR

s o= —2 e
o2 @02 o @nr  Yowor TV enr T o 00y
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Theorem 8.4.5 Galilei’s transformations do not preserve Maxwell’s equations.

The final conclusion is: Classical Mechanics through Galilei’s transformations
does not preserve Maxwell’s equations while the Special Relativity, through Lorentz
transformations, does it.

8.5 Doppler’s Effect in Special Relativity

We have proved that the speed of light does not depend on the speed of the source
of light. Let us now focus on the frequency of light signals. We prove that the
frequency of light signals depends on the speed of the source, that is, we show that
light frequency is increasing when the source is approaching to the observer O at
rest in R, then, when the source is moving away, the light frequency is decreasing.
This is the so called Doppler’s effect or relativistic Doppler’s effect.

Definition 8.5.1 Doppler’s effect is a change in frequency of light-wave when a
source is moving at constant speed with respect to the frequency perceived by an
observer at rest.

Therefore we have two different formulas, one to estimate the frequency of the
source which is approaching, and another one for the frequency in the case when the
source is moving away. Let us translate this in a mathematical way.

Consider, as usual, two local frames of geometric coordinates, one moving at
constant speed v, denoted by S, and another one considered at rest, denoted by R.
The first local frame S is described by the coordinates (7 = x°, x3), while the frame
R is described by the coordinates (t = x?, x3).

Consider a source of light in § which, for each AT seconds, releases a light signal.
If the frequency is denoted by v, the connection between the two physical quantities

is
1

V= —.
AT

This formula is related to the behavior of a light wave.

The quantity AT is the period of a light wave in the frame S. The light wave,
with frequency v, is imagined as emitted light signals of duration A7 seconds. They
produces light cones with the vertexes on the 7-axis.

So, the source is moving in S along the 7-axis and, in R, this 7 axis becomes
the line x> = vz. The observer, at the origin O of R, perceives the source first as
approaching, then as moving away.

To simplify, let us consider the moment when the two origins are coincident
and, on the 7-axis, we draw AT intervals to the left and to the right. The light cones,
considered in S, determine two kinds of equal intervals At on the #-axis in R. Until the
origin, we denote them At,,,, after we denote them by At,,,, each one determining
its corresponding frequency in R. The subscript app and ma are obviously from the
words “approaching” and “moving away.”
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Therefore, two kinds of frequencies appear in R, that is

1
Furp 1=
app Alapp
and
[
ma +— Atma‘

Theorem 8.5.2 According to the above conditions, we have:
(i) If the source is approaching,

14+v
Japp =V T > V.
(ii) If the source is moving away,
1—v
=v <v
fina o

Proof Denote by (0, 0) and (b, vb), the coordinates at the ends of the first interval
AT on the T-axis, as seen in R. The light-ray emitted at the point (b, vb) reaches the
t-axis at (b + vb, 0). Of course, in this case, we used the photon corresponding to
speed —1. Therefore

Aty = b(1 +v).

Now, consider the points (0, 0) and (—b, —vb) as the coordinates of a AT interval
when the source is approaching. The light-ray emitted at the point (—b, —vb) reaches
the r-axis at (—b + vb, 0) because we used the photon corresponding to speed 1. In
this case

Atypp = b(1 —v).

If we consider the Minkowski arc length corresponding to a A7 interval, we have

AT? = b? — b*0?,

that is
b= AT
V1i—v?
. . 1 1
Now using this last formula and the two formulas for f,,, = —— and f,,, = —,
Atapp JAN A

the statement is proved. ]
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Let us observe that we can write the two above formulas in the form

1—v

f=v 1+v’

if we perceive the approaching wave as moving away with speed —v.

8.6 Gravity in Special Relativity: The Case of the Constant
Gravitational Field

The fact that Special Relativity had to be improved towards General Relativity is
essentially due to two main reasons: From one side, Einstein, according to the Mach
criticisms [39], realized that the laws of Physics must be written in the same way for
any (inertial or non-inertial) observer (Invariance Principle). Secondly, considering
the gravitational phenomena, he realized that one needs to introduce accelerating
frames. According to these observations, Special Relativity is inadequate to enclose
gravity.

In order to discuss gravity in the framework of Special Relativity and show their
basic incompatibility, let us begin considering a very simple result.

In a Minkowski space, for every ¢, let v(¢) be a vector of constant norm.

It results (v(z), v(?)), = k. If we consider the derivative with respect to ¢, we
obtain

(0(1), (D)) = 0.

‘We have proved the following

Proposition 8.6.1 (i) The derivative of a constant normvector is a vector orthogonal
on the given vector, that is v(t) Ly v(t),

(ii) The vectors v(t) and v(t) are Minkowski type different, that is, if v(t) is space-like
vector, the derivative v(t) is time-like vector, and vice versa.

A second very important observation is this one:

In a local frame S of coordinates (7 = x°, x%), let us consider an event E (T, ¥3),
X3 > 0. There are only two events on the T-axis, say E;(7;,0) and E,(m, 0) with
T1 < T2, such that the event E is connected to the events £ and E, by light-rays.
Indeed, considering that the slopes of the lines £ E and E, E have to be 1 and —1

respectively, the connections among the coordinates are

TI+T 3 T2—Ti
T= ;X0 = ,

2 2
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or equivalently ; \
TI=T—X; =X +T7.

Therefore we have proved

Proposition 8.6.2 Suppose the event E(1, x%), 3 > 0 is connecting the events E,
and Ej by light-rays. If the coordinates are E((11,0), E>(12,0), 7 < T, then,
between the above coordinates there are the relations

71:7'—)?3; 7'2:,?3—}—7'.

The physical image is the following: a light-ray from E; reaches E and is reflected
to E,. The coordinates are like in the previous proposition.

Let us now suppose that 7-axis is seen in the frame R as a curve. To move forward,
let us suppose that 7-axis is parameterized by

1 .
t(7) = —sinhar
T —axis :

x3(r) = — coshar.
«

Consider the event E, now in coordinates of R, that is E (¢, x°).
The events E; and E, belong now to the curve which represents the 7-axis in R,

that is E (¢, x13) with f; = — sinh a7y ; xf = —coshan
« «

and

. I . 1
E>(t), x%) with t, = — sinh am ; xg = — cosh am,

o e}
in such a way that a light-ray from E; reaches E and is reflected to E,.
Since the slopes E E and E» E have to be 1 and —1 respectively, we have

3 3 3 3
X" —X X" — X
—lzl, —2:—1_
t—1 t—1

It results the system of equations

—t+x3=—t1+x?
t+x3=t2+xg

with the solution
_ h +l2+x§ —x13

2
o —t + 1+ x5+ x;
5 .
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The first formula becomes

sinh oy + sinh am» + cosh am» — cosh ary e — 74T
2a 200 ’
that is
ea(‘r+i3) _ efa(rfﬁ) ew?3 )
t = = sinh aT.
2 le’
In the same way
ax’
x3 = cosh ar,
«

that is we found out a coordinate transformation G : S — R,

ai’

sinh ot
3

t(r, ) =
ax

3,3 = cosh .

This is the proof of the following
Theorem 8.6.3 Consider a system R of coordinates (t, x3) in which the T-axis is
the curve parameterized by
L.
t(t) = —sinhar
Q
x3(1) = — cosh ar.
Q@

Suppose it exists three events Ey, E, E, such that a light-ray from E reaches E and
is reflected to E,. Then, between the coordinates of E (1, x?), E>(t,, xg) with

1 . 1 1 . 1
t; = — sinh an ,x]3 = —coshar ; th = —sinhan ,xé’ = —coshan ;
« « « «

and the coordinates of the event E(t, x3 ), there are the relations
ax?

sinh ot

3

t(r,x%) =

ax

3,3 = cosh ar,

where

71:7'—)?3; 7'2:)_63—}—7'.
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0 z1 72

Now, we consider a local frame S with coordinates (7 = x°, ', ¥2, %) in which
a constant gravitational field exists. This constant gravitational field can be imagined
as a vector — a acting along the X* axis in its negative direction, therefore as a vector
with the spatial coordinates (0, 0, —c).

Let us consider another frame of coordinates R, whose coordinates are
(t = x°, x!, x2, x3). This frame is in free fall in the previous constant gravitational
field.

We may assume that, at 7 = ¢t = 0, the two frames can be seen together with
axes corresponding in notation of indexes. Let us suppose that the second frame R is
moving along the X* axis in its negative direction. So, we can think of a transformation
which describes the constant gravitational field in S, involving only the pairs of axis
(1, %) of S and (¢, x3) of R.

To obtain it, we change the perspective: We consider R at rest and the frame S
accelerating along the x? axis with the constant acceleration (0, o).

When we determine the Lorentz transformation, our first concern is describing
the 7 axis in R when S is moving at constant speed v. The question is: If S is

a-accelerating with respect to R, what becomes the 7 axis of S in R?

Let us think of a line as a trajectory of a moving point. The speed is constant along
the line, that is the vector speed of a given line has constant norm; in the same time,
the acceleration vector is null. If we consider the current point (7, 0) on 7-axis, the

— —
speed vector is V= (1, 0) and the acceleration vector is A= (0, 0). Therefore the
T-axis at rest is characterized by

HViu=11Allx=0.

Looking at the accelerated frame S, the R observer sees a modified 7-axis, denoted
now

() = (t(1), x* (1))

and characterized by

e @l =15 11 & Olly =

—

Now, we observe that, according to the first proposition, the speed vector ¢ is a
—

time-like one, while the acceleration vector ¢ is a space-like one. The two conditions
become the system of differential equations

((1)* = (1)’ =1
—({(1)* + (1)’ = ?

with the general solution
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1
t(t) = —sinha(rt + 19) + 1o
e

-1
x3(1) =+ — cosh a(7 + 79) + x3.
«

From the Euclidean point of view, we deal with the hyperbola

1
(t=10)" = (7 = x3)* = —
having the center at (#, xg ) and the parallel asymptotes along the light cone. This is
a good exercise for the reader.

Of course, in R, where the Minkowski Geometry is acting, this curve is a
Minkowski space-like circle. From symmetry reason, we may choose the center
of this hyperbola at (0, 0), 7o = 0 and the sign +. That is, we have an image of the
T-axis of S'in R,

1
t(t) = —sinhar

x3(r) = — coshar.
@

We have proved the following

Theorem 8.6.4 If a coordinates frame S is a-accelerated with respect to a frame
at rest R, then the image of the T-axis of S in R is a curve c(1) = (t(1), x3(1))
characterized by the equations

1
t(t) = —sinhar

x3(r) = — coshar.
@

Now, we have the complete image: It exists a local change of coordinates between
S and R described by the transformation G, G : S — R
ai’
sinh ar
3

_ e
1(r,%%) =

ax

3,3 = cosh .

The transformation G, which was defined by using the idea of accelerating frame,
allows us to understand how the constant gravitational field — « in the frame of
coordinates S can be seen via the system of coordinates R. Consequently, in the
future, we will be able to compute the metric of S.
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Exercise 8.6.5 Show that the inverse transformation G™' : R — S is

3 1 it
7(t,x’) = — tanh =
o

X3

B x) = % In [az <(x3)2 — t2>] .

G '

8.6.1 Doppler’s Effect in Constant Gravitational Field and
Consequences

We know, up to this point, that frames at rest and frames moving at constant speed
are inertial frames. The laws of mechanics and the new laws of Special Relativity
have the same form and hold in such frames. There are no evidences that frames
in which acts a constant gravitational field are non-inertial frames. Are they really
inertial frames? The answer is related to the Doppler effect in a constant gravitational
field.

We are interested in finding out how the frequency of light in § is affected by the

constant gravitational field — @ which acts in S.

To obtain a formula which connects the frequency of the light and — a, we need
to change the perspective as we have done before. We use two frames of coordinates
S and R. Instead of looking at the frame of coordinates R in free fall in the previous
constant gravitational field, we look at R at rest and at the frame S accelerated along

the x* axis with the constant acceleration c.

Our study is done again in the two corresponding slices of S and R, taking into
account the coordinates (1 = x°, x°), respectively (f = X0, x3).

Let us pose the problem.

From the origin O (0, 0) of S is emitted a light signal with frequency ». Consider
C(0, h), a point on X° axis at height 4. The level / is reached by the light-ray at the
point H (h, h). In order to obtain the frequency at the level &, we need to consider
the frame R. Denote by fj the frequency of the light-ray in R corresponding to the
level 4 in S. We have

Theorem 8.6.6

fn = ve ",

Proof Let us remember the transformation G,

tr, %) =

(%) =
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The points O and C, from S, are seen through G in R with the coordinates
1 ah
(1o, xg) = <0, —) and (t¢, xé) = (0, —> respectively.
« «
The equivalent of the point H in R has the coordinates

ah ah 1
(e— sinh ah, e—coshah). Since, through (O, —>, the new t-axis passes
« « o

1 1
in R, that is the curve c¢(7) = | — sinh a7, — cosh on’), equivalent to the line
« «

eah eah
X3 = h, is the curve ¢, (1) = (— sinh ar, — cosh at |.
o a

The speed vector at /i has the components (¢ cosh avh, €*” sinh ah), that is
v, = tanh ah.

We replace this formula in the general formula found before for the relativistic

Doppler’s effect and it results
1-— Vp
ph =V s
S V1+w,
5 /1 —tanhh —oh
=V T——————— =V .
" 1 +tanhh ¢

Let us observe that if we denote by

that is

1
AT = —
v

the corresponding period in S, and by

_ L
Nz

the corresponding period in R, we obtain a formula connecting the two periods, that
is

At

AT = e " AL,

If & > 0, that is, if the point C belongs to the upper half-plane of S, comparing the
periods in S with the one in R, we have

AT < At.
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If & < 0, that is if the point C is in the complementary half-plane of S, we have
AT > At.
If A is very close to 0, we may consider the approximation
e =1—ah.

From a physical point of view, —ah corresponds to a potential energy for an object
whose mass is 1. Therefore we can write the formula

1
1—ah

At = AT

written with respect to the potential energy.

Now, let us take into account two clocks, one in O and one in C. Suppose the first
one ticking at each A7 seconds. The second clock at C is ticking in At seconds.

The results A7 < At if h > 0and A7 > At, if h < 0 hold.

This situation shows that S cannot be an inertial reference frame. In an inertial
reference frame, the position cannot affect the way in which time is running. In the
entire frame S, we should have a same result.

Therefore we have

Corollary 8.6.7 The frames in which a constant gravitational field is acting are not
inertial frames.

A further remark is the following. Let us suppose we are on the surface of a
planet. Consider 0 < h; < hy. Itresults —ah; > —ahy, thatis 1 — ah) > 1 — ahs.
Suppose that i, h, are so small than the quantities | — ahy and 1 — ok are positive.

We obtain |

At = <
1 —Oéhz

T AT = At.

A
1—04/11

Therefore, while % is decreasing, the clock, from C is approaching O and it is ticking
slower and slower, that is the gravity slows down the clocks. This effect is taken into
consideration in the case of GPS systems where we need to have same times at ground
level and at the GPS satellite level.?

3The acronym GPS stays for Global Positioning System. It is a satellite-based radio-navigation
system that provides geolocation and time information to a receiver anywhere on or near the Earth
where there is an unobstructed line of sight to the fleet of GPS satellites. Obstacles, such as moun-
tains, block or weaken the GPS signals.
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8.6.2 Bending of Light-Rays in a Constant Gravitational
Field

Theorem 8.6.8 The light-rays are bending in a constant gravitational field — a.

Proof The main idea of the proof that the light is bending in a constant gravitational
field is related to the fact that the projection of a line to a plane is a line or a point. For
1
3

the proof, the trajectory of a photon included in a given plane, in our case x

a
is transferred into the frame of coordinates (7 = x°, ¥, ¥3) and then it is projected

to the plane (x2, x*). The result is neither a line nor a point. Therefore the light-ray
is bent by the constant gravitational field.
Let us focus on G~!, now defined for a three dimensional slice in R. The result is

1 t
T, x2,x3) = — tanh™! (—3>
« X

-1. ) _
G )cz(t,xz,)c3):x2

e L G )

1
and we look at the image of the plane x> = —. In the next formulas, we suppress the
o)

(¢, x?) coordinates, therefore

1 —1
T = —tanh™" (at)
@

1

G™! <x3 = —) (g it =x?
(0%

1

-3 L 20
X _2a1n(1 a?t?).

1 .
We observe: G~! (x3 = —) is a cylinder containing the x? axis.
o
If we consider the trajectory of a photon in the x> = — plane, this has to be the

1
line c(s) = (s, s, —). The system G~ (c(s)) is described by the equations
«

1
7 = — tanh™! (as)
a

G et :dit=s
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If we project the previous trajectory of a photon, that is trajectory seen in S to the
plane (%2, ¥), the result, denoted by ¢(s), is parameterized as

_ 1
c(s) = <s, Zln(l —a? 2)) .

It is obvious that c(s) is neither a point nor a line. O

8.6.3 The Basic Incompatibility Between Gravity and Special
Relativity

We can conclude this chapter pointing out the basic incompatibility between gravity
and Special Relativity.

Let us suppose we are in a local frame S, where a constant gravitational field — a
is acting and let us consider a photon emitted at the origin O from a source moving

1
along the 7-axis. Taking into account the frequency v and the formula AT = —, the

next photon is emitted by the source at the point A(A7, 0). The frame S is rll/ot an
inertial one and we have proved that the trajectories of photons are bending, that is
they are not straight lines but curves. This means that there is a specific curve starting
at the emitting point of the photon, in our case O, which reaches the line x> = h at
a point denoted by M. The second photon, emitted in A has an identical trajectory
to the one emitted at O. This second trajectory reaches the line ¥* = 4 in a point
denoted by N.

The quadrilateral O AN M has the property AT = OA = M N. The length M N
is the period At corresponding to the frequency fj, in R.

We have

AT = At,

instead of
AT = e AL,

This contradiction shows that the gravity cannot be integrated into the frame-
work of Special Relativity. Another theory has to be developed in order to fix this
shortcoming. This is General Relativity.
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General Relativity and Relativistic oo
Cosmology

Quod erat demostrandum.

An imaginary discussion between Newton and Einstein could be the following.

Isaac Newton: Dear Prof. Einstein, my Universe is very simple. I can describe it
using vectors and calculus. Between any two objects, a gravitational force is acting

and, according to the masses of objects and the distance between them, the gravita-

GM

mM
tional force law is F = G——. The gravitational field, in this case, is A = —.
r r

. . o . GM
However, there exists an artifact, the gravitational potential ® = ——. After me, the

r
brilliant experimental physicist, Henry Cavendish, measured the gravitational con-
stant G = 6.67 x 107''"N m? /kg?, considered “universal”. The potential is related

to the gravitational field through the formula V® = — Z, the vacuum field equation
is V2@ = 0, as established by Pierre Simon Laplace, and the general gravitational
field equation is V>® = 4nGp as pointed out by Siméon Denis Poisson, once the
denstty of matter is known. The objects are moving in this gravitational field accord-

ing to F m A and the trajectories are conics because my gravitational universal
law gives a mathematical proof for the Kepler laws. What do you think?

Albert Einstein: Very simple indeed, Sir Isaac! Conversely, my Universe is geo-
metric and has four dimensions, it is called spacetime! I need more mathematics to
describe it. Differential Geometry is essential, but, my dear Sir, this was invented after
you passed away! My Universe is expressed by a metric ds*> = gijdx‘dx’, where the
coefficients g;; play the role of your gravitational potential @. The Christoffel sym-
bols F;. , are related to your gravitational field A. This means that “my gravitational
field” has more variables and structures than yours. The vacuum field equations are

Rij =0
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and my general field equations are

1 871G
Rij — ER 9ij =~

T;;.
Starting from them, I can recover the Laplace and Poisson equations in the weak
field limit so, my dear Sir Isaac,....I am coherent with your picture! The metric 1
mentioned before is the one that satisfies the field equations. Objects are always
moving on geodesics of the metric, therefore their equations are

d>x’ dx? dx1

r —_—

e P dr dr

These geodesic equations are my way of saying ;: m X that I recover, indeed, in the
weak field limit. To conclude, one of my collaborators, John Archibald Wheeler, said
that the better description of my theory can be reduced to the sentence “Spacetime
tells matter how to move; matter tells spacetime how to curve” [34].

Let us insist on the the last sentence. How the space is curved appears from the

Einstein field equations

1 8rG
Rij — §R 9ii =~

Tij.

In the left-hand side, we have the “Geometry”: Metric g;; and its derivatives are
involved; in the right-hand side, we have a tensor depending on matter; the so called
energy-momentum tensor. Once we have a metric g;;, according to the Equivalence
Principle, we have also the geodesics of the metric as we will discuss below. Which
is the meaning of the geodesics described by the equations

d2x" r dx? dx1? — 09
dr? Pedr dr

The simplest answers is: They are trajectories of objects moving accordingly to the
Geometry of spacetime.

We start this chapter with some general considerations on what a good theory of
gravity should do and enunciating the basic principles on which General Relativity
lies. After, we take into account the differences between the Classical Newtonian
Mechanics and the Einstein picture of gravity based on Geometry. We discuss how it
works looking at the differences between the constant gravitational field, as conceived
in Classical Mechanics, and the General Relativity counterpart. Finally, we provide
Einstein’s field equations from the Einstein—Hilbert variational principle and briefly
discuss possible generalizations like the so called f(R) gravity.
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The Schwarzschild solution of the Einstein vacuum field equations is presented.
The orbits of planets and the bending of light rays are computed in the framework
of Schwarzschild metric.

Even if it does not verify the field equations, the Einstein metric is presented
because Einstein used it to compute the orbits of planets and the bending of light
rays. The full computation for the perihelion drift is presented. The same, in both
metrics, is presented the bending of light rays passing near our Sun.

Fermi’s viewpoint on Einstein’s vacuum field equations is presented with impli-
cations related to the study of the week gravitational field; the classical counterparts
of the relativistic equations are obtained in this way. We analyze Einstein static uni-
verse and the basic considerations on the cosmological constant, as a part related
to the standard approach to the General Relativity.

A “cosmological metric” is discussed when we study the Friedmann—Lemaitre—
Robertson—Walker metrics of a Universe in expansion. The way we obtain it is related
to the way we considered the energy-momentum tensor. An interesting introductory
section devoted to black holes mathematics is also presented. To have a more complete
view on Relativity, we offer a short introduction on cosmic strings and gravitational
waves.

Farticular hypothetical universes without global time coordinate, as Godel’s one
and without masses, as de Sitter one, are presented to enlarge the possibilities of
solutions of Einstein’s field equations.

This is the most important chapter of the book. The main references for the topics
we are developing can be found in [4, 17-19, 21, 22, 25, 33-35, 40-45].

9.1 What Is a Good Theory of Gravity?

Before entering the details of General Relativity, some considerations are in order.
We need them to discuss the change of perspective introduced by the Einstein theory.

As it is well known, General Relativity is based on the fundamental assumption
that space and time are entangled into a single spacetime structure assigned on a
pseudo-Riemann manifold. Being a dynamical structure, it has to reproduce, in the
absence of gravitational field, the Minkowski spacetime.

General Relativity has to match some minimal requirements to be considered
a self-consistent physical theory. First of all, it has to reproduce the Newtonian
dynamics in the weak-energy limit, hence it must be able to explain the astronomical
dynamics related to the orbits of planets and the self-gravitating structures. Moreover,
it passed some observational tests in the Solar System that constitute its experimental
foundation [46].

However, General Relativity should be able to explain the Galactic dynamics,
taking into account the observed baryonic constituents (e.g. luminous components
as stars, sub-luminous components as planets, dust and gas), radiation and Newto-
nian potential which is, by assumption, extrapolated to Galactic scales. Besides, it
should address the problem of large scale structure as the clustering of galaxies. On
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cosmological scales, it should address the dynamics of the Universe, which means to
reproduce the cosmological parameters as the expansion rate, the density parameter,
and so on, in a self-consistent way. Observations and experiments, essentially, probe
the standard baryonic matter, the radiation and an attractive overall interaction, acting
at all scales and depending on distance: this interaction is gravity.

In particular, Einstein’s General Relativity is based on four main assumptions.
They are

The “Relativity Principle” - there is no preferred inertial frames, i.e. all frames are good
frames for Physics.

The “Equivalence Principle” - inertial effects are locally indistinguishable from gravitational
effects (which means the equivalence between the inertial and the gravitational masses). In
other words, any gravitational field can be locally cancelled.

The “General Covariance Principle” - field equations must be “covariant” in form, i.e. they
must be invariant in form under the action of spacetime diffeomorphisms.

The “Causality Principle” - each point of space-time has to admit a universally valid notion
of past, present and future.

On these bases, Einstein postulated that, in a four-dimensional spacetime manifold,
the gravitational field is described in terms of the metric tensor field ds? = g;;dx'dx/,
with the same signature of Minkowski metric. The metric coefficients have the phys-
ical meaning of gravitational potentials. Moreover, he postulated that spacetime is
curved by the distribution of the energy-matter sources.

The above principles require that the spacetime structure has to be determined
by either one or both of the two following fields: a Lorentzian metric g and a linear
connection I', assumed by Einstein to be torsionless. The metric g fixes the causal
structure of spacetime (the light cones) as well as its metric relations (clocks and
rods); the connection I fixes the free-fall, i.e. the locally inertial observers. They
have, of course, to satisfy a number of compatibility relations which amount to
require that photons follow null geodesics of I', so that I" and g can be independent,
a priori, but constrained, a posteriori, by some physical restrictions. These, however,
do not impose that I" has necessarily to be the Levi—Civita connection of g [47].

It should be mentioned, however, that there are many shortcomings in General
Relativity, both from a theoretical point of view (non-renormalizability, the presence
of singularities, and so on), and from an observational point of view. The latter indeed
clearly shows that General Relativity is no longer capable of addressing Galactic,
extra-galactic and cosmic dynamics, unless the source side of field equations contains
some exotic form of matter-energy. These new elusive ingredients, as mentioned
above, are usually addressed as dark matter” and dark energy and constitute up to
the 95% of the total cosmological amount of matter-energy [48].

On the other hand, instead of changing the source side of the Einstein field equa-
tions, one can ask for a “geometrical view” to fit the missing matter-energy of the
observed Universe. In such a case, the dark side could be addressed by extending
General Relativity including more geometric invariants into the standard Einstein—
Hilbert Action. Such effective Lagrangians can be easily justified at fundamental
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level by any quantization scheme on curved spacetimes [49]. However, at present
stage of the research, this is nothing else but a matter of taste, since no final probe
discriminating between dark matter and extended gravity has been found up to now.
Finally, the bulk of observations that should be considered is so high that an effective
Lagrangian or a single particle will be difficult to account for the whole phenomenol-
ogy at all astrophysical and cosmic scales.

9.1.1 Metric or Connections?

As we will see below, in the General Relativity formulation, Einstein assumed that
the metric g of the space-time is the fundamental object to describe gravity. The
connection I is constituted by coefficients with no dynamics. Only g has dynam-
ics. This means that the single object g determines, at the same time, the causal
structure (light cones), the measurements (rods and clocks) and the free fall of test
particles (geodesics). Spacetime is therefore a couple { M, g} constituted by a pseudo-
Riemannian manifold and a metric. Even if it was clear to Einstein that gravity induces
freely falling observers and that the Equivalence Principle selects an object that can-
not be a tensor (the connection I')—since it can be switched off and set to zero at
least in a point)—he was obliged to choose it (the Levi—Civita connection) as being
determined by the metric structure itself.

In the Palatini formalism, a (symmetric) connection I" and a metric g are given and
varied independently. Spacetime is a triple {M, g, I'} where the metric determines
rods and clocks (i.e., it sets the fundamental measurements of spacetime) while I"
determines the free fall. In the Palatini formalism, I" are differential equations. The
fact that I is the Levi—Civita connection of g is no longer an assumption but becomes
an outcome of the field equations.

The connection is the gravitational field and, as such, it is the fundamental field
in the Lagrangian. The metric g enters the Lagrangian with an “ancillary” role. It
reflects the fundamental need to define lengths and distances, as well as areas and
volumes. It defines rods and clocks that we use to make experiments. It defines also
the causal structure of spacetime. However, it has no dynamical role. There is no
whatsoever reason to assume g to be the potential for I, nor that it has to be a true
field just because it appears in the action. We will not develop any more the Palatini
formalism in this book. For a detailed discussion see [18].

9.1.2 The Role of Equivalence Principle

The Equivalence Principle is strictly related to the above considerations and could
play a very relevant role in order to discriminate among theories. In particular, it could
specify the role of g and I selecting between the metric and Palatini formulation of
gravity. In particular, precise measurements of Equivalence Principle could say us if
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I' is only Levi—Civita or a more general connection disentangled, in principle, from
g. Before, we discussed the Equivalence Principle starting from the early Galileo
consideration stating that m; = m,. Besides this result, in General Relativity, Equiv-
alence Principle states that accelerations can be set to zero in given reference frame.
According to this result, the free fall along geodesics, given by the connection, is
ruled by the metric, as we will discuss below.

Before entering into details, let us discuss some topics related to the Equivalence
Principle. Summarizing, the relevance of this principle comes from the following
points:

e Competing theories of gravity can be discriminated according to the validity of
Equivalence Principle;

e Equivalence Principle holds at classical level but it could be violated at quantum
level,

e Equivalence Principle allows to investigate independently geodesic and causal
structure of spacetime.

From a theoretical point of view, Equivalence Principle lies at the physical foun-
dation of metric theories of gravity. The first formulation of Equivalence Principle
comes out from the theory of gravitation formulates by Galileo and Newton, i.e.
the Weak Equivalence Principle (the above Galilean Equivalence Principle) which
asserts the inertial mass m; and the gravitational mass m, of any physical object
are equivalent. The Weak Equivalence Principle statement implies that it is impos-
sible to distinguish, locally, between the effects of a gravitational field from those
experienced in uniformly accelerated frames using the simple observation of the free
falling particles behavior.

A generalization of Weak Equivalence Principle claims that Special Relativity is
locally valid. Einstein realized, after the formulation of Special Relativity, that the
mass can be reduced to a manifestation of energy and momentum as discussed in
previous chapter. As a consequence, it is impossible to distinguish between a uniform
acceleration and an external gravitational field, not only for free-falling particles, but
whatever is the experiment. According to this observation, Einstein Equivalence
Principle states:

e The Weak Equivalence Principle is valid.

e The outcome of any local non-gravitational test experiment is independent of the
velocity of free-falling apparatus.

e The outcome of any local non-gravitational test experiment is independent of
where and when it is performed in the Universe.

One defines as “local non-gravitational experiment” an experiment performed in a
small-size of a free-falling laboratory. Immediately, it is possible to realize that the
gravitational interaction depends on the curvature of spacetime, i.e. the postulates
of any metric theory of gravity have to be satisfied. Hence the following statements
hold:
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o Spacetime is endowed with a metric g;;.

e The world lines of test bodies are geodesics of the metric.

e In local freely falling frames, called local Lorentz frames, the non-gravitational
laws of physics are those of Special Relativity.

One of the predictions of this principle is the gravitational red-shift, experimentally
verified by Pound and Rebka in 1960 [46]. Notice that gravitational interactions
are excluded from the Weak Equivalence Principle and the Einstein Equivalence
Principle.

In order to classify alternative theories of gravity, the gravitational Weak Equiv-
alence Principle and the Strong Equivalence Principle has to be introduced. On the
other hands, the Strong Equivalence Principle extends the Einstein Equivalence Prin-
ciple by including all the laws of physics in its terms. That is:

e Weak Equivalence Principle is valid for self-gravitating bodies as well as for test
bodies (Gravitational Weak Equivalence Principle).

e The outcome of any local test experiment is independent of the velocity of the
free-falling apparatus.

e The outcome of any local test experiment is independent of where and when in
the Universe it is performed.

Alternatively, the Einstein Equivalence Principle is recovered from the Strong Equiv-
alence Principle as soon as the gravitational forces are neglected. Many authors claim
that the only theory coherent with Strong Equivalence Principle is General Relativity.

A very important issue is the consistency of Equivalence Principle with respect to
the Quantum Mechanics. General Relativity is not the only theory of gravitation and,
several alternative theories of gravity have been investigated from the 60’s of last cen-
tury [49]. Considering the spacetime to be special relativistic at a background level,
gravitation can be treated as a Lorentz-invariant field on the background. Assuming
the possibility of General Relativity extensions, two different classes of experiments
can be conceived:

e Tests for the foundations of gravitational theories considering the various formu-
lations of Equivalence Principle.

e Tests of metric theories where spacetime is a priori endowed with a metric tensor
and where the Einstein Equivalence Principle is assumed always valid.

The subtle difference between the two classes of experiments lies on the fact that
Equivalence Principle can be postulated a priori or, in a certain sense, “recovered”
from the self-consistency of the theory. What is today clear is that, for several funda-
mental reasons, extra fields are necessary to describe gravity with respect to the other
interactions. Such fields can be scalar fields or higher-order corrections of curvature
invariants [49]. For these reasons, two sets of field equations can be considered:
The first set couples the gravitational field to the non-gravitational contents of the
Universe, i.e. the matter distribution, the electromagnetic fields, etc. The second set
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of equations gives the evolution of non-gravitational fields. Within the framework
of metric theories, these laws depend only on the metric and this is a consequence
of the Einstein Equivalence Principle. In the case where Einstein field equations are
modified and matter field are minimally coupled with gravity, we are dealing with the
so-called Jordan frame. In the case where Einstein field equations are preserved and
matter field are non-minimally coupled, we are dealing with the so-called Einstein
frame. Both frames are conformally related but the very final issue is to understand
if passing from one frame to the other (and vice versa) is physically significant.
See [18] for details. Clearly, Equivalence Principle plays a fundamental role in this
discussion. In particular, the question is if it is always valid or it can be violated at
quantum level. See [5S0-52].

After these preliminary considerations, let us start with the geometric construction
of General Relativity. However, we recommend the reader to consider again these
introductory sections after he/she finishes to read the book because some current
problems in General Relativity are reported.

9.2 Gravity Seen Through Geometry in General Relativity

Let us go back to our previous discussion on the gravitational potential in Newtonian
Mechanics. We start from the tidal acceleration equations

d* Ox ox
dt2dq Oq

where the Hessian matrix of the gravitational potential @

d2®; = (azd)(i))
ik

ax; 8xk

is encapsulated in its trace by the Laplace equation V2@ = 0 in vacuum. In a space
endowed with a metric ds? = gijdx'dx’, it is possible to find the equivalent

v_zﬁxh _ Ox’

i og Ko
where —_—
dx' dx
h _ ph
Ky =R ar

plays the role of the Hessian of the gravitational potential.
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It seems to be natural to think of the trace of the matrix K 7 to obtain an equivalent
of classical vacuum fields equations V2@ = 0. Since

K} =R! dx’ dx!
h =i qr dr,

the Ricci tensor has to be involved in General Relativity field equations. It is why

Einstein, and then Hilbert, considered a way to express the field equations through

the Ricci tensor.

So, let us repeat their main idea. The gravitational field is not constant. There
are small variations of the gravitational field induced by some other bodies or by
changing the distance r between bodies. If we are on the surface of the Earth, our
legs will experience a higher intensity of the gravitational field of the Earth than our

GM
head. To understand this, it is enough to look at the formula A = — M being the

mass of the Earth, G being the gravitational constant and r being the radius R of the
Earth at the legs level and r = R + h at the level of our head, & being our height.
For the same reason, a person at the first floor of a building experiences a greater
intensity of the gravitational field comparing with another person which is at the 33th
floor of the same building. The Moon makes ocean tides and we see how these are
related to the tidal effects.

If we have tides, mathematically they can be treated under the Newtonian standard,
the field equation V2@ = 0 being hidden in the trace of the Hessian matrix d’>@®
involved in the tidal equations

d*> Ox Ox
LR e
dt? dq *0q

Tides can be dealt with a geometric approach considering the Ricci tensor of a
given metric from the equations

v’ 8_xh — —Kh Ox/

o - N
where )
Kh— Rl dx' dx*
J TR g ar

Einstein had the power to break the standard Newtonian approach, describing
gravity with the language of Differential Geometry.

According to Einstein, the components g;; of a metric ds® = g, jdx'dx’ play
the role of gravitational potential @, which is just one of the potentials in g;;. The

Christoffel symbols F’l « Play the role of the gravitational field X Let us consider a
table of analogies containing the two ways of conceiving at the gravity
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Newton Einstein
b <« glj
— .
A < Tk
Vo =0 <« ?
Vi =47Gp «— 7

The first question mark seems to be replaced by R;; = 0, but we still have to work
to obtain it. At this moment there is no clue regarding the second question mark.

Einstein was the first who realized that the laws of Nature has to be expressed by
equations which hold for any system of coordinates, that is, they must be covariant
with respect to any change of coordinates.

Taking into account also the discussion of previous sections, Einstein’s Principle
of General Covariance states:

The laws of Nature have to be expressed as equalities of different tensors.

The changes of coordinates become part of the core of General Relativity. Why
are they so important? They allow us to describe the laws of Nature from the point
of view of different observers or/and they allow us to describe a new state of a given
system.

Let us consider a region of space where the gravitational field can be neglected.
Consider a spacecraft there. Suppose that there are no other forces acting there.
Therefore all objects are moving on straight lines with constant velocity. The space-
craft does the same. Locally, the spacetime system of coordinates (x°, x!, x2, x3)
can be thought to describe an inertial frame, that is the local metric tensor is the
Minkowski one

10 0 O
0-10 O
S0 12 3y
glj(-x ,X 7-x ax)_ O O _1 O
00 0 -1

Since F; « = 0, the geodesics equations are
() =0, jelo0,1,2,3},

i.e. all objects there experience a free fall. So, the law of motion is described by the

- -

previous equations which express in fact the equality I?: m- X for F=0.

Let us now suppose the engines of the spacecraft start and the space craft is
accelerated. This is described by a map M which switches from the coordinates
&0, %', x2, %) to (x9, x!, x2, x?), i.e. we have to describe the old coordinates with
respect the new ones.
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We know, from Differential Geometry, how the new metric looks like.
The new components g;; are found after the rule dM" - (g;;) - dM. In this new
metric, we can compute the new I} and the geodesic equations are

;i(l‘) + f‘jkij(t)i/([) =0, J S {0, L2, 3}

Since under a change of coordinates, geodesics are transformed into geodesics, and
the meaning is kept, the old law of motion becomes the new law of motion, therefore
the equations

F(r) = =08 (0% (1), j €(0,1,2,3)

— — - =
describes F=m- A for F#£0.
Let us try to understand the constant gravitational field under this more general
approach.

9.2.1 Einstein’s Landscape for the Constant Gravitational
Field

0 z1 2

We consider a local frame of coordinates S, (7 = x°, ', 2, ¥%) in which acts a
constant gravitational field and another frame of coordinates R, whose coordinates
are (r = x0, x!, x2, x3), frame which is in free fall with respect to the previous

constant gravitational field. The metric in the second frame is the Minkowski one,

0 0
0

—

1

(=]

0 2 3
gij(x7, x7,x%,x7) =

[y

1
0—
00 —
00 0 —1

Let us assume that, for 7 = ¢ = 0, the two frames can be seen as an unique frame with
axes corresponding in index notation. We assume also that the second frame is moving
along the x° axis in its negative direction. We saw already the transformation which

involves the constant gravitational field —ain S. It s, in fact, a change of coordinates
between S and R. If we consider only the pairs of axis (7, X°) and (¢, x*), this is

ai’

sinh ot
3

t(r, %% =

ax

3,3 = cosh ar.

with
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3 1 it
7(t,x’) = — tanh —
o

X3
By =L [az <(x3)2 — t2>] .
’ 2a
In the considered slice, in R, the metric is
googos)_ (10
930 933 0-1)"

The metric in S is determined by dG* - (g;;) - dG, where

G '

ax’ ax® _ .
JG = dG' — <e coshar e smhom-) _ o® <cosha7- s1nha7->'

3. .
e sinhar e sinh ot cosh ot

oo Go3 \ _ %0 )

930 933 0 —e2t )"
The metric which describes the constant gravitational field in the corresponding slice
of S'is

ax

3
cosh ar

It results

ds® = &% [dz° — d7*].

In §, locally, the metric tensor is

3

e 0 0 0
- -0 =1 =2 = 0 —-10 0
=0 =1 =2 =3y
glj(x v-x ,X 7x)_ 0 0 _1 0

0 0 0 —e¥

The Christoffel first kind symbols are

2,

T300 = Fo3.0 = e, Too3 = 333 = 0¥ Pao0s =T33 = Fooo = 330 =0
30,0 = 1 03,0 = e ) 00,3 = 1333 = —@ae s 30,3 = 103,3 =100,0=1330=V.

The Christoffel second kind symbols are
Fgo = F83 = Fgo = F§3 =a, Fgo = F33 = Fgo = F% =0.

The geodesic equations, in the considered slice, with respect to the geodesic param-

eter \ are
d*x° dx° dix3

i, PVttt
N YN dx

d*i3 di\? did\?
=—al|l—) —al—] .
d\? d\ d\
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In S, we have

d*x° dx° dx3
— a__
d\? d\ d\
d*x!

d\?

d’x?
dX\?

P32 (d%° di*\’
av ~ “\axn) "\

with the general solutions

=0

1 1
N =ky+ —1Intk; + \) — — In(ky — )
2w 2«

X! = kg + ks
%% = ke + k7
1 1 1
PB=—hha+—Ink + N+ —Intk, — \).
« 2c 2c

A very good exercise for the reader is to prove that the above formulas verify the
equations of the geodesics.

Let us analyze the trajectories of photons. They come from the equations x3 =
t + b orx3 = —t 4 b. The constant b is arbitrary and the speed of light is assumed
1. We consider only the case x> = ¢ + b, the other case can be analyzed in a similar
way.

Let us introduce the previous formula in G~!. It results

t

1+—
1 t 1 1 1
F)=—tanh ' [ —— )= —tn—1Fb i+ b)— —Inb
G- « t+b 2¢ 1 t 2a 200
t+b

1 1 1
B() = > In[a? ((t +b)* —12)] = 3 In(2t + b) + - In o,

that is
P =71@1)+ B,

where (3 is a constant. The trajectories of photons are lines having the slope +1 (or
—1). Of course these lines are geodesics because they come from the geodesics of R.
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In the case x° = k, let us express X3 as a function of 7. From

T(t) = étanh_1 (é)

it results
t = ktanh(ar),
that is :
B(r)==—1In [a2k2(1 — tanhz(ar))] .
2c
Therefore . )
P(r) = = In(ak) — — In(cosh(ar)).
« «
Since X -
1 dx- d“x
#(0) = — In(ak); ——(0) = 0; =(0) = —a
«a dr dr?

the second order approximation of x° is the parabola

1
Br) = — In(ak) — 272,
« 2

C 1 T
which, in the case k = — and 7 = —, becomes
« v

2

P(m) = 32T

This is the parabola seen in the case of constant gravitational field in Classical
Mechanics, that is the trajectory function of time.

Since the second kind Christoffel symbols are constant, it is easy to compute RYy;.

We find RYy; = '), — T, T4 = a? —a? =0.

In fact, all sectional curvatures are 0, but, in general, the geodesics are not straight
lines as we saw, they only come from lines of R.

In simple words, we can say that the constant gravitational field bends geodesics
of space.

How the constant gravitational field affects the proper time can be found out by
looking at the metrics involved in this description. For the frame R, free falling in
the constant gravitational field —« of S, the metric is the Minkowski one, i.e.

ds? = dr* — dx>.



9.2 Gravity Seen Through Geometry in General Relativity 271

The clock ticks in At seconds. The constant gravitational field induces in S, as we
saw, the metric

ds* = ¥ (dr? — di>).

Here, the clock ticks in A7 seconds. Between the observers of R and S, if x —
0, x > 0, there is the connection

At = e AT > (1 4+ aX)AT > AT,

that is the clock of R ticks slower and slower as x — 0, x > 0.

The clock of a person A at the ground level of a building ticks less than the clock
of a person B at the 33th floor. Therefore the ground level person A ages slower than
the person B. Or, everyone legs are younger than the brain. Of course even at the
level of lifetime of a person, the effects are imperceptible.

Therefore, according to Newton, the constant gravitational field landscape exists

in n = 3 dimensions. The gravitational field is Z and the gravitational potential @
is related to it by the formula

A= —v® = (0,0, —a).

The constant gravitational field satisfies the vacuum field equation

Vo =0,
The equations of motion are
d*x d*y d*z
— =0 = =0 — =-o;
dr? dr? dr?

The solution, in appropriate initial conditions if we consider a plane (¢, z), is
(0%
2
7(t) = —=—t".
(1) 70

Einstein’s constant gravitational field landscape exists in four dimensions.
The gravitational potential appears in the coefficients of the metric tensor

3

e 0 0 0
- -0 =1 -2 - 0 —-10 0
20 =1 =2 23y
gl](x 7x ’x 7x)_ 0 O _1 0

3

0 0 0 —e*®
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The gravitational field is described by the Christoffel second kind symbols:
F(3)02F83=F80=F§3=0" F§O=F83=F80=F‘3)3=0

and satisfies

The equations of motions are the geodesic equations:

’x° dxdx?

A AN an

d*x!

e 0

d>*x?
dX\?

d2%3 di%\’ di3\?
X ()
dX2 d\ d\

with the general solutions

X! = k4 + ks

x2 —k6)\+k7
1 1 1

= —Ina+ —1In(ky + A) + — In(ky, — N).
a 2 2

Locally, the particular solution presented before,
-3 1 o )
x (1) = —In(ak) — =77,
o 2
can be approximated by the classical solution

=3 )

x7(m) = 2—1)271.
This intuitive description of Einstein’s pictures can be fully formalized considering
the Hilbert approach by which the gravitational field equations come out from a
variational principle.
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9.3 The Einstein—Hilbert Action and the Einstein Field
Equations

Under a change of coordinates x" = x’(fh), ref0,1,...,n}, he{0,1,...,n},
the second kind Christoffel symbols change according to the rule
0%xk o oxrox o ox*

n - = —1 _+ i =
ox'ox’ S ox' Ox/ I Ox

Suppose we vary the metric. It means that the coefficients g;; are changed in some
new coefficients g;; := g;; + dg;;. This second metric produces first type and second
type Christoffel symbols. Let us denote them by +;; x and 'y‘] «- The same change of
coordinates gives for these new Christoffel symbols a similar formula

9% xk ¢ Ox" Ox* Oxk

ox' ox/ %

==V T 5 T + ii
T ox ox Y
The difference of the previous formulas leads to

Proposition 9.3.1 The variation difference 6T’ j.k = F;k - fy; « satisfies

ore 2O _ s o
ox' ox/ T ox"

ie. 5F;k is a (1, 2) mixed tensor.

Let g;; be the matrix of the metric ds? = g;;dx'dx’ and let g be the determinant
of g;;. Suppose this determinant is negative as in the case of the Minkowski metric.

Theorem 9.3.2 The formula which expresses the variation of \/—q is
1 .
0v/—g = —Ex/—_g gij0g".

Proof The inverse of the matrix g;; is g"/ such that g g,; = 4.
Consider a given element g;; of the matrix and denote by M*/ the determinant
of the matrix obtained from the initial one after we cancel both the line i and the

column j.
- (-1 )i+j M
The corresponding inverse element is g’/ = ———— and, in this respect,
g

using the column j, the determinant can be thought as g = >, (— 1)/ g;; M".
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Then, for the variation of ./—g¢g, we have:

3T = 5 (V70) s =

_1 09, _
24/—9 ag,-j glj 2«/

1
( I)IJ”MU(SQUZ_W g- gjdgl]

It results

1 y
0v/=9 = 53/=99"03;;.

From ¢* g, = (5lk, itis 0g* gy + g*0gy = 0, that is ¢*6gy = —6g" gy.
Multiplying by g,.x, we obtain

gmkgks(sgxl - _gmkgslégks
and, after considering s =m =i, [ = j,itis
6gij = —gikgij69'™.

Replacing in the formula of the variation of \/—g we obtain

1 i, )
o0—g = —Ev _ggugikgji(sglk,

that is

1 .
0N—g = —Ex/ —ggik5glk~

Theorem 9.3.3 (Palatini’s Formula) 0R;; = (5FU s — Ol i

Proof We start from
ory; ar;

Rij =R} = s ax” + Iy, T — LT

Then the variation of the Ricci tensor is

a@rs)  a (o)
OR;; = — == 4oy, I+ T (5F” — o it — l’“ oTf.
J xS AxJ su ij jutis

The variation 6Ffj is a (1, 2) tensor type. Its covariant derivative is

Ty
oTS. = 2 +T,0T) — 603, T — 6T}, T

ijis Ox$ jusis iut js*
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In the same way the covariant derivative of T}, is

, o(ry) ,
5F;s;j = axf + (SF?A_F;-” - 5F§L¢F;} - 61—‘?14 F]u's'
Subtracting the second relation from the first we obtain the Palatini formula. ]

Theorem 9.3.4 [fV is a compact region of the Universe whose volume element is
dV, such that on its boundary OV, the variations (5F§k vanish, then

/ g 6R;; dV = 0.
Vv

Proof (Palatini’s Formula Consequence) Since the volume element d'V is expressed
with respect to the given metric by

dV = /—g dxopdx;dxydxs,
our integral becomes

fgij SRij /=g d'x,
v

where we denoted dxodx;dx,dx; by d*x.

It exists a corresponding 3D-surface element do on OV, do = /—g' d°x.

At each point of JV, it exists a normal outward vector n of components ng, i.e.
n=n,.

All these results help us to express the divergence formula which, in the classical

form, looks like
/dideV:/ B -ndo,
v ov
here, in its covariant form, being
/ BS.J/—gd*x :/ B'ng/—g d°x.
v ov
Now, Palatini’s formula leads to
/ gij 6Rij v—9 d'x = / gij (61—‘?1';5 - 6Fiss;i) v—9g d'x.
v v ’

Taking into account that g’i = 0 and changing the dummy indexes, we can write
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/Vgij ORij =g d'x = /V [(QU(SF%Y_/);S - (gij(sri‘vx);j] V=gd'x =

- [ [t o) st = s =] v
Let us denote the contravariant vector g/ 6T}, — g'* 6T l’j by B®. Our initial integral
/ g ORij v/—9 d*x,

v
according to the covariant above form, becomes
/ B'ns /—q d°x.
ov
Since BS = gij(SF;?j — g”éFijj vanishes on AV, the last integral is 0, that is

/ g ORij /=g d*x =0.
v

These considerations lead us to the following

Theorem 9.3.5 (Einstein’s Field Equations in vacuum) If V is a compact region of
the Universe without matter and energy inside it, such that, on its boundary OV, the
variations 5F’/- i vanish, then

1
Rij - ER gij = 0.
Proof (Hilbert) We have proved both
1 .
0/ —g = —5«/—g gij0g"

and

/ g’ ORij /=9 d*x =0.
v

To derive Einstein’s field equations, we have to choose an appropriate Lagrangian.
Hilbert’s idea was to consider the Lagrangian expressed through the Ricci curva-
ture scalar R, that is the Einstein—Hilbert action is

SEHI/ R\/—gd4x.
14
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Let us compute the first variation of Sgy. It is
0Sgy = 5/ RJ—=gd*x = 5/ g"jRij«/—g d*x = / 6(gin,<j./—g) d*x =
1% 1% 14

= [ o) Ryv=gdte + [ o (5R) V=g e+ [ RE(/g) ' =

=[59”Rij\/—_gd4x+/ g7 Rij/—g d*x — 5/ Ry/=g gij6g" d*x
v v v

After rearranging the right side we have
1 i, .
0Spy = / |:R,«_,- — ER g,'j:| V=g 09" d*x —i—/ g SRi; /=g dx.
v v

Since

/ g" ORij v/—g d*x =0,
14

the condition 6Sgy = 0 for g” arbitrary, leads to the Einstein field equations in
vacuum. Therefore in a region of space as the one described by the previous statement,
without matter and energy, the Einstein field equations are

1
Rij - ER gij = 0.

O
Theorem 9.3.6 (Einstein’s field equations in presence of matter) If V is a region
of the Universe containing matter and energy, such that, on its boundary OV, the
variations 5F’i i vanish, then there exists a (2, 0) covariant tensor T;; such that

1
Rij — ER gij = K Ty,

where K is a coupling constant.

Proof (Hilbert) In the previous theorem, we have used an action which describes
the Geometry of space without matter and energy. If we want to describe the Geom-
etry of a space with matter and energy inside it, the Einstein—Hilbert action has to
contain a further term, denoted by S, depending on the matter-energy distribution
in spacetime.

So, the general Einstein—Hilbert action Sggy has the form kSgg + Sy, where k
is a constant. This can be written in the form

SGEH = /(kR+S)v —gd'x,
v
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that is
1 ij 74 oS ij 74
6SGEH=k Rij__Rgij «/—gégfdx—i— <~ «/—gégfd X,
% 2 v Log¥
because we have already computed the variation
1 y
6SEH = /‘; |:Rt] — ER g”} \/—_gégljd4x.

If the first variation of Sy vanishes, it results

1
Rij — ER gij = K Tjj,

08 1
where T;j := ———and K := —.
gl k
The general Einstein field equations are obtained. (I
From !
Rij — SR gij = K Ty,
2
it results

. 1 . .
g™ Rij — ER 9" gij = K g™ Tij,

i.e. :
Ry =S R=K T

Denoting by T := T, the Laue’s scalar and taking into account that the dimension
is 4, we have ¢! = 4, therefore R — 2R = KT, thatis R = —KT.
We have obtained the following

Theorem 9.3.7 The equivalent of the Einstein field equations

1
Ri; — ER gij = K Tjj,

written with respect to the Laue scalar T, are

1
Rij =K <Tij_§Tgij)-

Let us understand why this discussion was important even if, at this moment, we
have not the exact value of the constant K.
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If T;; = 0, it results T; = 0, therefore the Laue’s scalar T is 0. Finally

Corollary 9.3.8 Einstein’s vacuum field equations are equivalent to
R,‘j =0.

These results are particularly relevant because point out the symmetric role of
matter-energy and curvature.In some sense they realize the two-way nature of the
above Wheeler sentence that we report here again: “Spacetime tells matter how to
move; matter tells spacetime how to curve”.

9.4 A Short Introduction to f(R) Gravity

Itis very interesting to observe that the previous theorems can be generalized if instead
R we use any smooth function f(R) in the Einstein—Hilbert action. In this way we
obtain the field equations of the so-called f (R) gravity. They are the straightforward
generalization of Einstein field equations and have recently acquired a lot of interest in

view of solving several problems in cosmology and astrophysics (for acomprehensive
2

discussion, see, for example, [18]). For example, the model of f(R) = R + TR
where M has the dimension of mass, gives rise to the so-called Starobinski inflation
[53] which gives rise to the accelerated expansion of the early Universe capable
of addressing several issues of Cosmological Standard Model based on General
Relativity and Standard Model of Particles [54]. This kind of theories can be useful
also to address issues related to the late Universe, like recent accelerated expansion,
often dubbed dark energy epoch [55-57] or astrophysical issues like dark matter
[58].

A detailed discussion of these problems is out of the scope of this book but it is
worth pointing out that they are very active research areas. We refer the interested
reader to the cited bibliography.

In view of the present discussion, it is interesting to develop how the Einstein
field equations can be generalized in the f(R) gravity framework. In particular, it
is interesting to point out that metric and Palatini’s formalisms give different field
equations that, however, can be related each other, see [59].

Taking into account the previous results related to the Einstein field equations,
let us derive here the f(R) gravity field equations We shall use the following facts
proven in the previous section, that is:

1 .
0v/—g = —5«/—_9 9ij09",

/ g" ORij v/ —g d*x =0.
14
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The second formula is a consequence of Palatini’s identity

SRij = 0TS, — 6T

ij;s is;j*

To begin, let us consider the basic objects introduced in the Differential Geometry

chapter: g;j, g/, Tijx, Ffj, Rj.kl, Rij, Riju, R;, R. They are smooth functions,

that is functions having derivatives of all order everywhere in the domain, here
V. Therefore, if we assume f(R) as a smooth function of R(V), then f(R) is a
smooth function for x € V.If V is compact and connected region in the Euclidean n
dimensional space, then R(V) is a compact interval in R. In particular f, f’, ... are
at least continuous functions on a real compact interval, here R(V). The values of
f(R), f'(R),...are in real compact intervals, too. The prime indicates derivative
with respect to the Ricci scalar R.

Theorem 9.4.1 If V is a compact and connected region of the universe without
matter and energy inside it, such that on its boundary OV the variations 6 'y vanish
and f is a smooth real valued arbitrary function on R(V'), then

1
' (RRij — 5/ (R)gij = 0.

Proof The line of the proof is similar to Theorem 9.3.5. The appropriate Lagrangian
is

Sy = f f(R)/—gd*x.
14
Let us compute the first variation of Sy.

8y = 5/V F(R)=gd*x =f‘/5[f(R)¢?g] d4x =
=/‘/f/(R)5R¢?gd4x+fvf(R)6(¢?g) d*x =
= /V £/(R) (99" ) Rijn/=g d*x + /V F(Rg (Rij) V=g d*x + /V f(R) 6 (V=g)d*x =
= fv ' (RYOg Rij/=g d*x + fv f(RGT GRij/=g d*x — % /V FRIV=g gijbg" d*x
After rearranging the right-hand side, we have
08y = fv [f/(R)Rij - %f(R) g,-j] V=gdg” d'x + /V f'(R) g7 6Ryj /=g d'x.

Now, the mean value theorem implies the existence of a point x € V such that
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/ ['(R)g” §Ryj /=g d*x = f'(R(x)) / 9" OR; /=g d'x.
\4 Vv

The last integral is 0, therefore the condition 6S; = 0 for g/ arbitrary, leads to f(R)
field equations in vacuum. Therefore, in the condition of the above statement, in a
region of space without matter and energy, the f(R) field equations in vacuum are

1
f/(R)Rij - zf(R) g,-j =0.

Let us observe that, for f(R) = R, we obtain the Einstein field equations in vacuum.
O

Theorem 9.4.2 [f V is a compact and connected region of universe containing
matter and energy, such that on its boundary OV the variations § F’}. i vanish and f is
a smooth real valued arbitrary function on R(V), then there exists a (2, 0) covariant
tensor T;; such that

1
f'(RR;; — Ef(R)gij = KT,

where K is a constant.

Proof If we choose the action

Sor = [ 7R+ 9)v=g ',

v
that is
/ 1 ij 74 oS ij 74
0Sgr =k f(R)Rij_Ef(R)gij =g 0gYd x + 37 /=g dgYd"x,
4 14
in the same way as in Theorem 9.3.6, we obtain the f(R) generalized field equations
, 1
F(RRij — 5 f(R) gij = KT;j.

O

Exercise 9.4.3 If the reader is interested in the differences between the Palatini and
metric formalisms in f (R) gravity, we propose the following exercise whose notation
can be found in [18]. Starting from the action of f(R), show that

1
f/(R)Ri; — 5 (R)gij — F'(R).j +9;0f' (R) = KTy,

with the trace
30f(R) + f'(R)YR —2f(R) = KT,
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are the field equations obtained by varying with respect to g;; without using the above
Palatini identity. Demonstrate that they are equivalent to

1
f'(R)R;j — Ef(R) gij = KT,

unless a divergence free current. Here [ is the d’ Alembert operator defined as [ :=
V; Vi with V; the covariant derivative.

Hint. Use results in [59].
We will consider again f(R) gravity in view of the discussion of the de Sitter
spacetime which is a solution of this theory.

9.5 The Energy-Momentum Tensor and Another Proof for
Einstein’s Field Equations

In the previous sections, considering an action Sy dependent on matter and energy, we
have obtained a symmetric tensor acting as a source into the Einstein field equation.
In order to discuss the properties of the tensor T;;, we can start from the covari-
ant divergence related to the flow of an incompressible fluid in a region where the
parallelism is not the Euclidean one. The problem appears when we consider the
difference

Ax Ax
Fx x+7?yaz AyAZ—Fx -x_Tvy’Z AyAZ

related to the motion by parallel transport of the vector

(-7 (=5 00)

A
to the other face at the point (x + TX v,z ).

Ax
Therefore we parallel transport the contravariant vector (— Fy (x — 7) ,0, O)

along the infinitesimal vector A¥ = (Ax, 0, 0). Since, in general, Ffj # 0, the parallel
transport along A' = (Ax, 0, 0) for a contravariant vector V = (V'!, 0, 0) leads to a
vector whose first coordinate is

1 Ax 1
\%4 x—T,y,z + AV,

where o .
AV'= T} V/Ax' = —T{;V/Ax = -}, V' Ax.
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The difference
| Ax 1 1
Vi(x+ 2,yz Vi x -5y H TV Ax | AyAz

ov!
e + T, V') AxAyAz,

is

i.e. the covariant derivative with respect the first variable
ViAxAyAz.

Taking into account the three pairs of opposite faces corresponding to the three
directions, we can obtain the net outflow

(V14 V3+V)AxAyAz

for a parallelepiped in a region where the Euclidean parallel transport is replaced
by the general parallel transport. The quantity V1 + V2 + V3 , which is expressed
with respect of the covariant derivatives, can be thought as a covariant divergence of
a contravariant vector (V', V2, V3). Now let us use this idea to construct the main
property of T;;.

9.5.1 The Covariant Derivative of the Energy-Momentum
Tensor

Now, let us assume a symmetric contravariant tensor (7%), expressed as a 4 x 4
matrix and a 4 D-space of coordinates x%, x', x3, x*) endowed with a metric

ds* = gjdx'dx’, i, j € {1,2,3,4)

such that the parallel transport depends on F;k not all zero. The tensor (T*/) looks
like

TOO TOI T02 T03

TIO Tll T12 T13

T20 T21 T22 T23

T30 T3l T32 T33

(T) =

Because of symmetry, the first line 7! = (T'0, T'!, 712, T13) coincides with
the first column 77! = (79!, 71, 72!, 731), and can be seen as the representation a
contravariant 4-vector denoted by T'!, the same for the other rows and corresponding
columns.



284 9  General Relativity and Relativistic Cosmology

Before discussing something the physical aspects involved in the components of
the energy-momentum tensor, let us assert that we can analyze the tensor like the
vector F used to represent the flow of an incompressible fluid.

We can suppose the existence of a flow associated to the tensor above. For each line
of the given tensor, we have the corresponding force T* described above. We can also
consider a 4-parallelepiped centered at a given point (x°, x', x3, x*) with sides paral-
lel to the axes of coordinates and having the small dlmensmns Axg, Axy, Axo, Axs.
Small enough to suppose the vector 7% having the same components at each point
of each considered face.

The difference of the total outflow, determined by F through the parallel faces
corresponding to x direction, is

Ax
F, <x+ 2 —_—, ), Z)AyAZ_Fx (X—T,y,z>AyAz.

In the case of Tj;, it can be replaced by the total outflow determined by each T

through the parallel faces corresponding to x’ direction. Considering i = 1, we have
the differences

Ax

Ax
Tk (xo,xl + T],XQ,X3> AxgAxyAxz — Tk (x(),xl - T,xz,xg) AxgAxyAxz,

where k € {0, 1, 2, 3}.
Furthermore, we have to consider the differences with respect to the parallel trans-

A
XI,xz,x3>,0,0>, ke {0,1,2,3),

port of the given vectors (0, T+ (xo, X — —

and then we have
A A
[Tkl (xo, X1+ %Jz, X3> - X (xo,)q . % xz,x3> + F;llTklA)m] AxgAxs Axz

with the approximation

aTkl
5

Axl + Fle Ax1j| AxgAxyAxs, k e {O 1,2, 3}
that is

TX' AxoAxiAxaAxs, k €{0,1,2,3}.
The total outflow for the 4-parallelepiped results equal to

71:11<le0 Axl sz A)C3.

It means that the quantity of matter and energy entering the 4-parallelepiped leaves
completely the interior. Therefore, at each moment of time, the quantity of matter



9.5 The Energy-Momentum Tensor and Another Proof for Einstein’s Field Equations 285

inside can be considered a constant. The energy-momentum tensor is conserved, and
since it is conserved as Ax* — 0, the limiting net flow approaches 0, that is T’l‘l =0.

We know how to lowering indexes using the metric tensor: Tl.l = g T*. Since the
covariant derivative of the metric tensor is 0,

T, = gixa T + guT5 =0
Lowering again the indexes, we have T}; = ¢ leil . In the same way
Tjis = gjtaT} + 9Ty = 0.

According to all the previous assumptions, we have proved an important property of
the energy-momentum tensor, i.e.

Tij;l =0.

From a mathematical point of view, it is the divergence of T;; that, as we will see
below, corresponds to the contracted Bianchi identities.

9.5.2 Another Proof for Einstein’s Field Equations

Let us remember, when starting from Bianchi’s formula
K K K _
Rk + R + Rigjr = 0,

we proved that the covariant derivative of the Einstein tensor is null, i.e.

1

1
The two tensors, T;; and R;; — ER - gij are divergence-free, therefore they are pro-
portional, that is

1
Rij—ER'gij=K-Tij,

where K is a constant. This is another proof for the Einstein field equations in presence
of matter. It means that both the Einstein tensor and the energy-momentum tensor

satisfy the same contracted Bianchi identities, i.e. both tensors, being divergence-
free, satisfy the same conservation laws. Below, we will give specific forms for 7;;.
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9.6 Introducing the Cosmological Constant

The equation
V2P + AD = 47Gpy

4G
has the particular solution @, = —'OO.
Denote by @, the solution of the equation

V2P + AD = 47G(p + po).
A simple computation leads to the solution
D = @] - @0

for
V2@ + A® = 41Gp.

1
Observing this feature and knowing that V2@ can be generalized as R;; — =R - g;;
and @ is a component of g;;, Einstein proposed to modify the left member of his
equations in the form
1
Rij — ER'gij + A - gij,

where the constant A is called cosmological constant.
Since g;;;; = 0, it results

1
(Rij—ER'gij-f‘A'gij)l:O,

that is the new tensor proposed by Einstein is again divergence-free. Therefore the
new Einstein field equations become

1
Rij—ER'gij‘i‘A'gij:K'Tij-

A was called cosmological constant. Einstein introduced this ingredient to improve
the total amount of matter-energy of the Universe in view of making it static. A can
be supposed related to a uniform spatial density p. After the discovery of cosmic
expansion by Edwin Hubble, he said that: It was the biggest blunder of my life.
However, in "90 of last century, this concept has been revitalized and now represents
one of the main question of modern Physics [60]. We will discuss this issue later in
the book.

Going back to our formal discussion, we proved that Einstein’s field equations,
in the form
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1
Rij =5 R-gij = K- Tij

can be written with respect to Laue’s scalar T in the equivalent form

1
Rij:K'<Tij_§T'gij)~

The natural question is: There is an equivalent of the Einstein’s field equations with
cosmological constant

1
Rij_ER'gij'i‘A'gij:K'Tij

written with respect to the Laue scalar?

Theorem 9.6.1 The equivalent of Einstein’s field equations with cosmological con-
stant are

1
Rij — A - gij ZK(Tij 3 T'gij),
where T is the Laue scalar.

Proof We start from

9" Rij — ER 9" i+ A-g"gi; = Kg" Ty
which means |
h h ho_ h
Rj = SR-0}+ A8 =K-T},

that is
R—-—2R+4A =K -T.

If we replace R = 4A — K - T in the original Einstein’s field equations it results
1
Rij—A-gij=K Tij_ET'gij .

O

The nature of this cosmological constant can be easily understood in a space without
standard matter-energy, that is in a space having 7;; = 0. Einstein equations reduces
to

Rij_A'gijZO'

Therefore, in this case, the nature of cosmological constant is geometrical one.
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h
' ihj* '
terms as I'}, I'(,. Now, let us observe that the unit of measure for I}, is given by the

Specifically, let us consider R;; = R}, .. It contains partial derivatives of Fj. « and

. . . . S Jik . .
unit of measure for I';; ; which contains partial derivatives as Fh Since there is no
_x.

. Lo . . . . Ogir . 1
unit for g;; which is considered only as a geometric object, the unit for % is 7
X

1
where [ is a length. It is clear that R;; has physical dimensions 7 The cosmological

constant A is measured in 7

9.7 The Schwarzschild Solution of Vacuum Field Equations

We intend to solve the Einstein field equations in vacuum, i.e. R;; = 0 obtained previ-
ously assuming the spherical symmetry of spacetime. The Schwarzschild solution is
an exact solution for the vacuum field equations. Another way to find Schwarzschild
solution is presented in [23, 35].

Theorem 9.7.1 Consider the vacuum field equations R;; = 0. Then

r

B 1
ds* =¢? <1 + —) dt* — —Bdr2 — r’dy* — r?sin” pdb?
I+ —
,

is the Schwarzschild solution for an arbitrary constant B.

Proof Karl Schwarzschild had the intuition to look for a spherically symmetric solu-
tion which describes the relativistic field outside of a non-rotating, massive body. This
was the first exact solution of the Einstein field equations. Instead of the ordinary
Cartesian coordinates (x° = ct, x!, x2, x3), Schwarzschild used spherical coordi-
nates for the spatial part The new coordinate system (x° = ct, r, ¢, 0) is related to
the old one by the formulas

1

X =rsinpcosb, x2

= rsinpsinf, x° = r cos ,

so then, for the spatial part, it is
(dx")? + (dx*)? + @dx*)? = dr* + rPdp* + r? sin® pd6°.
Far from the source, the solution has to approximate the Minkowski metric

ds® = (dx°)? — (dx")? — (dx*)?* — (dx>)*.
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In fact, the solution has to approximate
ds® = c*dr* — dr* — r*dp* — r? sin” pd#?,

which is the Minkowski metric in spherically spatial coordinates."
Therefore, it is natural to think the Schwarzschild metric in the form

ds®> =c*-eTdt? — (€2 — D)dr* — dr?* — r*dy* — r?sin® pd6?
where T := T (r), Q := Q(r) are two real functions that we need to determine from
the vacuum field equations R;; = 0. As we previously discussed, both e’ — 1and
e? — 1 have to go as r — oo. For the metric

ds®> = c*-eTdr? — e%dr? — r’dy?® — r*sin® pd§?

the coefficients are

T 2 2.2
goo=¢ , g = —EQ, g = —r-, @§33 = —r Sm Q.
The inverse matrix coefficients are
1 1
00 -T 11 - 2 33
=", gl=—e? gP=—, -
r r?sin‘ ¢

Let us observe that

891']‘ _
Ox0 ’

The non-zero Christoffel symbols are

R NS A U N R S A
o=110= 75" 00——73 = n=-re =, I'yz3=—re <sin” gy,
2 L) : 3 3 _ L3 3
F21:F12:;v I'33 = —sinpcos p, F31=F13=;, I'y; =T'3, =coty.

I'This request is an important property that any physical solution has to posses. In fact, very far from
the source, a gravitational field has to go to zero. This means that Minkowski spacetime has to be
recovered. This property is called “asymptotic flatness” and characterizes any physical gravitational
field. It is worth noticing that this feature is fundamental for black hole solutions having physical
meaning.
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The only non-zero components of the Ricci tensor are

" T/2 T'0' T/ 7" T/2 T'0' /
R()()zeTQ<+( ) - Q +r>, R11:—<+( ) —Q—Q>

2 4 4

’ T/
Rp=1—e24re? (% - ?) ., R33 =sin’p Ry.

The conditions Ryy = 0 and R;; = 0 determine both 7 and Q.
Indeed, 2" Ryy + Ry; = 0 implies T’ + Q' =0, that is T + Q=constant=k.
Thus e = e=2¢*, i.e. the metric is

ds®> = c* - e Cefdr* — e2dr* — r’dy® — r? sin? pd6*.
If we let t = ¢*/%u, then dt? = e*du?, and the metric becomes
ds®> = c? - e %du® — e2dr? — r’dy® — r? sin® pd6°.

So, we may choose T + Q = 0,i.e. Q = —T. Replacing in the second equation, we
have:
"
rT"+r(T)? 42T = (re’) =0.

B
It results (reT)/ = A, thatisre” = Ar 4+ B,ie.e’ = A+ —. Weimpose thate” —
r
1
z-
1+ =
;

B
1asr — oo;itresults A = 1. Therefore e’ =1+ — ande? = ¢ T =
r

Let us observe that for 7 and Q so far determined, Ry, = R33 = 0.
The Schwarzschild metric is exactly the solution in the theorem statement, that is

B

B 1
ds®> =¢? (1 + —) dr* — ——dr? — r*dy* — r?sin® pd6* .
r
1+ —
,

O

It is important to note that the Schwarzschild solution is independent of time.
According to this property, the solution is not only stationary but also static. This is
the statement of the Birkhoff theorem. See [61] for a detailed proof.

9.7.1 Orbit of a Planet in the Schwarzschild Metric

The above result can be immediately applied to celestial mechanics. Let us recall the
classical orbit from first Kepler’s law. The differential equation which describes the
gravitational attraction between a planet and a star is
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X=——=- X,

r

where X is the position vector, G = 6.67 - 10~'1(m)?/(kg) - (s)? is the gravitational
constant, M is the mass of the star and r = || X ||. Let J be the magnitude of the

angular moment of the planet. If we consider polar coordinates and r = r(0) = % ,
u
then the previous equation becomes

d’u I

The classical solution is:

ud) = % + Acos(8 — 6y),

where A is an arbitrary constant which can be obtained from the initial condition and
6o is a phase shift. Since the phase shift alters the position of the planet at time t = 0

and we are interested only in the orbit itself, we may consider 6§, = 0. Denoting by
2

e the eccentricity e := ——, the orbit described by the solution
7
J2
u) = ﬂ(1 +ecosf) is the conic r(f) = —H—.
J? 1+ ecosd

The next result provides the differential equation which predicts the orbit of a planet
in its movement around the Sun in the new context of Schwarzschild metric.

Theorem 9.7.2 The orbit of a planet in the Schwarzschild metric is described by

the equation
d*u n ¢*B 3B ,
— tu=——s——u
do? 2J2 2

Proof In the same way as before, we denote x° := ct. The worldcurve of the planet
is the geodesic ((7) := (t(1), r(#), (1), (7)) of the Schwarzschild metric. We are

T
looking for a solution in the (x, y) plane, thatis ¢ = Eh The reduced metric is

B 1
ds® = (1 + —) (dx®)? — ——dr? — r2do.
’ B
1+ —
p
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292
Since I'3; =T'3, = — and I}, = 0, the equation corresponding to the variable 6 is

S (Pmom) =0

2
0 () +——-7 (16 (1) =
r(7)
We denote r~ §= J and this J describes the magnitude of the angular momentum of
the planet exactly as in the classical case. We cancel 7 in the next computations
. . 0 .

2 H_
Let us continue with the geodesic equation corresponding to the variable x". Since
0 .
is

1 Lo
the equation in x

)

)

only I'g, = I'}y = _ﬁ " 9,2°

1+ —

.0 B 1 0 .

Py K r=o.
r2 (1 + g
By replacing x° with ct, it results
t 5 : t-r=0 i 1+ / 0
- -t-r=0 ie. =0,
r? (1 + g r
E

that is

where E is a constant.
In the case of the equation corresponding to the variable », we use directly the
metric condition taking into account that ds®> = c?d7?. After canceling d 72, it results
1 .2 2
9

B\ .
2<1+—>t2— B
r 1+7

c =

Let us replace ¢ and § in the previous equation. We have
1 2 J* B-J?
e

Consider r = r(0). It results
. dr = dr
T do r?’
dr 1 du e
T u2de’

Ifr:=—,th
r " endg
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=g 2
B do’

a2 (du)’ . .
Sincer = J- - 70) the previous equation becomes

du

2 2 2 2
1—-FE Bu=—-J"—
c( )+ c“Bu (d@

2
) — J2u? — BJHA.

d
If we differentiate with respect to 6, then we divide by d—z we obtain the equation

d*u B 3B ,

9.7.2 Relativistic Solution of the Mercury Perihelion Drift
Problem

Now we need to clarify who is B in the Schwarzschild metric. We have requested that,
asr — 00, the Schwarzschild metric approaches the ordinary Minkowski metric. Let
us continue by taking into account the following two equations.

1. The classical orbit is described by

d’u "
q U= n=0oM

2. The relativistic orbit is described, in the Schwarzschild metric, by

B °B :
From gop = ¢? (1 + 7), we compute '}, = 627 which is the only nonzero I',.

So, the r component of the geodesic equation is

d*r L drdr

= g

that is
d?r 2B

dr? 2?2
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As r approaches the infinity, d7 becomes dt and the previous equation is the original

o d* GM . . 2GM
Newton equation — = ——— if and only if B = — .
dt? r2 c?
It results
B 2GM 1
1+—=1- =
r C r
. L. . . GM . . .
In this way, the gravitational Newtonian potential ¢(x, y, z) = ——— is involved in
r

1
the coefficients of the metric. The coefficient — highlights the weak gravitational

field which we will discuss later. See also [4].

) 2G

The quantity ry, := =

tational radius, or the Schwarzschild radius, corresponding to the mass M. It is an
intrinsic characteristic of any body with mass.

In General Relativity, we can define a proper time interval AT between two

events along a timelike path / following the definition given in Special Relativity.

Using constant space coordinates, the proper time satisfies the same equality

has the dimension of a length and it is called gravi-

ds* = *(dr)?

as in Special Relativity. Therefore using the same constant coordinates x', x2, x,

it results { 1
AT = fds = /—,/gijdx"dxf = [—A/goodxo.
1 1€ 1€

A discussion about how gravity influences the proper time is in [40].
Next result allows to make distinction between the proper time and the time
coordinate in the case of Schwarzschild metric.

Theorem 9.7.3 The gravitational field described by the Schwarzschild metric

2GM
2_ 2 2
ds“ =c <1— =2, )dt_—l—{@i”

dr? — r*dp* — r?sin® pd6?

causes the slow down of clocks.

Proof Let us consider the Schwarzschild metric in a frame at rest R and apply the
previous results in the following way. The source of the gravitational field is at the
origin O of R. Consider two motionless observers, one close to the source O, denoted
by O, and the other one far from the source, O,. Each observer has a clock. For both
observers the variation of the space coordinates is 0. We have dr = dp =df =0
for the first observer, therefore, according to him

2
ds* = ¢? (1 — 2GM) dr?.

ctr
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For the second motionless observer at rest, far from source, the influence of the
gravitational field is almost not observable. There, forr — oco, we have d s2 = c2dr?.
Therefore the proper time is affected by the gravity according to the rule

Adrt =ds® = ¢ (1 -
Considering the clocks, it results

ANE = A4 (1 - ZG2M> A2,
Cc°r

that is, the time interval A7 of O,’s clock appears to be less than At on O;’s clock.
If you are close to a source, your clock will slow down and will continue to slow
down if you come closer and closer to the source. (]

Let ¢ be the speed of light in vacuum. If we write formally an expression Q as a
Taylor series in powers of —
c

1 1 1 1
OQ=ao+ta-—+a 5 +a -3+ +a- o+,
c c c c

1
we say that the order of Q is O (—> ifap=a,=---=a,_1 =0and a,, #0.
Cm

How is working this formal definition in a given physical context? Let us write
each relativistic expression (components of the gravitational field, metric tensor,

equations) as a Taylor series in powers of —. The computations with these series can
C
be truncated at the term that is appropriate for the physical context we are considering.

Theorem 9.7.4 In the relativistic field described by the Schwarzschild metric

2GM
ds* = ¢* (1 - > dr* — dr? — r2dp* — r*sin® pd#*

2 2GM
cr 1—=%
the planet equation of motion
d’u o 3u
— tuUu=—+—u
do? J? 2

has the solution

u(®) = %(1 +ecos(f — FO) + O <ci2)

2

3
where F := %, being p = GM.
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Proof We start from the classical equation of an orbit of a planet,

d’a I
_ + a = —
d6? J?
with the classical solution a(8) = %(1 + ecosf).
The new equation of the orbit
du tu= I + 3M u2
aer == J?
) . 3o, - ) .
differs from the classical one by —-u~. This “correction” of the classical orbit is

due to the gravity related to the Schwarzschild metric. It is natural to search for the
solution as

w(0)
If we replace it in the new orbit equation
d2u+ M+3N 2
— tu=L 4+ T2
do? J?
we obtain
a +1 dw ’”L+3“<”(1+ 0)+w)2
— 4a+— wl==+—5— e cos =),
do? do? Jr 2 \J? c?

or equivalently

1 (d*w 3u? )
; W—Fw _z—ﬂ(l—i—eCOSG) +0

1 . .
The term O <—4> has a small influence on w. It remains to solve
c

4 3 e :
d_el;)—i_w_ JM4 (1+ 3 +2€COS€+300829>

The solutions of the following three equations

d?w, 33 | &2 d*w» 6e,u3 d*ws 3p3e?
_— w|; = —— — ), — = — : =
agz TN TR 2 62 274
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are

3 3 2 3 3 3 3,2
wy = J’Li <1+62> Wy = j/j fcos, ug:—f—JicosZG.

Therefore, the solution of the new orbit equation is

3,3 2 2
ud) = —(1 + ecosf) + J4—Mz <1 ~I—%+et9sin9— %00520).

Einstein’s idea was to use only the non-periodic term in the classical solution. Then

312 1
ud) = [1 +e (cos@ + 9s1n9>] <C_2) ,

which can be written as
" 1

3 1
where F = ZL]Z Neglecting the term O (—2> which adds only a small contribu-
1 1

tion, the trajectory is still the old conic.

The correction to the classical trajectory, described in the Schwarzschild metric,

reaches the perihelion for cos(6 — F6) = 1, therefore, itis 6 = 6, = for an

2nm
1+ F
integer n. It results 0 ~ 2nm (1 —-F4+0 (Fz)); that is 27 F is the perihelion drift
for each revolution.

If N is the number of orbits for a given period of time 7, then the perihelion drift
Pd is
6rG>*M?

Fa= c2J?

For Mercury, if we replace the constants, we obtain 43 arcseconds per century
which was observed by astronomers, without explanation, in the context of Classical
Mechanics. This was considered one of the first confirmations of General Relativity.
See Sect. 9.8 and [40] for a detailed discussion also in the historical context.

9.7.3 Speed of Light in a Given Metric

Consider a Minkowski spacetime and suppose the worldcurve X(¢) = (ct, x'(¢),
x2(t), x3(1)) of a spatial object parameterized by the time ¢.
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Then, its relativistic speed is
2_ 2 dx"\* dx?\’ dx? 2_ ) 2
=c——) —-{—) - |— ) =c =5,
dt dt dt
dx"\? dx?\* dx3\?
V= (7) +(7> +(7)

is the ordinary velocity of the object.
If the object is a photon,

dX
dt

where

dx|[?
H% :C2—02=0

as we expected.
If we consider the same worldcurve X(¢) = (ct, x'(¢), x2(¢), x*(¢)) in the metric

ds® = goo(dx®)* + gapdx“dx”,

where «, 3 are spatial indexes according to the above formalism, we have

3
ds® = goo(dx")* + g1 (dx")’ + gn(dx*)* + gdx’)’ + > gapdx"dx”.
a#f=1

Then
ds* = (dx°)* — (dx")* — (dx*)* — (dx)* + (goo — D(dx")* + (g1 + D(@x")*+

3
+(ga2 + DX + (g3 + D@ + Y gapdxdx’,
a#f=1

i.e.
3
ds® = (dx°)* — (dx')* — (dx*)* = (dx*)* + (goo — D@x")* + > Jopdx"dx”
a,fB=1

where go3 = gop, if @ # B and gog = 1 + gop, if & = .
This means that, for a photon, we obtain

dxX\? dx%\* & dx® dx®
0=(22) =2-+2 —p Gog e 22
(dt) ="+ (goo )(dt) +a§19d I dr
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dx\? dx2\? dx3\?
7= (E) +(7> +<W)‘

The quantity ~, given by the formula

where

dx® dxP
= |¢2 —1
¥ ¢ =+ (900 )( ) Z Gab—

is called the speed of light in a gravitational field derived by the above metric.
We say that v does not violate the speed of light limit if v < c.

9.7.4 Bending of Light in Schwarzschild Metric

Let us consider now the light traveling in the spacetime described by the
Schwarzschild metric. First of all, we need to compute the speed ~ of light in the
gravitational field induced by the metric above.

Theorem 9.7.5 Consider the Schwarzschild metric

24 1
2_ 2
ds* =c¢ <1 c2>dt T

c2r

————dr? — r?dyp* — r? sin” pd 6.

(i) In Cartesian coordinates this metric has the form

ds® = Z (d)ci)2 — CzT'u (dx"? + Z xexf dx®dx”
r

2
er af=

(ii) A deflected photon in the (x", x?) plane, which comes from the undeflected photon
X (t) = (ct, h, ct,0), has the speed

(iii) The deflected photon does not violate the speed of light limit ¢ and v can be
written in the equivalent form

2y2
7=c—ﬁ—u(x) +O<1>

cr cr3 3

Proof (i) Let (x°, x', x%,x%) = (ct,x,y,z) and r*> = x> + y*> + 7%
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It results rdr = xdx + ydy + zdz which gives

3 « 3 (}
X 2 e}
dr = E —dx®, dr-= E dx dx”.
r
a=1 a,f=1

Taking into account that

dx® 4+ dy* + dz* = dr* + r’d@? + r? sin® pd6* = Z(dx“)

it results
2 1 — 21 + 2p )
ds? = 2dr? — L ape %a’r2 — r?dy* — r?sin® pd6?
cr — 2
c2r

24 1
= 2dr* —dr® — r*dyp* — r? sin’ pd#* — ( 2de* + 5 drz)
c2r 1 — £

CZ

3 -
1 xx0 .
= (dx%)? — Z(d )~ —z’j @+ — 3 dxtax?
a=0 T 2r a,p=1

(ii) According to the technique previously described, suppose that X (¢) = (ct, x'(@),
x2(), x3(t)) is the worldcurve of an object parameterized by the time ¢. In the
Minkowski metric, it is

2
(%) =X O = - (G 02 +E OF+E 07) = -2,

where v is the usual spatial speed of the object.

ds)\2
If the object is a photon, then <d_j) =c?2—c?>=0andso

ds\? 24 1 > xoxB dx dx?
0= (L) —2_2_2t |2 @
( ) cTTTar\e + 1— 2 Z r2 dr dt

c2r a,p=1

wn=&faW+@%mtufaw
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is the speed of the photon in the gravitational field described by the above metric. In
fact,

3 o L

1] « 1]

- 21 2 1 xoxP dx® dx/
c2r - . r2 dr dt

’y:

We determine y along the worldcurve X of an undeflected photon in the (x!, x?)
plane at the fixed distance / from the x2-axis.

The undeflected worldcurve of the photon is X () := (ct, h, ct, 0). The deflection
will add only lower order terms, therefore the deflected photon has, in the same plane,

1
a worldcurve which components have extra terms of order O (—) The deflected
c

photon is parameterized by

X)) = <ct, h+ O (%) ,ct + 0(1), 0) .
Since Xd (1) := <c, (0] <1> ,c+ 0(), O), we have
c

dx! 0 1 dx? o) dx3 0
_—= - s —_— = C . — = U.
dt dt

It results the approximation

2 1 (22
2_ 2 2 2
7_6_6‘2_1’<C+1—3ﬁ R A

equivalent to

i.e.
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Fig. 9.1 Trajectory of an 3= y
undeflected photon

7.
, X(t) = (c-t,h,c-t,0)

1 2 1
(>iii) Since ~ 1+ el + 0 (—3> it results both the formula
C

B p?)? 1
WZC—;— s— 1+ 0 =

cr

and the fact that the deflected photon does not violate the light limit speed
(Fig.9.1). O

Theorem 9.7.6 The total deflection of the trajectory X 4(t) of a deflected photon in
the gravitational field described by the Schwarzschild metric

2 1
ds®> =¢* (1 - TH> dr* — 5 dr? — r*dy* — r?sin® pd6?
c’r 1— 2+

c2r

4GM

l'STD:CZ—h.

Proof Let us recall that the trajectory of the deflected photon is

X () = (ct, h+ 0 <l) ,ct+ 0(1), O)
c

and it comes from the undeflected photon trajectory X (¢) = (ct, h, ct, 0), in which
the deflection added small contribution terms.
The previous theorem proves that the speed of a deflected photon in (x, y) plane

is
2N\2 1
V:c_ﬂ_u(X)JrO 1y
cr cr3 c3

Let us imagine a line / and two points on it having coordinates x and x + dx
respectively. Two parallel lines constructed through the given points make the same
AB angle with the perpendicular to the / direction. This lines can be imagined as
trajectories of photons, the first one traveling with the speed (x), the second one
traveling with the speed v(x + Ax).

After Ar seconds, the last two parallel lines change the trajectories into other
two parallel lines, etc. The first photon traveled ~(x)At, the second one traveled
v(x + Ax)At.
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Let us suppose now that y(x)At > v(x + Ax)At. Itis easy to see that there is a
rectangle triangle which leads to the relation

Y(x)At —y(x + Ax)At
dx ’

Af ~ sin Af =

that is
AG y(x) —v(x +Ax)

dt dx

As At — 0 and Ax — 0, the last relation becomes

AG Oy

dr ~— 9x’
If s = ct,

AO 10y

ds ~  c¢Ox’

Af
At the same time, I is the geometric curvature determined for the photons tra-
s

jectories when the parameter is s. If we denote x by x!, the perpendicular direction
coordinate by x2, the total deflection is related to the integral of the geometric cur-

Af .
vature —, that is
ds L % 8
Tpe L [T 00
¢ J_oo Ox

. . 1
To perform the computation, we start from canceling the O (—4> term. We have
c

GMx!
= 3

GMh 3G Mh(x?)?

Kl _
xo e+ (D)) c(h? + (x2)2)3

Ox!

3G M (x?)%x!
+ 5
X, cr

X, cr

and elementary computations lead to

1 [® 9 GMh ( [ 1 © 3(x2)
- aw =22 (/ _dx? +/ W de2> -
¢ Jooo Ox ¢ —oo (M2 + (x2)2)2 —oo (B2 + (x2)2)3

2 2\ GMh
“\izte) e

.. 4GM
The total deflection is then Tp = - O
C
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At the surface of the Sun, we have

h = radius of the Sun= 7 x 108(m); G = 6,67 x 10~ (m%)/(kg) - (s?),
M = mass of the Sun= 2 x 10*°(kg); ¢ = 3 x 108(m)/(s?).

It results for Tps ~ 1.75”. This was another sensational confirmation of General
Relativity due to Dyson and Eddington in 1919. See [40] for details.

9.8 About Einstein’s Metric: Einstein’s Computations
Related to Perihelion’s Drift and Bending of the Light
Rays

Even if Einstein was the one who discovered the vacuum field equations, he did
not solve them. In order to make computations possible, he choose a spherically
symmetric metric, independent of time, metric who approximates the Minkowski

. . o . GM .
metric as ¥ — 00. He took care to involve the gravitational potential ® = ——— in
r
the first two coefficients. Therefore, the chosen metric was

24
ds* = ¢ (1 . )dt - <1 + —> dr* — r*dg® — r*sin® pd6?,
c

being always p1 = G M. Obviously, this metric does not satisfy the field equations
R,’ = 0.

Einstein’s computations on perihelion drift and bending of light were performed
with this metric.

Theorem 9.8.1 (Einstein’s First Theorem) In the relativistic field described by Ein-
stein’s metric

2 2
ds? = ¢ (1 a ) dr® — (1 + T“) dr? — r2dg? — r? sin? pd6?
C c°r

the planet equation of motion

has the solution

u(d) = —(1 + ecos(f — FO)) + 0( )

2

where F := ﬁ
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Proof In the same way as before, we denote x° := ct. The worldcurve of the planet
is the geodesic ((7) := (t(1), r(0), ¢(7), 8(7)) of Einstein’s metric. We are looking
for a solution in the (x, y) plane, that is ¢ = g The reduced metric is

2 2
ds? = (1 - T) dr’ (1 + T“) dr’ — rde?.
cr cr

. . : 1 .
We cancel out 7 in the next computations. Since I'; = I'}, = — and Ff] = 0 in the

other cases, the equation corresponding to the variable 6 is
G427 b= (~0) =0

It results 720 =constant. We denote J := r2 §.

The constant J describes the magnitude of the angular momentum of the planet
exactly as in the classical case.

Let us continue with the geodesic equation corresponding to the variable x°.

1
Since only T'), = I'Y, = —3 52, the equation in x° is
1— 2

c2r

) 24 1 .0
X +_czr2-1—22_“-

Replacing x° by ct, it results

. 2u 1 .
t+—=— t-r=0
2,2 24
ort -2
that is
i E
- 2u
1=

where E is a constant.
In the case of the equation corresponding to the variable r, we use directly the
metric condition. Taking into account thatds? = c?d7?, after we cancel d 72, it results

2 2 .
t=¢? <I—TM> (1—1——”) —r? 02.
c’r 2r

. J
Let us replace r= , and 9_ 5 in the previous equation. We have:

1_

02r
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24 4 2 . 2u
2 2 2.2
c(l—E)—r_<C42 1>r—r9(1— )

c2r
Consider r = r(6). It results:

_ dr dr J
do do r?
1 dr 1du . . du
Ifr .= ;,then ¥ = T re.r=—J -

2
2 u . .
Since = J? - (E) , the previous equation becomes

2 2 2 (du ? 2.2 2p 1
c(1—FE)2uu=—-J—) —Ju|(l——ul)]+0|—=]).
do r

1
We can neglect the O (—4> terms which add only a small contribution to the tra-
c

jectory. If we differentiate with respect to 6 and then we divide by

20 we obtain
exactly the equation derived in the Schwarzschild metric case, that is

Of course, Einstein found the same solution and the same perihelion drift as in
the case of Schwarzschild metric

O
Now, let us compute the Einstein metric

2 2u
ds> = ¢* (1 Cz“ ) dr? (1 + —) dr? — r’dyp* — r*sin® pd#*

in Cartesian coordinates. As in the case of Schwarzschild metric, let (x°, x!, x2, x3) =
(ct,x,y,z) and r* = x> + y? + 2. Tt results rdr = xdx + ydy + zdz which gives
3 X« ) 3 X x’3
dr = —dx®, dr-=
> >

a=1 a,f=1

dx“dx’.

Taking into account that

dx* 4+ dy* + dz* = dr® + r’d* + r? sin® pd6?

3
=) @x’,
a=1
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it results

ds® = c*dr* — dr* — r’dyp* — r? sin’ pd#* — i—lj (czaft2 + drz) .
Therefore, Einstein’s metric in Cartesian coordinates is

a,.B

X

3 3
2 .
ds® = (dx®)? — E (dx®)* — % (dx®)? + E T dxvdx?

2
a=0 a,f=1 r
We determine the speed of light in the gravitational field described by Einstein’s
metric. We use the same technique as in the case of Schwarzschild metric.
If X (t) = (ct,x"(t), x*(t), x*(1)) is the worldcurve of an object parameterized
by the time ¢, then, in the Minkowski metric, it is

2
(j_j) = X (t)HZ = C2 — ((xl (l))2 =+ (x2 (t))2 + (x% (t))Z) — 6‘2 _ vz’

where v is the usual spatial speed of the object.

ds\2
If the object is a photon, then (d_j> =c?—c?>=0andso

ds\? 2u | xoxf dx® dx?
0=(L) =2_2_2F |2 X ax-
(dt> ‘ 2r | € +a;l r2 dt dt

where (1) = \/ G )2+ G (1))2 + ( (1))? is the speed of the photon in the
gravitational field described by the metric above. In fact

3 p
2 1 3 axf dx dx’
~ . 1 12 1 X=X X X

2 c? r2 dt dt

a,p=1

It remains, as an exercise, to determine the speed of a deflected photon using
the same technique as in the case of Schwarzschild metric. We highlight the quick
answer.

We determine  along the worldcurve X of an undeflected photon in the (x', x?)
plane at the fixed distance / from x2-axis.

So, the undeflected worldcurve of the photon is X (¢) := (ct, h, ct, 0). The deflec-
tion will add only lower order terms, therefore the deflected photon has in the same

1
plane extra terms of order O <—) Then, the deflected photon is parameterized by
c
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1
Xy@t):=\ct,h+0-),ct+0(),0]).
c

Since X4 (1) := (c. 0 (1), c+ 0(1),0) we have

dx! 0 1 dx? Lo dx? 0
_— = - — =C - = V.
dt c/)’ dt Todt

It results the approximation

’72 —2_ 2_,“ <C2+ (x22)2 .02> ’
r

c2r

equivalent to

/1 2u 2u(x?)?
=c- - = .
K c2r c2r3

Taking into account

V1I+2A~ 14+ A,
the final result is -
pooop (x9)

The total deflection is computed as in the Schwarzschild case. Therefore, we suc-
ceeded to prove

Theorem 9.8.2 (Einstein’s Second Theorem) Consider the Einstein metric

2 2
ds? = (1= Y arr — (14 22 ) ar? = r2dg? — 2 sin? pd6?.
c2r c2r

(i) In Carthesian coordinates, the above metric has the form

3 3 3
2 2 x%x ,
ds* =) " (dx')" — = dx")? + ) = dx“dx”
i=0 a,f=1

(ii) A deflected photon in the (x', x?) plane, which comes from the undeflected photon
X (t) = (ct, h, ct,0), has the speed

pooop ()?

and does not violate the speed of light limit.
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(iii) The total deflection of the trajectory X ;(t) of a deflected photon in the grav-
4GM

itational field, described by the Einstein metric, is =
c
All the computations made in Einstein’s metric lead to the same results in
Schwarzschild’s metric. According to these considerations, we can say that the
Schwarzschild metric reduces to the Einstein metric in the weak field limit.

9.9 Solutions of General Einstein’s Field Equations: The
Friedmann-Lemaitre—Robertson—-Walker Models of
Universe

If we intend to find a metric for the general Einstein field equations describing the
Universe, we have to consider the fact that the observed Universe appears homoge-
neous and isotropic beyond a given scale according to the Cosmological Principle,
therefore we have to consider, at the beginning, a spherical symmetry for the cosmic
spacetime.”

The spatial part has to be as

dr* + q*(r) (d6” + sin” 0d¢”) ,
where g (r) will be determined, so, we can try with the metric
ds* =dt* — a*(t) [dr® + ¢*(r)d6* + ¢°(r) sin® 0d ¢°]

which introduces a new function a(¢) necessary to preserve the spherical symmetry
of the spatial part of the metric which can, eventually, expand under a homothetic
transformation In this way, a(#) becomes an expansion factor of the Universe. We
will discuss this fact a little bit later. Observe that we are working in geometric
coordinates, that is ¢ = 1.

Let us search for a(¢) and ¢(r) such that the previous metric satisfies the Ein-
stein field equations. To address the answer, there are three possible forms for g (r)
depending on a constant of integration, while a(¢) is determined from Einstein’s field
equations. We prove

2From observational surveys, the Universe can be considered homogeneous and isotropic beyond
scales of the order 100—120 Megaparsecs. See [62] for details. This means that, over these scales,
no large scale structure, like clusters or super-clusters of galaxies are detected. According to these
data, matter density can be considered homogeneously distributed in all directions.
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Theorem 9.9.1 The following three metrics
ds® = di* — (1) [dﬂ + R?sinh? %d@z + R?sinh? % sin? 9d¢2] ,
ds? = di* — (1) [dﬂ + R%sin? %d&z + R%sin? % sin? 9d¢2] ,
ds* = dt* — a*(t) [dr* + r*d0* + r*sin’ 0d¢*]
satisfy the Einstein field equations

1
Rij — s Rgij = KT;
2
in the case when the contravariant energy-momentum tensor is describing a perfect
fluid with components
T = (po + po)u'u’ — pog”,

where g/ are the inverse components of the metric tensor matrix which satisfies
Einstein’s field equations, po is the density of the fluid, pg is the pressure of the
fluid and u' are the components (u', vyu', vyu', v.u') of the fluid 4-velocity. For the
moment, py and po are assumed constant.

Proof We start by calculating the Ricci symbols.

goo = 1, g = —a*(t), gn = —a*()q*(r), g3 = —a*(t)g*(r)sin* 0

g0 =1, g"=— 1 ) - _1 933:_—1 .
7 a*t)’ a(t)g?(r)’ a®(t)q(r) sin> 0
We observe
Fljk = glsl_‘jk,s = gllrjk,i; Fljk = O, l #] # k
Therefore
F(l)l =a-a, ngza.a'.qz’ 1"23 =a’d'qz'SiHZG,otherwiseF?j =0,
a
F(l)l = F%O = -, F%Z =—q- q’, F;% =—q- q/ . Sin2 0’ otherwise Fllj = O’
a k
a !
e, =T3=-,T, =03 = i, I'3; = —sin 6 cos 0, otherwise Fizj =0,
p &
T3 =T3 ==, T} =T3 = =, '}, = ['3; = —cot b, otherwise T}, = 0.
a q .

If we compute

oy, 9T,  ITg
ot ot ot

_ps plpl 22 P33
Roo = Rog0 = FoiTi0 = Foal20 — Tga I3,
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it results .
a

Ry = Ry = —3—.
a

We obtain ,
Ry =Ry =2 +i-a—21

q
Rop=Rp=2¢"-d*+q"-a-i—q-q"+1—-(q),
RQ‘¢ = R33 = R22 sin2 0.

Using R; = g”RS j» we rise an index, therefore

R =32,
a
52 o ”
- a a
R=—2% 24,1
a a a’-q
-2 .
) a a 1 , )
RQZ_ZE_E_W(I_(]-‘]/_(CI/))’
.2 .
¢ _ a a 1 " N2 _ pb

311

The key of finding the metric is related to the way the physicists describe the energy-
momentum tensor. They look at the galaxies in the Universe such that they are
imagined as the molecules of an ideal gas which move arbitrarily. In this case, the
gas is described as in the statement of the theorem, by the contravariant energy-

momentum tensor
TY = (po + po)u'u’ — pog",

where

e g'/ are the inverse components of the metric tensor matrix which satisfies Einstein’s

1
field equations R;; — ERgU = KT,
e p is the density of the gas,
e py is the constant pressure of the gas and
e u' are the components (u’, v u’, vyu’, v.u’) of the gas 4-velocity.

It is convenient to use the (1, 1) tensor T} by lowering the second index, so

T} = (po+ po)u' gjuu* — pod.

Our chosen metric has g, = 1.
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This ideal fluid is, by definition, at rest in these comoving coordinates, therefore
the conditions u” = u’ = u® = 0 for every ¢ and u’g;ju’ = 1 lead to 1 = g,,(u")?,
thatis u’ = 1. ‘

It follows that 7 = ppand T/ = T = Tg = —po, thatis T = T/ = py — 3py.

If we arrange the Einstein’s field equation in the form

i i 11'
Ry=K (T} - 36,7

: o_po_ K
we obtain R] = Ry = R</> = -5 (po — po) -
The condition R, = Rg highlights the equality

d2 Z q// 6'12 Z 1
_ _ 2 — _ - (1= o N2
\ZR t2a, el Ul AUURICRY!

and it remains to solve the differential equation

@Y -q-9"=1

I. Determining g ().
From the beginning, we observe that g(r) = r is a possible solution.
dp dpdq dp

. q .
We continue: for p := g’ = — we obtain ¢’ = = =
p=a dr 1 dr dgqdr dq P

The differential equation transforms to p> — ¢ pd—p = 1, that is
q

d 2pd
2q pap

g p>-1

The solution written as 21In|g| =In q2 =In|p? — 1] — In|k|, leads first to q2 =

2
-1
P , then, after replacing in (¢")? — g - ¢” = 1, to ¢” = kq. It results

dq g N2 " 2
I =¢)=14+q-9"=1+kq".

Since in the metric appears g2, we are not interested in the solutions with minus.
Without loosing the generality, we can suppose that ¢(0) = 0 and ¢’(0) = 1. There-
fore, having these initial conditions, we have to solve

dq _

V1 +kq? B
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1
Case k > 0. We choose k = 7k We have

rz/L::Z%?

’
that is ¢ = R sinh e In this case the metric is

dq = Rsinh™! 2,
R

ds® = di* — (1) [dﬁ + R?sinh? %d@z + R?sinh? % sin? 6d¢2] .

1
Case k < 0. We choose k = R We have

rz/thz%f

. . r . ..
that is ¢ = R sin e In this case the metric is

dg = R arcsin 1,
R

ds* = dt* — a* () [dr2 + R?sin® %d@z + R?sin® % sin’ Gdcbz] .
For g (r) = r the metric is

ds* = dt* —a*(t) [dr® + r*d6* + r* sin> 0d$] . .

Let us now determine a(z). To proceed, we consider again the above field equa-
tions:

R = 3d—K T! 1T —K( + 3po)
r = a t ) ) Po Po

R 2% d 4 g (e g K )
r o a2 a az'q_ 0 2 - ) Po — Po

1
Since ¢” = kq, in the case when k = iﬁ’ the following two equations have to be

considered:

a K
S == (o +3p0),
a 6
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a’> i k K
2—+ - 2—2=5(PO—P0)-
It results the equation
LS
a2 a2 37
that is K
2 2
a“— —po-a‘ =k,
3 Po

which can be solved. The equation can be written as
i —B-a*=k

2

K L . .
where B = —py > 0. Since in metric appears a“, as in the case of ¢ (r), we are not

interested in the solutions with minus. Furthermore, we are not interested in using
constants which can be eliminated by a convenient change of coordinates.

1
In the case k = Y > 0, if we arrange the equation in the form

the solution is a(t) = sinh(r+/B). Replacing B, it results

1
RVB
(1) ! inh { ¢ K
a(t) = ————=sin — .
. X 3 Po
) gpo
In the case k = — 7 < 0, if we arrange the equation in the form

—R%@*+R°B-a* =1

the solution is a(t) = cosh(t\/E). After replacing B,

1
RVB

_ 1 h | K
a(t)_—Kcos t ?po .

R..|=
300
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If g(r) = r it results ¢”(r) = 0. Let us consider the first two equations:
a K
—=——"(po+3po),
a 6

d2+&i_K( )
(12 Cl_2 pO PO-

This kind of differential equations in a(t) are called the (FLRW) equations. We

obtain
@ K
2 3

. . K . .
Taking into account our notation B = ?pg, two solutions are possible: a; () = €' VB

and a (1) = eV,

We may observe that as t — 400, a>(¢) — 0 which does not correspond to the
known expansion of the Universe, related to the observational evidences. The other
solution can be accepted. As we will see in the following subsection, it is related to
the Hubble constant.

Let us stress again that these metrics have been obtained in the case when T;;
has the above special form. We may conceive other possible T;; having the property
T =T) = T(f and some other metrics can appear. O

Denote dQ? := d#* + sin” d¢*. In the process of finding the metric, we have
used

dq?

)
I+ kq? =dr-.

Replace this position in the metric
ds* = dt* — a*(t) [dr® + q*d0* + q* sin® 0d ¢*] .

we can write all possible metrics in the form

2

dq
1 + kq?

ds® = di* — d*(r) [ + qdeZ} )

This metric is known as the Friedman—Lemaitre—Robertson—Walker metric (or FLRW
metric) of the Universe.

Problem 9.9.2 Consider the case of the cosmological fluid such that the contravari-
ant energy-momentum tensor is

T = (po + pou'u’ = pog” + 29",
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where A is the cosmological constant. Under the conditions of the previous theorem,
let us find the coefficients if the metric for Universe is

ds* = c*dt* — a*(t) [dr* + ¢* (r)d0* + q*(r) sin® 6d ¢*] .
) ) A 0 ® A
Hint. We obtain 7] = py + I T =T =T, = —po+ Ve and T = pp —
4A
3po + & but we have to complete the computations using
i i i1
R, — A, =K - Tj—zéjT .

Problem 9.9.3 Consider the metric

1
ds®> = a(x + y + 2)dt* — 3 (dx* +dy* +d2%),

. 1
where « is a constant. Compute R;; — ER Gij-

Hint. Denote x° := ¢, x! := x, x% := ¥, x3 = z.Itis easy to obtain I‘?O = Fgl =

M, =r%=r9%="r= and I}, = T3, = I'}, = a. Then

2+ y+2)
3a « .
Rij=————— Rpy=————, i=1,2,3,
2(x+y+72) 4(x + y + 2)?
that is . o
R=R =-3—" .
(x+y+2)?
It results
0 0 0 0
1 L[OGx+y+2)72 0 0
R:——Rg; = ——
BT RRIIT TS0 0 x+y+2)72 0
0 0 0 x+y+272

Can you derive some conclusions about 7;; tensor?

The equations of geodesics are
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@i 3 difdx dy d3)_
dr>  x+y+4zdr \dr dr dr)

d*x N dr\? 0
JE— o JR— —
dr? dr

d*y N dr\? 0
S () =
dr? dr

d*z N dr\? 0
—_ o JR— —
dr? dr

A important question for the reader is:

Exercise 9.9.4 Can these equations be the geodesic equations of the classical con-
stant gravitational field (—«o, —a, —)?

dt
Hint. Start by analyzing the necessary condition o= I and the norm (with
T

respect the metric) of the tangent vector to the geodesic.

9.9.1 The Cosmological Expansion

This subsection is dedicated to the expansion of the Universe. We saw that Einstein
Static Universe imposed the existence of a new term in the fields equations, because
in a Universe in which the matter is constrained to interact only by gravity, all the
matter sources will be concentrated in the same region, in contrast with the desired
Einstein static structure.

The new term was proposed to establish a repulsive effect to counterweight the
attractive effect of gravity. However, Einstein discarded the cosmological term when
Hubble discovered evidences for cosmological expansion. In any case, Theorem 9.9.1
suggests that we can obtain an expanding universe even if the cosmological constant
is not considered. Is Hubble’s law related to the cosmological metrics obtained above?
The answer is yes!

Let us describe the Hubble law for recession of galaxies.

First, we have to mention that Hubble used Doppler’s effect to establish his result
related to the redshift of distant galaxies. The light in the Universe is produced by
stars. The hydrogen of stars, in thermonuclear fusion, produces primarily helium
and energy that radiates in space, some of it in form of light. Hubble considered the
four lines of the hydrogen light spectrum. For distant galaxies, the same four lines
of hydrogen spectrum are seen shifted to the right in comparison to normal pattern
of light decomposition detected in laboratory. Hubble realized that this is a Doppler
effect and the observed redshift means that the distant galaxies are moving away
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from us. He stated that the redshifts in spectra of distant galaxies are proportional to
the distance of galaxies from us. The mathematical form is

V=H-D,

where D is the proper distance from us to the galaxy, V := D is the proper speed
of the galaxy and H is a constant called the Hubble constant. The farther away the
galaxy is, the faster it moves away from us. The entire space, the entire texture of
the Universe is moving away from us carrying the galaxies in it.

Alternatively, let us suppose we have a ruler of coordinates marked 0, 1, 2, 3,
4, .... The distance between two consecutive coordinates is denoted by a. The dis-
tance measured with this ruler is denoted by D. D = a - Ax, where Ax is the differ-
ence between the coordinates of the chosen points we wish to measure.

Now, suppose we have a rubber band marked in the same way as our ruler; we
pin the origin and start to stretch. The coordinate points remain drawn on the rubber
band but the distance between them increases. Therefore a depends on time, it is
a(t). The distance D becomes D(t) = Ax - a(t). We have

V:=D=Ax-a.
This relation can be written as

Via=a-Ax-a=D-a,

that is .
_ a(t)
~a()
a(t) .
We define H := w and obtain Hubble’s law
a
V=H-D.

What is new in this approach is the fact that it is suggested the stretch of the texture of
the universe. Such a stretch was seen in Sect. 9.9 when we discussed about a possible
metric for the Cosmos. The metric proposed was

ds® = *dr* — a*(t) [dr* 4+ ¢*(r)d6” + ¢* (r) sin” 6d ¢ ,

where ¢ (¢) and a(t) were determined from the general Einstein field equations under
some conditions imposed by the energy-momentum tensor 7;;.

The differential equation for a(#) will be found now under some physical condi-
tions and important consequences will come out.

Consider two galaxies in the Universe such that the distance between them is D.
Let us consider one of them and the sphere of radius D centered at the chosen galaxy.
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Denote by M the total mass of galaxies inside the sphere and by m the mass of the
second galaxy. This galaxy moves away from the galaxy at the center of the sphere
with speed V = H - D. The gravitational force which acts on the galaxy of mass m
is

GMm
F=——
D2
The potential energy for that galaxy is
GMm
Pe=="p"
and the kinetic energy is
mv?
Kg = >

The total energy acting on the second galaxy is a constant,
Pr + Kg = const = k.

Thanks to the Equivalence Principle, we can divide by m and then it results
-+ Vi=k

But D(t) = Ax - a(t) and V(t) = Ax - a(t), that is

N 2GM
(Ax -a(t))” — Ar a2 ) k

Some remarks are in order now. M = Vol x density. If the volume increases when
the Universe is expanding but the number of galaxies does not change, the density
decreases. Since

4 4 X
M =m0 DY plt) = 37 (Ax-a(0)’ - plt)

we have 4G
(Ax)? - (a()? — WT (AX)2 - (a(0)? - p(t) = k.

We arrange in a dimensional way the previous formula replacing k by —K - Ax.
Finally, we obtain the differential equation

a)\> 8rG B
(%) -3 p(t) = T20)
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This is a sort of Friedman—Lemaitre—Robertson—Walker equation as obtained in the

81G
previous Sect.9.9. The term WT - p(t) is always positive. If K is negative, the

equation written in the form

aw\* _8G . K
(@) =5 a6

can be solved. Such an equation describes a spatially open Universe. If, for some
t, K is such that the right member becomes negative at a point, this Universe will
increase until that point; then it can remain unchanged or even it can contract. This
kind of Universe is called a spatially closed universe. If K = 0, the universe will be
called a spatially flat Universe. This Universe expands too. In such a Universe there
is a perfect balance between the kinetic and the potential energy.

The observational evidences show that our Universe is a flat one. So, it remains

to solve the equation
at)\> 8rG
a(t) 3
In a flat, matter dominated Universe (mdu), in a cube of side a(z), having inside
galaxies whose total mass is M, the density is expressed by the formula p,,4,(¢) =

M
%. The corresponding (F'L RW) equations is
a

<@>2 871G M

a(t) 3 a3

The solution, expressing the expansion of a matter dominated Universe, is then
a(t) = B - 1?3,

where B is a positive constant.

After the Big-Bang and inflation [62], there was a period when the universe was
radiation dominated (rdu). To describe its expansion, we consider the same cube
of side a(t), now full of photons. Since the energy is expressed by the formula

c
E=hv= hx and, when a(t) is increasing, the wavelength A is increasing too, we
C
can suppose that E = ? is describing the energy formula. Here C is a constant.
a
The density of such a Universe is given by
E C

prdu:a3_(t):a4_(t)'
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The corresponding (F L RW) equation is

an\*_sG  C
(a(z)) T3 ata)

The solution, which expresses the expansion of a radiation dominated universe, is
a(t) = A-t'?,

where A is a positive constant.
Now, let us observe something crucial. We know two important physic formulas,

Planck’s one £ = hy = h% and Boltzmann’s one, E = kpT. Using the same rea-

soning as before we deduce the direct proportionality between the temperature 7 and
_t)' As said, after Big Bang and inflation, our Universe was radiation dominated,
a

and the temperature at which the atoms can form is less than 3 x 10° K degrees. Now,
the today cosmic background radiation has approximatively 3 K degrees. Therefore,

if we suppose that in the period in our Universe started to be matter dominated, the
. 03 iy s . Atoday
temperature decreases of the ratio ~ ————, it is easy to see the ratio ———,
. . . L. 3 . Aionized
where d;onizeq 18 the epoch in which ionized atoms appear. It is

2/3

Tionized _ Atoday ~ 102 ~ _today
- - - .2/3

Tloday Ajonized tio/nized

Since f;4qy 1s about 1010 years, i.e. the age of the observed Universe, f; ;.. becomes
about 3 x 10° years after Big Bang. It means that the Universe was radiation dom-
inated for almost 3 x 10° years. More precisely, it takes about 3 x 10° years for
the Universe, expanding and cooling after Big Bang, to allow electrons and protons
to couple and form neutral atoms. At this point, even the photons are free to move
and get to us, providing us with the first “photograph” of the Universe that can be
obtained, that is the Cosmic Microwave Background Radiation.? Clearly, this is only
a rough calculation to derive the order of magnitudes. For a detailed discussion on
primordial Universe phenomenology, see [62, 64].

We are now ready to understand some basic facts about dark energy and the
pressure exerted to expand our Universe. Specifically, dark energy is the hypothetical
fluid fueling the observed accelerated expansion revealed at the end of XXth century
[65]. Let us begin by analyzing the pressure exerted on the faces of a cube imagined
in our Universe. Obviously, there is no pressure in a matter dominated Universe
because the galaxies inside the cube do not exert any pressure on the faces of the
cube.

3 Actually the recombination of hydrogen happened at a redshift z = 1089 corresponding to a period
of 3.79 x 107 years after Big Bang. Here the redshift correspond to the above a;oday /@ionized- See
[63].
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In a radiation dominated universe, it is possible to study the pressure in the fol-
lowing way. Let us consider a photon which can move between “the extremities” of
a segment line of length L. The small amount of time necessary to move between
the extremities can be denoted as d¢ and we have the formula dr = —. The force

c
which produces the pressure on the extremities is

F_dp_Zp_pc_E
dr 2L L LT
Cc

If we denote by L the length of the side of a cube in a radiation dominated Universe
and by d A the infinitesimal area of a square drawn on a face (the sides parallel to the
sides of the the face), now corresponding to the perpendicular direction on the given

face, we have
F E

P=—=—"—.
dA ~ LdA

Therefore the pressure P exerted can be though as the ratio between the energy and a
volume corresponding to d A and the above mentioned perpendicular direction, that
is an energy density p. In fact we have

P = wp,

. . . 1. .
where w = 0 in the case of matter dominated Universe and w = — in an radiation

dominated Universe; 3 appears because we have three perpendicular direction on
faces.

These numbers represent two possibilities for the equation of state of a standard
perfect fluid where 0 < w < 1 is the so-called Zel’dovich interval [66]. Being w =
(%)2, with ¢, the sound speed, the fluids in the Zel’dovich interval agree with the the
causality condition implying that the speed of light has to be ¢ > ¢,. In other words,
standard matter cannot be constituted by tachyons, that is particles faster than light.

Suppose now that the pressure expands the cosmic cube of a dV volume. Taking
into account the work done by the force F', F-d =P -A-d =P -dV, and the
variation of the energy E, we have

dE =—P-dV.

At the same time,
E=p-V.

It results
dE =dp-V+p-dV =—P-dV,
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i.e.
V.dp=—(P+w)ydV =—pw+ 1HdV.

We have obtained the differential equation

dp ( +1)dV
— = —(w JE—
p Vv

with the solution
p= NV—(w+1) — Na—S(w-H)’

where N is a constant.
For w = 0, we obtain the formula corresponding to a matter dominated Universe,

1
while for w = — we obtain the formula of a radiation dominated Universe.
Let us insert this last formula in the (F L RW) equation, we get

an\® _ 8rG N
<M> T3 (a@)derh

Clearly, in the above discussion, the functions P and p are functions of time and the
above definition of the energy-momentum tensor can be generalized to describe a
perfect fluid of the form

TV = (p+ P)u'u’ — pg”.
What happens if w = —1? The (F LRW) equation becomes
. 2
a()\~  8rG
a(t) =73 P0o,

where py is a constant. Now we are in the case of a Universe expanding according

to the law
1(t 8rG
a) _ g [87GP
a(t) 3

The solution of the expansion is exponential,* that is

a(t) = age™,

where ay is a constant related to the initial value of the scale factor a(¢). The value
w = —1 is clearly out of the above Zel’dovich interval, i.e. it is not a standard perfect
fluid, and corresponds to “something” which determines the exponential accelerated

4 Hy is assumed constant because po is constant.
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expansion. Such an expansion is in agreement with the existence of a possible cos-
mological constant A (that is pg). This “something” manifests itself as a pressure
implying an energy density. As said, this energy is neither produced by the ordinary
matter nor by the radiation.> This is a simple example of dark energy that gives rise
to accelerated expansion. The mechanism can work both in early Universe, giving
rise to inflation, and in late Universe, giving the observed accelerated expansion of
the Hubble flow. Clearly the scales of energy are completely different and between
inflation and recent accelerated epoch there are radiation and matter dominated eras.
It is worth noticing that, according to data, the dark energy constitutes ~70% of the
total amount of matter-energy content of the Universe [65]. Understanding nature
and dynamics of dark energy is one of the main challenges of modern cosmology.

9.10 The Fermi Coordinates

After the above summary on cosmological expansion, let us define a system of
coordinates very useful to describe the geodesic motion. From a mathematical point
of view, Fermi’s coordinates are local coordinates adapted to a geodesic, that is, at
a given point P on a geodesic c(7), there exists a local system of coordinates around
P such that:

e the geodesic locally becomes x°,0,0,...,0);

e the metric tensor along geodesic is the Minkowski metric (or the Euclidean metric;
it depends on the context);

e all the Christoffel symbols vanish along geodesic.

A nice treatment of this subject® and its applications can be seen in [4, 33]. In our
context, we intend to describe the topic in a simplified way.

Consider a coordinate frame at rest denoted by R : (y°, y', y?, y®) together with
a given metric ds? = g;;dy'dy’.

We intend to describe the free fall of an observer F in the gravitational field
induced by g;;.

1. In the coordinate frame at rest, R, the freely falling observer F is moving on a
geodesic of the metric ds? = g;;dy'dy’, say ().
. : d?y' o dyl dyt
Thé geodem.c e.quatlons of C.(T) are ﬁ + T e 0
This geodesic is the world line of F in R.
2. From F point of view, there is no field. Consider F in a spacecraft, somewhere
in an almost empty region of the space. That is, to describe the free falling, means

to create a coordinate frame F : (x°, x!, x2, x3) such that, along the world line of F

STt is important to note that any form of standard matter, in the interval 0 < w < 1, gives rise to
decelerated expansion.

It is interesting saying that the paper reporting these results was the first one written by Enrico
Fermi when he was student at Scuola Normale Superiore di Pisa [67].
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in R in these coordinates, we have F; « = 0. For F, the geodesic equations become
d>x’
dr?
We make the assumption: Let x° axis be the world line of F in R.
3. Now, more clearly, we have to construct amap M : F — R which transfers x°
axis into the geodesic ¢(7), in such a way that the x° axis becomes a geodesic in F
endowed with the metric g;; = dM: - g;; - dM,.

= 0, that is F should move on a straight line.

Therefore, M maps the x° axis into the the image of the geodesic ¢(7).

If 7 is the geodesic parameter for the curve c(7), we can consider the same
parameter for the x° axis, i.e. x’ = 7 is the current coordinate of this axis.

At each point 7, we have

c(m) = (D), Y (1), y2(1), y* (1)) € R,

therefore the map M : F — R gives rise to
(x%,0,0,0) = (), y'(x%), %), y (),

where (y0(x°), y'(x°), y?(x°), y3(x°)) are the coordinates of the points of the
geodesic in R. Therefore our transformation M : F — R can be thought

(1,0,0,0) = c(7),

with some considerations on the functions y* we need to describe.
Let us keep in our mind that we are interested in transferring the property “c is a
geodesic in R” to the x° axis in F. So, we have

Lemma 9.10.1 Along the geodesic c in R, it can be highlighted an orthonormal

- . . . C
frame with respect the metric g;; whose time-like vector is the tangent vector I
T

Proof We know that at each point ¢(7), i.e. along the geodesic c, the tangent vector
dc <dy° dy' dy* dy’\. . .

— = | —, =—, —, — ] is a time-like unit vector. We denote it by ey (7). We
dr dr dr dr dt

know that eo(7) is parallel transported along the geodesic ¢ in R preserving all its
properties.

Consider the point corresponding to 7 = 0, that is the point ¢(0) on the geodesic.
We choose the spatial vectors e;(0), e;(0), e3(0) such that the frame {ey(0),
e1(0), e2(0), e3(0)} is orthonormal with respect to the metric g;; and we parallel
transport it along the geodesic c.

At each point ¢(7), the vectors {e(7), e1(T), e2(T), e3(7)} form an orthonormal
frame with respect to the metric g;;. ]

Lemma 9.10.2 Every point (x°, x', x%, x3) in F can be uniquely described in the
form (1,1 ?), where l v is an appropriate Euclidean description of its spatial part.
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Proof Consider a point (x°, x!, x?, x®) in F which does not belong to x° axis. This
point is (7, x', x2, x*) and at least one spatial component is nonzero.

Denote

L=V ()2 + ()2 + (%)

and construct the vector

1 .2 .3

vi= x_ x_ r = (vl, vz, 1)3).
11

It appears the possibility to describe the point (x°, x!, xZ, x3) by (7, [v', [v2, [v3) or

simply, by (1, 3). (]

9.10.1 Determining the Fermi Coordinates
Consider in T,y R the vector

V (1) i=v'ei (1) + vier (1) + vies (7).
Observe

ds? (‘7 ), ‘7 (7_)> _ gagv”vﬁ — " — )2 — )

We may impose ds? (\7 (1), ‘7 (7')) = —1, that is ‘7 is a spatial unit vector. Let us
observe that this spatial part has the same property (v')? + (v*)? + (v*)? = 1 as the
vector v from the above lemma.

According to the equations of geodesics, we may conclude that it exists a unique
geodesic of R, denoted by y;(s) passing through the point c(7) at s = 0, such that

— dy” —
its tangent vector at origin is V, that is —~(0) =V.
s

According to the above notations, the localmap M : F — R, describing the Fermi

coordinates, is
M(xo,xl, x2,x3) =M(r,s 5}) = y;(s).

Observe that the tangent vector along the spatial geodesic y;(s) is a unit vector.

The immediate consequence is: For a given point (7, sg TJ)), the spatial distance
to (7,0, 0, 0) is sg. The length of the spatial geodesic between its initial point c¢(7) =
y;(O) and y;(so) is also s, because the length formula is
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50 S0
/ ds = / ds = s9.
0 0

The coordinates induced in F' by M are called Fermi’s coordinates.

It remains to prove that in F, in Fermi’s coordinates, with respect to the induced
metric g;;, the x% axis (1, 0,0,0) is a geodesic and F;k(T, 0,0,0) =0.

Let us discuss the consequences on the map M.

dy-
v
P (s)

Theorem 9.10.3 The map M in invertible in the neighborhood of each point
P(7,0,0,0) of the x° axis.

Proof According to the inverse function theorem, it is enough to prove that the matrix
dM p transforms a basis of the tangent space Tp F into linear independent vectors of
TM( P) R.
We know
M(P)=M(7,0,0,0) = c(7).

Consider the standard basis of Tp F, denoted by ¢;, i € {0, 1, 2, 3}, &; having 1 on
the ith row, 0 elsewhere. Therefore, by the way we defined M, dMp(e;) = ¢;(7), i €
{0, 1, 2, 3}, i.e. M is locally invertible. O

The meaning of the word “neighborhood” in this context is “tube around the
geodesic”.
Now, it makes sense the metric g;; = dM.. - g;; - d M, as a metric of F.

Theorem 9.10.4 The x° axis is a geodesic of F with respect to the metric g; e

Proof The previous theorem allows us to observe that the tangent vector < is parallel
transported along the x* axis, therefore x° axis is a geodesic of F. (]

Exercise 9.10.5 All orthogonal lines to x° axis are geodesics of F with respect to
the g;; metric.

Hint. M maps these orthogonal lines into geodesics Yy
Proposition 9.10.6 Az each point (1,0, 0, 0) of the x0 axis, it is

0 0
0

—
(=]

gij(P) = 1

0 —

[eNeNele

0
0

[y

Proof We have
dsi(ei €j) = dsg(dMp(e;), dMp(c))) = dsg(ei(7), e; (1)) = d;j,

where d;; is the Kronecker symbol. O
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According to the local definition of M, we can prove the main

Theorem 9.10.7 In Fermi coordinates, at every point P belonging of the x0 axis,
the gravitational field is null, that is F}k(P) =0.

Proof From the above exercise, we know that the line y(s) := (7, sv', sv2, sv?) is
a geodesic. The geodesic equations are

Cx s e 0.1.2.3)
— w (T, s vV)——— =0, i, ],
ds? ik ds ds J
@ 2. 0
d
Since al =%, «a € {l,?2,3},itresults s = 0. Then, being @ = 0 (because
s S ds? ds
x¥ is parameterized by 7), it is I = 0. From the geodesic equations, it remains
s
only

Iy(rs Vv’ =0, i €{0,1,2,3), a, f € {1,2,3}.
Now, for s = 0, we have

Il (,0,0,000%0" =0, i €{0,1,2,3}, o, B € {1,2,3)

for any given vector v, therefore
Ff},ﬂ(r, 0,0,0)=0,i€{0,1,2,3}, o, B €{1,2,3}.
It remains to prove
I(7,0,0,0) =0, i, j € {0,1,2,3}.

We know that the vectors &;, are parallel transported along x° axis. Let us write the
parallel transport equations for these vectors with all components constant, &; = d}.
Itis ) .

d (5;( i j dx

E +Fjl(7',0,0, 0)6]{E =0.
The only non null terms are obtained when j =k and [ = 0, which ends the
proof. (]

Three consequences can immediately be proved:

1.FromI';; ; = gkrFi’j we have

[ijx(7,0,0,0) =0.



9.10 The Fermi Coordinates 329

591'1' .
2. From Ik = Tik,j + Tj,; it results
X

g”( 0.0,0) = 0.

3. From 9 9
%(wrh,o,o,(» g”( 0,0,0)
lim <X =0
h—0 h
we obtain o
9ij
8x03jck (1,0,0,0) = 0.

Starting from these considerations, the Fermi coordinates offer another view, more
physical than geometrical, about the field equations in vacuum.

9.10.2 The Fermi Viewpoint on Einstein’s Field Equations in
Vacuum

Consider the tidal acceleration equations, written in Fermi’s coordinates, with respect
to a freely falling observer whose world line has the equation a(r) = (1,0,0,0,0).
Suppose this world line is part of a family of geodesic x" (7, ¢) such that x" (7, 0) =

a(r).

Therefore )
v_za_xh — _K’?%
dr? Oq 1 9q°

where —_
dx' dx
h _ ph
Ki = Rar ar

For the components of our curve a(r) = (1, 0,0, 0), there is only the term R(’,‘ 0 for
h
K.
So, the relativistic equations of tidal acceleration vector along the curve a” (1) =
(7,0,0,0) are

2
v? Ox" Oox/
dr? 361 RO]O@ R

Theorem 9.10.8 In Fermi’s coordinates, the tidal acceleration equations along the
curve a"(t) = (1,0, 0, 0) have the form
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v? ox"  Orf, ox/
dr? 9qg ~  OxJ Oq

Proof Denote by A a point belonging to the curve a”. Since T ’j ((A) = 0, it results

orh org.
h _ 00 _ 0j
Ry;0(A) = £y (A) 70 (A).
h.
Now, F(’)‘j (7,0,0,0) = 0 for every T, that is 5 %’ (A) = 0, therefore
X
orh

K"(A) = R};o(A) = ﬁm).

The tidal acceleration equations for all points (7, 0, 0, 0) become

v’ ox" org, ox’
dr? 9qg ~  OxJ Oq
O
or:
It remains to compute —O.O(A).
OxJ
Theorem 9.10.9 It is N 5
(’)FOO (A) _ 6 goo
OoxJ OxhOxJ
hs a a
P It — ohsT — g_ 2 9os goo
roof Too = 9" Toos 2 ( ox%  Oxs
6Fgo _ laghs 25’905 _ 0900 n Q_M 2 82905 _ 5’2900
Oxi 2 OxJ Ox0 Ox* 2 Ox70x0  OxJoxs
0 0 o?
We know 2 8i°g (A) — ai(’f (A) = 0 and axfge;;O (A) = 0, therefore
31“& th 82900
~(A) = —— — A
8x1( ) 2 axfaxf( )

SincegOO(A) =1, ¢““(A)=—-1, ae{l,2,3}, ghs = O when & # s, we obtain

ore

Ox/

0(A) =+

1 9900
2 Oxhoxi’
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ory 1 32900
- xh 00 _
Letus 'construct now the matrix K i It results P (A) = 2 507 (A), a, B €
{1,2,3},ie.
KO(A) = KP(A) = + 4w (A), o, B e (1,2,3)
) - « - 2axaaxﬂ ) 5 5 Ly .
_ PPgwo .
Using kD0 (A)=0,ke0,1,2,3,itis
8F0 1 82900
KV=Z"9ua)y=-—2"(A) =0, je{0,1,2,3
J OxJ (4) 25‘x18x0( ) J el }
and N 5
or 1 0 goo
K= =—"%) = A) =0, he{0,1,2,3}.
0 3)60( ) 28x08xh( ) €l )

Therefore, in Fermi’s coordinates, the tidal acceleration equations

v2 ox" _ h@xj

dr2 oq — 7 oq’
along the world line a” (1) = (7, 0, 0, 0) highlight the symmetric matrix

0 0 0 0
5’2900 82900 32900
(OxHZ Ox10x2 Ox!0x3
82900 82900 82900

Ox20x! (0x2)2 Ox20x3
32900 52900 82900

Ox30x! Ox30x% (0x3)?2

K'A) =

N =

0

having, as components, second order partial derivatives.

The information about the gravitational field depends on the gravitational poten-
tial.

If in these Fermi’s coordinates, we identify the classical gravitational potential @

1 . . o .
as 3 goo, the Hessian matrix of the gravitational potential @,

Por = (220)
ik

OxiOxk

1( 9goo
can be identified with the “spatial part” —

patial patt 5 < Ox*0xP
The information encapsulates in the trace of the Hessian of the gravitational field,

that is the vacuum field equation V2@ = 0, appears when we consider the trace of

) of the matrix K 7
a.Be{1,2,3}
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entire matrix K in the form 7r K = K}' = 0. This means that K} = R}, = 0, i..
Rik =0.
Now, we apply the Principle of General Covariance.
The equations
Rij =0

represent, in any system of coordinates, the relativistic field equations in vacuum.

9.10.3 The Gravitational Coupling in Einstein’s Field

Equations: K = S’CT—“G

Let us considered the energy-momentum tensor as a perfect fluid. We can choose
such a tensor as a 4 x 4 symmetric matrix (7"/)

TOO TO] T02 T03
TlO Tll T12 T13
T20 T21 T22 T23
T30 T31 T32 T33

(TY) =

whose most important property is its null divergence expressed in terms of covariant
derivative,
Ko_
T, =0.

This property means that “at each moment, the quantity of matter and energy in the
interior of a given infinitesimal parallelepiped is constant.”

A first example of energy-momentum tensor was related to the Friedman—
Lemaitre—Robertson—Walker metric of the Universe. In fact, the key point in the
computations of the metric in geometric coordinates was related to the chosen form
of energy-momentum tensor. Physicists proposed to look at galaxies as molecules of
an ideal gas. In this case, the contravariant energy-momentum tensor was

TV = (p+ pu'u’ — pg”,

where ¢/ are the inverse components of the metric tensor matrix which satisfies
o . 1

Einstein’s field equations R;; — ERQU = KT,

e p is the density;

e p is the pressure;

e u' are the components (u’, v.u', vyu', v.u") of the gas 4-velocity. The previous
null divergence property is obviously recovered.

Energy and matter can be seen in different ways according to physics models.
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The next description, known as the energy-momentum tensor of a swarm of par-
ticles, is useful to determine the constant K in Einstein’s field equations

R,‘j — %Rgij = KT,J
How can we describe a swarm of particles?

They have to be identical, they have to be uniformly distributed in space and they
have to be non-interacting. Each particle has the rest mass m, and we suppose that,
in an unit of volume of a given spacetime, if the swarm is at rest, there are exactly
no particles (see [4]).

The mass can be incorporated in a 4-momentum vector

P:=(n,m 3),

where m is the mass of each non-interacting particle which moves at speed v. If the
swarm is at rest,

Py = (mo, 0).

The proper 4-velocity of a particle moving at speed v is

1 v
V.= , )
(«/1—1}2 \/l—vz)
that is P = m(V.

Another 4-vector can related to the number of particles, denoted by n, in the unit
of volume of the previous spacetime which move at speed v,

N:=(n,n ?).

At rest, we choose
—>
Ny = (no, 0).

It results N = nyV.
If we define the density of mass for the swarm by the product between the mass of a
particle and the number of particles in a unit volume of the spacetime, we have:

Py 1= mn

if the swarm is moving at speed v and

po 1= monyg
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if the swarm is at rest. Even if
mo no mongo

JT—eVi—w 1-

that is, the product of first components is not a covariant quantity, the (1, 0) con-
travariant vectors P = (p°, p!, p2, p?) and N = (n°, n', n, n®) produce a (2, 0)
contravariant tensor,

mn =

p°n' pn? p'n

0
p;npnp
p*n pnp
3 3

p*n' p*n? pin

0,0 0,3
po n3
1 1 1
ijo._ i j_ | PN
T-—Pn—pzo 1 2,3
pso 1 3,3

such that the mass-density is incorporated in the 7% component.

Now let us cancel the geometric coordinates which helped us to find a
possible energy-momentum tensor and consider the dimensional coordinates
&0 x', x%, x3) = (ct, x, y, 2). It results

V= (c,x,3.2) = (c, v, 12, 0%) = (¢, V),

E
]P)Z (?5 p19 p27 p3> 5

where E = mc? is the relativistic energy of a particle of the swarm and

= (nc, nvl,nvz, nv3).

The energy-momentum tensor becomes

En Env'/c Env?/c Env’/c

il cp'n p'nv' p'mv® p'm?
: ep*n provt pPmv? piay?
14 p p P3 5

cp’n pPnv' pPm? pPnv
We have
T = En = mnc® = pcz,

therefore we can call T% the density of the relativistic energy of the swarm.

One may describes all the components of the energy-momentum tensor according
to the physic units. However only 7% is used to determine K.

Suppose we are working in Fermi’s coordinates with a swarm of non-interacting
particles which move together such that the world line of a particle is the x° axis.
Therefore

V=1(,0,0,0)
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and the energy-momentum T/ has only one term,
T =70 =Tpy =T = pc’.

Along the xY axis, the Einstein equations, written in the form

1
Rjj =K <Tij - _Tgij) ,
2
become the only equation

1 » 1,
Ry =K Too—ETgoo =K | pc 3P

that is
Roo = K ~pe?
= K—pc’.
00 20
Since dimensionally we have
9 goo 1
= —v P = —4 Gp,
Z a2 2 TP
it results
1 1,
C—247TGp = szc s
that is
_ &G
K = prat
Therefore Einstein’s field equations are
1 8TG
Rij — ERgij = c—4Tij,

where the gravitational coupling is written in physical constants.

9.11 Weak Gravitational Field and the Classical
Counterparts of the Relativistic Equations

We are interested in seeing under which conditions it is possible to recover the
Classical Mechanics basic formulas involving gravity from the relativistic formulas
seen in the present chapter.
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Let us discuss this point in a mathematical language: In this section we show
that, in the case of a “week gravitational field”, for “particles with slow motion”, the
classical field equations emerge from their relativistic counterparts, that is

d?x! ri dx’ dx* d*x® 0P

— =T —— s =

dr? *dr dr dt? Ox“
1 &G 2

R =0— V& =0.
A complete treatment of these results can be found in [4]. Of course, the basic facts
were presented by Einstein himself in [3].

Consider the Minkowski metric which describes a frame with no gravity

0 0
0

—
S OO

Ji=Jy;=J" =

SO o
—_

0 —
0 0 —

[

1
Adding small variations of order —, k > 2 we introduce gravitational effects. There-

fore, the following definition is necessary to introduce our working frame:

Definition 9.11.1 A weak gravitational field is described by a metric
Loy Llo 1
i = Jij + zg,j +C% ij + O e
with the supplementary properties

b (m) o (m)
gl_] _ 0(1) gl_]

g =0, —0(). me (2.3}, ac{l.2.3)

1
Here, gf are coefficients of the metric g;; related to the factor , etc. In other words,

— 1s our expansion parameter related to the strength of the field.
c

Let us first observe that, for a weak gravitational field, it is

1
gij = Jij + O (;)
. 1

gl] Jl] + 0 2
c

and
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Therefore, for a weak gravitational field, we have the following consequences of the
previous definition:

1 89,‘]‘ 1 1
Joj = (0] ; y Jaa = o), x =0 C_2 anddet(gij) =—14+0 ; .

Then, it is easy to see that

ag” 09l o 1 1
91 = i —=01)-=0(-).
Ox0 ot OxO° c
In the same way,
dgij _ 0gij O1

~ o1V (!
Ax0  or Ix0 2)e 3 )

Theorem 9.11.2 The Christoffel symbols of a weak gravitational field have the prop-

erties
1 N 1
Crox = O =) Lijx =0 =) LCoo=T=0 =)

R Y 1 ; 1
To=3a g TO\a) T =9\a):

Proof We present two computations and we leave to the reader the details.
The first one:

Too = 9" To0i = §%T00,0 + ¢ Too.0 =

(1ro(3))oz) o (G)(5) =0 ()

IS = g T = 9°°To0.a + 9°°To0.0 + 9’ To05 =

1 1
= <—1 +0 <C—2>> Foo,a + O (C—2> (To0.0 + Too,5) -

Replacing Iy 4, it results

1 1
(102 no() -
_ 1 9goa 19900 1
—(‘”0(2)><axo ‘zaxa)”(?)’




338 9  General Relativity and Relativistic Cosmology

o 10900 1 1 g8 1
0= 535 TG ) T2 o T9\G)

that is

]

Denote by X (7) := (x'(#), x*(t), x3(1)) the trajectory of a classical particle; its
classical speed is X := (x'(¢), x2(z), ¥3(1)).

Definition 9.11.3 The particle is “slow” if x“(r) = O(1), « € {1, 2, 3}.

T_he corresponding worldcurve is )?z (ct, X (1)) and its relativistic speed is \7=
(c, X(1)). Observe that

LG = / 1V ()ll,ds = / o ()3 ()ds

has length dimension.

L2 . . 1
Parameterizing X by proper time means to consider 7(¢) := —L(¢). Letus observe
c

that 7(¢) has time dimension.

Theorem 9.11.4 In a Minkowski metric, if a particle is moving “slow” uniformly
along a curve parameterized by proper time, then

dT_1+O 1
dr — )’

Proof From

|| V ||/|/1 1 > 1
— — - QU 2 —
dr = - dt = 1 2 El(x (1)) dt—‘ll CZO(I)’

it results

A
Since /1 — A~ 1+ E,Wf:have

T _ito(-
dt c2)’
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Now, parameterizing with respect 7 in a metric g;;, we have

%  gipiii Y
dr = Mdt = |2 s—dt =,/ gij——dt.
C C Cc C

Theorem 9.11.5 [f a particle is moving “slow” in a weak gravitational field along
a curve parameterized by proper time, then

dT_1+0 1
dr )’

d
Proof We have 0= —(ct) = c. The particle is “slow” and, by definition, this

means x* = O(1). Therefore
Xt X x® ¥ 50 1
9ij—— =290t 290a— + gap—— =1+ 0|5 |-
c c c c ¢ c

1 1
We have used goo = 1, gaa = O(1), gap= O <—2> , £ B, gooa =0 <—2> .
c c

Finally,
dr xtxd 1
— =,|gii——dt = |1+ 0| — |dt,
dt Vg] ¢ ¢ \ + (02)

dT_1+0 1
dr )’

o2
dr )’

i.e.

Observe we can also obtain

O

Theorem 9.11.6 If a particle is moving “slow” along a curve parameterized by

d*x° 1 d*x” 1
proper time, then it is dx —0( >and—x=5€“+0( )

2 ¢ dr? )
Proof From dx® _ dx’ di 140 ! + 0 : e obtain
—=——=c —])=c -], w i
dr dt dt c? c

d2x0_d i 1 _0 1
darr dar \© c)) c)’
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and, from

dx® dx® dt (140 1 240 1

et —_— =X - =X Y 3
dr dt dr c? c?
@ _d (o) oy of ]
— =—(x —))=x — .
dr? dt c? c?

Theorem 9.11.7 In a weak gravitational field, the four geodesic equations for
“slow” particles reduce to the three classical equations of motion, that is

it results

O

d%x! - dx! dx* d*x® OP
— == i ke{0,1,2,3 - = 1,2,3}.
arr = T g B EE b e T e b2

2,.0 1
Proof We already proved that, if a particle is moving “slow,” then e 0 (—>,
T c

1
so, the left hand-side part is a O (—) quantity.
c

‘We consider

a7z = gy g = o

d*x° o dx/ dx* o [dx° 2 o dx%dx® o dxdx?
= = — ) —2,—— —lLws————
dr “dr dr B dr dr

and we observe

() o () eo ) o)
255 o (o) (0 () -
5 =02 () o) -0 )

1
The right hand-side part of the equation of geodesic is O (—) , therefore, for a “slow”
c

particle, the first geodesic equation is an equality between “very small” quantities.
As a consequence, we can neglect it.
We already proved that the left hand-side part of the geodesic equations is
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d*x* i 1

— =X = .

dr? c?
Now, for the right hand-side part, we proceed as above.

d?*x® N dx’ dx* (dx°>2 N dx0 dxP N dx? dx?

. - _Te___ - _— _ T« - - P
dr? *dar dr O\ dr % dr dr D dr dr

and we observe
dx"\? 1 g 1 1098 1
| — — 1 -
00<d7> (2028x“+0(c3) (C+0()) 28“+0(c)’
ro dx" dxﬂ_O 1 ol wro(L)) 2ol
% qr dr 3 )\ ¢ * )] )’
- dede_O N (4 0() ol 2ol
" dr dr 2 )\ 2 * )] ct)’

that is the right hand-side of the geodesic equations is

1 dgp 1
~ 3o +0<;>,a6{1,2,3}.

Neglecting the “small” quantities, the geodesic equations

d*x! - dx! dx*
- =-I, —— i jke{0,1,2,3
dr? K dr dr o t }
reduce to ) o
d*x® 0P 1 3900
—_— ==, (S 1, 2, 3 s D = .
dr? oxa’ & { } 2 dxe

O

Theorem 9.11.8 The relativistic equations of the weak gravitational field reduce to
the classical Poisson field equation:

1 8rG 20
R,‘j — Eg,/R = ! le — Vo= 47TGp,

Proof We consider the relativistic equation written with respect to the Laue scalar

871G 1
Rij = o Tij — EgijT .
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Suppose the matter-energy tensor written in the previous form consisting of a swarm

of identical non-interacting particles having density p. The only non-zero component
is Tog = pc?. The right member is

871G 1 87rG , 1 1 5] 876G [ pc?
—a Ti; ZGUT pe =5 1+0 )| =a 7+0(1)
1 1

Now, let us look at the left member.

« argﬂ arga
Roo = Riyo = Ripo + Riwo = Riao = e Ox0

+ FQO F @ Foa F (k

The two products of Christoffel symbols are at least O

c
Then, since '} (0] ! it results O _ M5, Ot 0] 1)1 0] 1
» 81 = — 51 u -~ — —= — |- = — .
Oar c3 Ox0 ot 0xY 3)ec ct

69(2)
2¢2 9xa

If we consider the derivative with respect x® of the equality I'y =

1 ..
0] = , it is

arg, 1 gl 1
oxr 2 @y O\ ) st

that is

32 (2) 1
Roo =55 Z 2t '
2c (3x“) c?
1
Since @ = 5 g(%), we finally obtain the right member as

1, 1
R00=—2V(D+O =
c c

Neglecting the small quantities, the relativistic weak field equations reduce to the
classical Poisson field equation

Vi = 4nGp.
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Corollary 9.11.9 The relativistic equations of the weak gravitational field in vacuum
reduce to the classical Laplace field equation in vacuum:

R;j=0 — V& =0.

9.12 The Einstein Static Universe and its Cosmological
Constant

On February 8, 1917, the Prussian Academy of Science in Berlin published a paper
by Albert Einstein where the first application of his theory, published on November
25, 1915, was presented [68]. The paper discussed a dynamical system describing a
static spacetime representing the Universe. It can be considered the birth of modern
Cosmology. The model proved wrong after the discovery or recession of galaxies by
Hubble, however it is important because several concepts presented in it were used in
the further developments of this science. Let us give now a quick presentation of it.

Consider before some mathematical preliminaries. Let be U := (0,27) x

(—g, g) X (—g, g), (a, 3,6) € U and the map f : U — R*,
uy = rcosacos3cosf
uy = rsinacos 3cosf
usz = rsin 3 cosf

Uy =rsind

fla, 3,0) =

It is easy to see that u? + u3 + u? + u3 = r2.

The image of f inR*, £(U),is the 3-sphere centered at the origin having radius r.

In classical notation, it is S3(O, r).

The coefficients of the metric are computed with the Euclidean inner product of
the partial derivatives of f. The only nonzero coefficients of the metric are

Jaa = r?cos’ feos’ 0, ggs = r’cos’ 0, gy =r?,
therefore the metric induced by the Euclidean 4-space in the tangent 3-planes of this
surface is

ds® = gaa(dx™) + gs(dx")* + goo(dx”)?.

The volume of S3(0, r) is

27 /2 /2
Vol[S?(0,r)] = / / / Vdet(gij)dadBdo =
0 - —7/2

w/2

27 w/2 /2
= / / / cos B cos? Odad d6 = 27°r3.
0 — —7/2

/2
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Einstein’s static universe is E := R x S3(0, r) and it does not evolve. If we accept
the Einstein point of view, the Universe is static. Let us study the mathematical
formalism to find its properties.

Let us choose the homogeneous coordinates (x°, x!, x%, x3) := (ct, a, 3, 6).
Now, we use the Minkowski product of partial derivatives to determine the met-
ric of E. It results a simple form for the metric of Einstein’s static universe

= (dx®)? — r?cos® x' cos® x*(dx")? — r? cos® x}(dx?)? — r(dx*)>.
The only nonzero Christoffel symbols are
Fllz = F%l = —tanxz; Fll3 = F311 = F§3 = F%z = —tanx3;

I'?, =sinx?cosx?; I3, = cos® x?sinx> cosx®; I3, = sinx> cosx>.

Using
h h
R,_Rh _%_ar‘]h Sl'*h_l"&‘ Fh
JjL= Rjp = Oxh Ox! jI* sh jht sl
it results
orh,  ork ,
Roo = 8x(;' ax0 W 4TIl — T, Tl =0.
2 .

In the same way, we compute R;; = ——9ii» L € {1,2,3}.

If we consider the Einstein field equations with the cosmological constant
included, it is

1
Rij — ERgij +Agij = —
in the equivalent form

81G 1
Rij — Agij = — T;; — zTgij :

If i = j = 0, the Einstein field equations reduced to:

87 G 1
Roo — Agoo = o Too — iTgoo .

Ifi =j #0,

81G 1
Rii — Agii = o Tii — ETgii .
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Einstein assumed that the matter-energy appears only in the form of a swarm of non-
interacting particles of uniform density p. Only T% = pc?, all the other components
are 0. The first equation becomes

A7 G

A=—
C2

p-
The other three equations lead to a single equation,

2 &G I,
—r—z—A'(—1)=C—4(0—§PC '(—1)),

i.e.
LA
2

Combining the two equations, it results

c

y = —

2J/7Gp’

The total amount of matter, denoted as M, in Einstein’s universe is finite. It is
computed as the product between the spatial density p and the volume of S3(0, r),
that is

C2 7TC2

r2=)g27'ri ! = .
J=AMGR  2GV=h

Of course, the radius of this universe is the constant computed before, that is

Mg =p- 2723 =p- 272 r-

c

y = —

2/7Gp’

Einstein did not consider any more this model after Hubble discovered the evidence
of cosmological expansion, however the concept of cosmological constant, used here,
was considered later in view of the issues of cosmological inflation and dark energy
discussed above.

9.13 Cosmic Strings

Cosmic strings are 1-dimensional hypothetical structures emerged as topological
defects of spacetime in some phase transition after the Big Bang. They should have
acted like seeds for cosmological large scale structure formation [64]. A nice pre-
sentation of this topic is in [35]. Here, we adapted it for a metric with signature
(+— =)
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In a system of geometric coordinates (¢, r, ¢, z), the metric which describes a
static string around and along the z axis is

ds> = dt* —dr® — f2(r)d¢* — dz?,

where f (r) has to be determined. The only non-zero Christoffel symbols are

Ll = F)f/(r); T2 =3, = J}((:)’ .
We have
ory, or3 [ f(r) = (f/(r)*. ar;2 s
5 =8 = 20 ; = (f'r)> + £/(r) f(r);
Then

OO =T DR )

2 s _
- +ToRy — 5l =

2 _
Riy = B0 or £2(r) fz(})\_ @)
that is )
s —f(r
R11 = Rlsl = W
From
orl, orj '
Raip = 57 = Z5o + ity — Toalyy =G0 + 1100 (0) = f £ 5
we deduce
Ry =Ry, = f(r) f(r);
Since
i 11 2 U(r) % _
R=R, =g Rii+g R22=f( + r)f(r) =0,
we obtain

! —f"(r)
R Z =
11 +2}4 o)

1
Ry + -Rgn = f"(r) f{r).
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Einstein’s field equations in geometric coordinates are

1
Rij — ERQU =8nGT};

"
r
Now using the previous result, that is Rl1 = —R% = ];(( )) , to choose the tensor
r
T;: T} = 0 except Tl1 = —T22 = o(r), where o is a given positive smooth function

expressing the unit energy density of the string. It remains to find f which satisfies
the equation
() = =8xGa(r) f(r).
In order to avoid singularities, the metric has to reduce to the flat Minkowski
metric at the origin. This means that f(r) approaches r for small r. Therefore, two
conditions for f have to be given: f(0) = 0and f'(0) = 1.

Denote by r, the value of r such that o(r) = 0 if r > r,. The physical area of a
ring of radius r and width dr in the given metric is

2 pdr
f / J=det gi;dedz = 27 f(r)dr.
0 0

It implies that the string energy per unit of length is

E = /‘fx o(r)2w f(r)dr,
0

therefore, integrating the equation Ry; = —87Go(r), we obtain

£l = £10) = / " P dr = —4G / " o(r2m f(r)dr = —4GE.
0 0

Ifr > rg,itis
f'(r)y=1—-4GE.

Integrating again, it results
fr)=(0—-4GE)r + K,

where K is a constant that should be 0 because f(0) = 0.
The metric obtained outside the string is

ds®> =di*> —dr* — (1 —4GE)*r*d¢* — dz°,
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which a flat metric. In this way, we have the simplest expression of a metric describing
an infinite, straight and independent of time string lying along the z axis of our chosen
coordinate system.

9.14 The Case of Planar Gravitational Waves

Also the issue of gravitational waves can be dealt under the standard of our geometric
approach. Here, we shall give just a short summary of this important topic. For a
detailed discussion on the history, the theoretical foundation and the discovery, we
refer the reader to specialized texts and papers [69-71].
In order to deal with gravitational waves, we have to obtain metrics in a geometric
coordinate system as
dS2 = (O[,'j + ehij)dxidx-j,

such that both Einstein’s field equations and [JA;; = 0O are satisfied.
Here,

0:= (3")* — (0" — (0M)* — (%),

where o
kN2 L
(0% = OxF

If 1;; are the coefficients of the classical Minkowski metric, the previous d’Alembert
operator definition can be written in a simpler form as

O:= ,U/,'jaiaj.

In any case it is difficult to find such kind of metrics because we have to develop
the whole theory of tensor perturbations in General Relativity [69]. Instead of trying
to find out general gravitational wave solutions, let us focus on planar gravitational
waves which are easier to obtain. See [44] for details. We follow this last reference
to offer a first glance on this subject. Consider the metric

ds? = (1 + cos(t — x)[2 + cos(t — x)dt> — (1 — cos’(t — x))dx> — dy> — dz>—
—2cos(t —x)(1 + cos(t — x))dtdx.

The previous metric can be seen as a slightly perturbation of the Minkowski metric
{4ij because
9ij = ij + hij.
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A metric which such coefficients is called a linearized metric. If it satisfies both

Einstein’s vacuum field equations and the conditions [J 4;; = 0, such a linearized
metric describes gravitational planar waves.

Theorem 9.14.1 The previous metric having the following nonzero coefficients
goo = 1+ cos(t —x)(2+ cos(t — x)); g1y =1 —cos’(t — x); g = g33 = —1;
go1 = gio = —cos(t — x)(1 + cos(r — x));

describes gravitational planar waves.

Proof We have the nonzero perturbations
hoo = cos(r — x) (2 + cos(r — x)); hyy = — cos’(t — x);
hor = hygp = —cos(t — x)(1 + cos(t — x)).
It is easy to see that
O cos(t — x) = (8%)% cos(t — x) — (8" cos(t —x) =0

and
O cos(r — x) = (0°)? cos®(t — x) — (8")% cos®(t — x) =0,

therefore the conditions

Ohi;j=0
are fulfilled.
Now it seems we have a lot of difficult computations to do in order to prove
R,’ = 0.

It is easy to provide a coordinate transformation for which the Ricci tensor can
be computed. Let us consider the Minkowski metric

ds* = di* —dx®> — dy* — d7?
and the transformation
f=t+sint—x), x=x,y=y, 72=2.
Since

dt = (1 + cos(t — x))dt — cos(t — x)dx, dx =dx, dy =dy, dz = dz,
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the Minkowski metric turns into our metric

ds®> = (1 4 cos(t — x)[2 4 cos(t — x)])dt* — (1 — cos>(t — x))dx* — dy> — dz*—
—2cos(t —x)(1 4+ cos(t — x))dtdx.

Therefore R; ; = 0 transforms into the desired R;; = 0. O

Gravitational waves were among the early predictions of Einstein’s General Rel-
ativity. Their discovery a century later can be considered one of the greatest achieve-
ments of modern Science.

9.15 The Godel Universe

Another interesting metric is the one describing the so-called Godel Universe [72]
published’ in 1949.
First, let us show that the metric

2x!

ds? = (dx")? — (dx")? + S (dx?)? — (dx*)? + 2¢" dx'dx?

2
written in geometric coordinates, satisfies Einstein’s field equations in the case when

. . 1 . .
the cosmological constantis A = > and the stress-energy tensor describes dust with

1
constant density p = 3G This is called Godel’s first metric . The coefficients
0

involved in computations are

-1 0 2 0
y 0 -1 0 0
() =1 ., & - 97) = 2% 0 =27 0

0 O 0 -1

Since only the derivative with respect to x! of the metric coefficients can be non-zero,
the first type Christoffel symbols are

1, 1
Fpo=Ty,= 3¢ Lo1po=T1op = 3¢ ;

TThe story of this solution is very nice. Kurt Godel gave it to Albert Einstein as a gift for his 70th
birthday when they both lived in Princeton.
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1 1 1 1
Topg =Tt = —=¢"; Ty = —=e™;
, , 5 : 5

1.
Fpo=T2,0= 3¢

The non-zero second type Christoffel symbols are

I .
0 0 0 0 .
FIO = FO] = ]’ Fl2 = F21 = Eex N

I 1o,
1—11 =Fl — _ex; Fl :_e2x;
02 20 =5 n=3
2 2 —x!
L =Th=—e".

Then

. or i ) ) . )
_ _ 00 8, _ | 2 2l 2
Roo = Ry = 7 x -+ Defo0 — Tsoloi = —TioToi — Taol6i = —Tiolo2 — Mool = 1

i _ O S g i = T il p0 0 el 2]
R =Ry =55 — g8 F il —Toly = 7 + 11T = Toel'2 — Ty = ¢

Roz = Ryo = Rhjg = 8;%0 —\%j I3 — Tl = ZFT%O £ Tl ="
The others R;; are null. Now,
R = g" Ry = g"Roo + g% Rap = 1,
R} = g*Rp = g""Rox + g Ry = 0,

i.e. the trace is
R=1.

Consider the contravariant vector u’ := (1,0, 0, 0) = (u°, u', u?, u?). The corre-
. . . o 1
sponding covariant vector is u; := g;;u’ = (1,0, %, 0) = (ug, uy, uz, u3).

1 1
Let us observe RO() =1= Uuolo, R22 = ez" = UpU)y, R02 = R20 =e' = uous,

that is, in our case, for A = 7 and T;; = puju; = nuiuj we have
Y

R;; —\%\R\%jt%: uiu; =8rGT;;.
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Therefore Godel’s metric is a solution for Einstein’s field equations when the

1 1
cosmological constantis A = — and T;; = ——u;u;.
2 8rG

Consider Godel’s change of coordinates (¢, 7, ¢, y) — (x°, x!, x2, x*)

x = 2f — $p+/2 + 242 arctan <tan (%) 62’) om0 =2ifp=m
x! = In[cosh(2r) + cos ¢ sinh(2r)]
s V2 sin ¢ sinh(2r)

i cosh(2r) + cos ¢ sinh(2r)
x3 =2y.

It can be written in the form

¢ x0—2 . O\
tan(z—f— Zﬁ )—tan<§)e2

e* = cosh(2r) + cos ¢ sinh(2r)
x2e* = 4/2sin ¢ sinh(2r)
x3 =2y.

Let us look at the coordinates x! and x2 whenr > 0; 0 < ¢ < w.Itcanbe seen a 27w
periodicity of x! and x> when r is fixed. These coordinates can be called cylindrical
coordinates for the manifold M. Computing Gédel’s metric in the new coordinates,
we find another form of the previous solution of the Einstein field equations, that is

ds? =4 [dﬂ —dr® — dy? + (sinh* 7 — sinh® r)d¢?* + 2+/2 sinh? rdqbdt] ,

called second Godel’s second metric.
We do not present the computations because they are heavy to be reported. We
leave the calculations as an exercise for the reader. We can prove:

Theorem 9.15.1 Denoteby M = R* the set having the coordinates 0, x!, x%, x3).
Then

1. For any two events A and B there is a transformation on M carrying A into B,
that is there are not privileged points. From the physical point of view, it means that
M is homogeneous.

2. M has rotational symmetry, i.e. there exists a transformation of coordinates
depending on one parameter only such that A is carried into A.

Proof 1. Consider the transformation
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Let us check that this is an isometry of M. We observe dx* = dx* and d5*> = ds>.
Then, consider two points

Ag(x®(No), x'(X0), x2(X0), x*(A)) and A} (x°(A1), x' (A1), x2 (A1), xP (A1) joined
by the curve c(\) = (x°(\), x'(V), x2(N), x>(N)), A € [Xo, A1] and their images
Ap(Z°(X0), ' (X0). T2(M0). T3 (No)), A1(EO(A1), X' (A1), X2(M\1), X3 (\1)) joined by
the curve ¢(\) = (X°(N), X' (), X2(\), 2(N), A € [Xo, A1]. It results

A
lc(Ag, Ay) = / [EMIdA,
Ao
where the norm is expressed with respect ds”. The same,
- - )\] .
o, ) = [ IEVIdA
Ao

where this second norm is expressed with respect ds?. Since ||¢(V)|] = [|EV)]]; it
results /.(Ag, A1) = [:(Ap, A1), that is we deal with an isometry of M. Three other
isometries can be highlighted:

)EO_XO )EOZJCO )EO:)CO
)El=xl+b xl=x1 )E1=x1
P=etx? ) R2=xttc | ¥ =42
=3 =3 W=x*+d

Combining all four previous transformations, any point of M can be mapped into
any point of M without changing metric properties of M, i.e. any point can be seen
as an origin. Therefore M is homogeneous.

2. The previous discussion allows us to consider any point A as the origin of
M. Therefore in the new coordinates (¢, r, ¢, y), ra = 0. Consider the group of
transformations with respect to the parameter K € R,

t,r,9,y) > (@, r,0+K,y).

The point A is a fixed point of this group, and according to the previous observation, it
exists a 27 periodicity experienced by any other point. Therefore M allows rotations
with respect any given point of it. (]

A spacetime is time orientable, if the time-like and null vectors can be classified
into two classes, the future pointing and the past pointing vectors as we did it in the
case of the 2-Minkowski space (that is with respect to a given vector).

Let us remember: in the case of the Minkowski metric ds? = df? — dx?, provided
by the Minkowski product < p, g >y= t,t, — xpX,, the vectore; = (1, 0) is a time-
like vector because < ej, e; > > 0 and the time-like vector v = (3, 2) becomes a
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future-pointing time-like vector because < v, e; > > 0. The vector —v becomes a
past-pointing time-like vector. The vector w = (1, 1) is a null future-pointing vector,
etc.

A curve 1) is called time-like if the tangent vectors 4 are time-like future-pointing
vectors.

If we choose two events Ey(\g) and E;(\;) connected by a time-like curve, we
say that Ey is in the past of E, (or equivalently, £ is in the future of Eg) if Ay < ;.

In the case of Godel’s second metric, the vector u’ = (1, 0, 0, 0) has the property
giju'u/ =4 > 0 that is u' is a time-like vector. If v/ is a time-like vector, that is
gijv'v/ > 0, we say that v/ is future pointing if g;ju’v/ > 0. If g;;ju'v/ <0 the
vector v/ is called past pointing. The same, if w* is a null vector, we can define past
pointing and future pointing null vectors according to the sign of g;;u’w*. Therefore
M becomes time orientable.

Theorem 9.15.2 The time orientable Godel’s universe allows:

1. closed time-like curves;

2. time-like loops, i.e. any two events connected by a time-like curve can be connected
by a closed time-like curve.

Proof 1. Consider the curve a(s) := (0, R, bs, 0).
Its velocity vector is &(s) = v/ = (0, 0, b, 0). The norm of this vector depends
on
gij viv/ = (sinh4 R — sinh® R)bz.

If we choose, from the beginning R > In(1 + ﬁ), i.e. sinh R > 1, this vector is a
time-like one. The chosen curve is a time-like curve according to the second statement
of the previous theorem and a(0) = «(27). We have obtained a closed time-like curve
in M.

2. First, if we look only at the coordinates (r, ¢, t), we observe that they determine
completely the coordinates (x!, x2, x*). More precisely, for particular given (r, ¢, t),
we have particular corresponding (x!, x2, x*). It remains the coordinate x° which
depends on #; therefore the 7 —lines of matter, in cylindrical coordinates, are x%—lines
of matter.

Consider the point B;, with the coordinates (¢, R, 0, 0). The curve

1 —t
! 2s,R,bs,O)
n

v(s) = <t2 +

is time-like because the vector

. 1 —t
i) =of = (‘—Z,o,b,o)
2mn
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is time-like. Indeed, for a chosen n, big enough, and R > In(1 + ﬁ), we have

(1 — 1)?
472p2

mﬂwf=4[ +(mm4R—mmﬁRw2—gmﬁR-<“ ”)b]>o
2mn
We observe that y(0) = B,, and y(2nm) = B;,.

Using the same idea, we can derive time-like curves between B,;, and B;, and
between B;, and B;,. The concatenation of the three time-like curves is a time-like
loop starting from B;,, passing through B, then to B,,, to finally reach B;,. We can
conclude that 7 is not a proper time coordinate, because if it is so, moving forward
in time we return in our past. Therefore no global time-coordinate exists in Godel’s
universe. (]

More about this very nice and difficult subject can be found in [45, 61, 72]. An
exhaustive discussion on closed time-like curves and their physical implications can
be found in [74]. Here we developed this Universe model because it can be easily
framed in our geometric picture.

9.16 Black Holes: A Mathematical Introduction

Black hole physics is undoubtedly one of the more fascinating topic of General Rel-
ativity. Here we give only a short mathematical introduction and refer the interested
reader to the book by Frolov and Novikov Black Hole Physics [74] for a detailed
discussion.

9.16.1 Escape Velocity and Black Holes

Suppose we stay on the surface of the Earth imagined as a sphere and we vertically
throw a ball. Depending on the speed of throwing, the ball can be higher and higher
throwed, but after it reaches a maximum altitude it falls down attracted by the Earth.
Which is the speed necessary such that the ball never return?

So, the gravitational force acts between the two involved bodies, the Earth and
the ball. If the ball is at distance r from the center of the Earth, we have

GMm mu? GMm
= ;KE=—2;PE=— .
.

F

)
Consider, on the surface of the Earth, the escape velocity v,. The ball goes higher
and higher loosing in time its speed. At infinity, its kinetic energy is 0, the same for

GM
the potential energy ——m. This means that, at infinity, the total energy is 0. At
r

each point of this rectilinear trajectory, the total energy, which is a constant, has to
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be 0, that is the escape velocity can be computed from the condition

mv? GMm

2 r

=0.

It results the escape velocity formula

where Rp is the radius of the Earth. If someone replace the values, the escape velocity
from the Earth gravitational field is almost 11(km)/(s).

By definition, a black hole is a “cosmic body” having the escape velocity > c,
where c is the speed of light in vacuum. According to the fact that there are no speeds
greater than the speed of light in vacuum, let us compute how small should be the
Earth such that v, = ¢. We obtain

_2GM _2-6.67-107"16-10*

o~ 91016 ~ 8.8(mm).

r

Therefore, if all the mass of the Earth is concentrated in a sphere with 8.8 (mm)
radius, the Earth should be a black hole and not even photons can leave its surface.
Let us see the difference between the Earth, as we know, and the Earth as a black
hole. We have to compute in both cases the gravitational force exerted to a 1(kg)
body.
For the “usual Earth”:

_6.67-107"1.6-10% - 1
N (24 - 109)2

~9.8(kg- m)/(s) ~ g

where ¢ is the constant gravitational acceleration as we expected.
For the “black hole Earth”, we have:

_6.67-1071.6-10% 1

L 0%k m)/(s
TR 5 10% kg - m)/(57).

that is a tremendous huge force exerted by the black hole to all the bodies on its
surface.

Suppose now the Earth transformed instantaneously into a black hole. Is the Moon
trajectory affected? This is only a mathematical discussion, of course. Let us look at
the formula

GMy  v*

rk X

F
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It is the same in both cases, because r is measured from the center of the Earth. We
deduce that the Moon continues to orbit the black hole Earth such it does now.

Some other considerations about black holes can be seen when we study them
using metrics.

9.16.2 Rindler’s Metric and Pseudo-Singularities

Let us define the Rindler metric as

(x")?

2 _
“=T

@) =@

What is happening with this metric when x! — 07 If we are looking only at the first
term, the first coefficient approaches 0. We can think that the metric fails to exist. A
singularity seems to be highlighted. However, we will show that a suitable change of
coordinates transforms the Rindler metric into the ordinary Minkowski metric. We
may conclude that X' = 0 is not a physical singularity, but a pseudo-singularity (or
a geometric singularity), that is one which can be removed by a convenient change
of coordinates.

Consider the change of coordinates

0
. xo(xo,xl)zzbtanh—'zf

}E](XO, xl) — (xl)Z _ (XO)Z.

1
where tanh~!(y) = 3 In 1+—y If we compute
-y

x0 0x°
dx0 dx1
the four components are
8_)20 bx! ox° —bx°

o0  (x1)2— (x0)2; oxl T (x)2 = (x())z;

Ox! —x9 Ox! x!

Ox0 (xhH?2 — (XO)Z; % - (xhH?2 — (x0)2'
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Exercise 9.16.1 Compute dC’ - R dC.

Solution. We have to compute

bx! x (xhH)? bx! —bx®
(xHI=(x0)? \/(xl)z (x0)2 5 0 ( (xl)i_ng)Z (x‘)2—1(x0)2 )
—bx° X X s
GHZ=(x0)? \/(xl)z—(xU)Z 0 -1 \/(Xl)z,(XU)z \/(xl)z,(x())z
that is
by! —x° N2 _ (102 bl _p®
GHZ=(x0)? \/(xl)z—(xo)z M 0 (xl)szXO)z (Xl)z,x(x())z
—bx° x! b? —X x!
(x1)2—(x0)2 \/(xl)z_(x())z 0 —1 \/(x‘)z—(xo)z \/(xl)z—()co)2
bx! —x° x! x°
_ (x! )2b (x9)2 \/( 1)?_(X0)2 ?0 _?l _ 10 '
bx x —x 0-1
(2= NS )- (x0)2 =2 20y
O
The metric in coordinates (x°, x!) becomes
2 — (dx0)2 _ (dxl)Z'
Therefore we have proved
Theorem 9.16.2 The change of coordinates
%0
C-: (% x1) = btanh™! =
: X
F@0, ¥ = V&) = (0
transforms the Rindler metric
<12
2 ()7 o 12
ds” = 7(36 ) —(x)
into the Minkowski metric
? = (dx")? — (dx")*.
As we discussed, X! = 0 is not a physical singularity, but a pseudo-singularity.
Thelinesx! = x%and x! = —x0are called the horizon of the geometric singularity

' = 0. Removing of geometric singularities is part of the mathematical theory of
black holes we present.
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9.16.3 Black Holes Studied Through the Schwarzschild
Metric

When we studied the vacuum field equations R;; =0, we started from the
Schwarzschild intuition to look for a spherical symmetric solution which describes
the relativistic field outside of a non-rotating, massive body.
In the coordinate system (x* = ct, r, ¢, 6) Schwarzschild chose the form of the
solution as
ds®> =c* - eldt? — e%dr? — r’dy?® — r*sin® pd§?,

with T := T (r), Q := Q(r) two real functions we need to determine. (In [40], a
more general approach is presented considering T := T'(r, t) and Q := Q(r, t)).
The non-zero Christoffel symbols are

T ' 10 1 _ 2

0 _ 0 i -
Fo=To=7Too=—7¢ "= Tn=7, Iy =—re? ¢

s F;3 = —re 2 sin? ©,

1 1
2 2 2 . 3 3 3 3
Iy :Fnz;’ I'5; = —singpcosp, TI7 :F13:;’ I3 =1T'5, = cotyp,

where we denote by ’ the derivative with respect to r. The computations lead to

B
T:—Q:ln<1+—>.
r

The obtained Schwarzschild metric is

B 1
ds* =c*- (1 + —) dr> — —Bdr2 —r2de? — r?sin® pd 6.
r

Thenwe find B =

> that is the gravitational Newtonian potential ¢(x, y, z) =
c

M
— —— isinvolved in the coefficients of Schwarzschild metric. We have remembered

-
here these results for two reasons. The first one is the following exercise we need to
understand the behavior of the Riemann curvature tensor at the surface of a black
hole.

Exercise 9.16.3 Compute R, .

Solution. Replacing in R;k, formula (in the case i =k =0, j =1 = 1) the above
corresponding Christoffel symbols, we find
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1 1 1
R() :__T// _T/ /A /2’
101 > + 1 Qo 4(Q )
that is
—B 1

Ry =— | —=

101 3 B

I+ —

-
O

. . 2GM .

The second reason is related to the quantity ry := ——, called the Schwarzschild

2
radius, which gives Schwarzschild metric in the form
; 1 .
ds®> = c?- (1 — r_) dt* — ———dr* — r’dg* — r* sin” pd6”.
-7
r

If we remember the nature of the Schwarzschild metric, the first term is positive,
the others three are negative. If we look at the first term in the case of the Sun, if we
replace the gravitational constant G, M = Mj,,, the speed of light in vacuum ¢ and

Iy 2GM
7 = g, we have 1 — — > 0. If » approaches r; = 5 the first two terms of the
r

metric have the properties goo — 0 and g;; — —oo. go, the Schwarzschild metric
becomes singular. If we compute r; in the case of our Sun, we find ry & 3 km. So,
the anomaly appears when the entire mass of our Sun is concentrated in a sphere
with a radius as r.

Such a sphere is a black hole. The interior of the sphere is called an interior of the
black hole and it is characterized by the condition r < ry. The surface of the sphere is
called the event horizon and it is characterized by the condition r = r. The exterior
of the black hole is characterized by the condition r > r;.

A clock at r = ry has its proper time d7 = /1 — ﬁdz‘ — 0. Which means that
V r

the clock is slowed down at maximum; a clock outside the black hole works faster.
What is going on in the interior of the black hole?

We obseve goy = ¢? (1 — r_s> <Oand g = —
r

1
> 0. Therefore the signs are
1— —
rS
opposite with respect to the standard ones. It results that # becomes a spatial coordi-

nate and r becomes a temporal coordinate inverting their roles!

However we can prove that the singularity r = r; is in fact a pseudo-singularity.
First, let us see what is happening to Riemann curvature tensor at » = ;.
If we denote ¢ := x; r :=x!; ¢ :=x? 6:= x> the old coordinates, we may
construct the new coordinates:
1
_ rs _ X' —ry _ ™
O=u—1 /1-2 5 = - ;x2=r0<x2——>;x3=ro(x3—90).
r 1= s
,
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It results

Ox° 1 ) Ox! Ty Ox?

ox0 re Ox! r’o0x2 ry 0X3 ry
1

r

all the other possible partial derivatives are null.
The new Riemann curvature tensor RY; is

oo ox0oxSoxkoxt . oxlox'ox0ox!

101 = 557 9x1 030 a3l /K~ 930 o1 9x0 gxl 101 =

361

1 Ox3 1

(1 rx> s 1 rs
r rg 1— s rS'

Therefore, at the surface of the black hole, that is when r = r;, the Riemann curvature
tensor is well defined. The surface of a black hole is not a physical singularity.
At the surface of a black hole, that is when r = ry, the Kruskal-Szekeres metric

gives more information than Schwarzschild metric.

We act only on the first two coordinates of the Schwarzschild metric, the other two
remain unchanged. The Kruskal-Szeres coordinates look different inside the black
hole comparing to the case of the exterior of the black hole.

In the interior of the black hole the Kruskal-Szekeres coordinates are:

r 5 t
V(t,r)= |1 — —e"/*s cosh 3
KS(r<ry): Ly s

t
UGt,r)= 1= Lerrn ginh —
T 2r,

s

vr—v2i=(L_1)erm < 0; v = tanh L, ie.r =2r tanh™! K
%4 2 U

Ts Ts

When r < ry, that is in the interior of the black hole, we have

av t ou t t
— = A -sinh — and — = A - cosh — where A = I—Le’/’f—.
ot 2r ot 2ry T 2r

1
1=

ov t ou

S

t 1
== = B -cosh — and — = B - sinh — where B = ——%_¢"/2s 4 — [1 — e,
or 2rs or 2rg r 2rg T
2 /1——
Is

t t 3
Asinh — A cosh — ﬂe—r/rs 0
2;'& 2trs r 3
B cosh — B sinh — 0 _ﬂe—r/n
2ry 2ry r
s
1=2
4}’33 —r/r, _A2 0 r
= —¢ S =
r 0 B? 0

t t
A sinh o B cosh —

A
A cosh — B sinh —
2ry 2ry
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the last matrix equality because

3
ﬂe—r/h LA =1-— Ts

r r
and 5
g2 Y e 1
r 1 — r_5
-

We have proved the following
Theorem 9.16.4 When the metric is the Schwarzschild one, in the interior of a black

hole described by the condition r < ry, the Kruskal-Szekeres coordinates

| t
V(ta r) = 1— Ler/ZrS COSh 2—
KS(r <vry): Vrs trs
Ut,r)= |1 — —e/¥ sinh —
\ Ty 2r

transforms the Schwarzschild metric into the Kruskal-Szekeres metric
2 4r] —r/rs 2 2 2,2 2.2 2
ds® = —=2e7T (dV —dU )—r do” — r-sin” pdf”.

r

In the case of the exterior of the black hole, the Kruskal-Szekeres coordinates

are:
t
Vi, r) = [ e/ cosh 7
KS(r>ry): 4 h
Ut,r) = |— — 1€/ sinh —
Ty 2r

2 _ 2 r v/ 4 r . Vo
Us—Vi=——-1])€" >0; — =tanh — i.e.t = 2r,tanh™' —. Similar
T |4 2r U
computations lead to
Theorem 9.16.5 When the metric is the Schwarzschild one, in the exterior of a black

hole described by the condition r > rq, the Kruskal-Szekeres coordinates

r 5 t
V(t,r) = |— — 1e"/*s cosh o
KS(r>ry): £ ;
Ut,r)= |— — le’/*s sinh —
Ty 2ry
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transforms the Schwarzschild metric into the same Kruskal-Szekeres metric

4 3
ds® = ig*’/’v (dV2 — dUz) —r2dg? — r?sin® pd*.
r

In both cases at r = r, the singularity has been removed. The only physical sin-
gularity corresponds to r = 0.

Corollary 9.16.6 The event horizon of a black hole is a geometric singularity only.

Let us discuss now the entropy of a black hole. From the Special Relativity chapter
we know the following formulas and their meaning:

From this section, we know that the dimension of a black hole is related to its
Schwarzschild radius r,. If a photon is captured by a black hole of mass M and
energy E, the black hole changes its mass and energy. This fact can be represented

by the formula
_AE _h h

AM = — = ,
c? e rgC

because A\ becomes r;.

2MG
But A\ =r; = suggests a variation of the radius described by the formula

c2
2AMG  2G 2G h
Ar = = —AM=——,
c? c? c2 rye
that is
2Gh
}’SAV =3
3

It is worth noticing that the right member is a constant. Furthermore, it is easy to see
that the area of a black hole is the area of a sphere of radius ry,

A= 47rr3.

The derivative with respect to r leads to

dA
— = 87y,
dr
i.e. 6nGh
dA = 8rrydr = —L

c3
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Therefore, if a photon is captured by a black hole, the black hole area is increasing
by the quantity
16wGh

3 .

dA =
c

If dS is a unitary entropy, the variation of the area becomes

. 167Gh

dA ds,
3
therefore
&3
S = A
167Gh

This formula is known as Bekenstein—Hawking formula for the black hole entropy.
See [74] for a detailed discussion.

Whit these considerations in mind, it is straightforward to define the black hole
temperature. The formula which connects the variation of energy, the temperature
and the variation in entropy is

dE =TdS.

If we consider only “one unit” of variation for entropy, i.e. a single photon which
changes the black hole energy, we have that

hc  hc he?
dE=T=— = — = .
A T 2MG

That is, a single photon changes the temperature of the black hole such that T is

proportional to w We deduce that smaller black holes are warmer than the massive
ones.

9.16.4 The Light Cone in the Schwarzschild Metric

In Minkowski metric, the trajectories of light-rays are determined by the condition
ds* = 0. Since the Minkowski metric in geometric coordinates is

ds® = (dx")? — (dx")?,

the previous condition becomes

therefore the light cone is highlighted.
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In (¢, r) coordinates, let us consider the 3-plane ¢ = 0 and the corresponding
Schwarzschild metric in geometric coordinates

ds? = (1 - %) di* — ﬁdﬂ

r

The condition ds? = 0 leads to

i.e. r .
a=x0-7)

It is obvious that this is different with respect to the Minkowski condition

dr

— =41.
dt

We can write the equivalent formula

1
Let us denote X := <L> and Y = (—) . It remains to solve

s s

XdX /
— = | dY.
X+1

The solutionsare Y = X +In|x —1jand Y = —X —In|x — 1|.

The graphs of the functions f(X) = X 4+ 1In(l1 — X) and g(X) = — X 4+ In(1 —
X), both defined on (0, 1), highlight the light cone in the interior of the black hole.

Suppose xp € (0, 1) and the tangent lines at (xo, f(xo)) and (xo, f(xp)). The
parallel lines to the tangents in (xg, 0) show how the light cone looks like in the
interior of the black hole.

The same, the graphs of the functions /(X)) = X + In(X — 1) and /(X)) = - X +
In(X — 1), both defined when x € (1, oo) highlight the light cone outside the black
hole.



366 9  General Relativity and Relativistic Cosmology

In summary, we gave only some main features of black holes but the physics
and the mathematics of these gravitational systems is extremely reach and deserve
to be explored in details. Furthermore, after the direct detection of the black hole
shadow by the Event Horizon Telescope collaboration [75], a new era started in this
fascinating sector of Physics. These gravitational objects, considered only exotic
theoretical objects until recently, have become an amazing arena for observational
astrophysics and cosmology.



Chapter 10 ®)
A Geometric Realization of Relativity: oo
The Affine Universe and de Sitter

Spacetime

Rem tene, verba sequentur.

Cato

We want to conclude this book considering a gravity theory without masses which can
be constructed in Minkowski spaces using a geometric Minkowski potential. From
the point of view of this book, this can be considered a full geometric realization of the
relativistic approach. The affine space-like spheres can be seen as the regions of the
Minkowski space-like vectors characterized by a constant Minkowski gravitational
potential. They highlight, for each dimension n > 3, a model of spacetime, the de
Sitter one, which satisfies Einstein’s field equations in the absence of matter, and it
is now intuitive why. This chapter is based on results that can be found in [16, 20,
26, 76].

10.1 About the Minkowski Geometric Gravitational Force

Denote by M" the Minkowski n-dimensional space, n > 3, endowed by the
Minkowski product

n—1

(a,b)y = aoby — Y _ aaba

a=1

Withrespectto givenb = (by, by, ..., b,—1), we consider all vectors x = (xq, X1, ...,
Xn—1) such that x — b is a space-like vector, that is (x — b, x — b),;; < 0. We denote

by

2
n—1

r o= _(XO - b0)2 + Z(-xa - ba)
a=1
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the Minkowski “length” of the space-like vector x — b and by

1
u= _;(XO _b07x1 —bl, ey Xp—1 _bnfl)

the unit vector of b — x. We can define the Minkowski geometric gravitational force

as
1 1

n—1 -l

n
M

If )
n—
n o .__
Ay = praal
is by definition the Minkowski geometric gravitational field, we have the following
“Minkowski-Newton second principle”:

n 1 n

v = G =

Let us define the Minkowski gradient and the Minkowski Laplacian:

_(_ 9 0 0
VM = 8x0’ 3x1"“’ 8xn_1
2 2 2
V}zw = (VM,VM>M=8__8_ ____ 0
ox  Ox? ox?

For each dimension n, we can define the Minkowski gravitational potential

no.__ __
Dy, =

rn—2'
The following computations
oP? xo— by 0P} Xoa—b
ang =(2—n)¥; 8TM=(n—2) o ae{l,2,...,n— 1}
«
oo r? 4+ n(xo — bo)>  0*® r? — n(xq — ba)?
a2 = e G = =D a e (2= 1)

Lead us to the following two theorems.

Theorem 10.1.1 The Minkowski gradient of the Minkowski gravitational potential
is the opposite of the Minkowski gravitational field.
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Proof 1tis easy to check the equality vy @}, = —A7,. (]

Theorem 10.1.2 The Minkowski Laplacian of the Minkowski gravitational potential
is null.

Proof The same, it is easy to check vﬁ/[d% =0. O
The last relation is the equation of the Minkowski geometric gravitational field.
In the case when b is the origin of the Minkowski space, the Minkowski uni-

tary space-like sphere can be thought as the set of points of M" described by the

constant gravitational Minkowski potential @}, = —1. In this theory, at each dimen-
sion 72, the Minkowski geometrical gravitational force and the Minkowski geometric

1
gravitational field have the physical dimension ———. The Minkowski gravitational

"
potential has the physical dimension (l)? where (/) is a length.

We may conclude: For each dimension, in the Minkowski space-like vectors
region, a natural geometric Minkowski gravity appears in the absence of matter.
An equivalent of the Newton gravity theory can be constructed starting from the
Minkowski geometric gravitational potential. The affine space-like spheres can be
seen as the regions of the Minkowski space-like vectors characterized by a con-
stant Minkowski gravitational potential. They highlight, at each dimensionn > 3, a

model of spacetime, the de Sitter one, which satisfies Einstein’s field equations in
the absence of matter, and it is now intuitive why.

10.2 The de Sitter Spacetime and Its Cosmological
Constant

In the case n = 3, we choose to represent the 2-surface as
X3 — X3 — X3 = —d?,
in the form f : R x (—m, ) — M?,
f(t,x1) = (asinht, acoshtcosxy,acoshtsinxp).
Some computations leads to the metric
ds3 = a*dt* — a® cosh? t dx?.
The non-zero Christoffel symbols are

Iﬂ(ln = F%o = tanh?, F(1)1 = cosh ¢ sinh ¢
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and - -
r r
0 11 10 0 0 2
Rip = 5 _(')xl + Iy, — T, Iy = cosh” ¢.

1

It results Rojor = gooRYy; = a® cosh® 1, thatis K} = ——.

For this 2-de Sitter spacetime, according to the Einstein theorem for surfaces
R = K}l 8ij» we have

1
R;; + E gij =0.
. . . 1 .
This last equation can be written also as R;; — ER gij =0, thatisA =0and T;; = 0.

In the case n = 4, the 3-de Sitter spacetime is the Minkowski space-like sphere
of M* given by the equation

X3 — X} — X5 — X} =—-d’.
The standard parameterization is
f(t,x1,x3) = (asinht cosxy, acoshtcosxcosx;,acoshtsinx cosx;,asinxy).
The metric is
ds3 = a* cos® x, dt* — a® cosh? t cos® x, dxi — a*dx;.

We observe
ds? = cos® xp( a*dt* — a* cosh? t dx}) — a*dx3.

therefore
ds32 = cos’ x ds? — a’dx3.

The non-zero Christoffel symbols are

F(())z = 1"30 = —tanxp, Fﬁ)l = cosh ¢ sinht,
Fl _ Fl _t h Fl _ Fl _
or = 1jp=1tan I, ' =15 = —tan xp,
F2 — 3 Fz _ h2 .
00 = — SIn X €os xp, I'{; = cosh” ¢ cos x, sin x;.

Now, if we compute
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ory  ori h
Rii = R}; = axl; - WI: + i Th — i Thss
we find
Roo = —2cos’ x2; Ry = 2cosh’tcos? xp; Ry = 2.

The other Rici symbols are null, R;; =0, i # j. Therefore
2
R," + — ii = 0.
T2 8ij

; . ; ; . 6
If we compute R := R;, taking into account R, = g"*Ry;, it results R = ——.
‘ a

The left hand of Einstein’s field equations become
1 6
Rij =5\ =77 ) &i + Agij-
1
If we choose A = — —> the left hand becomes
a

2
Rij + 22 il

that is the left hand becomes 0. The de Sitter spacetime presented above satisfies the
Einstein field equations

1 8rG
Rij — ER gij +Agij = C_4Tik
6 1 . .
for R = - A= —a and T;; = 0. A spacetime without matter appears as we
expected.

In the case n = 5, the parameterization is

Xo = asinh t cos x; cos x3

X1 = acoshtcosxjcosx;Cosx3
X, = a cosht sin xj cos x; COS x3
X3 = asin x, cos x3

X4 = asinx;

The metric related to this parameterization is

dsf = a? cos? X2 cos? x3d12 — a® cosh? t cos? X2 cos? X3dxl2 — a? cos? xgdx% - azdxg.
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In the same way, as above, it is
ds? = cos” x3(a’ cos® x,dt* — a? cosh? t cos® xpdx? — a’dx3) — a*dx?,

therefore
ds] = cos® x3 ds3 — a*dx3.

Again, if we compute

ors. ors n ;
Rii = R}; = Bxl; - aTI,S + i — Ti T
we find
Rop = —3 cos® x, cos® x3, Ry1=3cosh?z cos® x, cos® x5, Ryn=3cos’x3, Ry =3,
that is
3

Rz] + ; 8ij Oa
which leads to

12 3

R == __2, A - P EJ 07

for Einstein’s field equations.
In the general case, the (n — 1)-de Sitter spacetime is the Minkowski (n — 1)-
sphere determined by the ends of all the space-like vectors with Minkowski length a.
This is a hipersurface of the Minkowski n-dimensional space M" having the
algebraic equation
Xg—Xi—— X3 —a’.

n—-1=

The related parameterization is

Xy = asinh t cos x, COS X3.... COS X;,_»

X | = acoshfcosxj coSxpCOS X3.... COS X, _»
X, = acosht sin x| COS X5 COS X3.... COS X;,_2
X3 = a sin x COS X3 COS X4.... COS X,,_2

X4 = a sin x3 COS X4.... COS X, _»

X,—2 = asinx,_3CoSx,_»

Xn,1 =a sinx,,,g.

This parameterization makes sense for n >5. For n > 6 we can denote
Xo.n = Xo; X1 = X15 Xp—1., := X,—1 and we can write
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Xo.n = Xo,n—1€08 Xp—2
Xl,n = Xl,nfl COS Xp—2
Xn—Z,n == Xn—Z,n—l COS X;—2
Xn_1n =asinx,_

with
X2 X2 X2 2
0n—1—"AlLp-1 """ 7 =—a.

n—2,n—1

A direct consequence is

Xon1dXopn-1— Xin1dX1p1— = Xp2p-1d Xy 2,1 =0.
Using
dX(),n = dX(),n—l COS X2 — X(),n—l sin xn—den—Z
an72,n = an72,n71 COSXp—2 — Xn72,n71 sin x,_»dx,_»
anfl,n = acosxX,_2dx,_»
and denoting by
2 _ gy2 2 2
dsi =dXg e —dXi g = —dXi
we obtain
2 2.2 2 2.2
ds, | =a“cos“x,_»ds, 5, —adx;_,, n>6,

a formula which is the generalization of the formulas obtained for the previous cases
n=4andn =5.

Therefore, in all cases, we proved that the metric is a diagonal one and we have
a recursive method to obtain it. Finally it looks like:

2 _ 2.2 2 2.2
ds,_ =a“cos” x,_»ds,_, —adx, ,, n>4

and
ds3 = a*dt> — a® cosh’t dxi, n = 3.

Now, other considerations are in order. If

[t x1,x2, .., xp0) = (XO.n—l COSXy—2, ..., Xp_2,-1COSXy_2,0a Sinxn—z)

0
the direct consequence of above results is < f 8_{> =0.
M
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0 0
Another computation leads to < £, —f> =0, while < ! f> X
Oxy M (’9xk ot
af of , ,
= 0 are the consequences of the diagonal form of the metric and
Bxk 6x j

highlight the orthogonal frame of the tangent space at each point.
Finally, the Minkowski normal to the hypersurface is

1
N(t’ xl? "‘7'xn_2) = Zf(t’ xl’ "'7xl’l—2)’
that is the Minkowski distance from the origin to the tangent hyperplane at a given

point of the hypersurface is a and all the coefficients of the second fundamental form
are computed with the formula established for the case n = 2,

. _ [N of
7= \ox, ox, ],

therefore {

hij = 28
Since (N, N),; = —1 < 0, we have
Riju = — (hikhji — huhj) -
It results
Riju = _a_12 (8ikgjt — 8igjx) - i, j k.1 €{0,1,...,n—2}.

Therefore each sectional curvature is

K — 1
=3

From

1

Rijij = - (giigjj - gijgji) )
it results |
8" Rijij = 2 (gmlgiigjj - gmlgijgji) ]

that is

m 1 m m
R]z; = _(? (61 8jj — 6}' gji) :

For m = i, it remains
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1
Rinj = ——38ii-
for each m # j. Finally,
n—2
n—2
Rjj = Z R;e:nj = a2 8jj-
m=0, m#j

If we start from

1
Riju = ) (8ikgjt — 8itgjx) »

the same reasoning leads to

R = —— 81
jml a2 Jt

i.e. for j # [, we have Rj; = 0. Therefore

n—2
Rij+—3— =0

for all i and j. From this formula, we obtain
1
R=—-(n-Dn-2)—.
a

Since

I 1 n—2n—3) 1 n—2
Rij+§(n_1)(n_2); 8= 5 = gij:Rij+7gij=O

it results that, if we choose

=2m-=3) 1

A =
2 a?

’

the previous metric satisfies the Einstein field equations

1 8rG
Rij — ER gij + A gij = C—4Tij

in the absence of matter, that is with 7;; = 0.
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10.3 Some Physical Considerations
Let us return to the 4th dimensional de Sitter spacetime described by the parameter-
ization

Xy = sinh 7 cos x; cos x3

X1 = coshtcosx; cos x, cos x3
X, = cosh £ sin x1 cos x; cos x3
X3 = sin x; coS x3

X4 = sinxs

with the metric
dsf = cos? x; cos? x3dt? — cosh? ¢ cos? x, cos? x3dx12 — cos? x3dx§ — dx32.
It is difficult to talk about photons traveling in this Universe but if we consider a slice
in the previous de Sitter space, determined by x, = x3 = 0, we obviously highlight
the 2-de Sitter spacetime
Xy = sinh¢
X = coshtcos x;
X, = cosht sin x;
denoted here by
f(t, x1) = (Xo, X1, X») = (sinh ¢, cosh ¢ cos x1, cosh sin x;),
f:R x (—m, m) — M?, with the metric

ds3 = dt* — cosh? tdx}

and we can hope for a simpler approach of the problem.
It exists two coordinate curves at each given point (¢°, x?). The first one is

cot) = f(t,x7)

where x! is a constant. Since

) 0 . . .
Co(t) = —f = (cosh ¢, sinh ¢ cos x?, sinh ¢ sin x?
at 1 1

. . . [of O . .
is a time-like vector, i.e. <8_J;’ a—{ = 1, the curve ¢ is a world line for an observer,
that is, we are talking about the evolution in time of an event. The relation

oIy =1
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shows that the parameter ¢ is the proper time because

(1) =/0 llco(@)llmdg = 1.

The other possible curve

cir(x) = £(% x1)

where ¢9 is a constant, is a “circle” which cuts the “Euclidean hyperboloid,” and, at the

. . af o
same time, a space-like curve because —f, —f = —cosh?’t = —cosh? 7 < 0.
Ox 1 Ox 1
Let us analyze the “circumnavigation problem”, that is the possibility to go around

the “hyperboloid” in a finite amount of time. The length of c; is

/ e (M) [ mdxy :f cosh7dx; = 2mcoshr.

™ —T

The limit, as 7 approaches to oo, is infinite, therefore this spacetime is unbounded
in both given directions.

We are interested in understanding how photons travel in this de Sitter spacetime.

Firstly, the metric
ds3 = dt* — cosh® t dx?}

1 0
0 — cosh?¢

x
whose light-cone vectors, in the (¢,x) plane, are L™ =< 1 ) and

X
cosht
X
L™ = 1 , x € R.
—Xx
cosht

These vectors were deduced in the same way we deduced them in a Minkowski
space, whose metric

is described by the metric tensor

ds? = dt?* — dx?

(b))

The light cone vectors are E* = (i) and £~ = ( * ), x e R.

is described by the metric tensor
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If we are looking at the vectors L™, L~ in their transposed form on M3, from

X X
+ =x-(1 + — 1
(x, cosht) *-(1,0) cosh ¢ .1,

the formulas

of x Of
n_.,. 97 97 .
dfs (L7) = x ot +cosht8x1’

dfy (L7) = Ot cosht Ox,’

results. This means that the velocity of photons is the ratio (with a sign) between the
x 0 .
—f and the temporal vector x a—{ i.e.

norms of the spatial vector
cosh t Ox;

1 co(t
. ||_Co()||M 1
cosht [|c1(x1)||lm

as we expected.

Let us look again at the #x; plane and suppose we have the trajectory of a photon
described by a function x;(¢) which is x; (7). In fact, taking into account L, we
have

= 2 _ag= [ -2 —2arctan(e?) + C
x1(q) = praripevil Al B ran i arctan(e?) + Ci,

where C| is a constant. This function is increasing. The limit as g approaches —oo
is C and the limit as g approaches 400 is 7 + Cj, therefore a photon image curve
in tx; plane is completely included in a strip with width 7. The same happens for
the photon described by

2 2e
xi(@q@)=— | ———dqg=— = —2arctane? + C»,

el +e 1 e+ 1

where C, is a constant.
If we ask for photons having, at the origin of the zx1 plane the vectors L™ (0), L™ (0)

. . ™
as tangent vectors respectively, we obtain the curves x;(7) = 2 arctane” — P and

s . . .
x1(7) = —2arctan e¢” + —, respectively. The images of this two curves are the tra-

jectories of photons in the de Sitter spacetime. Therefore, if we choose the first curve,
its image in the de Sitter spacetime is

Xo(T) = sinh 1
X1(1) = cosh T cos (2 arctan e” — E) .

X, (1) = coshtsin (2 arctan e” — g

Being
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1

T
cos (2 arctane’ — —) =
cosh T

2
and -
sin (2 arctane’ — §> = tanh 7,

therefore it is
Xo(7) = sinh T
Xi(r) =1
X,(T) = sinh 7.

We leave, as an exercise for the reader, to prove that the second curve is

Xo(1) = sinh 7
Xi(r)=1
X5(T) = —sinh 7.

379

Finally, the trajectories of photons in the de Sitter spacetime are lines with slopes 1

and —1 (as we expected) which belong, in this case, to the plane X| = 1.

Even if it is just the investigation of a light cone at a single point, the reader has
to imagine that, at each point of the de Sitter spacetime, the situation is the same: the
Euclidean hyperboloid have, at each point, a pair of straight lines embedded into its

surface.

10.4 A FLRW Metric for de Sitter Spacetime Given by the
Flat Slicing Coordinates Attached to the Affine Sphere

In [26] it is presented a very interesting parameterization of the affine sphere

2 2 2 2
X2 - X2 —... = X2 | =—-d%,
using the flat slicing coordinates:

2

. t r
Xo=asinh— + — - ¢'/®
a 2a
tr?
) X, =acosh— — — .¢'/a
J a 2a
Xy =y e
X3 =y, el
Xy = ypa €'
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with
Vv, =

It results the relation
vidyt + yadyr, + -+ - + yn_adyn—> = rdr

which helps us to find the corresponding metric.
Now,

! r2 t/a r t/a
dXyg=|cosh— +—e¢ dt + —e'dr
a 2a? a

: ! }"2 t/a r t/a
dX, = |sinh— — —e dt — —e'’dr
a 2a? a
t/a 1
dX,=¢e dyr_1+ —yrdt |, ke {2,3,...,n—1}.
a

If we compute the metric, firstly we obtain

2 2 r? 2| 12 L 2 2
dXy—dXi=|1+ e dt” + —e”dtdr.
a a

Since
n—1 n—l 2 1
def = /e Z |:dy1%—l + = Yk—1dye—rdt + _zy’%“dtz} -
a a
k=2 k=2
n—1 2 }"2
— eZl/a Zdy/g_l + ezf/a 7d},.dt + ezf/a;dIZ’
k=2
finally we find

ds* =dt* — /" (dy] +dy; + -+ +dy,_,) -
For this metric we have

1
Poo =To0 =~

a0 —

1
0 =—¢¥e aefl,2,...,n—2},
a

ax

all the other Christoffel symbols are null. Then,
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n—2 n—2 Jéj 81—113
<) B 00 B B
Roo = Bgoo + R0/30 = Z Ro@o = Z O D0 + Coe mB Tosl o | =

B=1 B=1

n—2 n—2
= = 800;
a? 2
= = [ors,  ory
Roa = wasa = ac\a + Z Rfua = ﬁ - xo;‘ + Fg}arim - Fglsrfna =
5=0,s#a s=0,s7#a

n—2 2ja _ n—2
€ - 2 8aa-
a

2 2 1 2 -2 0 0 0 1
- 076 e + (r()] + FOQ oot an—Z)Faa - F((;nr(y(x - Frmr‘(())a =

Therefore 1
R=—-(mn-Dn-2)—,
a
that is choosing
—-2)(n—-3) 1
Al (=D 1
2 a?
the previous metric satisfies the Einstein field equations in absence of matter,

1
R — ER gij +Agij =0.

This metric can be written in the form
ds® = dt* — &*'/dy?

where
dy* =dy} +dy; + - +dy,_,

is the flat metric in the y; coordinates, which explains the name.
This is an example of a FLRW metric for de Sitter spacetime.

Example 10.4.1 Consider de Sitter spacetime with one of the previous metric g;;.
Itis
n—2
Rij = 7 i

and |
R=—m—-1n-— 2)—2.
a
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Therefore, in the case of f(R) = R gravity, we obtain Einstein’s field equations
1
Rij—ERgij‘i‘Agij =0

with the cosmological constant

A=z T
2 a?
because we have
1 1 n-=-2)yn-3) 1 n—2
Rij + z(n - D — 2)a_2 8ij =5 a8 Rij + 2 &= 0.

If we consider the case of f(R) = R? gravity, we have

1
F'®Rij = 5 f(R)gij + Ay gij =0

if
(n—1(n—2)*(n—5) (n—2)(n—5)
Ap= =-—R—— ——.
2a* 2a?
Indeed,
1 n—=2)(n—15) 1 (n—2)(n—75)
2R Rij — ERZ gij— R Y 8ij = 2R <R,‘j - ZR 8ij — — g,-j) =
- D -2 -2(n—5 -2
=2R (Rij L& 4):; ) 8ij — U 4):; ) gij) =2R <Rij + Laz gij) =0.

Therefore we have the following statement:
The f(R) = R? gravity equations in absence of matter

1
f'(RR;; — Ef(R)gij +Argi=0

in the case of the cosmological constant

(=D —2>n—>5)

A 2a*

are satisfied by any metric

ds* = gijdx'dx’, i,j€{0,1,....,n—2}
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having the property

An example is de Sitter spacetime metric
ds* = dt* — &/ (dyf +dy; + - +dy;_,) .

A particular situation happens when n = 5. The f(R) equations in vacuum are
satisfied in the their original form

S (R)R;j — %f(R)gij =0,
that is no cosmological constant is needed.
Exercise 10.4.2 For the unit space-like affine sphere
A R

consider the parameterization

Xo = asinht
X = y;cosht
UER R
X,_1 = Yy,_1cosht
with
VY +ty =1,
that is

yidyr + yadys + -+ + yp_2dy,—o = 0.
(1) Show that the corresponding metric is
ds* = dt* —cosh®t (dy] +dy; +--- +dy,_)).
(ii) Try to understand why the metric can be written in the form
ds* = dt* — cosh® 1 dQ2 _,,

where d22_, is the metric of the S"~2 sphere.
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10.5 Deriving Cosmological Singularities in the Context of
de Sitter Spacetime

Let us consider the case n = 3. The Euclidean one-sheet hyperboloid, which is in
fact a Minkowki sphere, has the algebraic equation

X3 —Xi—-X5=-1.

Using the flat slicing coordinates

2

. r
Xo =sinht + — - €'

2

I 2
X, :cosht—?-e’

Xo=r-e'.
we find, as a particular case of our previous discussion, the metric
ds? = dr* — e*dr?.

For this metric, we have

all the other Christoffel symbols are null.
Let us consider the Minkowski sphere. At ¢ = 0, consider the curve

I"2 ’,.2
== 1-=
m(r) (2, 2,r>

obtained by replacing t = 0in the parameterization of f.This curveis the intersection
between the plane
Xo+X1=1

and the Minkowski sphere
X3 — X7 —X5=-1.

We can conceive this curve as at the initial singularity at the origin of the de Sit-
ter spacetime. Let us follow the evolution in time of it and choose a point of the

singularity,
2R
m(ro) = PR 1—?7 ro |-

The evolution in time of this point is the line
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2 2
c(t) = (sinht—i— 30 -e', cosht + 30 e, ro-e’>.

1
Theorem 10.5.1 . c(¢) is the intersection between the plane Xg + X1 — —X, =0
ro
and the previous “hyperboloid” X% - X3 -X}=-1
2. The Minkowski product < ¢(t), ¢(t) >y is 1, i.e. the tangent vector, is a time-like
vector.
3. c(t) is a time-like geodesic of de Sitter spacetime.

Proof We leave for the reader the proof of the first two points which are simple
exercises.
The equations of the geodesics are

d*t Lo dr dr _0
dr? Wardr —
ﬁ 1 ﬂd_r =0
dr? Ngrdr ’
i.e.
d*t 9 dr dr
— 4 —— =
dr? drdr
d*r dt dr
— +2——=0.
dr? + drdr
The solution t = 7, r = ry corresponds to the curve c. O

Therefore, the line is the evolution in time of the point and it is the first line we
considered in the part of de Sitter spacetime out of the singularity curve.

Now, from each point of
") 2
=(5.1-=.
m(r) <2 5 r)

consider the corresponding curve
2 2
: r t r t t
c (1) = s1nht+?~e, cosht+3~e, r-e|.

All these time-like geodesics for + = 7 > 0 starting from the initial singularity are
part of the texture of the de Sitter spacetime. Observe that not all the Minkowski
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sphere is the texture of the de Sitter spacetime. Furthermore the parameterization
makes sense also for t = 7 < 0. We have the image of an evolution of a singularity
corresponding to the de Sitter spacetime.

As we said at the beginning of this chapter, gravitational interaction can be
obtained starting from Minkowski spacetime according to a slicing procedure. This
is only a possible geometric realization of Relativity. Other interesting geometric
realizations of spacetimes can be found in [77].



Chapter 11 ®)
Conclusions Creck for

This book is an “experiment” to demonstrate that, starting from simple arguments of
Euclidean Geometry, it is possible to arrive at the geometric formulation of physical
theories: in the specific case, Special and General Relativity and, consequently, up to
Relativistic Cosmology. Our attempt was aimed, above all, at undergraduate students,
in particular those of our university courses, to demonstrate that, by a rigorous and
extended mathematical development, theories deemed “difficult”, such as General
Relativity, can be understood and operationally used. We turned to students, and not
to colleagues, to avoid falling into unnecessary technicalities that would have made
the text unsuitable for a truly “basic” reading of Special and General Relativity.
During the discussion, however, we introduced some advanced topics with the aim
of stimulating the reader to further deepen and personal research. Our hope is not to
have bored the reader and to have contributed something useful to the vast literature
on the subject. Ours was a humble attempt, with no claim to completeness. We hope
that our efforts have proved useful to someone eager to understand the wonderful
book of Nature with the beautiful language of Mathematics which, as said by Leibniz,
is “the honor of the human spirit”.
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