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Preface

In the last two decades the digitization of our lives has accelerated at a sometimes
breathtaking rate. It is appearing in ever more aspects of our existence to the point
of becoming all-encompassing. Ever larger amounts of data are generated, stored,
processed and transmitted. This is driven by increases in processing speed and
computational performance. The latter is achieved by ever greater miniaturization
of circuits and physical memory requirements. As this trend continues rather sooner
than later atomic or even sub-atomic scales will be reached. At the latest at that
point the laws of quantum mechanics will be required to describe the computational
process along with the handling of memory.

Originating from this anticipation as well as from scientific curiosity, many
researchers over the last quarter century have thus investigated how information can
be stored and processed in systems described by quantum mechanical laws. In
doing so they created the science of quantum computing.

Quantum computing is unique in the sense that nowhere else are fundamental
questions in physics so closely connected to potentially huge practical implications
and benefits. Our very basic understanding of what constitutes reality is challenged
by the effects which at the same time seem to enable enormous efficiency gains and
to revolutionize computational power and cryptographic protocols.

What is also quite enticing is that quantum computing draws from many ‘dis-
tinct’ branches of mathematics such as, of course, analysis and linear algebra, but to
an even greater extent functional analysis, group theory, number theory, probability
theory and not least computer science.

This book aims to give an introduction to the mathematics of this wide-ranging
and promising field. The reason that despite being an introduction it is so volu-
minous is that the reader is taken by the hand and led through all arguments step by
step. All results are proven in the text in—for the cognoscenti perhaps excruciating
—detail. Numerous exercises with their solutions provided allow the reader to test
and develop their understanding. Any requisites from branches, such as number
theory or group theory, are provided with all stated results proven in the book as
well.
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For the above reasons this book is eminently suitable for self-study of the
subject. The attentive and diligent reader does not have to consult other resources to
follow the arguments. The level of mathematical know-how required approximately
corresponds to second year undergraduate knowledge in mathematics or physics.

It is very much a text in mathematical style in that we follow the pattern of
motivating text—definition—lemma/theorem/corollary—proof—explanatory text
and all over again. In doing so all relevant assumptions are clearly stated. At the
same time, it provides ample opportunities for the reader to become familiar with
standard techniques in quantum computing as well as in the related mathematical
sub-fields. Having mastered this book the reader will be equipped to digest sci-
entific papers on quantum computing.

I enjoyed writing this book. I very much hope it is equally enjoyable to read it.
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and hope they will find this book to their liking.
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The largest debt of gratitude is owed to Maria-Eugenia, Matthias and Sebastian,
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improve precision and clarity of the exposition.
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Glossary

AHSP stands for the Abelian Hidden Subgroup Problem, which is the problem
to identify a subgroup from a function on the group that leaves the
subgroup invariant

AQC stands for adiabatic quantum computing
BB84 stands for a quantum mechanical cryptographic key distribution method

proposed in 1984 by BENNETT and BRASSARD in [1]
CECC stands for classical error correcting code
CHSH stands for CLAUSER-HORNE-SHIMONY-HOLT, four authors of a general-

ization of the BELL inequality given in their joint article [2]
DLP stands for Discrete Logarithm Problem, which is the problem to find the

discrete logarithm d in the context of a group when only given the group
elements g and h ¼ gd

DSA stands for Digital Signature Algorithm, which is any cryptographic
protocol that allows to add a digital signature to a digital document so
that the signature can be easily verified by anyone but is (almost)
impossible to forge

ECDSA stands for Elliptic Curve Digital Signature Algorithm, which is a DSA
based on elliptic curves. It is used by bitcoins

EK91 stands for a cryptographic key distribution protocol proposed in 1991
by EKERT [3], which uses the CHSH version of the BELL inequality to
detect eavesdropping

EPR stands for EINSTEIN-PODOLSKY-ROSEN, three authors of a paper [4] in
1935 in which the counter-intuitive effects of quantum mechanics are
used to argue for its incompleteness

HSP stands for Hidden Subgroup Problem
ONB is an abbreviation for orthonormal basis, the maximal set of linearly

independent and pairwise orthogonal unit vectors in a linear space with
a scalar product
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QECC stands for quantum error correcting code
QUBO stands for Quadratic Unconstrained Binary Optimization
RSA denotes the ‘classical’ public key cryptographic method developed by

RIVEST, SHAMIR, and ADLEMAN in 1978
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Symbols

:¼ Defining equality, that is, the expression a :¼ b defines a by b
N Set of natural numbers, that is, N :¼ f1; 2; 3; . . .g
N0 Set of natural numbers including zero
Pri Set of prime numbers, that is, Pri :¼ f2; 3; 5; 7; 11; . . .g � N

Z Set of integers, that is, Z :¼ f0;�1;�2;�3; . . .g
F2 Field of binary numbers f0; 1g with binary addition and

standard multiplication
Q Field of rational numbers q

p with q 2 Z and p 2 N

R Field of real numbers; Rþ denotes the positive real numbers
i Imaginary unit, that is, i2 ¼ �1
C Field of complex numbers aþ ib with a; b 2 R and i2 ¼ �1
z Complex conjugate of z ¼ aþ ib with a; b 2 R, that is,

z ¼ a� ib
zj j Absolute value of the complex number z ¼ aþ ib with

a; b 2 R, that is, zj j ¼ ffiffiffiffi
z�z

p ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

p
f fSg Image f fSg � Y of the subset S � X of a mapping f : X ! Y
a Vector in R

n;Cn or Fn
2

�a � b Scalar product of the vectors a and b in C
n; for a; b 2 R

n this
equals a � b

aj j Norm of the vector a 2 C
n, that is, aj j :¼ ffiffiffiffiffiffiffiffiffi

�a � ap
a � r Linear combination of PAULI matrices r1 ¼ rx, r2 ¼ ry,

r3 ¼ rz with coefficients a 2 R
3, that is, a � r :¼P3

j¼1 ajrj

X; Y ; Z Alternative notation for the PAULI matrices, that is,
1 ¼ r0 ; X ¼ rx ¼ r1; Y ¼ ry ¼ r2; Z ¼ rz ¼ r3

often used in the context of quantum gates
H HILBERT space, that is, a complex vector space with a scalar

product which induces a norm
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Spanfv1; . . .; vng Linear ‘span’ of a set of vectors fv1; . . .; vng of a linear
space V over a field F, that is, the subspace of V created

by all vectors of the form v ¼Pn
j¼1

ajvj, wheren
aj j j 2 f1; . . .; ng

o
� F

{
H Qubit HILBERT space, that is, the HILBERT space {

H ffi C
2

jwi ‘Ket’ notation for a vector in a HILBERT space
hwj ‘Bra’ notation for a vector in the dual space to a HILBERT space
hujwi Scalar product of the vectors jui; jwi 2 H

wj jj j Norm of the vector jwi 2 H, that is, wj jj j :¼ ffiffiffiffiffiffiffiffiffiffiffiffihwjwip
dxy KRONECKER delta

dxy :¼ 1; if x ¼ y
0; else:

�

To avoid confusion we sometimes insert a comma
and write, for example, dnp;mq instead of dnpmq

1 Identity operator in H, or identity matrix in R
n;Cn;Fn

2, that is,
1jwi ¼ jwi for all jwi 2 H. To make things more explicit we
may also write 1A for the identity operator in H

A to distinguish
it from an identity operator 1B in a different HILBERT space HB.
Likewise, we also write 1�n for the identity operator in
H ¼ {

H
�n

L Hð Þ Set of linear operators on H, that is,

L Hð Þ :¼ fA : H ! H jA linearg
B Hð Þ Set of bounded linear operators on H, that is,

B Hð Þ :¼ fA 2 L Hð Þj Aj jj j\1g
AT Transpose of matrix A, that is, AT

ij ¼ Aji

A� Adjoint operator (or matrix) of A, that is, hujAwi ¼ hA�ujwi
for all jui; jwi 2 H

tr Að Þ Trace of operator A 2 L Hð Þ or matrix A 2 L C
nð Þ, that is,

tr Að Þ :¼PjAjj; where Aij are the matrix elements in some ONB

trB Mð Þ The partial trace over HB for an operator M 2 L H
A �H

B
� �

rðAÞ Spectrum of A 2 L Hð Þ, that is, the set

rðAÞ :¼ fk 2 CjðA� k1Þ�1 does not existg
EigðA; kÞ The linear subspace spanned by all eigenvectors of the operator

A : H ! H with eigenvalue k, that is,

EigðA; kÞ :¼ Spanfjwi 2 HjAjwi ¼ kjwig

xvi Symbols



Bsa Hð Þ Set of bounded self-adjoint operators on a HILBERT space H, that
is,

Bsa Hð Þ :¼ fA 2 B Hð ÞjA� ¼ Ag
U Hð Þ Group of unitary operators on a HILBERT space H, that is,

U Hð Þ :¼ fA 2 B Hð ÞjA�A ¼ 1g
D Hð Þ Convex set of density operators on a HILBERT space H, that is,

D Hð Þ :¼ fq 2 L Hð Þjq� ¼ q; q	 0; tr qð Þ ¼ 1g
D
ðHÞ Set of self-adjoint positive operators on a HILBERT space H with

trace less than 1, that is,

D
 Hð Þ :¼ fq 2 L Hð Þjq� ¼ q; q	 0; tr qð Þ
 1g
½A;B� Commutator of the operators A and B, that is, ½A;B� :¼ AB� BA
P Eventf g Probability of ‘Event’ happening
jui � jwi Tensor product of two vectors jui; jwi 2 H

{
H

�n n-fold tensor product of the qubit HILBERT space {
H

Sr
V

The sphere of radius r in the normed vector space V, that is, the
set of vectors v 2 V with vj jj j ¼ r

Br
V

The full ball of radius r in the normed vector space V, that is,
the set of vectors v 2 V with vj jj j 
 r

jxi Vector of the computational basis in {
H

�n given for each x 2 N0

with x ¼Pn�1
j¼0 xj2 j\ 2n and xj 2 f0; 1g as

jxi :¼ jxin :¼ �0
j¼n�1

jxji ¼ jxn�1i � . . .� jx0i ¼ jxn�1. . .x0i

:A Negation of proposition A
ab c Integer part of a real number a 2 R, that is,

ab c :¼ maxfz 2 Zj z
 ag
ad e Nearest integer from above a real number a 2 R, that is,

ad e :¼ minfz 2 Zj z	 ag
amod n Remainder of a after division by n, that is,

amod n :¼ a� a
n

� �
n

xn�1. . . x0 2 Binary representation of a number x 2 N0 satisfying x\ 2n,
that is,

x ¼ xn�1. . . x0 2 :¼
Pn�1

j¼0
xj2j with xj 2 f0; 1g
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�2 Binary addition a�2 b :¼ ðaþ bÞmod 2

2 Binary scalar product defined as

x2 y :¼ xn�1 yn�1 �
2
. . .�2 x0y0 ¼

Pn�1

j¼0
xjyj

 !
mod 2

for vectors jxi; jyi 2{
H

�n in the computational basis or vectors
x; y 2 F

n
2

� Factor-wise binary addition for vectors jxi; jyi 2{
H

�n in the
computational basis; this addition is defined by

jx� yi :¼ �0
j¼n�1

jxj �
2
yji

a jb a divides b, that is, there exists a z 2 Z such that b ¼ az
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Chapter 1
Introduction

1.1 Some History

The origin of the prefix ‘quantum’ goes back to the start of the 20th century, when
PLANCK in the derivation of the black-body radiation law postulated the existence
of a minimal ‘quantum’ of energy [5]. A few years later EINSTEIN also used this
assumption in the theory of the photo-electric effect [6]. Despite these early origins
the story of quantum mechanics only came to the fore almost twenty years later
in the ‘golden twenties’ with the works of BOHR, SCHRÖDINGER, HEISENBERG,
PAULI, BORN and many others.

Quantum mechanics describes so-called microscopic systems by means of a
mathematical formalism that in general allows only statements about probabilities.
What can be known about a system, that is, its state, is described mathematically
by a vector in a linear space. This makes it possible that a system can be in a state
which is a linear combination of other states. Moreover, the mathematical theory
of quantum mechanics also provides a statement about which physical quantities
of a system—its so-called observables—can in principle be determined at the same
time and with which maximally possible precision. The HEISENBERG uncertainty
principle is perhaps the most well known notion in this context.

Starting from a few basic assumptions, the so-called Postulates of quantum
mechanics, the theory allows the derivation of many results and statements. Some of
these can be difficult to reconcile with our intuition and have become known as para-
doxes. Prominent examples hereof are the EINSTEIN–PODOLSKY–ROSEN(EPR)-
Paradox [4] and the often quoted SCHRÖDINGER’s cat, which SCHRÖDINGER pre-
sented to the world in a review paper [7]. In this article SCHRÖDINGER also coins
the term entanglement, which describes a quantum mechanical phenomenon that
challenges our intuition about what constitutes reality yet at the same time plays an
essential role in quantum computing.

Entanglement is also crucial in the context of an inequality for correlations
derived by BELL in the sixties under the assumption of the existence of so-called
hidden variables [8]. Roughly speaking the BELL inequality makes assumptions
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that are very much in line with our intuition of what one might call the physical
reality of a system. At the same time, however, quantum mechanics predicts that
this inequality is violated in certain entangled states. In 1969 a generalization of the
BELL inequality was derived by CLAUSER et al. [2]. This version was then indeed
shown to be violated in an experiment conducted by ASPECT et al. [9]. In other
words, rather than following our intuition about reality, nature follows the ‘counter-
intuitive’ predictions of quantum mechanics.

As with the predictions for the BELL inequality quantum mechanics has so far
passed all other all other experimental tests. Beyond that it has lead to numerous
applications like lasers, transistors, nuclear energy, nuclear resonance tomography
and many more, which have fundamentally changed the world and will continue
to do so. Insofar it is probably no exaggeration to name quantum mechanics as the
most successful scientific theory ever.

The history of information theory has its beginning around the forties of the past
century with WIENER [10] and SHANNON [11]. Classical information is stored and
processed in the form of clearly distinguishable binary states. The success of con-
ventional computer science and digitization relies on the fact that any superposition
of these binary states is excluded and the system is always in a clearly definable
state. As we shall see in due course, this is in stark contrast to what can be said
about entangled states utilized in quantum computation.

A first mentioning of the possibly enhanced capabilities of a quantum computer
compared to the classical computational process is attributed to FEYNMAN [12].
Motivated by the difficulty of classical computers to simulate quantum systems effi-
ciently, he wondered in the early eighties if a computer whose computational opera-
tions utilized quantum effects would outperform a classical processor. In doing so he
noted that a ‘quantum mechanical computer’ can indeed simulate quantum systems
more efficiently than a classical computer.

An analysis looking at the combination of quantum mechanics with the theory of
computational processes à la TURING [13] by BENIOFF [14] appeared simultane-
ously with FEYNMAN’s paper. Also in 1982 appeared the often quotedQuantum No-
Cloning Theorem by WOOTTERS and ZUREK, stating the impossibility to copy an
unknown quantum system [15]. The combination of quantum mechanics with infor-
mation theory then picked up speed in the eighties with contributions by DEUTSCH,
who formalized quantum mechanical computational processes and circuits [16, 17].

This was motivated by the hitherto often ignored fact that information has a
physical origin. Consequently, (at first hypothetical) questions were asked, such as:
which physical options exist for the storage and processing of information by quan-
tum mechanical systems? Will this lead to knew information theoretic phenomena?
Are there efficiency gains?

The rapidly progressing miniaturization of computational storage devices increas-
ingly brought these questions out of the hypothetical realm into the focus of a practi-
cal interest. This ever more so because the deliberate control of microscopic systems
had advanced considerably in the last decades. By now the class of such microscopic
systems encompasses atoms, electrons and photons, which nowadays can be manip-
ulated quite extensively in the laboratory.
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The basic tenet of the combination of information and quantum theory is the
usage of quantum mechanical states for the storage and processing of information
obeying the laws of quantum mechanics. Contrary to the classical binary represen-
tation of information, where this is to be avoided, the possibility of a superposition
of several states and the probabilistic nature of quantum mechanics allows for the
emergence of new and interesting possibilities.

One such possibility was added in the nineties with the curious teleportation of
quantum states by BENNETT et al. [18]. This was followed by SHOR with his factor-
ization algorithm [19, 20] and GROVER with his search algorithm [21, 22], which
both demonstrated for the first time the potential supremacy of quantum computers
in solving real world problems. These three methods lead to a substantial increase in
the interest in quantum computers. Soon they were experimentally realized, albeit
more as proofs of concept. First in 1997 the teleportation by BOUWMESTER et
al. [23]; thereafter in 1998 the search algorithm by CHUANG et al. [24] and in 2001
the factorization of 15 by L. M. VANDERSYPEN et al. [25].

The factorization and search algorithm require functioning quantum computers,
if they were to work on large inputs, and so far have only been demonstrated in
minimal circumstances in the laboratory. In contrast, teleportation has been achieved
over ever larger distances such as 143 km [26] or even up to a satellite orbiting the
earth [27].

The nineties also saw important contributions to the computational process such
as methods for error correction. Given the difficulty to shield quantum systems from
unwanted interactions the ability to correct errors becomes crucial. This task is made
more difficult in a quantum computer due to the fact that a measurement can impact
the state of the system. Nonetheless methods to deal with these problems were pro-
posed by CALDERBANK and SHOR [28] as well as by STEANE [29]. Moreover, the
properties of quantum gates, in particular universality, were proven by BARENCO

et al. [30] and DIVINCENZO [31].
Simultaneous to the progress around the computational process, gates and algo-

rithms new protocols were developed for the public exchange of cryptographic
keys based on quantum mechanical properties that allowed eavesdropping detec-
tion. These protocols do not require the existence of a quantum computer and can
thus already be realized with existing hardware. The first of these protocols utiliz-
ing quantum properties was presented in 1984 by BENNETT and BRASSARD [1].
Whereas their protocol does use quantum mechanical properties to detect eaves-
dropping, it does so without recourse to entanglement. A different protocol making
explicit use of entanglement properties was proposed at the beginning of the nineties
by EKERT [3].

Another way to harness the computational power of quantummechanics emerged
with what has become known as adiabatic quantum computing. Rather than using
quantum analogs of classical gates, this method exploits the results around the Quan-
tum Adiabatic Theorem. Here the solution to a problem is encoded in an eigenstate
(typically the ground state) of a Hamiltonian that is reached by a suitably slow adi-
abatic evolution from a known initial state. This idea had its precursor in what was
called quantum stochastic optimization and quantum annealing introduced in 1989
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by APOLLONI et al. [32]. The groundwork for what we now call adiabatic quan-
tum computing was laid by VAN DAM et al. [33] in 2001 and in 2008 AHARONOV

et al. [34] showed the efficiency equivalence between the adiabatic and gate based
quantum computation.

In the first decade of the present millennium the theory of a topological quantum
computer began to be developed. Influenced by the works of FREEDMAN et al. [35]
and KITAEV [36] this paradigm of quantum computing makes use of the topolog-
ical properties of quantum systems in two spatial dimensions. This potential path
towards a quantum computer would have the benefit of offering greater stability and
protection against undue interactions with the environment and thus requiring less
error correction.

It seems that the last chapter of quantum computing has not been written yet and
this book is also meant as an invitation to perhaps contribute a few lines to that story.

1.2 Reader’s Manual

In this book we present the elementary mathematical aspects of quantum computing.
It is self-contained in the sense that with only two minor exceptions all stated results
are also proven in the book. To master its content it is not necessary to consult other
references, making it suitable for autonomous self-study.

The level of presentation is such that students of physics, mathematics or com-
puter science with knowledge of advanced undergraduate mathematics or anyone
with comparable mathematical knowledge will be able to digest the material after
which they should be able to read scientific papers on the subject.

The form of presentation is generally a repetition of sequences of motivating
or explanatory text followed by definition(s), then results in the form of lemmas,
propositions or theorems and then their proofs. Often a main result is prepared in
smaller packages in the form of several preparatory lemmas leading up to a theorem.
Likewise, several consequences of a main result may be packaged in corollaries.
Numerous exercises form an essential part of the logic flow. Their solutions are
provided in appendices, but the reader is well advised to attempt to solve them, as it
will greatly enhance their understanding of and familiarity with the material.

The mathematical objects necessary for quantum mechanics such as HILBERT

spaces, operators, and their properties are presented in Chap. 2 together with the
basic principles (aka ‘Postulates’) of quantum mechanics. The background material
for some other areas such as results from number theory or group theory has been
outsourced to several appendices. Otherwise, we adhere to what we call the proof-
as-you-go approach, in other words, when we need a result in a chain of arguments,
we will prove it then and there.

Our approach enables us to state the results and their pre-conditions in a mathe-
matically rigorous form. However, as to the level of generality and technical detail
applied—in particular in the context of infinite-dimensional HILBERT spaces—
some compromises had to be made. The mathematics of quantum computing hardly
ever needs more than finite-dimensional spaces. Hence, most results are restricted
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to this case, but almost all hold in the infinite-dimensional case, albeit with much
more technical proofs.

In Chap. 2 we begin our exposition with a brief introduction into the mathemat-
ical formalism of quantum mechanics that equips the reader with the mathematical
know-how necessary for the understanding1 of quantum mechanics.

Using the previously made available mathematics we then present in Sect. 2.3
the basic postulates of quantum mechanics and derive some results, such as the
uncertainty relation. In Sect. 2.3.1 we consider pure states and in Sect. 2.3.2 mixed
states as well before we introduce qubits in Sect. 2.4. At the end of this chapter
we present in Sect. 2.5 operators on qubits, which are important in the context of
quantum gates.

In Chap. 3 we give a description of two or more ‘particles’2 with the help of
tensor products. For this we define tensor products and introduce the useful compu-
tational basis in Sect. 3.2.1, before we review states and observables for composite
systems in Sect. 3.3. In doing so we also exhibit a number of identities for partial
traces that are particularly useful in the context of composite systems. Section 3.4
contains a presentation of the SCHMIDT decomposition. The chapter concludes with
a detailed exposition of quantum operations in Sect. 3.5.

In Chap. 4 we discuss entanglement in some detail. We begin this with a general
definition in Sect. 4.2 that also holds for mixed states before we present special cri-
teria for entangled pure states. In the subsequent Sect. 4.3 we show the curious pos-
sibility of entangling two systems even though they have not interacted. In Sect. 4.4
the EINSTEIN–PODOLSKI–ROSEN-paradox, (aka EPR-paradox) is discussed exten-
sively. After that we turn to the BELL inequality in Sect. 4.5, which we first present
in its original form given by BELL in Sect. 4.5.1. The version derived by CLAUSER,
HORNE, SHIMONY and HOLT is then presented in Sect. 4.5.2. The sections about
EPR and the BELL inequality do not contain results that are essential for quan-
tum computing. Nevertheless, we have included them here, since they illustrate the
counter-intuitive aspects of entanglement and since the BELL inequality is used to
detect eavesdropping in a cryptographic protocol, which we present later. At the
end of this chapter we illustrate two devices that cannot work as intended due to the
laws of quantum mechanics. One of them is the proposal to use entangled states to
transmit signals instantaneously, which has become known as BELL’s telephone. In
Sect. 4.6.1 we show that this does not work. Likewise, we cannot build a device that
copies arbitrary unknown qubits. This statement, which has become known as the
Quantum No-Cloning Theorem, will be proven in Sect. 4.6.2.

In Chap. 5 we turn to quantum gates and circuits. After a short recall of the usual
classical gates in Sect. 5.1 we consider quantum gates in Sect. 5.2. In Sect. 5.2.3
we show how arbitrary unitary transformations can be generated with a suitable
number of elementary gates. Next, we exhibit in Sect. 5.5 how elementary computa-
tional processes, such as addition, modular exponentiation or the quantum FOURIER

1Although many, including FEYNMAN, say that no one can ‘understand’ quantum mechanics.
2In this book the ‘particle’ stands synonymous for any object which is described by quantum
mechanics, such as electrons or photons.
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transform, can be implemented with elementary gates. This chapter stands some-
what apart in that it is not really necessary for the understanding of the following
material. In this sense it can be left out without endangering the reader’s grasp of
the other parts of the book.

In Chap. 6 we return to entanglement and look at a few prominent examples
of how useful it can be. As a uniquely quantum mechanical ingredient it allows
effects that are impossible to generate with classical bits. We begin this chapter
in Sect. 6.1 with the DEUTSCH–JOZSA algorithm as an historically early indicator
of the promise of quantum computing. Next in our list is dense quantum coding,
which we treat in Sect. 6.2. This is followed by teleportation, which we present in
Sect. 6.3. After this we turn in Sect. 6.4 to quantum cryptography. Following a brief
introduction to ciphers in cryptography in Sect. 6.4.1 we introduce two protocols in
which the laws of quantum mechanics allow the detection of eavesdropping. The
protocol presented in Sect. 6.4.2, however, does not make use of entanglement and
requires the transport of particles from sender to receiver. In contrast, the protocol
presented in Sect. 6.4.3 does utilize entanglement and avoids the exchange of parti-
cles, if both parties already have a supply of qubits entangled with those of the other
side. In Sect. 6.4.4 we exhibit the basics of the RSA public key distribution proto-
col, which is then shown to be vulnerable in a detailed look at SHOR’s factorization
algorithm in Sect. 6.5. A generalization of this algorithm consisting of finding hid-
den subgroups of abelian groups is presented in Sect. 6.6. In Sect. 6.7 we show how
the general hidden subgroup algorithm may be used to find the discrete logarithm
in abelian groups. This is of particular relevance for cryptographic protocols such
as the Elliptic Curve Digital Signature Algorithm that rely heavily on finding the
logarithm being difficult. In Sect. 6.8 we have closer look at this protocol which is
used for signing bitcoin transactions. The chapter concludes with a detailed look at
GROVER’s search algorithm in Sect. 6.9. This is not only a prime example of the so
called amplitude amplification quantum algorithms but also one of the few where
the underlying problem is easily understood by the uninitiated.

In Chap. 7 we introduce the basic notions of error correction. We begin this
by means of an overview of possible error sources for quantum computation in
Sect. 7.1. In Sect. 7.2 we exhibit the essentials of classical linear error correcting
codes. This is done with a view towards similar structures in quantum error correct-
ing codes to which we turn in Sect. 7.3. Quantum codes, error and recovery oper-
ators are introduced in Sect. 7.3.1 along with theorems providing conditions under
which a quantum code can detect and correct a given set of errors. In Sect. 7.3.2
we define error detection by means of syndrome extraction and give an error detec-
tion and correction protocol. A compact and elegant formulation of quantum error
correcting codes is presented in Sect. 7.3.3 with the stabilizer formalism.

In Chap. 8 a detailed exposition of adiabatic quantum computing is given starting
with a brief introduction in Sect. 8.1. In Sect. 8.2 we state the assumptions underly-
ing the adiabatic method and derive important results about the quality of the adi-
abatic approximation, which is at the heart of this method. In doing so, we make
use of the quantum Adiabatic Theorem for which we give a thorough proof in
AppendixG. A generic version of the adiabatic method is presented in Sect. 8.3.
As an application of this we then look in Sect. 8.4 at a search algorithm using the
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adiabatic method. There we also show that with a suitably adapted algorithm the
efficiency of the GROVER search algorithm of Sect. 6.9 can be obtained. Since both
the adiabatic and circuit based method produce the final state, the question arises,
if one method might be more efficient than the other. In Sects. 8.5 and 8.6 we shall
show that the two approaches are indeed equivalent in their efficiency.

At times the auxiliary results we use to prove a statement themselves require
rather lengthy proofs. Whenever this becomes to voluminous or it seems best to
gather several of such related results, we have opted to outsource them to appendices
in order not to interrupt the flow of arguments too much.

In AppendixA we thus collect a few definitions from probability theory.
The algorithms presented in Appendix B are formalized binary versions of nor-

mal addition and subtraction. With their help we can then verify that the quantum
circuits defined in Sect. 5.5 indeed implement these two elementary operations.

In Appendix C we briefly give our definitions of the LANDAU symbols.
All modular arithmetic necessary for our exposition of cryptography and the fac-

torization algorithm is defined and proven in AppendixD.
The same holds for the results from continued fractions, which are presented in

Appendix E.
In Appendix F we present those elements of group theory that we need for

our exposition of some quantum algorithms such as the hidden subgroup prob-
lem in Sect. 6.6 as well as the stabilizer formalism for quantum error correction
in Sect. 7.3.3.

AppendixG contains a rigorous proof of the Quantum Adiabatic Theorem mak-
ing use of resolvent operators and their properties. This result is then used in ana-
lyzing the adiabatic method in Chap. 8.

Finally, even though solutions to all exercises can be found in AppendixG.3
the reader is encouraged to try to solve these problems. Attempting to do so will
facilitate the learning process even if such attempts are unsuccessful.

1.3 What is not in this Book

Since this book is meant to be an introduction, not all aspects of the large and still
growing realm of quantum computing can be presented here. The following list
gives some of those topics that are not covered in this book.

Methods of quantum mechanics Those who would like to learn something about
the methods and results of quantum mechanics in analyzing physical systems,
such as atomic spectra, symmetry groups and representations, perturbation the-
ory, scattering theory or relativistic wave equations, are better advised to consult
one of the numerous textbooks on quantum mechanics [37–40].

Interpretations of quantum mechanics Even though we consider the EPR para-
dox and the BELL inequality and try to convey how these bring to the fore
some counter-intuitive phenomena of quantum mechanics, we refrain here from
a discussion of the foundations or even the various interpretations of quantum
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mechanics. The reader interested in these aspects may consult [41–44] or the
more recent explorations [45–47].

Physical implementations of quantum computers Neither do we touch on the
myriad ways currently attempted to implement quantum gates, or even circuits
and ultimately quantum computers. This has now become a fast moving field and
presenting even a few of these efforts in a meaningful way would require a lot of
additional material from various branches of quantum physics, such as nuclear,
atomic, molecular, solid state physics or quantum optics. At the time of writ-
ing no comprehensive review of the many ways currently explored to physically
implement a quantum computer was available and the reader interested in this is
best advised to search the internet.

Complexity theory A thorough exposition of the information theoretic funda-
mentals and questions around complexity theory would also exceed the intended
scope of this book. To learn more about this, the reader may consult, for example,
‘Quantum Information Science’ in [48].

Topological quantum computer This approach is both from the physical as well
as the mathematical viewpoint very exciting and challenging. However, precisely
because of the latter, the mathematical know-how required is quite extensive and
would probably necessitate a (or even more) volume(s) on its own. A relatively
recent introductory survey was given by NAYAK et al. [49].

These and other aspects are certainly important and interesting. But they would
be misplaced in a book, which claims to be an introduction to the mathematics of
quantum computing.

1.4 Notation and References

A detailed list of most of the symbols used in this book is given in the list of symbols
preceding this chapter. In the following we give some additional general remarks
about the notation used here.

General HILBERT spaces are denoted by the symbol H. For the two-dimensional
HILBERT space of the qubits we use the symbol ¶

H. The n-fold tensor products are
denoted by H

⊗n, resp. ¶
H

⊗n.
For vectors in HILBERT spaces, we initially use the symbols ψ,ϕ, . . . After the

concept of the dual space has been introduced, we use from thereon the DIRAC

bra- and ket-notation |ψ〉, |ϕ〉, . . . The symbols |Ψ〉, |Φ〉 mostly denote vectors in
composite multi-particle HILBERT spaces. For non-negative integers x and y less
than 2n, the vectors |x〉, |y〉, . . . denote elements of the so-called computational basis
in ¶

H
⊗n.

Generally, capital letters like A,B,C,D,F etc. are used for operators on HILBERT

spaces. Exceptions are: I, which denotes index sets, J and N, which denote natural
numbers and L, which mostly stands for the bit-length of a natural number such as
N.
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The letters i, j, k, l are mostly used for indices. Except, of course, for the imag-
inary unit i. For symbols with two or more indices such as, for example, a matrix
Ajk we may insert a comma to improve readability and clarity. This does not alter
their meaning. Whilst Ai j is just as clear as Ai, j, the comma in Al−3,l−2 is necessary
to avoid almost inevitable misunderstandings if we were to write Al−3l−2 instead.

We use both ways eA = exp(A) to denote the application of the exponential func-
tion to A and choose whichever makes a formula less cluttered.

In this book we use natural physical units, such that h̄ = 1, where h̄ = h
2π denotes

the PLANCK constant divided by 2π . This is why h̄ does not appear in many expres-
sions, where the pre-ordained reader might have expected it, such as the HEISEN-
BERG uncertainty relation or the SCHRÖDINGER equation.

Very often we provide a ‘justifying’ reference for a relation by making use of the
following display method.

L =
︸︷︷︸

(N.nn)

R .

This is to state that the reason L equals R can be found in equation (or a similarly
referenced item) with number N.nn.

Concerning the literature, Sect. 1.1 attempts to do justice to important histori-
cal contributions and quotes references accordingly. In the remainder of this book,
however, references will be given rather sparingly. This is not done with the inten-
tion to deny the many original contributors a mentioning of their part in developing
the subject. Rather, the intention is not to overload the reader of this introductory
text with too many references. The more so, since all necessary material will be
presented here.



Chapter 2
Basic Notions of Quantum Mechanics

2.1 Generalities

Quantum mechanics is a theory making predictions about the statistics of micro-
scopic objects (such as electrons, protons, atoms, etc.) often with implications for
macroscopic phenomena. On such objects measurements of certain quantities can
be performed the outcome of which are real numbers. Measurements with equally
prepared objects show that the measured values occur with a relative frequency
and are distributed around a mean value. Here the relative frequency is defined as

relative frequency of
measurement result a

:=
number of measurements with result a
total number N of all measurements

and the mean value as

mean value := ∑
a ∈ measurements

a×
(
relative frequency of
measurement result a

)
.

In such measurements all observed objects have to be prepared in the same way.
The following steps are then performed in an experiment:

Preparation −→ Measurement −→ Calculation, such as of relative
frequency and mean value.

Quantum mechanics is a theory which provides a mathematical model for these
steps and makes predictions about relative frequencies and mean values possible. In
this context the following notions are used in quantum mechanics.
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• A measurable physical quantity is called an observable.
• The quantum mechanical prediction for the relative frequency of a mea-
surement result is called the probability of the result.

• The quantum mechanical prediction for the mean value of an observable in
a sequence of measurements is called expectation value.

• The preparation of objects that yields a statistical ensemble which results
in distributions of measurement results and mean values for observables is
described by a state.

A particular class of such preparations—so-called pure states—can mathemati-
cally be described by a vector in a HILBERT space. In their most general form—for
so-called mixed states—the preparations are described by operators on a HILBERT

space, which are positive, self-adjoint and have trace 1. Observables of the prepared
objects are mathematically represented by self-adjoint operators on that HILBERT

space. Together with the states (describing the ensemble of objects) the operators
(describing the observable physical quantities) then provide a prescription for cal-
culating probabilities and expectation values.

In Sect. 2.2 we will thus first study the tool-set of this theory and exhibit the
necessary mathematical objects and notions.

In Sect. 2.3 we then turn to the physical applications of the mathematical objects
in quantum mechanics. In doing so, we begin with a description of pure states in
Sect. 2.3.1 before we cover the more general case of mixed states in Sect. 2.3.2.

2.2 Mathematical Notions: HILBERT Spaces and
Operators

Definition 2.1 A HILBERT space H is a

(i) complete complex vector space, that is,

ψ,ϕ ∈ H and a,b ∈ C ⇒ aψ +bϕ ∈ H ,

(ii) with a (positive-definite) scalar product

〈·|·〉 : H×H −→ C

(ψ,ϕ) �−→ 〈ψ|ϕ〉

such that for all ϕ,ψ,ϕ1,ϕ2 ∈ H and a,b ∈ C
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〈ψ|ϕ〉 = 〈ϕ|ψ〉 (2.1)

〈ψ|ψ〉 ≥ 0 (2.2)

〈ψ|ψ〉 = 0 ⇔ ψ = 0 (2.3)

〈ψ|aϕ1+bϕ2〉 = a〈ψ|ϕ1〉+b〈ψ|ϕ2〉 (2.4)

and this scalar product induces a norm

||·|| : H −→ R

ψ �−→ √〈ψ|ψ〉 (2.5)

in which H is complete.

A subset Hsub ⊂ H which is a vector space and inherits the scalar product and
the norm from H is called a sub HILBERT space or simply a subspace of H.

In the definition given here the scalar product is linear in the second argument
and anti-linear (see Exercise 2.1) in the first argument. In some books the opposite
convention is used.

Because of (2.1) one has 〈ψ|ψ〉 ∈ R, and due to (2.2) the norm is thus well-
defined.

Exercise 2.1 Prove the following statements for the scalar product defined in
Definition 2.1.

(i) For all a ∈ C and ψ,ϕ ∈ H

〈aψ|ϕ〉 = a〈ψ|ϕ〉 (2.6)

||aϕ|| = |a| ||ϕ|| (2.7)

(ii) For ψ ∈ H

〈ψ|ϕ〉 = 0 ∀ϕ ∈ H ⇔ ψ = 0 (2.8)

(iii) For all ψ,ϕ ∈ H

〈ψ|ϕ〉 = 1
4

(
||ψ +ϕ||2 −||ψ −ϕ||2+ i ||ψ − iϕ||2 − i ||ψ + iϕ||2

)
. (2.9)

For a solution see Solution 2.1.
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Completeness of H in the norm ||·|| means, that every in H CAUCHY-convergent1

sequence (ϕn)n∈N
⊂ H has a limit limn→∞ ϕn = ϕ ∈ H that also lies in H. Finite-

dimensional vector spaces, which are the only cases relevant for us in this book, are
always complete.

Definition 2.2 A vector ψ ∈ H is called normed or a unit vector if ||ψ||=1.
Two vectors ψ,ϕ ∈ H are called orthogonal to each other if 〈ψ|ϕ〉 = 0. The
subspace in H of vectors orthogonal to ψ is denoted by

Hψ⊥ := {ϕ ∈ H | 〈ψ|ϕ〉 = 0} .

Exercise 2.2 Let ψ,ϕ ∈ H with ||ψ|| = 0. Show that

ϕ − 〈ψ|ϕ〉
||ψ||2 ψ ∈ Hψ⊥

and illustrate this graphically.

For a solution see Solution 2.2.

Definition 2.3 Let H be a HILBERT space and I an index set. A set {ϕ j | j ∈
I} ⊂ H of vectors is called linearly independent if for every finite subset
{ϕ1,ϕ2, . . . ,ϕn} and ak ∈ C with k = 1, . . . ,n

a1ϕ1+a2ϕ2+ · · ·+anϕn = 0

holds only if a1 = a2 = · · · = an = 0.
A HILBERT space H is called finite-dimensional if H contains at most

n = dimH < ∞ linearly independent vectors; otherwise H is called infinite-
dimensional (dimH = ∞).

A set of vectors {ϕ j | j ∈ I} ⊂ H is said to span H if for every vector ϕ ∈ H

there are a j ∈ C with j ∈ I such that

ϕ = ∑
j∈I

a jϕ j ,

1A sequence (ϕ j) j∈I is called CAUCHY-convergent, if for every, ε > 0 there exists an N(ε) such
that for all m,n ≥ N(ε) one has ||ϕm −ϕn|| < ε .
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which is expressed by writing

H = Span
{

ϕ j
∣∣ j ∈ I

}
.

A linearly independent set {ϕ j | j ∈ I} of vectors that spans H is called a
basis of H and the vectors ϕ j of such a set are called basis vectors. A basis
{e j | j ∈ I} ⊂ H whose vectors satisfy

〈e j|ek〉 = δ jk :=
{
0 if j = k
1 if j = k ,

(2.10)

is called an orthonormal basis (ONB). The HILBERT space H is called sep-
arable if it has a countable basis.

Example 2.4

H = C
n := {z=

⎛
⎜⎝
z1
...
zn

⎞
⎟⎠ | z j ∈ C}

with the usual scalar product

〈z|w〉 :=
n

∑
j=1

z jw j

is a HILBERT space of dimension n. An ONB for it is given by the countable set of
basis vectors ⎧

⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
e1 =

⎛
⎜⎜⎜⎜⎜⎝

1
0
0
...
0

⎞
⎟⎟⎟⎟⎟⎠
, e2 =

⎛
⎜⎜⎜⎜⎜⎝

0
1
0
...
0

⎞
⎟⎟⎟⎟⎟⎠
, . . . , en =

⎛
⎜⎜⎜⎜⎜⎝

0
0
0
...
1

⎞
⎟⎟⎟⎟⎟⎠

⎫
⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

.

We will encounter HILBERT spaces of this type time and again in the context of
quantum computing.

In general quantum mechanics makes use of infinite-dimensional HILBERT spaces.
If the position or the momentum of a particle that has to be described by quan-
tum mechanics were our observables of interest, we would have to use the infinite-
dimensional HILBERT space of Example 2.5.
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Example 2.5 Let d3x denote the LEBESGUE measure [50] in R
3. Then

L2(R3) :=
{

ψ : R
3 → C

∣∣
∫

R3
|ψ(x)|2 d3x< ∞

}

with the usual scalar product

〈ψ1|ψ2〉 :=
∫

R3
ψ1(x)ψ2(x)d3x

is an infinite-dimensional HILBERT space, which is used to describe position and
momentum of a particle in three-dimensional space.

In general, however, the position or the momentum of a particle are not observables
that are relevant in the context of quantum computing, which is why we will not
consider L2(R3) any further.

Rather than position or momentum of a particle, the quantum computational pro-
cess generally observes and manipulates intrinsic quantum observables such as spin
or (photon) polarization. In order to understand the aspects of quantum mechan-
ics relevant for computing it is thus sufficient to consider only finite-dimensional
HILBERT spaces. These are necessarily separable. Where possible we shall intro-
duce further notions in the most general form regardless of the dimension of the
underlying space H. But in doing so we will mostly ignore the additional mathemat-
ical detail required in the infinite-dimensional case, such as convergence for infinite
sums or densely defined domains of operators. Including all of these would overload
the presentation and unnecessarily distract from the essential features of quantum
computing. In particular, we will only consider separable HILBERT spaces.

Every vector ψ ∈ H can be expressed with the help of a basis {e j} and complex
numbers {a j}

ψ = ∑
j
a je j .

For a given basis this so-called basis expansion ψ is unique because ψ = ∑ j b je j
implies that ∑ j(a j − b j)e j = 0 and due to the linear independence of the e j it then
follows from Definition 2.3 that we must have a j = b j.

If {e j} is an ONB, then we have a j = 〈e j|ψ〉, that is,

ψ = ∑
j
〈e j|ψ〉e j (2.11)

and
||ψ||2 = ∑

j
|〈e j|ψ〉|2 . (2.12)

These claims are to be shown in Exercise 2.3.
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Exercise 2.3 Let ψ,ϕ ∈ H and {e j} be an ONB. Moreover, let ψ j = 〈e j|ψ〉 and
similarly ϕ j = 〈e j|ϕ〉. Show that

(i)
ψ = ∑

j
〈e j|ψ〉e j = ∑

j
ψ je j

(ii)
〈ϕ|ψ〉 = ∑

j
〈e j|ϕ〉〈e j|ψ〉 = ∑

j
〈ϕ|e j〉〈e j|ψ〉 = ∑

j
ϕ jψ j (2.13)

(iii)
||ψ||2 = ∑

j
|〈e j|ψ〉|2 = ∑

j

∣∣ψ j
∣∣2 (2.14)

(iv) If ϕ ∈ Hψ⊥ , then

||ϕ +ψ||2 = ||ϕ||2+ ||ψ||2 . (2.15)

This is a generalized version of the Theorem of PYTHAGORAS.

For a solution see Solution 2.3.

Another useful relation is the SCHWARZ-inequality

|〈ψ|ϕ〉| ≤ ||ψ|| ||ϕ|| , (2.16)

which is to be proven in Exercise 2.4.

Exercise 2.4 Show that for any ϕ,ψ ∈ H

|〈ψ|ϕ〉| ≤ ||ψ|| ||ϕ|| . (2.17)

First consider the case ψ = 0 or ϕ = 0. In the case ψ = 0 = ϕ use Exercises 2.2
and 2.3 and make a suitable estimate. With the help of (2.17) show that also for any
ϕ,ψ ∈ H

||ψ +ϕ|| ≤ ||ψ||+ ||ϕ|| . (2.18)

For a solution see Solution 2.4.

With the help of the scalar product every vector ψ ∈ H defines a linear map from H

to C, which we denote by 〈ψ|
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〈ψ| : H −→ C

ϕ �−→ 〈ψ|ϕ〉 . (2.19)

Exercise 2.5 Show that the map defined in (2.19) is continuous.

For a solution see Solution 2.5.

Conversely, it can be shown (see Theorem of RIESZ [51]) that every linear and
continuous2 map from H to C can be expressed with a ψ ∈ H in the form given
in (2.19) as 〈ψ|. This means that there is a bijection between H and its dual space

H
∗ := { f : H → C | f linear and continuous} .

Essentially, this bijection states that every linear and continuous map from H to C

is uniquely represented as a scalar product with a suitable vector in H.
The dual space H

∗ of a separable HILBERT space H is also a vector space with
the same dimension as H. This identification3 of H with H

∗ motivates the ‘bra’ and
‘ket’ notation derived from the word bracket and introduced by DIRAC. Bra-vectors
are elements of H

∗ and are written as 〈ϕ|. Ket-vectors are elements of H and are
written as |ψ〉. Because of the above-mentioned bijection between the HILBERT

space H and its dual space H
∗ each vector |ϕ〉 ∈ H corresponds to a vector in H

∗,
which is then denoted as 〈ϕ|.

The application of the bra (the linear map) 〈ϕ| on the ket (the vector) |ψ〉 as the
argument of the linear map is then the ‘bracket’ 〈ϕ|ψ〉 ∈ C. One writes (2.11) in the
form

|ψ〉 = ∑
j

|e j〉〈e j|ψ〉 . (2.20)

With (2.20) and the notation A|ψ〉 = |Aψ〉 one then has

A|ψ〉 = |Aψ〉 = ∑
j

|e j〉〈e j|Aψ〉 =︸︷︷︸
(2.20)

∑
j

|e j〉〈e j|A∑
k

|ek〉〈ek|ψ〉〉

=︸︷︷︸
(2.4)

∑
j,k

|e j〉〈e j|Aek〉〈ek|ψ〉 .

Therefore, we can express A in the form

A= ∑
j,k

|e j〉〈e j|Aek〉〈ek| = ∑
j,k

|e j〉Ajk 〈ek| , (2.21)

2Continuity needs to be mentioned separately only in the infinite-dimensional case. In finite-
dimensional spaces every linear map is necessarily continuous.
3Identified with each other are the sets, but not the linear structures of the vector spaces, since the
bijection H � |ϕ〉 → 〈ϕ| ∈ H

∗ is anti-linear.
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where Ajk := 〈e j|Aek〉. This motivates the following definition.

Definition 2.6 For an operator A on a HILBERT space H and an ONB {|e j〉}
in H one defines

Ajk := 〈e j|Aek〉 (2.22)

as the ( j,k) matrix element of A in the basis {|e j〉}. The matrix
(Ajk) j,k=1,...,dimH is called the matrix representation or simply the matrix
of the operator A in the basis {|e j〉}. The same symbol A is used to denote the
operator and its matrix.

For any finite-dimensional HILBERT space H with dimH = n and a given ONB
{|e j〉} ⊂ H we can define an isomorphism H ∼= C

n by identifying the given basis
with the standard basis in C

n, in other words, we make the identification4

|e1〉 =

⎛
⎜⎜⎜⎝

1
0
...
0

⎞
⎟⎟⎟⎠ , . . . , |en〉 =

⎛
⎜⎜⎜⎝

0
...
0
1

⎞
⎟⎟⎟⎠ . (2.23)

Likewise, we have for the dual basis5

〈e1| =
(
1 0 . . . 0

)
, . . . , 〈en| =

(
0 . . . 0 1

)
. (2.24)

In (2.23) the right side of each equation is a column vector, which may be considered
a complex n×1 matrix, whereas in (2.24) it is a row vector, which may be viewed
as a complex 1× n matrix. The operator |e j〉〈ek| is the product of an n× 1 matrix
with an 1×n matrix, which turns out to be an n×n matrix. In the basis {|e j〉} this
matrix is then found to be

4Strictly speaking, these are not equalities between the vectors |ea〉 ∈ H and the standard basis in
C
n. Rather, we have a linear map, that is, an isomorphism of HILBERT spaces ı : H → C

n and,

for example, ı(|e1〉) =

⎛
⎜⎜⎜⎝

1
0
...
0

⎞
⎟⎟⎟⎠. But the agreed convention, which we have adopted here, is to state

equality without writing out ı explicitly.
5This is actually a basis {〈ua|}} of the dual space H

∗ satisfying 〈ua|ea′ 〉 = δa,a′ . But as remarked
before, we can identify H

∗ with H and thus {〈ua|}} = {〈ea|}}.
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|e j〉〈ek| =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0
...

...
0

j 1
0

...
...

n 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

( 1 . . . k . . . n

0 . . . 0 1 0 . . . 0
)

=

⎛
⎜⎜⎜⎜⎜⎜⎝

1 . . . k . . . n

1 |
... |
j −− −− −− 1
...
n

⎞
⎟⎟⎟⎟⎟⎟⎠
, (2.25)

where the row above a matrix shows the column indices and the column to the
left indicates the row indices. Only the non-zero element in the matrix is shown, in
other words, all other matrix elements apart from the j,k matrix element are zero.
In particular, the matrix of |e j〉〈e j| would be zero everywhere, except for the j-th
entry on the diagonal, which would have the value 1.

As can be seen from (2.23) and (2.24) the vector in C
n identified with 〈e j| is just

the transpose of the vector in C
n identified with |e j〉. This holds generally and we

have that

|ψ〉 = ∑
j
b j|e j〉 =

⎛
⎜⎝
b1
...
bn

⎞
⎟⎠ ⇔︸︷︷︸

(2.33)

〈ψ| = ∑
j
b j〈e j| =

(
b1 . . . bn

)
, (2.26)

such that with a

|ϕ〉 = ∑
j
a j|e j〉 =

⎛
⎜⎝
a1
...
an

⎞
⎟⎠

we then obtain

|ϕ〉〈ψ| =

⎛
⎜⎝
a1
...
an

⎞
⎟⎠
(
b1 . . . bn

)
=

⎛
⎜⎝
a1b1 . . . a1bn
...

...
anb1 . . . anbn

⎞
⎟⎠ . (2.27)

When the operator |ϕ〉〈ψ| is multiplied by a number z ∈ C we also use the notation
|ϕ〉z〈ψ| := z|ϕ〉〈ψ|, such that
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|ϕ〉z〈ψ| = z

⎛
⎜⎝
a1b1 . . . a1bn
...

...
anb1 . . . anbn

⎞
⎟⎠ .

Example 2.7 Let H ∼= C
2 be a two-dimensional HILBERT space with an ONB

{|0〉, |1〉}, which we identify with the standard basis in C
2 by

|0〉 =
(
1
0

)
, |1〉 =

(
0
1

)
.

Likewise, we have for the dual basis {〈ea|} ⊂ H
∗ ∼= H the identification

〈0| = (
1 0

)
, 〈1| = (

0 1
)

in H
∗ ∼= H ∼= C

2. For the operators |x〉〈y| : H → H with x,y ∈ {0,1} we then find
from (2.27) that

|0〉〈0| =
(
1
0

)(
1 0

)
=
(
1 0
0 0

)
|0〉〈1| =

(
1
0

)(
0 1

)
=
(
0 1
0 0

)

|1〉〈0| =
(
0
1

)(
1 0

)
=
(
0 0
1 0

)
|1〉〈1| =

(
0
1

)(
0 1

)
=
(
0 0
0 1

)
,

(2.28)

where the matrices are in the standard basis of C
2. With

|ϕ〉 = a|0〉+b|1〉 , |ψ〉 = c|0〉+d|1〉

we thus obtain for a general |ϕ〉〈ψ| : H → H

|ϕ〉〈ψ| =
(
a|0〉+b|1〉)(c〈0|+d〈1|)

= ac|0〉〈0|+ad|0〉〈1|+bc|1〉〈0|+bd|1〉〈1|
=︸︷︷︸

(2.28)

(
ac ad
bc bd

)
. (2.29)

From now on we shall use the bra-ket-notation for vectors |ϕ〉 ∈ H and their cor-
responding elements 〈ϕ| ∈ H

∗ in the dual space. However, in order not to overload
the notation we may drop the bra-ket-notation, if the vector appears as an argument
of a function. For example, instead of |||ψ〉|| we shall simply write ||ψ||, where, of
course, ψ and |ψ〉 denote the same vector in H.
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Definition 2.8 A linear map A :H → H is called an operator on the HILBERT

space H. The set of all operators on H is denoted by L(H). A linear map
T : L(H) → L(H), that is, an operator acting on operators, is called a super-
operator.

The operator A∗ : H → H that satisfies

〈A∗ψ|ϕ〉 = 〈ψ|Aϕ〉 ∀|ψ〉, |ϕ〉 ∈ H (2.30)

is called the adjoint operator to A. If A∗ = A then A is called self-adjoint.

In the infinite-dimensional case this means that A and A∗ are densely defined and
have the same domain on which they coincide. In the finite-dimensional case self-
adjoint is the same as hermitian. To be precise, A∗ is actually a map A∗ : H∗ → H

∗
but as mentioned before we can identify H

∗ with H.
In Exercise 2.6 it is to be shown that A is self-adjoint if and only if its matrix

elements satisfy Ak j = Ajk.

Exercise 2.6 Show that

(i)
(A∗)∗ = A (2.31)

(ii) For any c ∈ C

(cA)∗ = cA∗ (2.32)

(iii)
〈Aψ| = 〈ψ|A∗ , (2.33)

where the right side is understood as the map H
A∗→ H

〈ψ|→ C and 〈ψ| and 〈Aψ|
are as given in (2.19).

(iv)
A∗
jk = Ak j (2.34)

such that
A∗ = A ⇔ Ak j = Ajk. (2.35)

(v) For any |ψ〉, |ϕ〉 ∈ H (|ϕ〉〈ψ|)∗ = |ψ〉〈ϕ| (2.36)

For a solution see Solution 2.6.
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Definition 2.9 An operatorU on H is called unitary if

〈Uψ|Uϕ〉 = 〈ψ|ϕ〉 ∀|ψ〉, |ϕ〉 ∈ H .

The set of all unitary operators on H is denoted by U(H).

Unitary operators have their adjoint operator as their inverse and do not change
the norm.

Exercise 2.7 Show that

U ∈ U(H) ⇔ U∗U = 1 ⇔ ||Uψ|| = ||ψ|| ∀|ψ〉 ∈ H , (2.37)

where 1 is the identity operator on H.

For a solution see Solution 2.7.

Definition 2.10 Let A be an operator on a HILBERT space H. A vector |ψ〉 ∈
H�{0} is called eigenvector of A with eigenvalue λ ∈ C if

A|ψ〉 = λ |ψ〉 .

The linear subspace that is spanned by all eigenvectors for a given eigenvalue
λ of an operator A is called eigenspace of λ and denoted by Eig(A,λ ). An
eigenvalue λ is called non-degenerate if its eigenspace is one-dimensional.
Otherwise, λ is called degenerate. The set

σ(A) := {λ ∈ C | (A−λ1)−1does not exist}

is called the spectrum of the operator A.

Eigenvalues of an operator A are thus per definition contained in the spectrum
of A. In infinite-dimensional HILBERT spaces the spectrum of an operator may—in
addition to the eigenvalues—also contain a so-called continuous part. Since in this
book we are dealing exclusively with finite-dimensional HILBERT spaces, we may
identify the spectrum of an operator with the set of its eigenvalues for all operators
we are dealing with here.

The eigenvalues of self-adjoint operators are always real and the eigenvalues of
unitary operators always have absolute value 1.
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Exercise 2.8 Let A|ψ〉 = λ |ψ〉. Show that:

(i)
〈ψ|A∗ = λ 〈ψ| .

(ii) The eigenvalues of a self-adjoint operators are always real.
(iii) The eigenvalues of a unitary operators have absolute value 1.

For a solution see Solution 2.8.

Self-adjoint operators are diagonalizable, that is, for every self-adjoint operator A
there is an ONB consisting of eigenvectors {|e j,α〉} of A such that

A|e j,α〉 = λ j|e j,α〉 .

The matrix elements in this basis have the form Aj,α;k,β = λ jδ j,kδα,β and thus (2.21)
becomes

A= ∑
j,k,α,β

|e j,α〉λ jδ j,kδα,β 〈ek,β | = ∑
j,α

λ j|e j,α〉〈e j,α | . (2.38)

Expressing a self-adjoint operator with the help of its eigenvalues and eigenvectors
as in (2.38) is referred to as writing the operator in its diagonal form.

In the finite-dimensional case it is fairly straightforward to show that the smallest
and largest eigenvalues of a self-adjoint operator A serve as lower and upper bound
of the scalar product of 〈ψ|Aψ〉 for |ψ〉 normalized to 1.

Exercise 2.9 Let H be a HILBERT space with dimH = d < ∞ and let A be a self-
adjoint operator with eigenvalues

{
λ j
∣∣ j ∈ {1, . . . ,d}} satisfying

λ1 ≤ λ2 ≤ ·· · ≤ λd . (2.39)

Show that then for any |ψ〉 ∈ H with ||ψ|| = 1

λ1 ≤ 〈ψ|Aψ〉 ≤ λd (2.40)

holds.

For a solution see Solution 2.9.
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An important and special type of operator is what is called projection or projector.

Definition 2.11 Let H be a HILBERT space. An operator P∈ L(H) satisfying
P2 = P is called a projection or projector. If in addition P∗ = P, then P is
called an orthogonal projection.

LetHsub be a subspace ofH. If Psub is an orthogonal projection and satisfies
Psub|ψ〉= |ψ〉 for all |ψ〉 ∈ Hsub we call Psub the projection onto this subspace.

Exercise 2.10 As in (2.38) let the |e j,α〉 with α ∈ {1, . . . ,d j} be orthonormal eigen-
vectors for the possibly d j-fold degenerate eigenvalues λ j of a self-adjoint operator
A. Show that then

Pj =
d j

∑
α=1

|e j,α〉〈e j,α | (2.41)

is the projection onto the eigenspace Eig(A,λ j) for the eigenvalue λ j and d j =
dimEig(A,λ j).

For a solution see Solution 2.10.

With Pj thus defined, we can write any self-adjoint A in the form

A =︸︷︷︸
(2.38)

∑
j,α

λ j|e j,α〉〈e j,α | =︸︷︷︸
(2.41)

∑
j

λ jPj . (2.42)

Note that any ONB {|e j〉} constitutes an ONB of eigenvectors of the identity oper-
ator 1 for the eigenvalue 1. Hence, (2.42) implies that for any ONB {|e j〉}

1 =︸︷︷︸
(2.21)

∑
j,k

|e j〉〈e j|ek〉〈ek| =︸︷︷︸
(2.10)

∑
j,k

δ jk|e j〉〈ek| = ∑
j

|e j〉〈e j| = ∑
j
Pj , (2.43)

where Pj = |e j〉〈e j| denotes the projection onto the subspace spanned by |e j〉. Due
to the |e j〉 being orthonormal these projections furthermore satisfy

PjPk = |e j〉〈e j|ek〉〈ek| =︸︷︷︸
(2.10)

δ jk|e j〉〈ek| = δ jk|e j〉〈e j| = δ jkPj . (2.44)

Generally, for each orthogonal projection P there is a set of orthonormal vectors
{|ψ j〉} such that

P= ∑
j

|ψ j〉〈ψ j| .
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In case this set consists of one normed vector |ψ〉 only, P is called a projection onto
|ψ〉 and it is denoted as Pψ . In other words, for a |ψ〉 with ||ψ|| = 1 we have

Pψ := |ψ〉〈ψ|

as the orthogonal projection onto |ψ〉.

Exercise 2.11 Let P be an orthogonal projection. Show that then a set of orthonor-
mal vectors {|ψ j〉} ⊂ H exists such that

P= ∑
j

|ψ j〉〈ψ j| .

Hint: From P2 = P= P∗ deduce the possible eigenvalues of P and use (2.42).

For a solution see Solution 2.11.

Definition 2.12 Let H be a HILBERT space. An operator A ∈ L(H) is called
bounded if

||A|| := sup{||Aψ|| ∣∣ |ψ〉 ∈ H and ||ψ|| = 1} < ∞ (2.45)

and in this case ||A|| is called the norm of the operator A. We denote the set
of bounded operators on H by B(H). The set of bounded self-adjoint operators
on H is denoted by Bsa(H).

A self-adjoint operator A is called positive if for all |ψ〉 ∈ H

〈ψ|Aψ〉 ≥ 0 ,

which is written as A ≥ 0. A self-adjoint operator A is called strictly positive
if 〈ψ|Aψ〉 > 0 for all |ψ〉 ∈ H � {0} and this is denoted by A > 0. For two
operators AandB the statement A ≥ B is defined as A−B ≥ 0 and, likewise,
A> B is defined as A−B> 0.

Furthermore, one defines the commutator of two operators A and B as

[A,B] := AB−BA . (2.46)

We say A and B commute if their commutator vanishes, that is, if [A,B] = 0.

If H is infinite-dimensional, these definitions have to be slightly amended. How-
ever, since in this book we deal only with finite-dimensional H, Definition 2.12
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is sufficient as is for our purposes. For the same reason we will only encounter
bounded operators in this book.

Exercise 2.12 Let H be a HILBERT space. Show that for A,B ∈ B(H) one has

(AB)∗ = B∗A∗ (2.47)

and that if A,B ∈ Bsa(H) then

(AB)∗ = AB ⇔ [A,B] = 0 . (2.48)

Furthermore, show that for any c ≥ 0

A∗A ≤ cB∗B ⇔ ||A|| ≤ √
c ||B|| , (2.49)

such that
A∗A ≤ c1 ⇔ ||A|| ≤ √

c .

For a solution see Solution 2.12.

Using the result of Exercise 2.9 allows us to show that the norm of a bounded self-
adjoint operator is given by the absolute value of its largest eigenvalue.

Exercise 2.13 Let H be a HILBERT space with dimH = d < ∞ and let A ∈ Bsa(H)
with a set of eigenvalues σ(A) =

{
λ j
∣∣ j ∈ {1, . . . ,d}} such that

λ1 ≤ λ2 ≤ ·· · ≤ λd .

Show that then
||A|| = |λd | (2.50)

holds.

For a solution see Solution 2.13.

Further relations for operator norms, which will be useful for us, are to be shown as
Exercise 2.14.

Exercise 2.14 Show that for all operators A,B ∈ B(H), vectors |ψ〉 ∈ H and a ∈ C

one has

||Aψ|| ≤ ||A|| ||ψ|| (2.51)
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||AB|| ≤ ||A|| ||B|| (2.52)

||A+B|| ≤ ||A||+ ||B|| (2.53)

||aA|| = |a| ||A|| (2.54)

and that every projection P on H and every unitary operatorU ∈ U(H) satisfy

||P|| = 1= ||U || . (2.55)

For a solution see Solution 2.14.

It turns out that the sum of the diagonal matrix elements of an operator A does not
depend on the basis chosen to calculate it, that is, every two ONBs {|e j〉},{|ẽ j〉}
satisfy

∑
j
〈e j|Ae j〉 = ∑

k

〈ẽk|Aẽk〉 ,

which is to be shown as Exercise 2.15.

Exercise 2.15 Let {|e j〉} be an ONB in a HILBERT space H and A,U ∈ L(H) Show
that then:

(i) {|ẽ j〉 =U |e j〉
}
is ONB in H ⇔ U ∈ U(H) . (2.56)

(ii)

∑
j
〈e j|Ae j〉 = ∑

j
〈ẽ j|Aẽ j〉.

For a solution see Solution 2.15.

This invariance property of the sum of diagonal matrix elements allows us to define
an important map tr : L(H) → C known as the trace.

Definition 2.13 Let {|e j〉} be an ONB in a HILBERT space H. The trace is
defined as the map

tr : L(H) −→ C

A �−→ tr(A) := ∑ j〈e j|Ae j〉 =︸︷︷︸
(2.22)

∑ j A j j . (2.57)

For any A ∈ L(H) the expression tr(A) is called the trace of A.
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The trace is a linear map since for any A,B∈L(H)we have (A+B) j j =Aj j+Bj j.
Two of its further properties are to be shown in Exercise 2.16.

Exercise 2.16 Show that the trace has the following properties:

(i) For all A,B ∈ L(H)
tr(AB) = tr(BA) . (2.58)

(ii) For B ∈ L(H)
tr(AB) = 0 ∀A ∈ L(H) ⇔ B= 0. (2.59)

For a solution see Solution 2.16.

2.3 Physical Notions: States and Observables

As mentioned before, quantum mechanics is a theory, which in general only allows
statements about the statistics of the system described. The statement ‘a system is
in a given state’ thus means that the system has been prepared as a member of a
statistical ensemble and the observable statistics of this ensemble can be calculated
with the help of the mathematical object representing this state. For the selection
of the mathematical object to describe the ensemble one distinguishes between so-
called pure states and the more general case of mixed states, which we shall discuss
in Sect. 2.3.2.

To begin with, the specification of the mathematical objects used to describe cer-
tain physical entities will be given in the form of five postulates. Further mathemati-
cal objects, which may be related to physical quantities, will then still be introduced
in the form of definitions.

2.3.1 Pure States

Postulate 1 (Observables and Pure States) An observable, that is, a physi-
cally measurable quantity of a quantum system is represented by a self-adjoint
operator on a HILBERT space H. If the preparation of a statistical ensemble
is such that for any observable represented by its self-adjoint operator A the
mean value of the observable can be calculated with the help of a vector
|ψ〉 ∈ H satisfying ||ψ|| = 1 as

〈A〉ψ := 〈ψ|Aψ〉 , (2.60)
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then the preparation is said to be described by a pure state represented by the
vector |ψ〉 ∈ H. One calls |ψ〉 the state vector or simply the state, and 〈A〉ψ
is called the (quantum mechanical) expectation value of the observable A in
the pure state |ψ〉.

The space H is said to be the HILBERT space of the quantum system.

We will often refer to a quantum system by its HILBERT space. In other words, if a
system designated by S is described by states in a HILBERT space H

S, we will sim-
ply speak of the ‘system H

S’. Likewise, given that every observable is represented
by a self-adjoint operator, we shall from now on use the same symbol to denote the
observable as well as its associated operator.

It is somewhat intuitive that we require

〈1〉ψ = ||ψ||2 = 1 (2.61)

for any state vector |ψ〉. This is because the operator 1 can be interpreted as the
observable ‘is there anything present.’ For systems containing any quantummechan-
ical object such an observable should always have the expectation value 1.

Using the diagonal representation of any self-adjoint operator A in terms of its
eigenbasis, the expectation value of the observable represented by A becomes

〈A〉ψ =︸︷︷︸
(2.60)

〈ψ|Aψ〉 =︸︷︷︸
(2.38)

〈ψ|∑
j

λ j|e j〉〈e j|ψ〉 =︸︷︷︸
(2.4)

∑
j

λ j〈ψ|e j〉〈e j|ψ〉

=︸︷︷︸
(2.1)

∑
j

λ j
∣∣〈ψ|e j〉

∣∣2 .

Indeed, in measurements one always observes an element of the spectrum (see
Definition 2.10) of the associated operator. In the case where the system is described
by states in an infinite-dimensional HILBERT space, these observations may also
include elements of the so-called continuous spectrum of the operator. As already
mentioned a couple of times, we restrict ourselves here exclusively to finite-
dimensional systems. For our purposes we can thus identify the eigenvalues {λ j}
of a self-adjoint operator A as the possible measurement results of the associated
observable. In the case of a purely non-degenerate spectrum the positive numbers∣∣〈e j|ψ〉∣∣2 are interpreted as the probabilities with which the respective value λ j is
observed. This is formalized more generally in the following postulate.

Postulate 2 (Measurement Probability) In a quantum system with HILBERT

space H the possible measurement values of an observable are given by the
spectrum σ(A) (see Definition 2.10) of the operator A ∈ Bsa(H) associated
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with the observable. The probability Pψ(λ ) that for a quantum system in the
pure state |ψ〉 ∈ H a measurement of the observable yields the eigenvalue λ
of A is given with the help of the projection Pλ onto the eigenspace Eig(A,λ )
of λ as

Pψ(λ ) = ||Pλ |ψ〉||2 . (2.62)

That (2.62) indeed defines a probability measure (see Definition A.2) on the spec-
trum of A requires in the general case a technically demanding proof [50]. Here we
provide the following plausibility argument for the case of a purely discrete spec-
trum σ(A) = {λ j | j ∈ I} with eigenvalue degeneracies d j = dimEig(A,λ j) and an
ONB of eigenvectors

{|e j,α〉 ∣∣ j ∈ I,α ∈ {1, . . . ,d j}
}
. In this case we have

Pψ(λ j) =︸︷︷︸
(2.62)

∣∣∣
∣∣∣Pλ j

|ψ〉
∣∣∣
∣∣∣
2

=︸︷︷︸
(2.41)

∣∣∣∣∣

∣∣∣∣∣
d j

∑
α=1

|e j,α〉〈e j,α |ψ〉
∣∣∣∣∣

∣∣∣∣∣
2

=︸︷︷︸
(2.12)

d j

∑
α=1

∣∣〈e j,α |ψ〉∣∣2 ≥ 0 .

(2.63)
That these terms add up to 1 then follows from the requirement made in Postulate 1
that states |ψ〉 be normalized to 1.

∑
j∈I

Pψ(λ j) =︸︷︷︸
(2.62)

∑
j∈I

∣∣∣
∣∣∣Pλ j

|ψ〉
∣∣∣
∣∣∣
2

=︸︷︷︸
(2.63)

∑
j∈I

d j

∑
α=1

∣∣〈e j,α |ψ〉∣∣2 =︸︷︷︸
(2.12)

||ψ||2 = 1 .

Hence, the map Pψ(·) : σ(A) → [0,1] can be viewed as a probability measure on
σ(A).

As a consequence of (2.60) one also finds that for any observable A and complex
numbers of the form eiα ∈ C with α ∈ R one has

〈A〉eiα ψ =︸︷︷︸
(2.60)

〈eiα ψ|Aeiα ψ〉 =︸︷︷︸
(2.4),(2.6)

∣∣∣eiα
∣∣∣〈ψ|Aψ〉 = 〈ψ|Aψ〉 = 〈A〉ψ ,

that is, the expectation values of any observable A in the state eiα |ψ〉 and in the state
|ψ〉 are the same. Since

∣∣∣〈eiα ψ|e j〉
∣∣∣
2

=︸︷︷︸
(2.6)

∣∣∣e−iα〈ψ|e j〉
∣∣∣
2
=
∣∣〈ψ|e j〉

∣∣2

the measurement probabilities in the two states are also the same. This means that
physically the state eiα |ψ〉 ∈ H and the state |ψ〉 ∈ H are indistinguishable. In other
words, they describe the same state.
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Definition 2.14 For every |ψ〉 ∈ H with ||ψ|| = 1 the set

Sψ := {eiα |ψ〉 |α ∈ R}

is called a ray in H with |ψ〉 as a representative.

Every element of a ray Sψ describes the same physical situation. The phase α ∈ R

in eiα can be arbitrarily chosen. More precisely, pure states are thus described by a
representative |ψ〉 of a ray Sψ in the HILBERT space. In the designation of a state
one uses only the symbol |ψ〉 of a representative of the ray, keeping in mind that
|ψ〉 and eiα |ψ〉 are physically indistinguishable. We shall use this fact explicitly on
several occasions.

Conversely, every unit vector in a HILBERT space H corresponds to a physical
state, in other words, describes the statistics of a quantum mechanical system. If
|ϕ〉, |ψ〉 ∈ H are states, then a|ϕ〉+ b|ψ〉 ∈ H for a,b ∈ C with ||aϕ +bψ|| = 1
is a state as well. This is the quantum mechanical superposition principle: any
normalized linear combination of states is again a state and thus (in principle) a
physically realizable preparation.

A word of caution, though: whereas the global phase of a linear combination is
physically irrelevant, this is no longer true for the relative phases in the linear com-
bination. More precisely, let |ϕ〉, |ψ〉 ∈ H be two states satisfying 〈ϕ|ψ〉 = 0. Then
1√
2
(|ϕ〉+ |ψ〉) as well as 1√

2
(|ϕ〉+ eiα |ψ〉) are normalized state vectors. However,

while |ψ〉 and eiα |ψ〉 represent the same state, that is, describe the identical physical
situation, the states 1√

2
(|ϕ〉+ |ψ〉) and 1√

2
(|ϕ〉+ eiα |ψ〉) do differ and correspond

to different physical situations. This is because for any observable A we have

〈A〉(|ϕ〉+|ψ〉)/√2 =︸︷︷︸
(2.60)

1
2

(〈ϕ +ψ|A(ϕ +ψ)〉)

=︸︷︷︸
(2.4)

1
2

(〈ϕ|Aϕ〉+ 〈ψ|Aψ〉+ 〈ϕ|Aψ〉+ 〈ψ|Aϕ〉)

=︸︷︷︸
(2.30), A∗=A

1
2

(〈ϕ|Aϕ〉+ 〈ψ|Aψ〉+ 〈ϕ|Aψ〉+ 〈Aψ|ϕ〉)

=︸︷︷︸
(2.60),(2.1)

1
2

(〈A〉ϕ + 〈A〉ψ
)
+Re(〈ϕ|Aψ〉) ,

where the term with the real part Re(〈ϕ|Aψ〉) contains the so-called interference
term. Exactly this term is different in the state 1√

2
(|ϕ〉+eiα |ψ〉) because, similarly,
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〈A〉(|ϕ〉+eiα |ψ〉)/√2 =
1
2
〈ϕ + eiα ψ|A(ϕ + eiα ψ)〉

=
1
2

(〈ϕ|Aϕ〉+ 〈eiα ψ|Aeiα ψ〉+ eiα〈ϕ|Aψ〉+ e−iα〈ψ|Aϕ〉)

=
1
2

(〈A〉ϕ + 〈A〉ψ
)
+Re

(
eiα〈ϕ|Aψ〉

)
,

and for 〈ϕ|Aψ〉 = 0 the real part of 〈ϕ|Aψ〉 and of eiα〈ϕ|Aψ〉 differ. In other words,
while changing α ∈ R in eiα |ψ〉 does not change the state, this is no longer true for
1√
2
(|ϕ〉+ eiα |ψ〉).
If a system is prepared in a state |ψ〉, how likely is it that a measurement reveals

it to be in a state |ϕ〉? This is answered by the following proposition.

Proposition 2.15 Let the states of a quantum system be described by the rays
in a HILBERT space H. If the system has been prepared in the state |ψ〉 ∈ H,
then the probability to observe it in the state |ϕ〉 ∈ H is given by

P
{
System prepared in state |ψ〉
observed in state |ϕ〉

}
= |〈ϕ|ψ〉|2 . (2.64)

Proof Let |ψ〉, |ϕ〉 ∈ H with ||ψ|| = 1 = ||ϕ||. The observable we measure when
querying if the system is in the state |ϕ〉 is the orthogonal projection Pϕ = |ϕ〉〈ϕ|
onto that state. This observable has the eigenvalues 0 and 1. The eigenvalue λ = 1
is non-degenerate and its eigenspace is spanned by |ϕ〉, hence the projection onto
the eigenspace for eigenvalue λ = 1 is also given by Pϕ and (2.62) of Postulate 2
becomes

Pψ(λ = 1) = ||P1|ψ〉||2 = ∣∣∣∣Pϕ |ψ〉∣∣∣∣2 = |||ϕ〉〈ϕ|ψ〉||2
=︸︷︷︸
(2.7)

|〈ϕ|ψ〉|2 ||ϕ||2︸ ︷︷ ︸
=1

= |〈ϕ|ψ〉|2 .
�

Howwidely around its expectation value are the measurement results distributed?
A statement about that is given by the so-called uncertainty or standard devi-
ation defined similarly to the same notion in standard probability theory (see
Appendix A).

Definition 2.16 The uncertainty of an observable A in the state |ψ〉 is
defined as
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Δψ(A) :=
√

〈ψ|(A−〈A〉ψ 1
)2ψ〉 =

√〈(
A−〈A〉ψ 1

)2〉
ψ
. (2.65)

If the uncertainty vanishes, that is, if Δψ(A) = 0, one says that the value of
the observable A in the state |ψ〉 is sharp.

A sharp value of an observable A in a state |ψ〉 means that all measurements of A
on systems in the state |ψ〉 always yield the same result. This is the case if and only
if |ψ〉 is an eigenvector of A as stated in the following proposition.

Proposition 2.17 For any observable A and state |ψ〉 the following equiva-
lence holds

Δψ(A) = 0 ⇔ A|ψ〉 = 〈A〉ψ |ψ〉 .

Proof Since as an observable A is self-adjoint, that is, A∗ = A, we have

〈A〉ψ =︸︷︷︸
(2.60)

〈ψ|Aψ〉 =︸︷︷︸
(2.30)

〈A∗ψ|ψ〉 = 〈Aψ|ψ〉 =︸︷︷︸
(2.1)

〈ψ|Aψ〉 =︸︷︷︸
(2.60)

〈A〉ψ

and it follows that 〈A〉ψ ∈ R. Consequently,

(
A−〈A〉ψ 1

)∗ = A−〈A〉ψ 1 (2.66)

as well and thus

(
Δψ(A)

)2 =︸︷︷︸
(2.65)

〈ψ|(A−〈A〉ψ 1
)2ψ〉 =︸︷︷︸

(2.30)

〈(A−〈A〉ψ 1
)
ψ|(A−〈A〉ψ 1

)
ψ〉

=︸︷︷︸
(2.5)

∣∣∣
∣∣∣(A−〈A〉ψ 1

)
ψ
∣∣∣
∣∣∣
2
, (2.67)

such that
Δψ(A) = 0 ⇔︸︷︷︸

(2.5),(2.3)

A|ψ〉 = 〈A〉ψ |ψ〉

that is, the value of the observable A is sharp if and only if |ψ〉 is an eigenvector of
A with eigenvalue 〈A〉ψ . �

A state which is an eigenvector of an operator associated to an observable is also
called an eigenstate of that operator or observable.
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A preparation in an eigenstate of A thus implies that all measurements of A in that
state always yield the corresponding eigenvalue. The converse is also true: If for a
given preparation the uncertainty of A vanishes, then the preparation is described by
an eigenstate of A.

Definition 2.18 Two observables A and B are called compatible if the asso-
ciated operators commute, that is, if [A,B] = 0. If [A,B] = 0, they are called
incompatible.

A result from linear algebra tells us that A and B self-adjoint and [A,B] = 0
implies that there is an ONB {|e j〉}, in which A and B are diagonal, that is,

A= ∑
j
a j|e j〉〈e j| and B= ∑

j
b j|e j〉〈e j| .

A system in the state |ek〉 is then in an eigenstate of A and B. Hence, measurements
of compatible observables A and B in this state yield sharp results (here ak and bk)
for both these observables and do not exhibit uncertainty.

However, the product of the uncertainties of incompatible observables is bounded
from below as the following proposition shows.

Proposition 2.19 For any observables A,B ∈ Bsa(H) and state |ψ〉 ∈ H the
following uncertainty relation holds

Δψ(A)Δψ(B) ≥
∣∣∣∣∣
〈

1
2i
[A,B]

〉

ψ

∣∣∣∣∣ . (2.68)

Proof The relation (2.68) is a consequence of the following estimates

(
Δψ (A)

)2(Δψ (B)
)2

=︸︷︷︸
(2.67)

∣∣∣
∣∣∣(A−〈A〉ψ 1

)
ψ
∣∣∣
∣∣∣
2 ∣∣∣
∣∣∣(B−〈B〉ψ 1

)
ψ
∣∣∣
∣∣∣
2

≥︸︷︷︸
(2.16)

∣∣∣〈(A−〈A〉ψ 1
)
ψ|(B−〈B〉ψ 1

)
ψ〉

∣∣∣2

≥
(
Im

(
〈(A−〈A〉ψ 1

)
ψ|(B−〈B〉ψ 1

)
ψ〉

))2

=
( 1
2i

〈(A−〈A〉ψ 1
)
ψ|(B−〈B〉ψ 1

)
ψ〉− 1

2i
〈(A−〈A〉ψ 1

)
ψ|(B−〈B〉ψ 1

)
ψ〉

)2
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=︸︷︷︸
(2.1)

( 1
2i

〈(A−〈A〉ψ 1
)
ψ|(B−〈B〉ψ 1

)
ψ〉− 1

2i
〈(B−〈B〉ψ 1

)
ψ|(A−〈A〉ψ 1

)
ψ〉

)2

=︸︷︷︸
(2.66)

( 1
2i

〈(A−〈A〉ψ 1
)∗ψ|(B−〈B〉ψ 1

)
ψ〉− 1

2i
〈(B−〈B〉ψ 1

)∗ψ|(A−〈A〉ψ 1
)
ψ〉

)2

=︸︷︷︸
(2.30)

( 1
2i

〈ψ|(A−〈A〉ψ 1
)(
B−〈B〉ψ 1

)
ψ〉− 1

2i
〈ψ|(B−〈B〉ψ 1

)(
A−〈A〉ψ 1

)
ψ〉

)2

=
( 1
2i

〈[
A−〈A〉ψ 1 , B−〈B〉ψ 1

]〉
ψ

)2

=
(〈 1

2i
[A,B]

〉

ψ

)2
.

�

From (2.68) we see that if for a state |ψ〉we have | 〈[A,B]〉ψ |> 0 then the product
of the uncertainties of the observables A and B in the state |ψ〉 is bounded from
below. The smaller the uncertainty of A the bigger that of B and vice versa.

Example 2.20 The HEISENBERG uncertainty relation is a special case of (2.68),
where H= L2(R3) (see Example 2.5) and A is given by one of the position operators
Qj and B by one of the corresponding momentum operators Pj for the three spatial
dimensions j ∈ {1,2,3}. For these two operators one has the following action on
states6 |ψ〉 ∈ H = L2(R3)

|Qjψ〉(x) = |x jψ〉(x)
|Pjψ〉(x) = |− i

∂
∂x j

ψ〉(x) ,

such that

[Qj,Pk]|ψ〉(x) = |− ix j
∂

∂xk
ψ〉(x)−|− i

∂
∂xk

(
x jψ〉(x))= iδ jk|ψ〉(x) ,

that is, [Qj,Pk] = iδ jk1. Consequently, in this case

Δψ(Qj)Δψ(Pk) ≥ 1
2

δ jk .

Ameasurement of an observable A=∑ j λ j|e j〉〈e j| on an object prepared in the state
|ψ〉 = ∑ j |e j〉〈e j|ψ〉 yields an eigenvalue λk ∈ σ(A). Out of the possible measure-
ment values σ(A) for A a value λk has been observed. On an object for which λk

has been measured and which has not been influenced by any outside interaction,

6As always in this book, here the system of units with h̄ = 1 is used, since otherwise one would
have for the momentum operators Pj = −ih̄ ∂

∂x j
.
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another measurement of A thereafter always yields the value λk again. The set of all
such prepared objects, in other words, objects originally in |ψ〉 that yield the value
λk upon measurement of A, then constitutes a preparation in which A has the sharp
value λk. Such a state is to be described by the eigenvector |ek〉 of A. Accordingly, a
measurement of an observable A that yielded the value λk ∈ σ(A) can be viewed as
a preparation of the object in the state |ek〉 ∈ H. One says that with the probability
|〈ek|ψ〉|2 the measurement ‘forces’ or ‘projects’ the object that was originally in the
state |ψ〉 into the eigenstate |ek〉 of the measured observable. Selecting all objects
with the measurement result λk, we have thus prepared an ensemble that is described
by vectors |ek〉 in the eigenspace of λk. This physical phenomenon is formulated as
the Projection Postulate.

Postulate 3 (Projection Postulate) If a measurement of the observable A on
a quantum mechanical system in the pure state |ψ〉 ∈ H yields the eigenvalue
λ , then the measurement has effected the following state transition

|ψ〉 = state before
measurement

measurement−→ Pλ |ψ〉
||Pλ |ψ〉|| =

state after
measurement,

where Pλ is the projection onto the eigenspace of λ .

Historically, the state |ψ〉 of a quantum mechanical system has also been called
wave function. For this reason the Projection Postulate is also known as collapse
of the wave function.

A state can also change without a measurement being performed on it. The time
evolution of a state not caused by measurements is given by a unitary operator
obtained as a solution of an operator initial value problem.

Exercise 2.17 Let H be a HILBERT space and for t ≥ t0 let t �→U(t, t0) ∈ L(H) be
a solution of the initial value problem

i
d
dt
U(t, t0) = H(t)U(t, t0)

U(t0, t0) = 1 ,
(2.69)

where H(t) ∈ Bsa(H). Show that thenU(t, t0) is unitary and unique.

For a solution see Solution 2.17.

We will not concern ourselves here with the notoriously difficult and technical
aspects of the existence of solutions t �→U(t, t0) to (2.69), but will always assume
that H(t) is such that a solution exists and is unique.
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Postulate 4 (Time Evolution) In a quantum system with HILBERT space H

every change of a pure state over time

|ψ(t0)〉 = state at time t0
no measurement−→ |ψ(t)〉 = state at time t

that has not been caused by a measurement is described by the time evolution
operator U(t, t0)∈U(H). The time-evolved state |ψ(t)〉 originating from |ψ0〉
is then given by

|ψ(t)〉 =U(t, t0)|ψ(t0)〉 . (2.70)

The time evolution operatorU(t, t0) is the solution of the initial value problem

i
d
dt
U(t, t0) = H(t)U(t, t0)

U(t0, t0) = 1 ,
(2.71)

where H(t) is the self-adjoint HAMILTON operator (aka Hamiltonian),
which is said to generate the time evolution of the quantum system.

The operator version of time evolution given in Postulate 4 is completely equiv-
alent to the well-known SCHRÖDINGER equation7

i
d
dt

|ψ(t)〉 = H(t)|ψ(t)〉 , (2.72)

which describes the time evolution of pure states as expressed by its effect on
the the state vectors. This is because application of (2.71) to (2.70) results in the
SCHRÖDINGER equation (2.72), and, conversely, any solution of the SCHRÖDINGER

equation for arbitrary initial states |ψ(t0)〉 yields a solution forU(t, t0). The formu-
lation of the time evolution making use of the time evolution operatorU(t, t0) given
in Postulate 4 has the advantage over the SCHRÖDINGER equation that it can be
used for mixed states (see Postulate 5) as well.

The operator H(t) corresponds to the observable energy of the quantum system.
Hence, the expectation value 〈H(t)〉ψ (see Postulate 1) of the Hamiltonian gives
the expectation value for the energy of the system in the state |ψ〉. If H is time-
independent, that is, d

dtH(t) = 0, then the energy of the system is constant and is
given by the eigenvalues {Ej | j ∈ I} of H. The fact that these eigenvalues are dis-
crete for certain Hamiltonians is at the heart of the designation ‘quantum’. It was
PLANCK’s assumption that the energy of a black body can only be integer multiples
of a fixed quantum of energy, which helped him derive the correct radiation formula.
But the origins of this assumptions were not understood at the time. Only quantum

7We remind the reader here once more that in this book we use natural physical units, such that
h̄= 1, which is why this constant does not appear as a factor on the left sides of (2.71) and (2.72).
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mechanics subsequently provided a theoretical and mathematical theory delivering
a proof for discrete energy levels.

Exercise 2.18 Let U(t, t0) be a time evolution operator satisfying (2.71) for a
Hamiltonian H(t).

Show that then

i
d
dt
U(t, t0)∗ = −U(t, t0)∗H(t)

U(t0, t0)∗ = 1 .
(2.73)

For a solution see Solution 2.18.

The HAMILTON operator H(t) not only corresponds to the energy observable of the
system, but also—as is evident from (2.71)—determines the time evolution of the
system. The specific form of the operator H(t) is determined by the internal and
external interactions to which the quantum system is exposed. As we shall see in
Chap. 5, circuits in quantum computers are built up from elementary gates that act
as unitary operators V on the states. In order to implement such gates one then tries
to create HAMILTON operators that generate a time evolutionU(t, t0) implementing
the desired gate, that is, one attempts to find H(t) and t such that V =U(t, t0).

That time evolution acts as a linear transformation on the space of states is a
result of the superposition principle. That it ought to be unitary results from the
requirement to preserve the norm (see Exercise 2.7) of the time-evolved state, which
in turn is a requirement originating from the probability interpretation (see (2.61)).

As an example of other observables of eminent importance for quantum comput-
ing we consider the internal angular momentum of an electron, its so-called spin.
It consists of three observables Sx,Sy,Sz, which are grouped together in the inter-
nal angular momentum vector S = (Sx,Sy,Sz). Since we are only interested in the
spin and not in the position or momentum of the electron, the HILBERT space we
need to consider is two-dimensional H ∼=C

2. The operators on this two-dimensional
HILBERT space for the spin observable S are8

S j =
1
2

σ j for j ∈ {x,y,z} ,

where the σ j are the so-called PAULI matrices defined as follows.

Definition 2.21 The matrices σ j ∈ Mat(2 × 2,C) indexed by either j ∈
{1,2,3} or j ∈ {x,y,z} and defined as

8In non-natural units h̄ would appear as a factor on the right side.
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σx := σ1 :=
(
0 1
1 0

)
, σy := σ2 :=

(
0 −i
i 0

)
, σz := σ3 :=

(
1 0
0 −1

)
(2.74)

are called PAULI matrices. With σ0 :=
(
1 0
0 1

)
denoting the 2× 2 unit matrix

we define the enlarged set

{
σα

∣∣ α ∈ {0, . . . ,3}}=
{

σ0,σ1,σ2,σ3
}

(2.75)

by using the extended notation with Greek subscripts.
For a two-dimensional HILBERT space H with a designated ONB we also

use the symbols

σ0 = 1 , X = σ1 = σx , Y = σ2 = σy , Z = σ3 = σz ,

to denote the operators in L(H) that have the corresponding matrix in the
designated ONB.

Exercise 2.19 For j,k, l ∈ {1,2,3} let ε jkl denote the completely anti-symmetric
tensor with

ε123 = ε231 = ε312 = 1= −ε213 = −ε132 = −ε321

and ε jkl = 0 otherwise. Verify the following properties of the PAULI matrices:

(i)
σ jσk = δ jk1+ iε jklσl (2.76)

(ii) The commutation relations

[σ j,σk] = σ jσk −σkσ j = 2iε jklσl (2.77)

(iii) The anti-commutation relations

{σ j,σk} := σ jσk+σkσ j = 2δ jk1

(iv)
σ∗
j = σ j and σ∗

j σ j = 1 ,

that is, the σ j are self-adjoint and unitary.

For a solution see Solution 2.19.
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For the states

| ↑ẑ〉 := |0〉 :=
(
1
0

)
, | ↓ẑ〉 := |1〉 :=

(
0
1

)
(2.78)

one finds

Sz| ↑ẑ〉 = 1
2
| ↑ẑ〉, Sz| ↓ẑ〉 = −1

2
| ↓ẑ〉 ,

that is, Sz has the eigenvalues {± 1
2} with the eigenvectors {| ↑ẑ〉, | ↓ẑ〉}, which

are known as the up, resp. down state for the spin in the z-direction. The S j are
physical observables which can be measured in a STERN–GERLACH experiment.
For simplicity we shall, however, use σ j=2S j as observables in order to avoid the
unwieldy factor 1

2 .
The reason to denote the eigenvectors | ↑ẑ〉 and | ↓ẑ〉 by |0〉 and |1〉 in (2.78)

is the identification of these states with the classical bit values 0 and 1. Denoting
the eigenvectors of σz by |0〉 and |1〉 has become standard in quantum computing
and we shall use this notation henceforth. We note already here that a|0〉+b|1〉 with
|a|2+ |b|2 = 1 is a possible state (more about this in Sect. 2.4). In contrast, a classical
bit-value a0+ b1 is meaningless. To avoid misunderstandings, note that |0〉 is not
the null-vector in HILBERT space. The null-vector in HILBERT space is denoted by
the same symbol 0, which we use throughout for the null in sets like N0, fields like
R and C and vector spaces like H.

The observable σz thus has the eigenvalues ±1 and the eigenvectors |0〉 = | ↑ẑ〉
and |1〉 = | ↓ẑ〉 as well as the expectation values

〈σz〉|0〉 = 〈0|σz|0〉 = 〈0|0〉 =+1, 〈σz〉|1〉 = 〈1|σz|1〉 = −〈1|1〉 = −1 .

As an illustration we show that in the state |0〉 indeed the uncertainty vanishes. First,
one has

σz −〈σz〉|0〉 1 =
(
1 0
0 −1

)
−
(
1 0
0 1

)
=
(
0 0
0 −2

)

and thus

〈0|
(

σz −〈σz〉|0〉 1
)2|0〉 = (

1 0
)(0 0

0 4

)(
1
0

)
= 0 ,

which implies
Δ|0〉(σz) =︸︷︷︸

(2.65)

0 .

Similarly, one shows that Δ|1〉(σz) = 0, which follows from the general theory, since
|0〉 and |1〉 are eigenstates of σz and therefore the measurement of the observable σz

does not show any uncertainty.
On the other hand, σx and σz are incompatible since

[σx,σz] =︸︷︷︸
(2.77)

−2iσy = 0 ,
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and one finds

〈σx〉|0〉 =
(
1 0

)(0 1
1 0

)(
1
0

)
= 0

σx −〈σx〉|0〉 1 =
(
0 1
1 0

)

〈0|
(

σx −〈σx〉|0〉 1
)2|0〉 = (

1 0
)(1 0

0 1

)(
1
0

)
= 1 .

This implies that
Δ|0〉(σx) =︸︷︷︸

(2.65)

1 , (2.79)

that is, a measurement of σx in the state |0〉 cannot be sharp. Similarly, one shows
Δ|1〉(σx)=1. Consequently, σz and σx can never be measured in the same state
with vanishing uncertainty. The same holds true for σz and σy as well as the pair
σx and σy.

Exercise 2.20 Find the eigenvalues and normalized eigenstates | ↑x̂〉 and | ↓x̂〉 of σx

as a linear combination of |0〉 and |1〉, and calculate the probabilities |〈↑x̂ |0〉|2 and
|〈↓x̂ |0〉|2 to measure the eigenvalues of σx in the state |0〉 = | ↑ẑ〉.

For a solution see Solution 2.20.

The following example provides a simple illustration of the diagonal form (2.38) of
an operator and the projector onto a state.

Example 2.22 As an illustration of its diagonal form σz can be expressed with the
help of its eigenvectors and eigenvalues:

σz = (+1)|0〉〈0|+(−1)|1〉〈1| =
(
1
0

)(
1 0

)−
(
0
1

)(
0 1

)

=
(
1 0
0 0

)
−
(
0 0
0 1

)
=
(
1 0
0 −1

)
.

For |ψ〉 = a0|0〉+a1|1〉 ∈ ¶
H with |a0|2+ |a1|2 = 1 we find for the orthogonal pro-

jection

Pψ = |ψ〉〈ψ| =
(
a0
a1

)(
a0 a1

)
=
(|a0|2 a0a1
a0a1 |a1|2

)
.

Similar to Example 2.22, Exercise 2.21 provides a further illustration of the diagonal
form (2.38) of an operator.



2.3 Physical Notions: States and Observables 43

Exercise 2.21 Verify the diagonal form of

σx = ∑
j

λ j|e j〉〈e j|,

that is, with the results of Exercise 2.20 calculate the right side of this equation.

For a solution see Solution 2.21.

We can use the results of the previous exercises to illustrate the content of the Pro-
jection Postulate as follows. Let an electron be prepared in a state |0〉 and a mea-
surement of σx be performed on it. From Exercise 2.20 we know that the value +1
or −1 will be observed, each with a probability of 1

2 . Those electrons for which +1
has been measured then constitute an ensemble, which is described by the eigenstate
| ↑x̂〉 of σx for the eigenvalue +1. The selection after the measurement of only those
electrons for which +1 has been observed is akin to a preparation of the state | ↑x̂〉.

2.3.2 Mixed States

Pure states, however, are not the most general form in which quantum systems can
appear. Quantum systems can also exist in so-called mixed states, which include
pure states as a special case.

Loosely speaking, a quantum particle needs to be described by a mixed state if it
is in one of a set of states {|ψ j〉}, in other words, its statistics is to be described by
one of the |ψ j〉, but we do not know by which one. All we know is the probability p j

with which it is in one of the states |ψ j〉. The statistical properties of the ensemble
of particles thus produced are described by a mixed state.

This is to be distinguished from the system being in the pure state |ψ〉 =
∑ j

√
p j|ψ j〉, in which case the quantum statistics is described by |ψ〉 and not by

one of the |ψ j〉 alone as in the case of a mixed state.
The mathematically all-encompassing description of quantum mechanical sys-

tems covering pure and mixed states is given by so-called density operators.

Postulate 5 (Mixed States) In general a quantum mechanical system is
described mathematically by an operator ρ acting on a HILBERT space H

with ρ having the properties:

(i) ρ is self-adjoint
ρ∗ = ρ . (2.80)
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(ii) ρ is positive
ρ ≥ 0 . (2.81)

(iii) ρ has trace 1
tr(ρ) = 1 . (2.82)

The operator ρ is called density operator and we denote the set of density
operators on a HILBERT space H by D(H), that is,

D(H) :=
{

ρ ∈ L(H)
∣∣ ρ∗ = ρ, ρ ≥ 0, tr(ρ) = 1

}
. (2.83)

The quantum states described by density operators in D(H) are called mixed
states.

In general, the sum of two density operators is no longer a density operator, but
the set of density operators—and hence mixed states—is convex9 in L(H), as is to
be shown in Exercise 2.22.

Exercise 2.22 Let H be a HILBERT space and ρi ∈D(H) with i∈ {1,2}. Show that
then for any u ∈ [0,1] ⊂ R

uρ1+(1−u)ρ2 ∈ D(H) .

For a solution see Solution 2.22.

For any U ∈ U(H) transformations of the type ρ �→ UρU∗ on any mixed state
described by a density operator ρ produce again a mixed state described by the
density operatorUρU∗. This claim is to be shown in Exercise 2.23.

Exercise 2.23 Let H be a HILBERT space andU ∈ U(H). Show that then

ρ ∈ D(H) ⇒ UρU∗ ∈ D(H) . (2.84)

For a solution see Solution 2.23.

9A set K of a linear space is called convex if for every two elements x,y ∈ K their connecting line
is in K as well, that is, if x,y ∈ K implies {ux+(1−u)y | u ∈ [0,1]} ⊂ K.
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This result is used in the generalization of the postulates to mixed states.

Postulate 6 For mixed states the Postulates 1–4 are generalized as follows:

Postulate 1 (Observables and States) The quantum mechanical expecta-
tion value of an observable A in a mixed state ρ is given by

〈A〉ρ := tr(ρA) . (2.85)

Postulate 2 (Measurement Probability) If the quantum system is in a state
ρ , λ is an eigenvalue of A and Pλ the projection onto the eigenspace of λ ,
then the probability Pρ(λ ) that a measurement of A yields the value λ is
given by

Pρ(λ ) = tr(ρPλ ) . (2.86)

Postulate 3 (Projection Postulate) If the quantum system is initially
described by the state ρ , and then the measurement of the observable A
yields the eigenvalue λ of A, then this measurement has effected the fol-
lowing change of state

ρ = state before
measurement

measurement−→ Pλ ρPλ
tr(ρPλ )

= state after
measurement

(2.87)

where Pλ is the projection onto the eigenspace of λ .
Postulate 4 (Time Evolution) Any time evolution of a quantum system that

is not caused by a measurement is described as an evolution of states

ρ(t0) = state at time t0
no measurement−→ ρ(t) = state at time t

given by a unitary time evolution operator U(t, t0) acting on the density
operator as

ρ(t) =U(t, t0)ρ(t0)U(t, t0)∗ . (2.88)

Here, as in the case of pure states, the time evolution operator U(t, t0) is a
solution of the initial value problem (2.71).

The uncertainty is given analogously to (2.65) as

Δρ(A) :=

√〈(
A−〈A〉ρ 1

)2〉

ρ
.

Pure states |ψ〉 ∈ H are given by special density operators of the form

ρψ := |ψ〉〈ψ| = Pψ . (2.89)
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Note that, deviating slightly from the definition given above, some authors
reserve the term ‘mixed state’ for the truly non-pure states. Here we shall use the
term in the general sense defined above, which includes pure states as a special
case, and refer to truly non-pure states as ‘true mixtures’. The fact that the general-
izations given in Postulate 6 in the case of a pure state ρ = |ψ〉〈ψ| coincide with the
Postulates 1-4 given earlier for pure states is to be shown as Exercise 2.24.

Exercise 2.24 Verify that the generalizations for the expectation value, measure-
ment probability, projection onto the state after measurement and time evolution
given in Postulate 6 for the case ρψ = |ψ〉〈ψ| coincide with the statements made for
a pure state |ψ〉 in the Postulates 1–4.

For a solution see Solution 2.24.

The reason that in general states can be described by positive, self-adjoint operators
with trace 1 lies in the theorem of GLEASON [52], which we will touch upon here
briefly. Since a measurement of an observable always yields an eigenvalue of the
corresponding operator, we can interpret the observable corresponding to orthogonal
projections (P∗ = P = P2) as a yes-no measurement. This is because orthogonal
projections only have the eigenvalues 0 and 1. A mathematical description of such
systems should then provide a map

P : {Projections onto H} −→ [0,1]
P �−→ P(P) (2.90)

in which we want to interpret P(P) as the probability to measure the value 1, and
which should also have the following properties:

P(0) = 0

P(1) = 1

P1P2 = 0 ⇒ P(P1+P2) = P(P1)+P(P2) .
(2.91)

The properties (2.90)–(2.91) are basic requirements for a probability function P for
quantum mechanical systems. The following theorem of GLEASON, which we state
her without proof, then tells us that the set of self-adjoint, positive operators with
trace 1 is sufficient to construct above mentioned probability function.

Theorem 2.23 (GLEASON [52]) For a HILBERT space H with 3 ≤ dimH <
∞ any map P with the properties (2.90)–(2.91) can be represented with the
help of a positive, self-adjoint operator ρ with tr(ρ) = 1 such that P is given
by

P(P) = tr(ρP) .
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With suitable modifications this statement is also valid if dimH = ∞ and thus
applies to quantum mechanics in general.

The following theorem provides some additional properties of density operators.

Theorem 2.24 A density operator ρ on a HILBERT space H has the follow-
ing properties:

(i) There exist p j ∈ R with j ∈ I ⊂ N that satisfy

p j ≥ 0 (2.92)

∑
j∈I

p j = 1 (2.93)

and an ONB {|ψ j〉 | j ∈ I} in H such that

ρ = ∑
j∈I

p j|ψ j〉〈ψ j| = ∑
j∈I

p jPψ j (2.94)

(ii)
0 ≤ ρ2 ≤ ρ (2.95)

(iii)
||ρ|| ≤ 1 . (2.96)

Proof We first show (2.94). Since ρ as a density operator is per definition self-
adjoint, its eigenvalues are real and there exists an ONB {|ψ j〉} in which ρ has the
diagonal form (2.94). Another defining property of ρ is its positivity, which implies
for every vector |ψi〉 of the ONB

0 ≤ 〈ψi|ρψi〉 = ∑
j
p j〈ψi|ψ j〉〈ψ j|ψi〉︸ ︷︷ ︸

=δ ji

= pi , (2.97)

proving (2.92). Lastly, we have, again per definition, also tr(ρ) = 1 and thus

1 = tr(ρ) =︸︷︷︸
(2.57)

∑
i
〈ψi|ρψi〉 = ∑

i, j
p j〈ψi|ψ j〉〈ψ j|ψi〉

= ∑
i, j

δi j p j = ∑
i
pi ,

which implies (2.93).
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The positivity of ρ2 follows from the fact that for any |ψ〉 ∈ H

〈ψ|ρ2ψ〉 =︸︷︷︸
(2.30)

〈ρ∗ψ|ρψ〉 =︸︷︷︸
(2.80)

〈ρψ|ρψ〉 =︸︷︷︸
(2.5)

||ρψ||2 ≥ 0 .

The p j in (2.94) are such that 0 ≤ p j ≤ 1= ∑ j p j, hence p2j ≤ p j. One then has

ρ2 =

(
∑
j
p j|ψ j〉〈ψ j|

)2

= ∑
j,k

p j pk|ψ j〉〈ψ j|ψk〉︸ ︷︷ ︸
δ jk

〈ψk| = ∑
j
p2j |ψ j〉〈ψ j| (2.98)

and thus for any |ψ〉 ∈ H

〈ψ|(ρ −ρ2)ψ〉 =︸︷︷︸
(2.94),(2.98)

〈ψ|∑
j
(p j − p2j)|ψ j〉〈ψ j|ψ〉 = ∑

j
(p j − p2j)〈ψ|ψ j〉〈ψ j|ψ〉

=︸︷︷︸
(2.1)

∑
j
(p j − p2j)︸ ︷︷ ︸

≥0

∣∣〈ψ j|ψ〉∣∣2︸ ︷︷ ︸
≥0

≥ 0 , (2.99)

that is, ρ −ρ2 ≥ 0, which proves (2.95). From this it follows in turn that

||ρψ||2 =︸︷︷︸
(2.5)

〈ρψ|ρψ〉 =︸︷︷︸
(2.80)

〈ρ∗ψ|ρψ〉 =︸︷︷︸
(2.30)

〈ψ|ρ2ψ〉 ≤︸︷︷︸
(2.99)

〈ψ|ρψ〉

≤︸︷︷︸
(2.16)

||ψ|| ||ρψ|| ,

which implies
||ρψ||
||ψ|| ≤ 1

and thus, because of Definition 2.12 of the operator norm, we obtain (2.96). �

The representation (2.94) of a density operator ρ given in Theorem 2.24 allows
us to view particles described by a mixed state as a statistical ensemble of particles
constructed as follows. Suppose we have a device that, when a switch is set to j,
produces a particle in the state |ψ j〉. Moreover, suppose we have a random number
generator that produces the switch setting j with probability p j. We then run the
random number generator many a times and each time use its output j to set the
switch of the device generating a particle in the state |ψ j〉. The statistics of the
ensemble of particles thus produced is described by the density operator ρ . We shall
see in Proposition 2.26 that if ρ is a true mixture, the statistics of this ensemble
cannot be described by a pure state.



2.3 Physical Notions: States and Observables 49

Exercise 2.25 Let {|ψ j〉 | j ∈ I} be an ONB in a HILBERT space H and for j ∈ I let
p j ∈ [0,1] be such that ∑ j∈I p j = 1. Show that then with

|ψ〉 = ∑
j∈I

√
p j|ψ j〉 , ρ = ∑

j∈I
p j|ψ j〉〈ψ j| (2.100)

we have for any A ∈ Bsa(H)

〈A〉ψ = 〈A〉ρ + ∑
j,k∈I: j =k

√
p j pk〈ψ j|Aψk〉 .

For a solution see Solution 2.25.

In a mixed state ρ = ∑ j p j|ψ j〉〈ψ j| the probability that a measurement of an observ-
able A = ∑i λi|ei〉〈ei| yields an eigenvalue λi corresponding to the eigenstate |ei〉 is
given by

〈Pei〉ρ =︸︷︷︸
(2.86)

tr(ρ|ei〉〈ei|) =︸︷︷︸
(2.57)

∑
k, j

p j〈ek|ψ j〉〈ψ j|ei〉〈ei|ek〉︸ ︷︷ ︸
δik

= ∑
j
p j
∣∣〈ei|ψ j〉

∣∣2 ,

where Pei denotes the orthogonal projection onto the state |ei〉.
One advantage of the description of pure states with the help of a density operator

(2.89) is that it becomes obvious that the physical information, that is, the state, does
not depend on the overall phase of the state vector since for any α ∈ R

ρeiα ψ = |eiα ψ〉〈eiα ψ| =︸︷︷︸
(2.26)

eiα |ψ〉〈ψ|e−iα = ρψ .

For the probability to measure an eigenvalue λi of A= ∑i |ei〉λi〈ei| one then finds

〈Pei〉ρψ
=︸︷︷︸

(2.86)

tr
(
ρψPei

)
= tr(|ψ〉〈ψ|ei〉〈ei|) =︸︷︷︸

(2.57)

∑
k

〈ek|ψ〉〈ψ|ei〉〈ei|ek〉︸ ︷︷ ︸
=δik

=︸︷︷︸
(2.1)

|〈ei|ψ〉|2 (2.101)

and for the expectation value

〈A〉ρψ =︸︷︷︸
(2.86)

tr
(
ρψA

)
= tr(|ψ〉〈ψ|A) =︸︷︷︸

(2.57)

∑
k,i

〈ek|ψ〉〈ψ|ei〉λi〈ei|ek〉

=︸︷︷︸
(2.1)

∑
i

λi |〈ei|ψ〉|2 ,

exactly as stated in (2.62) for pure states.
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Whether a given density operator ρ is a true mixture or a pure state can be decided
with the help of the following proposition.

Proposition 2.25 A density operator ρ describes a pure state if and only if
ρ2 = ρ , that is, for a density operator ρ the following equivalence holds

∃|ψ〉 ∈ H : ρ = |ψ〉〈ψ| ⇔ ρ = ρ2. (2.102)

Proof We first show ⇒: From the left side in (2.102) it necessarily follows that
||ψ|| = 1 since, per definition tr(ρ) = 1, and thus

1= tr(ρ) = tr(|ψ〉〈ψ|) =︸︷︷︸
(2.57)

∑
k

|〈ek|ψ〉|2 =︸︷︷︸
(2.12)

||ψ||2 .

From ρ = |ψ〉〈ψ| with ||ψ|| = 1 it follows immediately that

ρ2 = |ψ〉〈ψ|ψ〉〈ψ| = |ψ〉〈ψ| = ρ .

Now for ⇐: From (2.94) in Theorem 2.24 we know that there exists an ONB {|ψ j〉}
and real-valued p j such that ρ = ∑ j p j|ψ j〉〈ψ j|. Because of ρ2 = ρ one has for all
k thus

0= 〈ψk|(ρ2 −ρ)ψk〉 = 〈ψk|∑
j
(p2j − p j)|ψ j〉〈ψ j|ψk〉︸ ︷︷ ︸

=δ jk

= p2k − pk .

Consequently, the p j can take only the values 0 or 1, and it follows that

ρ = ∑
j: p j=1

|ψ j〉〈ψ j| .

Calculating tr(ρ) = 1 in the ONB {|ψ j〉}, we find

1= tr(ρ) = ∑
i
〈ψi| ∑

j: p j=1
|ψ j〉〈ψ j|ψi〉︸ ︷︷ ︸

=δ ji

= ∑
j: p j=1

1 .

Hence, p j = 1 for exactly one ǰ and pi = 0 for all i = ǰ. Finally, with |ψ〉 = |ψ ǰ〉
then ρ = |ψ〉〈ψ| has the claimed form. �
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Density operators that satisfy ρ2 < ρ thus describe true mixtures, in other words,
the statistics of such preparations cannot be described by a pure state. We formalize
this in the following proposition.

Proposition 2.26 Let ρ be a density operator on a HILBERT space H. Then
the following equivalence holds

ρ2 = ρ ⇔ � |ψ〉 ∈ H such that for every A ∈ Bsa(H) : 〈A〉ψ = 〈A〉ρ .

Proof We actually show the contrapositive

ρ2 = ρ ⇔ ∃|ψ〉 ∈ H such that for every A ∈ Bsa(H) : 〈A〉ψ = 〈A〉ρ .
(2.103)

First, we show ⇒ in (2.103). Let ρ2 = ρ and {|e j〉} be an ONB in H. From (2.102)
we know that then there exists a |ψ〉 ∈ H such that ρ = |ψ〉〈ψ|, where

|ψ〉 =︸︷︷︸
(2.11)

∑
j
〈e j|ψ〉|e j〉 . (2.104)

It then follows that for any A ∈ Bsa(H)

〈A〉ρ =︸︷︷︸
(2.85)

tr(ρA) = tr(|ψ〉〈ψ|A) =︸︷︷︸
(2.57)

∑
j
〈e j|ψ〉〈ψ|Ae j〉

= 〈ψ|A∑
j
〈e j|ψ〉e j〉 =︸︷︷︸

(2.104)

〈ψ|Aψ〉

=︸︷︷︸
(2.60)

〈A〉ψ .

Next, we show ⇐ in (2.103). For this let

ρ = ∑
j1, j2

ρ j1 j2 |e j1〉〈e j2 | (2.105)

be a given density operator and suppose |ψ〉 = ∑ j ψ j|e j〉 ∈ H is such that for all
A ∈ Bsa(H)

〈A〉ρ = 〈A〉ψ . (2.106)

For the left side of (2.106) we have



52 2 Basic Notions of Quantum Mechanics

〈A〉ρ =︸︷︷︸
(2.85)

tr(ρA) =︸︷︷︸
(2.57)

∑
j
〈e j|ρAe j〉 =︸︷︷︸

(2.105)

∑
j
〈e j| ∑

j1, j2

ρ j1 j2 |e j1〉〈e j2 |Ae j1〉

=︸︷︷︸
(2.22)

∑
j1, j2

ρ j1 j2 ∑
j

〈e j|e j1〉︸ ︷︷ ︸
=δ j j1

Aj2 j = ∑
j1, j2

ρ j1 j2Aj2 j1 . (2.107)

Whereas for the right side of (2.106) we find

〈A〉ψ =︸︷︷︸
(2.60)

〈ψ|Aψ〉 =︸︷︷︸
(2.104)

〈∑
j2

ψ j2e j2 |A∑
j1

ψ j1e j1〉

=︸︷︷︸
(2.4),(2.6)

∑
j1, j2

ψ j2ψ j1〈e j2 |Ae j1〉 =︸︷︷︸
(2.22)

∑
j1, j2

ψ j2ψ j1Aj2 j1 . (2.108)

Using (2.107) and (2.108) in (2.106) and the fact that (2.106) is assumed to hold
for all A ∈ Bsa(H), shows that the matrix elements of ρ must be of the form ρ j1 j2 =
ψ j1ψ j2 , and thus

ρ =︸︷︷︸
(2.105)

∑
j1, j2

ψ j1ψ j2 |e j1〉〈e j2 | = |ψ〉〈ψ| .

From (2.102) we know that this is equivalent to ρ2 = ρ and this completes the proof
of (2.103). �

Proposition 2.26 states that if there is a pure state which can replicate the statistics
of ρ for all observables then ρ itself has to be the density operator of a pure state and
vice-versa. Consequently, if ρ is a true mixture, no pure state is able to reproduce
all the expectation values of ρ .

Density operators contain all measurable information about the described sys-
tem. The diagonal representation of a density operator given in (2.94) in terms
of its eigenvalues and eigenvectors is unique up to basis changes in degenerate
eigenspaces. However, other not necessary diagonal representations are possible as
the following proposition shows.

Proposition 2.27 Let H be a finite-dimensional HILBERT space and ρ ∈
D(H) be a density operator with diagonal form

ρ =
n

∑
j=1

p j|ψ j〉〈ψ j| , (2.109)

where the p j ∈]0,1] for j ∈ {1, . . . ,n} with n ≤ dimH are the non-zero
eigenvalues of ρ and

{|ψ j〉
∣∣ j ∈ {1, . . . ,dimH}} is an ONB of its eigenvec-

tors. Moreover, for i ∈ {1, . . . ,m} with m ≤ dimH let qi ∈]0,1] be such that
∑m
i=1 qi = 1 and |ϕi〉 ∈ H such that ||ϕi|| = 1. Then we have the following
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equivalence

ρ =
m

∑
i=1

qi|ϕi〉〈ϕi| (2.110)
⇔

⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

m ≥ n and there is a U ∈ U(m) such that

√
qi|ϕi〉 =

n

∑
j=1

Ui j
√
p j|ψ j〉 (2.111)

for i ∈ {1, . . . ,m}.

Proof To begin with, we note that the definition (2.83) of D(H) implies that for ρ ∈
D(H)we have ρ = ρ∗ and ρ ≥ 0. It follows that ρ has real, non-negative eigenvalues
r j, its eigenvectors {|ψ j〉} form an ONB and it can be written as given in (2.109).

We prove ⇒ first. Let |ϕi〉 be such that

ρ =
m

∑
i=1

qi|ϕi〉〈ϕi| . (2.112)

Since the |ψ j〉 are vectors of an ONB, and thus linearly independent, we have for
the image ρ

{
H
}
of ρ

n= dimSpan
{|ψi〉

∣∣ i ∈ {1, . . . ,n}} =︸︷︷︸
(2.27)

dimρ{H} .

On the other hand, ρ{H} ⊂ Span
{|ϕi〉

∣∣ i ∈ {1, . . . ,m}} such that

dimρ{H} ≤ dimSpan
{|ϕi〉

∣∣ i ∈ {1, . . . ,m}} ≤ m ,

and it follows that n ≤ m. By assumption, the eigenvectors of ρ for the eigenvalue 0
are given by |ψk〉, where k ∈ {n+1, . . . ,dimH}. They satisfy

0= 〈ψk|ρψk〉 =︸︷︷︸
(2.112)

m

∑
i=1

qi︸︷︷︸
>0

|〈ψk|ϕi〉|2︸ ︷︷ ︸
≥0

,

which implies 〈ψk|ϕi〉 = 0 for all k ∈ {n+ 1, . . . ,dimH} and i ∈ {1, . . . ,m}. Since
the {|ψ j〉} are an ONB of H, therefore
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|ϕi〉 =︸︷︷︸
(2.11)

dimH

∑
k=1

〈ψk|ϕi〉|ψk〉 =
n

∑
k=1

〈ψk|ϕi〉|ψk〉 . (2.113)

Next, we define the matrix V ∈ Mat(m×n,C) by

Vi j =
√

qi
p j

〈ψ j|ϕi〉 (2.114)

for i ∈ {1, . . . ,m} and j ∈ {1, . . . ,n}, such that

n

∑
j=1

Vi j
√
p j|ψ j〉 =︸︷︷︸

(2.114)

n

∑
j=1

√
qi〈ψ j|ϕi〉|ψ j〉 =︸︷︷︸

(2.113)

√
qi|ϕi〉 . (2.115)

We proceed to show that we can extend V ∈ Mat(m×n,C) to aU ∈ U(m). For this
we first note that

V ∗
ji =︸︷︷︸
(2.34)

Vi j =︸︷︷︸
(2.114)

√
qi
p j

〈ψ j|ϕi〉 =︸︷︷︸
(2.1)

√
qi
p j

〈ϕi|ψ j〉 (2.116)

and thus for j,k ∈ {1, . . . ,n}
m

∑
i=1

V ∗
jiVik =︸︷︷︸

(2.114),(2.116)

1√
p j pk

m

∑
i=1

qi〈ψ j|ϕi〉〈ϕi|ψk〉 =︸︷︷︸
(2.112)

1√
p j pk

〈ψ j|ρψk〉

=︸︷︷︸
(2.27)

1√
p j pk

〈ψ j|
n

∑
l=1

pl |ψl〉〈ψl |ψk〉 =
n

∑
l=1

plδ jlδlk√
p j pk

= δ jk .

Hence, we have specified V ∈ Mat(m× n,C), where n ≤ m, such that V ∗V = 1 ∈
Mat(n×n,C). This means that the n column vectors of V viewed as vectors in C

m

are mutually orthogonal and normalized to 1. Applying the standard orthogonaliza-
tion procedure, we can thus add m−n more column vectors such that all m column
vectors of the resulting matrixU ∈ Mat(m×m,C) form a basis in C

m. By this pro-
cedure we extendV to form a matrixU ∈U(m) such thatUi j =Vi j for j ∈ {1, . . . ,n}
and (2.115) establishes the claim (2.111).

To prove ⇐, let m ≥ n andU ∈ U(m) such that for i ∈ {1, . . . ,m}

√
qi|ϕi〉 =

n

∑
j=1

Ui j
√
p j|ψ j〉 .
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This implies

m

∑
i=1

qi|ϕi〉〈ϕi| =
m

∑
i=1

qi

(
1√
qi

n

∑
j=1

Ui j
√
p j|ψ j〉

)(
1√
qi

n

∑
k=1

Uik
√
pk|ψk〉

)

=
n

∑
j,k=1

√
p j pk

(
m

∑
i=1

U∗
kiUi j

)
|ψ j〉〈ψk|

=
n

∑
j,k=1

√
p j pk

((
U∗U

)
i j

)
︸ ︷︷ ︸

=δi j

|ψ j〉〈ψk| =
n

∑
j=1

pi|ψ j〉〈ψ j| =︸︷︷︸
(2.109)

ρ ,

verifying (2.110). �

Note that, while the |ϕi〉 in (2.110) are normalized, they are not necessar-
ily orthogonal. The following Exercise 2.26 serves as an illustration of the non-
uniqueness of the representation of a density operator.

Exercise 2.26 In H ∼= C
2 let ρ = ∑2

i=1 qi|ϕi〉〈ϕi| be given by

q1 =
2
5
, q2 =

3
5

and |ϕ1〉 = | ↑x̂〉, |ϕ2〉 = |0〉 .

Then one has ||ϕ1|| = 1 = ||ϕ2|| and 〈ϕ1|ϕ2〉 = 1√
2
. Verify that tr(ρ) = 1, deter-

mine the eigenvalues p1, p2 and the (orthonormal) eigenvectors |ψ1〉, |ψ2〉 of ρ . With
these, give the alternative diagonal form

ρ =
2

∑
j=1

p j|ψ j〉〈ψ j| ,

and verify that ρ2 < ρ .

For a solution see Solution 2.26.

In a mixture described by ρ = ∑ j p j|ψ j〉〈ψ j| the relative phases of the |ψ j〉 are not
physically observable. This is because for α j ∈ R one has

∑
j
p j|eiα jψ j〉〈eiα jψ j| =︸︷︷︸

(2.32),(2.33)

∑
j
p je

iα j |ψ j〉〈ψ j|e−iα j = ∑
j
p j|ψ j〉〈ψ j| = ρ

such that the states eiα j |ψ j〉 generate the same mixture as the |ψ j〉. There is no
interference. Thus, one speaks of incoherent superposition as opposed to coherent
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superposition in the case of pure states where the relative phases are observable (see
the discussion about interference preceding Proposition 2.15).

Exercise 2.27 Show that for |ϕ〉, |ψ〉 ∈ H ∼= C
2 and α ∈ R the density operator

ρϕ+ψ generally differs from the density operator ρϕ+eiα ψ .

For a solution see Solution 2.27.

Interactions of a quantum system with its environment can change pure states into
true mixtures. This is called decoherence. One of the most challenging problems in
the practical implementation of the theory of quantum computing is the avoidance
of decoherence for sufficiently long times.

We emphasize here once more that the knowledge of a state ρ or |ψ〉 only allows
statements about the statistics of the ensemble described by the state. In general it is
not possible to predict the behavior of single objects of the ensemble with certainty.
This is how the phrase ‘a particle or object is in the state ρ (or |ψ〉)’ has to be
understood.

Exercise 2.28 Calculate the probability to measure the value +1 for the observ-
able σz

(i) in the state | ↑x̂〉
(ii) in the state | ↓x̂〉
(iii) in the state 1√

2
(| ↑x̂〉+ | ↓x̂〉)

(iv) in the state ρ = 1
2 (| ↑x̂〉〈↑x̂ |+ | ↓x̂〉〈↓x̂ |).

For a solution see Solution 2.28.

2.4 Qubits

A classical bit is the smallest possible unit of information. The information given by
this unit consists of the selection of binary alternatives which are usually denoted
by 0 and 1 or Yes and No or True and False. The classical bit is realized physically
by assigning the alternatives to two different states of a physical system, such as
opposite magnetization in a well defined space on a hard disk.

With the help of quantum mechanics we can represent the binary alternatives by
two basis vectors in a two-dimensional quantum mechanical state space. Generally,
however, the quantum mechanical state space of a microscopic object is an infinite-
dimensional HILBERT space. The physical realization of a two-dimensional state
space is then mostly accomplished by restricting the preparation to two-dimensional



2.4 Qubits 57

eigenspaces of a suitably chosen observable. Examples of such quantum systems
and observables with two-dimensional eigenspaces are:

• Electrons and their spin
Ignoring the position or momentum of the electron, we only measure their spin
state and can map the binary alternatives

– to the vectors
|0〉 = | ↑ẑ〉 and |1〉 = | ↓ẑ〉

as ONB, which consists of eigenstates of σz

– or to the vectors

|+〉 := | ↑x̂〉 = 1√
2
(| ↑ẑ〉+ | ↓ẑ〉) and |−〉 := | ↓x̂〉 = 1√

2
(| ↑ẑ〉− | ↓ẑ〉)

as the ONB, which consists of eigenstates of σx

– or to the vectors

| ↑ŷ〉 = 1√
2
(| ↑ẑ〉+ i| ↓ẑ〉) and | ↓ŷ〉 = 1√

2
(i| ↑ẑ〉+ | ↓ẑ〉)

as the ONB, which consists of eigenstates of σy.

• Photons (Light) and their polarization
For photons with a given direction of propagation the polarization is described
by a two-dimensional complex vector, the so-called polarization-vector. The state
space is thus H ∼= C

2 and we can map the binary alternatives to

– the vectors

|0〉 = |H〉 =
(
1
0

) representing
horizontal
polarization

and |1〉 = |V 〉 =
(
0
1

) representing
vertical
polarization

as ONB, which consists of eigenstates of the operator σz = |H〉〈H|− |V 〉〈V |;
the orthogonal projections |H〉〈H| and |V 〉〈V | are called horizontal and vertical
polarizors

– or to the vectors

|+〉 = 1√
2
(|H〉+ |V 〉) and |−〉 = 1√

2
(|H〉− |V 〉)

as ONB, which consists of eigenstates of polarizors |+〉〈+| and |−〉〈−|, which
are rotated by 45◦ relative to the horizontal and vertical polarizors,

– or to the vectors

|R〉 = 1√
2
(|H〉+ i|V 〉) and |L〉 = 1√

2
(i|H〉+ |V 〉)
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as ONB, which consists of eigenstates of the so-called left- resp. right-circular
polarizors.

For the representation of the classical bit values 0 and 1 with an electron for exam-
ple, we can prepare it in an eigenstate of σz, such as |0〉 for 0 and |1〉 for 1. If
we then isolate the electron from any interactions—that is, maintain its state— and
afterwards measure σz, we know that then the eigenvalue corresponding to the pre-
pared eigenstate |0〉 or |1〉 will be measured. In other words, the electron stores the
value of the binary alternative 0 or 1. A measurement of σz corresponds to a reading
of the stored information.

In order to maintain the stored bit unaltered it is crucial that the electron is not
disturbed by interactions that could change its state. With information storage in
a classical computer, such as on a hard disk, this is relatively easily accomplished
since most external disturbances such as light or heat do not alter the stored bit.
In that case it suffices to avoid exposing the hard disk to strong magnetic fields. In
quantum mechanical systems, however, it is far more difficult to isolate the system
from state-changing interactions with its environment. This is one of the major chal-
lenges in a realization of quantum computers currently being addressed in numerous
ways.

The classical bit can thus be represented by an ONB in a two-dimensional
HILBERT space. The choice of the ONB is arbitrary, as long as we have a suit-
able observable which has the two vectors of this ONB as its eigenvectors. Mea-
surement of this observable then serves as a read-out of the stored bit. As can-
didates for a physical realization we mentioned above electrons and their spin or
photons and their polarization. But any other quantum system with a suitable two-
dimensional subspace may be chosen. Mathematically we can always identify the
two-dimensional HILBERT space H with C

2 by choosing an ONB .
Quantum mechanics, however, also allows states of the form a|0〉+ b|1〉 with

a,b ∈ C and the normalization |a|2+ |b|2 = 1 for two-dimensional systems. These
linear combinations of the states |0〉 and |1〉 have no analogue in the world of clas-
sical bits. They do not occur in classical computing. The information that can be
stored in a two-dimensional quantum system is thus much greater than what can
be stored in a classical bit. Writing, reading or transforming such information in a
quantum system also requires special care. All this motivates the new notion of a
qubit, denoting two-dimensional quantum systems with a view towards their infor-
mation content.

Definition 2.28 A qubit is a quantummechanical system described by a two-
dimensional HILBERT space denoted by ¶

H and called qubit space. The infor-
mation stored in a qubit is contained in the qubit state in ¶

H in which the sys-
tem is, and it is manipulated and read according to the postulates of quantum
mechanics. In ¶

H we select an ONB {|0〉, |1〉} and an observable represented
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by a self-adjoint operator denoted by σz that has the normalized eigenvector
|0〉 with eigenvalue +1 and |1〉 with eigenvalue −1.

The terminology here is in accordance with that of classical computing: a classi-
cal bit is the elementary information container and the classical information content
is given by the bit values {0,1}. The elementary information container in quantum
computing is the two-dimensional quantum system described by ¶

H. The ‘value’ of
the quantum information is the state |ψ〉 ∈ ¶

H in which that system is.
As a consequence of the Projection Postulate 3 we thus have the following

corollary.

Corollary 2.29 A measurement of σz on a qubit yields either +1 or −1 as
observed value and projects the qubit in the eigenstate |0〉 or |1〉 correspond-
ing to the observed value.

The orthonormal eigenvectors |0〉, |1〉 of σz form a standard basis in ¶
H, with

which the qubit-HILBERT space ¶
H can be identified with C

2. From now on we will
also use these states to represent the classical bit values 0 and 1. This representation
of classical bit values by the eigenstates of σz is as shown in Table 2.1, and is to be
understood as follows: a measurement of σz in the qubit state yielding the value +1
represents the classical bit value 0. The Projection Postulate 3 furthermore tells us
that then the qubit is in the state |0〉. Conversely, if we want to represent the classical
bit value 0 in a qubit, we prepare the state |0〉. An analogous statement holds for the
eigenvalue −1, the eigenvector |1〉, and the classical bit value 1.

This way each classical bit value is mapped to a qubit state. However, not every
qubit state can be mapped to a classical bit value. This is because a general qubit
state is of the form

|ψ〉 = a|0〉+b|1〉 (2.117)

with a,b ∈ C and |a|2 + |b|2 = 1. In case ab = 0, this is a superposition of |0〉
and |1〉 for which there is no corresponding classical bit value. As we shall see
later in the presentation of some quantum algorithms in Chap. 6, it is the presence
of superpositions having no classical equivalents that contributes to the gains in
efficiency compared to classical algorithms.

Table 2.1 Representation of classical bits by qubits

Observed value of σz qubit state Represented classical bit value

+1 |0〉 = | ↑ẑ〉 0

−1 |1〉 = | ↓ẑ〉 1
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How can we suitably parametrize a pure qubit state of the form (2.117)? Because
|a|2 + |b|2 = 1 we can find α,β ,θ ∈ R such that a = eiα cos θ

2 and b = eiβ sin θ
2 .

Thus, a qubit state has the general form

|ψ〉 = eiα cos
θ
2

|0〉+ eiβ sin
θ
2

|1〉 . (2.118)

Physically equivalent to |ψ〉—and thus representing the same qubit state (see dis-
cussion around Definition 2.14)—is the following member of its ray

e−i α+β
2 |ψ〉 = ei

α−β
2 cos

θ
2

|0〉+ ei
β−α
2 sin

θ
2

|1〉 .

With φ = β −α this leads to

|ψ(θ ,φ)〉 := e−i φ
2 cos

θ
2

|0〉+ ei
φ
2 sin

θ
2

|1〉 =
(
e−i φ

2 cos θ
2

ei
φ
2 sin θ

2

)
. (2.119)

An observable that has this state as an eigenstate can be constructed as follows. For

a vector a=

⎛
⎝
a1
a2
a3

⎞
⎠ ∈ R

3 one defines the 2×2 matrix

a ·σ :=
3

∑
j=1

a jσ j =
(

a3 a1 − ia2
a1+ ia2 −a3

)
. (2.120)

The notation a · σ introduced in (2.120) is standard in physics. Confusion with the
normal scalar product a · b for a,b ∈ R

n can be avoided by keeping in mind that
whenever the second factor is σ then the expression denotes the 2×2 matrix given
by (2.120).

Exercise 2.29 Show that for a,b ∈ R
3

(
a ·σ

)(
b ·σ

)
= (a ·b)1+ i(a×b) ·σ , (2.121)

where a ·b= ∑3
j=1 a jb j ∈ R is the usual scalar product and

a×b=

⎛
⎝
a2b3 −a3b2
a3b1 −a1b3
a1b2 −a2b1

⎞
⎠ ∈ R

3

is the usual vector (or cross) product.

For a solution see Solution 2.29.
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With the unit vector

n̂= n̂(θ ,φ) :=

⎛
⎝
sinθ cosφ
sinθ sinφ
cosθ

⎞
⎠ ∈ R

3 (2.122)

it follows that

n̂ ·σ =
(

cosθ e−iφ sinθ
eiφ sinθ −cosθ

)
. (2.123)

This is the operator for the observable spin in direction n̂, and one has

n̂(θ ,φ) ·σ |ψ(θ ,φ)〉 =
(

cosθ e−iφ sinθ
eiφ sinθ −cosθ

)(
e−i φ

2 cos θ
2

ei
φ
2 sin θ

2

)

=

(
e−i φ

2
(
cosθ cos θ

2 + sinθ sin θ
2

)

ei
φ
2
(
sinθ cos θ

2 − cosθ sin θ
2

)

=

(
e−i φ

2 cos θ
2

ei
φ
2 sin θ

2

)

= |ψ(θ ,φ)〉 . (2.124)

The state |ψ(θ ,φ)〉 is thus the spin-up-state | ↑n̂〉 for spin in the direction n̂:

| ↑n̂〉 :=
(
e−i φ

2 cos θ
2

ei
φ
2 sin θ

2

)
. (2.125)

Analogously, one finds for

| ↓n̂〉 :=
(

−e−i φ
2 sin θ

2

ei
φ
2 cos θ

2

)
(2.126)

then
n̂ ·σ | ↓n̂〉 = −| ↓n̂〉 .

In particular, it follows from (2.123) and (2.119) that

n̂(0,0) ·σ = σz and | ↑n̂(0,0)〉 = | ↑ẑ〉

or
n̂
(π
2
,0
)

·σ = σx and | ↑n̂( π
2 ,0)

〉 = | ↑x̂〉 .
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The state |ψ(θ ,φ)〉 = | ↑n̂〉 parametrized by θ ,φ thus represents an arbitrary qubit
state, and the operator n̂ ·σ represents the observable that has this qubit state as an
eigenstate with eigenvalue +1.

How can we then parametrize mixtures of qubits? For this consider the complex
2×2 matrix of a density operator

ρ =
(
a b
c d

)
.

Since ρ∗ = ρ , it follows that a,d ∈ R and b = c, and since tr(ρ) = 1, that a+
d = 1. Hence, we can write a and d with the help of a real number x3 in the form
a = 1+x3

2 and d = 1−x3
2 . Moreover, introducing the real numbers x1 = 2Re(c) and

x2 = 2Im(c), and making use of (2.120) we can thus write an arbitrary qubit-density
operator in the form

ρx =
1
2

(
1+ x3 x1 − ix2
x1+ ix2 1− x3

)
=

1
2

(
1+x ·σ

)
. (2.127)

Exercise 2.30 Let ρx be given as in (2.127). Show that then

x j = tr(ρxσ j) for j ∈ {1,2,3} ,

which can be succinctly written as x= tr(ρσ).

For a solution see Solution 2.30.

So far we have only used ρ∗ = ρ and tr(ρ) = 1 from the defining properties of a
density operator. A further defining requirement is that it has to be positive, that is,
it has to satisfy ρ ≥ 0. We know from (2.97) that the positivity of ρ is equivalent to
the requirement that all eigenvalues of ρ be non-negative. The eigenvalues q1,q2 of
ρx are found from (2.127) as

q1,2 =
1±

√
|x|2

2
=

1±|x|
2

(2.128)

such that the requirement ρ ≥ 0 is satisfied only for |x| ≤ 1. Thus we have shown:
the density operators for mixtures of qubits can be parametrized by vectors x in the
closed unit ball B1

R3 of R
3. This parametrization is called the BLOCH representa-

tion and shown in Fig. 2.1. From the fact that every x∈B1
R3 represents a mixed state

we can see graphically that mixed states form a convex set, as was already shown in
Exercise 2.22. Moreover, the edge points |x| = 1 correspond exactly to pure states,
as can be seen as follows. With the help of (2.121) and (2.128) we obtain
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Fig. 2.1 Representing qubits with the BLOCH representation. The boundary sphere S1
R3 of pure

states is called the BLOCH sphere. Note that whereas the whole of the closed ball B1
R3 (including

its interior as mixed states) represents all possible states of a qubit, the only two classical bit values
correspond to the north and south pole. The circles ◦ show the representatives of the pure states

| ↑ẑ〉, | ↑ŷ〉, | ↑x̂〉, | ↓ẑ〉 and | ↑n̂(θ ,φ)〉. The black dots • show the mixed states ρ− 1
2 ŷ

= 1
4

(
2 i

−i 2

)
and

at the center ρ0 = 1
21

ρ2
x =

1
4

(
1+x ·σ

)2
=

1
4

(
1(1+ |x|2)+2x ·σ

)

such that ρ2
x = ρx if and only if |x| = 1, and as shown in Proposition 2.25, the

property ρ2 = ρ is equivalent to ρ describing a pure state.
From Exercise 2.22 we know already that density operators—and hence mixed

states—form a convex set. A particular property of two-dimensional systems, and
thus qubits, is the fact that all edge points correspond to pure states. If the quantum
system is described by states in a HILBERT space with dimension larger than two,
only certain edge points correspond to pure states.

2.5 Operators on Qubits

By Definition 2.28 qubits are two-dimensional quantum mechanical systems
described by vectors in a two-dimensional HILBERT space ¶

H. With the exception
of measurements, their time evolution is described by unitary operators. Thus, apart
from measurements, all transformations we wish to apply to a qubit have to be
unitary as well. This also applies to the action of elementary components of qubit
circuits (so-called quantum gates), which we shall discuss extensively in Sect. 5.2.
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In the following we thus present a number of results relating to the construction of
unitary operators on ¶

H, which will be particularly helpful in the context of afore-
mentioned quantum gates. We begin with a general result about exponentials of
certain operators in Exercise 2.31.

Exercise 2.31 Let A be an operator on a vector space satisfying A2 = 1. Show that
then for any α ∈ R

eiαA :=
∞

∑
n=0

(iα)n

n!
An = cosα1+ i sinαA . (2.129)

For a solution see Solution 2.31.

Throughout this book we will use both notations eA = exp(A) to denote the expo-
nential function of an operator A, the choice being made depending on which of the
two provides more transparent expressions.

The following Definition 2.30 is motivated by the theory of representations of the
group SO(3), that is, the norm- and orientation-preserving linear maps of R

3 (see
Example F.8).

Definition 2.30 Let n̂∈ S1
R3 be a unit vector in R

3 and α ∈ R. The action of a
rotation around the vector n̂ by the angle α on the qubit space ¶

H (also called
spin rotation) is defined as the operator

Dn̂(α) := e−i α
2 n̂·σ .

The spin-rotation Dn̂(α) is an operator on ¶
H. It is the action in the qubit

space that represents the action of a rotation in the position space R
3 around n̂ by

the angle α .

Lemma 2.31 Let n̂ ∈ B1
R3 and α ∈ R. Then one has

Dn̂(α) = cos
α
2
1− i sin

α
2
n̂ ·σ (2.130)

Dn̂(α)∗ = Dn̂(−α) = cos
α
2
1+ i sin

α
2
n̂ ·σ (2.131)

Dn̂(α)Dn̂(α)∗ = 1 ,

that is, Dn̂(α) is a unitary operator on ¶
H.
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Proof From (2.121) and because of n̂ · n̂ = 1 it follows that
(
n̂ · σ

)2 = 1. With
this (2.130) follows immediately from the result (2.129) in Exercise 2.31.

From (−in̂ ·σ)∗ = in̂ ·σ and (2.130) we obtain then (2.131). Finally, one has

Dn̂(α)Dn̂(α)∗ =︸︷︷︸
(2.130),(2.131)

(
cos

α
2
1− i sin

α
2
n̂ ·σ

)(
cos

α
2
1+ i sin

α
2
n̂ ·σ

)

=
(
cos

α
2
1
)2

−
(
i sin

α
2
n̂ ·σ

)2
=
(
cos2

α
2
+ sin2

α
2

)
1

= 1 . �

The result Dn̂(α)Dn̂(−α) = 1 has a generalization, as is to be shown in Exer-
cise 2.32.

Exercise 2.32 Show that for any n̂ ∈ S1
R3 and α,β ∈ R

Dn̂(α)Dn̂(β ) = Dn̂(α +β ) . (2.132)

For a solution see Solution 2.32.

Before we show in Exercise 2.33 that every unitary operator on ¶
H can be con-

structed by multiplication of suitably chosen spin-rotations Dn̂(·) and a phase-factor
eiα , it is helpful to prove the following Lemma 2.32 as an intermediate step.

Lemma 2.32 LetU be a unitary operator on ¶
H. Then there are α,β ,δ ,γ ∈ R

such that the matrix of U in the standard basis {|0〉, |1〉} is given by

U = eiα
(
e−i β+δ

2 cos γ
2 −ei

δ−β
2 sin γ

2

ei
β−δ
2 sin γ

2 ei
β+δ
2 cos γ

2

)
. (2.133)

Proof Let the matrix ofU in the standard basis {|0〉, |1〉} be given by

U =
(
a b
c d

)
(2.134)

with a,b,c,d ∈ C. Because of

U∗ =
(
ā c̄
b̄ d̄

)
(2.135)
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andUU∗ = 1, it follows that

|a|2+ |b|2 = 1= |c|2+ |d|2 (2.136)

ac̄+bd̄ = 0 . (2.137)

If c = 0, then |d| = 1 follows necessarily, which implies b = 0 and thus |a| = 1 as
well. In this caseU is of the form

U =
(
eiξ 0
0 eiη

)
, (2.138)

and with α = ξ+η
2 ,β = η −ξ and δ = γ = 0 can thus be written in the form (2.133).

Similarly, it follows in the case a= 0 thatU is of the form

U =
(

0 eiω

eiτ 0

)
(2.139)

and with α = ω+τ+π
2 ,δ = ω + π − τ and β = 0,γ = π can be written in the

form (2.133).
Now let ac̄ = 0. Then

a= −b
d̄
c̄

⇒ |a|2 = |b|2 |d|2
|c|2

⇒ 1= |a|2+ |b|2 = |b|2
(
1+

|d|2
|c|2

)
= |b|2 |c|2+ |d|2

|c|2 =︸︷︷︸
(2.136)

|b|2
|c|2 ,

which implies
|b| = |c| and |a| = |d| . (2.140)

Hence, there are ξ ,η ,γ ∈ R such that

a= eiξ cos
γ
2
, d = eiη cos

γ
2
, (2.141)

from which in turn it follows that

|c|2 =︸︷︷︸
(2.140)

|b|2 =︸︷︷︸
(2.136)

1−|a|2 = sin2
γ
2
. (2.142)

Thus, there are ω,τ ∈ R such that
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b= −eiω sin
γ
2
, c= eiτ sin

γ
2
. (2.143)

Because of ac̄= −bd̄ = 0, we have

ei(ξ−τ) sin
γ
2
cos

γ
2
= ei(ω−η) sin

γ
2
cos

γ
2

(2.144)

and thus ξ − τ = ω −η +2kπ . We choose η = ω + τ −ξ such that

U =
(
eiξ cos γ

2 −eiω sin γ
2

eiτ sin γ
2 ei(ω+τ−ξ ) cos γ

2

)
. (2.145)

With the change of variables

α :=
ω + τ
2

, β := τ −ξ , δ := ω −ξ (2.146)

we obtain in (2.145)

ξ = α − β+δ
2 , ω = α + δ−β

2 ,

τ = α + β−δ
2 , ω + τ −ξ = α + β+δ

2 ,
(2.147)

that is,U has the form claimed in (2.133). �

With the help of Lemma 2.32 it can be shown that any unitary operator on qubits
can be expressed as a product of suitable spin-rotations around the ẑ- and ŷ-axis.

Exercise 2.33 LetU be a unitary operator on ¶
H. Show that there exist α,β ,δ ,γ ∈

R such that
U = eiαDẑ(β )Dŷ(γ)Dẑ(δ ) .

For a solution see Solution 2.33.

A consequence of the claim shown in Exercise 2.33 is that a device which can exe-
cute spin-rotations around the ẑ- and ŷ-axis would be sufficient to implement any
unitary transformation of qubits.

Example 2.33 One has, for example,

ei
α
2 Dẑ(α)Dŷ(0)Dẑ(0) = ei

α
2

(
cos

α
2
1− i sin

α
2
ẑ ·σ

)

= ei
α
2

(
cos

α
2
1− i sin

α
2

σz

)



68 2 Basic Notions of Quantum Mechanics

= ei
α
2

(
cos α

2 − i sin α
2 0

0 cos α
2 + i sin α

2

)

=
(
1 0
0 eiα

)
, (2.148)

or

ei
π
2 Dẑ(β )Dŷ(π)Dẑ(β +π) = ei

π
2

(
e−i(β+ π

2 ) cos π
2 −ei

π
2 sin π

2
e−i π

2 sin π
2 ei(β+

π
2 ) cos π

2

)

=
(
0 1
1 0

)

= σx , (2.149)

or else

ei
3π
2 Dẑ(0)Dŷ(

π
2
)Dẑ(−π) = −i

(
cos

π
4
1− i sin

π
4

σy

)(
cos

−π
2

1− i sin
−π
2

σz

)

= −i
( 1√

2
1− i√

2
σy

)
iσz =

1√
2

(
σz − iσyσz︸︷︷︸

=iσx

)

=
σz+σx√

2
. (2.150)

Inverses of spin-rotations around the ẑ- and ŷ-axis can be obtained by left- and right-
multiplication with σx.

Exercise 2.34 Show that

σxDŷ(η)σx = Dŷ(−η)
σxDẑ(η)σx = Dẑ(−η) .

(2.151)

For a solution see Solution 2.34.

The claim in the following Lemma 2.34 plays an important role in connection with
quantum gates, which we shall consider in more depth in Sect. 5.2.

Lemma 2.34 For every unitary operator U on ¶
H there exist operators A,B

and C on ¶
H and α ∈ R such that

ABC = 1

U = eiαAσxBσxC .
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Proof From Exercise 2.33 we know that there exist α,β ,γ,δ ∈ R such that

U = eiαDẑ(β )Dŷ(γ)Dẑ(δ ) . (2.152)

We thus set

A := Dẑ(β )Dŷ

(γ
2

)

B := Dŷ

(
−γ
2

)
Dẑ

(
−δ +β

2

)
(2.153)

C := Dẑ

(
δ −β
2

)
.

Then it follows that

ABC =︸︷︷︸
(2.153)

Dẑ(β )Dŷ

(γ
2

)
Dŷ

(
−γ
2

)
︸ ︷︷ ︸

=Dŷ(0)=1

Dẑ

(
−δ +β

2

)
Dẑ

(
δ −β
2

)

︸ ︷︷ ︸
=Dẑ

(
− δ+β

2 + δ−β
2

)
=Dẑ(−β )

= Dẑ(β )Dẑ(−β )
= 1

and

eiαAσxBσxC

=︸︷︷︸
(2.153)

eiαDẑ(β )Dŷ

(γ
2

)
σxDŷ

(
−γ
2

)
Dẑ

(
−δ +β

2

)
σxDẑ

(
δ −β
2

)

= eiαDẑ(β )Dŷ

(γ
2

)
σxDŷ

(
−γ
2

) =1︷︸︸︷
σxσx Dẑ

(
−δ +β

2

)
σxDẑ

(
δ −β
2

)

= eiαDẑ(β )Dŷ

(γ
2

)
σxDŷ

(
−γ
2

)
σx

︸ ︷︷ ︸
=Dŷ( γ

2 )

σxDẑ

(
−δ +β

2

)
σx

︸ ︷︷ ︸
=Dẑ

(
δ+β
2

)

Dẑ

(
δ −β
2

)

=︸︷︷︸
(2.151)

eiαDẑ(β )Dŷ

(γ
2

)
Dŷ

(γ
2

)
︸ ︷︷ ︸

=Dŷ(γ)

Dẑ

(
δ +β
2

)
Dẑ

(
δ −β
2

)

︸ ︷︷ ︸
=Dẑ(δ )

=︸︷︷︸
(2.132)

eiαDẑ(β )Dŷ(γ)Dẑ(δ )

=︸︷︷︸
(2.152)

U .
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�
Indeed, for every unitary operator U on ¶

H we can always find a suitable unit
vector n̂ ∈ S1

R3 and angles α,ξ ∈ R such that U can be written as a product of a
phase factor eiα and a spin-rotation with angle ξ around n̂. This is shown in the
following Lemma 2.35.

Lemma 2.35 Let U be a unitary operator on ¶
H. Then there exist α,ξ ∈ R

and n̂ ∈ S1
R3 such that

U = eiαDn̂(ξ ) .

Proof From Lemma 2.32 we know that there exist α,β ,δ ,γ ∈ R such that in the
standard basis {|0〉, |1〉} the matrix ofU is given by

U = eiα
(

e−i β+δ
2 cos γ

2 −ei
δ−β
2 sin γ

2

expiβ−δ
2 sin γ

2 expiβ+δ
2 cos γ

2

)

= eiα
(
(cos β+δ

2 − i sin β+δ
2 )cos γ

2 −(cos δ−β
2 + i sin δ−β

2 )sin γ
2

(cos β−δ
2 + i sin β−δ

2 )sin γ
2 (cos β+δ

2 + i sin β+δ
2 )cos γ

2

)
(2.154)

= eiα
(
cos

β +δ
2

cos
γ
2
1

−i

[
sin

β +δ
2

cos
γ
2

σz+ cos
δ −β
2

sin
γ
2

σy+ sin
δ −β
2

sin
γ
2

σx

])
.

We now find θ and φ in

n̂= n̂(θ ,φ) =

⎛
⎝
sinθ cosφ
sinθ sinφ
cosθ

⎞
⎠ ,

and ξ such that e−iαU = Dn̂(θ ,φ)(ξ ). For this we first choose a ξ̃ such that

cos
ξ̃
2
= cos

δ +β
2

cos
γ
2
. (2.155)

Then we have

∣∣∣∣∣sin
ξ̃
2

∣∣∣∣∣ =
√

1− cos2
ξ̃
2
=

√
1− cos2

δ +β
2

cos2
γ
2

≥
√
1− cos2

γ
2
=
∣∣∣sin γ

2

∣∣∣ .
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We choose ξ = ξ̃ if sin ξ̃
2 and sin γ

2 have the same sign and ξ =−ξ̃ otherwise. Then
there exist θ1 ∈ [0, π

2 ] and θ2 = π −θ1 ∈ [π
2 ,π] such that

sinθ j sin
ξ
2
= sin

γ
2
, j ∈ {1,2} .

With this choice of ξ then (2.155) holds for ξ as well, and so far we have altogether

cos
ξ
2
= cos

δ +β
2

cos
γ
2

(2.156)

sinθ j sin
ξ
2
= sin

γ
2
. (2.157)

From (2.157) it follows that

(1− cos2 θ j)sin2
ξ
2
= 1− cos2

γ
2
,

and this in turn implies

cos2 θ j sin
2 ξ
2

= cos2
γ
2
+ sin2

ξ
2

−1= cos2
γ
2

− cos2
ξ
2

=︸︷︷︸
(2.156)

(
1− cos2

δ +β
2

)
cos2

γ
2

= sin2
δ +β
2

cos2
γ
2
.

Thus, we have ∣∣∣∣cosθ j sin
ξ
2

∣∣∣∣=
∣∣∣∣sin

δ +β
2

cos
γ
2

∣∣∣∣ .

If sin ξ
2 and sin δ+β

2 cos γ
2 have the same sign, we set θ = θ1, otherwise θ = θ2, such

that in every case

cosθ sin
ξ
2
= sin

δ +β
2

cos
γ
2
.

We now set φ := β−δ+π
2 such that

sinφ = sin
β −δ +π

2
= cos

β −δ
2

cosφ = cos
β −δ +π

2
= −sin

β −δ
2

= sin
δ −β
2

.

Altogether, we thus have in (2.155)
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cos
β +δ
2

cos
γ
2
= cos

ξ
2

sin
β +δ
2

cos
γ
2
= sin

ξ
2
cosθ = sin

ξ
2
n̂z

cos
β −δ
2

sin
γ
2
= sin

ξ
2
sinθ sinφ = sin

ξ
2
n̂y

sin
δ −β
2

sin
γ
2
= sin

ξ
2
sinθ cosφ = sin

ξ
2
n̂x ,

and finally

e−iαU = cos
ξ
2
1− i sin

ξ
2
n̂ ·σ

= Dn̂(ξ ) . �

Lemma 2.35 implies that anyU ∈U(¶
H) can be expressed as a linear combination

of the unit matrix and the PAULI matrices as is to be shown in the following exercise.

Exercise 2.35 Show that every A ∈ L(¶
H) can be written in the form

A= z01+ z ·σ =
3

∑
α=0

zα σα ,

where z0 ∈ C and z ∈ C
3, and in the last equation we used the notation (2.75) with

σ0 = 1.
Moreover, show that if A ∈ U(¶

H) then the zα have to satisfy

|z0|2+ |z|2 = 1 .

For a solution see Solution 2.35.

From Lemma 2.35 it also follows as a corollary that every unitary operatorU on ¶
H

has an—albeit not necessarily unique—root.

Corollary 2.36 Every U ∈ U(¶
H) has a root, that is, there exists an operator√

U ∈ U(¶
H) such that (√

U
)2

=U .
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Proof From Lemma 2.35 we know that there exist α,ξ ∈ R and n̂ ∈ S1
R3 such that

U = eiαDn̂(ξ ) .

With this we choose √
U = ei

α
2 Dn̂

(
ξ
2

)
.

From Lemma 2.31 we know that Dn̂

(
ξ
2

)
∈U(¶

H), and since ei
α
2 ∈U(¶

H), it follows

that
√
U ∈ U(¶

H) as well. Moreover, we find

(√
U
)2

= ei
α
2 Dn̂

(
ξ
2

)
ei

α
2 Dn̂

(
ξ
2

)
=︸︷︷︸

(2.132)

eiαDn̂(ξ ) =U .

�

Example 2.37 Consider, for example,

ei
π
2 Dx̂(π) = i

(
cos

π
2
1− i sin

π
2
x̂ ·σ

)
= x̂ ·σ = σx (2.158)

such that

√
σx = ei

π
4 Dx̂

(π
2

)
=︸︷︷︸

(2.130)

1+ i√
2

(
cos

π
4
1− i sin

π
4
x̂ ·σ

)

=
1+ i√

2

(
1√
2
1− i

1√
2

σx

)
=

1+ i
2

(1− iσx)

=
1+ i
2

(
1 −i
−i 1

)

and one verifies

(
1+ i
2

(1− iσx)
)2

=
1+2i+ i2

4
(1−2iσx+ i2 σ2

x︸︷︷︸
=1

) =
2i
4
(−2iσx) = σx .

On the other hand, we also have

(
1− i
2

(1+ iσx)
)2

=
1−2i+ i2

4
(1+2iσx+ i2 σ2

x︸︷︷︸
=1

) =
−2i
4

(2iσx) = σx .

Another widely used operator on ¶
H is the HADAMARD transformation, which is

also known as the WALSH–HADAMARD transformation.
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Definition 2.38 The HADAMARD transformation is defined as

H :=
σx+σz√

2
: ¶

H → ¶
H .

A few useful properties of the HADAMARD transformation are collected in the
following lemma.

Lemma 2.39 In the basis {|0〉, |1〉} the HADAMARD transformation has the
matrix

H =
1√
2

(
1 1
1 −1

)
(2.159)

and satisfies

H|0〉 = |0〉+ |1〉√
2

(2.160)

H|1〉 = |0〉− |1〉√
2

(2.161)

H|x j〉 = |0〉+ eπix j |1〉√
2

(2.162)

H2 = 1 , (2.163)

as well as
H = ei

3π
2 Dẑ(0)Dŷ

(π
2

)
Dẑ(−π) . (2.164)

Proof The claim (2.159) follows immediately from the Definition 2.38 of H and
the PAULI matrices in (2.74). This implies (2.160) and (2.161), and because of x j ∈
{0,1} these in turn imply (2.162). Equation (2.163) is easily verified by taking the
square of the matrix in (2.159).

The representation (2.164) of the HADAMARD transformation by a multiplication
of a phase-factor and a spin-rotation was already shown in (2.150). �

2.6 Further Reading

For the reader who would like to get more background on functional analysis in
general and HILBERT spaces in particular a good entry level exposition can be
found in the book by RYNNE and YOUNGSON [53]. The book by KREYSZIG [54]
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introduces the reader to the most important elements of functional analysis at the
same level. More advanced is the first tome in the series by REED and SIMON [50],
which also contains extensive chapters on topological and convex spaces as well as
unbounded operators. An excellent reference way beyond functional analysis and
HILBERT spaces is the book by CHOQUET-BRUHAT and DEWITT-MORETTE [55].
This collects a lot of material in mathematical physics and presents it in a concise,
yet rigorous, fashion, albeit most without proofs.

As for quantummechanics, there are, of course, a great number of books. The two
volumes by GALINDO and PASCUAL [37] contain sufficient mathematical rigor and
cover a great breadth of topics. Similarly modern in style and broad in coverage of
topics is the two-volume set by COHEN-TANNOUDJI, DIU and LALOE [39]. Neither
of them, however, specializes in quantum computing. Rather, both present quantum
mechanics from its historical origins and postulates through to the myriad of special
topics, such as the hydrogen atom, symmetry transformations, angular momentum,
perturbation theory, etc.



Chapter 3
Tensor Products and Composite Systems

3.1 Towards Qbytes

Classically, information is represented by finite chunks of bits—such as bytes—
and multiples thereof. These are essentially words (x1, x2, x3, . . . , xn) built from the
alphabet {0, 1} � xl , where l ∈ {1, . . . , n}. Hence, we need 2n classical storage con-
figurations in order to represent all such words.

A classical two-bit word (x1, x2) is an element of the set {0, 1} × {0, 1} =
{0, 1}2, and classically we can represent the words 00, 01, 10, 11 by storing the
first letter x1 (the first bit) and the second letter x2 (the second bit) accordingly. If
we represent each of these bits quantummechanically by qubits, we are dealing with
a two-qubit quantum system composed of two quantum mechanical sub-systems.

Many quantum mechanical systems are composed of several parts, each of which
is again a quantum mechanical system. The hydrogen atom, for example, consists
of a proton and an electron. Let the states of the proton be given by elements of a
HILBERT space H

P and those of the electron by H
E . What, then, is the HILBERT

space of the hydrogen atom? The answer is: the tensor product H
P ⊗ H

E of the
HILBERT spaces of the sub-systems.1 The tensor product HA ⊗ H

B of two HILBERT

spaces H
A and H

B is again a HILBERT space and provides the state-space for the
quantum mechanical description of the total system composed of the sub-systems
H

A and H
B. Before we turn our attention to multi-qubit systems, we shall thus first

review tensor products of HILBERT spaces.

1Quite often the proton is viewed as an object (fixed at a place in space), which exerts a COULOMB

force on the electron. In this approximation the state of the proton remains unchanged and one con-
siders only the effects on the electron such that H

E suffices for the description of the total system.
A more precise description includes the reaction of the electron on the proton and uses center-
of-gravity and relative coordinates. For isolated systems the center of gravity changes trivially (in
other words, maintains constant velocity), and the corresponding HILBERT space is then ignored
in this description as well.

© Springer Nature Switzerland AG 2019
W. Scherer, Mathematics of Quantum Computing,
https://doi.org/10.1007/978-3-030-12358-1 3
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3.2 Tensor Products of HILBERT Spaces

3.2.1 Definition

Here we give a more informal definition of the tensor product of two finite-
dimensional HILBERT spaces. This is sufficient for our purposes. For a strict and
generally valid version that includes the infinite-dimensional case the reader is
referred to [50]. More important than the most general definition, however, it is
for us here that we can give the calculation-rules for tensor products, such as for
the calculation of the scalar product, with the help of the known rules for the sub-
systems.

Let H
A and H

B be HILBERT spaces, |ϕ〉 ∈ H
A and |ψ〉 ∈ H

B vectors in these,
and define

|ϕ〉 ⊗ |ψ〉 : H
A × H

B −→ C

(ξ ,η) �−→ 〈ξ |ϕ〉H
A〈η |ψ〉H

B . (3.1)

This map is anti-linear in ξ and η and continuous. Define the set of all such maps
and denote it by

H
A ⊗ H

B := {Ψ : H
A × H

B → C | anti-linear and continuous} . (3.2)

This is a vector space over C since for Ψ1,Ψ2 ∈ H
A ⊗ H

B and a, b ∈ C the map
defined by (

aΨ1 + bΨ2

)
(ξ ,η) := aΨ1(ξ ,η) + bΨ2(ξ ,η) (3.3)

is also in H
A ⊗ H

B. The null-map is the null-vector, and −Ψ is the additive-inverse
vector forΨ . According to (3.1) then |ϕ〉 ⊗ |ψ〉 is a vector in the vector space of the
anti-linear and continuous maps H

A ⊗ H
B from H

A × H
B to C as defined in (3.2).

Exercise 3.36 Let |ϕ〉 ∈ H
A and |ψ〉 ∈ H

B and a, b ∈ C. Verify the following iden-
tities.

(a|ϕ〉) ⊗ |ψ〉 = |ϕ〉 ⊗ (a|ψ〉) = a(|ϕ〉 ⊗ |ψ〉)
a(|ϕ〉 ⊗ |ψ〉) + b(|ϕ〉 ⊗ |ψ〉) = (a+ b) |ϕ〉 ⊗ |ψ〉

(|ϕ1〉 + |ϕ2〉) ⊗ |ψ〉 = |ϕ1〉 ⊗ |ψ〉 + |ϕ2〉 ⊗ |ψ〉
|ϕ〉 ⊗ (|ψ1〉 + |ψ2〉) = |ϕ〉 ⊗ |ψ1〉 + |ϕ〉 ⊗ |ψ2〉 .

For a solution see Solution 3.36.

In order to simplify the notation we shall also write

|ϕ ⊗ ψ〉 := |ϕ〉 ⊗ |ψ〉 .
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For vectors |ϕk〉 ⊗ |ψk〉 ∈ H
A ⊗ H

B with k ∈ {1, 2} and |ϕk〉 ∈ H
A, |ψk〉 ∈ H

B we
define

〈ϕ1 ⊗ ψ1|ϕ2 ⊗ ψ2〉 := 〈ϕ1|ϕ2〉H
A〈ψ1|ψ2〉H

B
, (3.4)

where in the following we shall often omit the superscripts, which indicate in which
HILBERT space the scalar product is to be calculated. With (3.4) we have a scalar
product for vectors of the form |ϕ〉 ⊗ |ψ〉 in H

A ⊗ H
B. In order to define a scalar

product for allΨ ∈ H
A ⊗ H

B we consider ONBs in the subspaces. Let {|ea〉} ⊂ H
A

be an ONB in H
A and {| fb〉} ⊂ H

B be an ONB in H
B. The set {|ea〉 ⊗ | fb〉} ⊂

H
A ⊗ H

B is then orthonormal since

〈ea1 ⊗ fb1 |ea2 ⊗ fb2〉 =︸︷︷︸
(3.4)

〈ea1 |ea2〉〈 fb1 | fb2〉 =︸︷︷︸
(2.10)

δa1a2δb1b2 . (3.5)

Considering an arbitrary vectorΨ ∈ H
A ⊗ H

B, one has for this anti-linear map

Ψ(ξ ,η) = Ψ
(

∑
a

|ea〉〈ea|ξ 〉, ∑
b

| fb〉〈 fb|η〉
)

= ∑
a,b

Ψ
(|ea〉, | fb〉

)
︸ ︷︷ ︸

=:Ψab∈C

〈ξ |ea〉〈η | fb〉

= ∑
a,b

Ψab
(|ea〉 ⊗ | fb〉

)
(ξ ,η)

= ∑
a,b

Ψab|ea ⊗ fb〉(ξ ,η) .

This proves that every vector |Ψ〉 ∈ H
A ⊗ H

B can be written as a linear combination
of the form2

|Ψ〉 = ∑
a,b

Ψab|ea ⊗ fb〉 . (3.6)

Exercise 3.37 Let {|ea〉} ⊂ H
A and {| fb〉} ⊂ H

B be ONBs. Show that the set
{|ea ⊗ fb〉} is linearly independent in H

A ⊗ H
B.

For a solution see Solution 3.37.

The scalar product of |Ψ〉 in (3.6) and a vector

|Φ〉 = ∑
a,b

Φab|ea ⊗ fb〉

2With possibly an infinite number of terms in the infinite-dimensional case.
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is then defined with (3.5) as

〈Ψ |Φ〉 = ∑
a1,b1

∑
a2,b2

Ψa1b1Φa2b2〈ea1 ⊗ fb1 |ea2 ⊗ fb2〉

= ∑
a,b

ΨabΦab . (3.7)

The scalar product thus defined on all of H
A ⊗ H

B is positive-definite and indepen-
dent of the choice of the ONBs, as is to be shown in Exercise 3.38.

Exercise 3.38 Show that 〈Ψ |Φ〉 as defined in (3.7) is positive-definite and does not
depend on the choice of the ONBs {|ea〉} ⊂ H

A and {| fb〉} ⊂ H
B.

For a solution see Solution 3.38.

The bra-vector belonging to |Ψ〉 in (3.6) is then

〈Ψ | = ∑
a,b

Ψab〈ea ⊗ fb| (3.8)

and acts as in (3.7) on a |Φ〉 ∈ H
A ⊗ H

B.
The norm of |Ψ〉 ∈ H

A ⊗ H
B is calculated as

||Ψ ||2 = 〈Ψ |Ψ〉 =︸︷︷︸
(3.7)

∑
a,b

|Ψab|2 , (3.9)

and for any |ϕ〉 ∈ H
A and |ψ〉 ∈ H

B we have

||ϕ ⊗ ψ|| =︸︷︷︸
(2.5)

√
〈ϕ ⊗ ψ|ϕ ⊗ ψ〉 =︸︷︷︸

(3.4)

√
〈ϕ|ϕ〉〈ψ|ψ〉 =︸︷︷︸

(2.5)

||ϕ|| ||ψ|| . (3.10)

Hence, HA ⊗ H
B is a complex vector space with scalar product (3.7), which induces

a norm (3.9). For finite-dimensional subspaces then H
A ⊗ H

B is complete in this
norm and thus according to Definition 2.1 a HILBERT space.3 For our purposes it
suffices to view H

A ⊗ H
B as the set of linear combinations of the form (3.6) with

∑a,b |Ψab|2 < ∞ and the calculation rules (3.7) and (3.9).

3Only in the case of infinite-dimensional subspaces the space H
A ⊗ H

B needs to be completed in
this norm (see [50]) for it to become a HILBERT space.
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Definition 3.1 The HILBERT space H
A ⊗ H

B with the scalar product (3.7) is
called the tensor product of the HILBERT spaces H

A and H
B.

Proposition 3.2 Let {|ea〉} ⊂ H
A be an ONB in H

A and {| fb〉} ⊂ H
B be an

ONB in H
B. The set {|ea ⊗ fb〉} = {|ea〉 ⊗ | fb〉} forms an ONB in H

A ⊗ H
B,

and for finite-dimensional H
A and H

B one has

dim
(
H

A ⊗ H
B
)
= dimH

A dimH
B .

Proof From Exercise 3.37 we know that the set {|ea ⊗ fb〉} is linearly independent
and from (3.6) that every |Ψ〉 ∈ H

A ⊗ H
B can be written as a linear combination of

vectors from this set. Orthonormality of this set follows from (3.5).
The statement about dimensionality follows immediately from counting the ele-

ments in the set. 
�
For several tensor products, such as H

A ⊗ H
B ⊗ H

C, associativity holds

(
H

A ⊗ H
B
)

⊗ H
C = H

A ⊗
(
H

B ⊗ H
C
)
= H

A ⊗ H
B ⊗ H

C

and, accordingly,

〈ϕ1 ⊗ ψ1 ⊗ χ1|ϕ2 ⊗ ψ2 ⊗ χ2〉 = 〈ϕ1|ϕ2〉〈ψ1|ψ2〉〈χ1|χ2〉 .

Likewise, with the ONBs {|ea〉} ⊂ H
A, {| fb〉} ⊂ H

B and {|gc〉} ⊂ H
C one has

|Ψ〉 ∈ H
A ⊗ H

B ⊗ H
C ⇔ |Ψ〉 = ∑

a,b,c

Ψabc|ea ⊗ fb ⊗ gc〉

with theΨabc ∈ C such that ∑a,b,c |Ψabc|2 < ∞.
Recall that in the case dimH = n < ∞ we identified a given basis {|e j〉} ⊂ H

in (2.23) with the standard basis in C
n. As shown in (2.26) this then allowed us

to express any vector in H with the help of the standard basis in C
n. How does

such a construction look like in a tensor product H
A ⊗ H

B with dimH
X = nX < ∞

where X ∈ {A,B} and ONBs {|ea〉} ⊂ H
A and {| fb〉} ⊂ H

B? For this we assume
that the isomorphisms H

X ∼= C
nX with X ∈ {A,B} are established by (2.23). We

then establish the isomorphism H
A ⊗ H

B ∼= C
nAnB by identifying the basis {|ea ⊗

fb〉} ⊂ H
A ⊗ H

B with the standard basis in C
nAnB as follows:
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|e1 ⊗ f1〉 =

⎛
⎜⎜⎜⎜⎜⎝

1 1
2 0
...

...
...

...
nAnB 0

⎞
⎟⎟⎟⎟⎟⎠

, |e1 ⊗ f2〉 =

⎛
⎜⎜⎜⎜⎜⎝

1 0
2 1
... 0
...

...
nAnB 0

⎞
⎟⎟⎟⎟⎟⎠

, . . . ,

|ea ⊗ fb〉 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0
...

...
... 0
(a − 1)nB + b 1
... 0
...

...
nAnB 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, . . . , |enA ⊗ fnB〉 =

⎛
⎜⎜⎜⎜⎜⎝

1 0
2 0
...

...
... 0
nAnB 1

⎞
⎟⎟⎟⎟⎟⎠

, (3.11)

where the columns to the left of the parenthesis show the row numbers for illustra-
tion and are not to be considered part of the equations. As in (2.23) and (2.24) the
representation of 〈ea ⊗ fb| in C

nAnB is the transpose of the right side of (3.11). Note
that our way of arranging the isomorphism means that we are essentially dividing
the nAnB rows of a vector in C

nAnB into nA row-blocks of nB rows. In other words,
the first nB vectors of the standard basis in C

nAnB are identified with

|e1 ⊗ f1〉, |e1 ⊗ f2〉, . . . , |e1 ⊗ fnB〉 .

The next nB vectors of the standard basis in C
nAnB are identified with

|e2 ⊗ f1〉, |e2 ⊗ f2〉, . . . , |e2 ⊗ fnB〉

and so on until the last nB vectors of the standard basis in C
nAnB are identified with

|enA ⊗ f1〉, |enA ⊗ f2〉, . . . , |enA ⊗ fnB〉 .

For a general vector |Ψ〉 ∈ H
A ⊗ H

B we thus have

|Ψ〉 =
nA

∑
a=1

nB

∑
b=1

Ψab|ea ⊗ fb〉 =

⎛
⎜⎜⎜⎜⎜⎜⎝

1 Ψ11
...

...
(a − 1)nB + b Ψab
...

...
nAnB ΨnA nB

⎞
⎟⎟⎟⎟⎟⎟⎠

.
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Example 3.3 Consider the case H
A = H

B = ¶
H ∼= C

2 with the ONBs

{|ea〉} = {| fb〉} = {|0〉, |1〉} =
{(

1
0

)
,

(
0
1

)}
,

where the rightmost set denotes the standard basis in C
2. For H

A ⊗ H
B ∼= C

4 we
then have the ONB

{|ea ⊗ fb〉} = {|00〉, |01〉, |10〉, |11〉} =

⎧
⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝
1
0
0
0

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝
0
1
0
0

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝
0
0
1
0

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝
0
0
0
1

⎞
⎟⎟⎠

⎫
⎪⎪⎬
⎪⎪⎭

, (3.12)

where the rightmost set denotes the standard basis in C
4. Moreover, for j ∈ {1, 2}

let a j, b j ∈ C and

|ϕ1〉 = a1|0〉 + b1|1〉 =
(
a1
b1

)
, |ϕ2〉 = a2|0〉 + b2|1〉 =

(
a2
b2

)
.

Then we have

|ϕ1〉 ⊗ |ϕ2〉 =
(
a1|0〉 + b1|1〉

)⊗ (
a2|0〉 + b2|1〉

)

= a1a2|0〉 ⊗ |0〉 + a1b2|0〉 ⊗ |1〉 + b1a2|1〉 ⊗ |0〉 + b1b2|1〉 ⊗ |1〉
= a1a2|00〉 + a1b2|01〉 + b1a2|10〉 + b1b2|11〉

=︸︷︷︸
(3.12)

⎛
⎜⎜⎝
a1a2
a1b2
b1a2
b1b2

⎞
⎟⎟⎠ . (3.13)

With a further H
C = ¶

H ∼= C
2 with the ONB

{|ga〉} = {|0〉, |1〉} =
{(

1
0

)
,

(
0
1

)}

we then find for H
A ⊗ H

B ⊗ H
C ∼= C

8 the ONB

{|ea ⊗ fb ⊗ ga〉} = {|000〉, |001〉, |010〉, |011〉, |100〉, |101〉, |110〉, |111〉}
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=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
0
0
0
0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
1
0
0
0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
1
0
0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
1
0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
1
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
1
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
0
1
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
0
0
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

where the last set now denotes the standard basis in C
8. Also, let a3, b3 ∈ C and

|ϕ3〉 = a3|0〉 + b3|1〉 .

Then we have

|ϕ1〉 ⊗ |ϕ2〉 ⊗ |ϕ3〉 =
(
a1|0〉 + b1|1〉

)⊗ (
a2|0〉 + b2|1〉

)⊗ (
a3|0〉 + b3|1〉

)

= a1a2a3|000〉 + a1a2b3|001〉 + a1b2a3|010〉 + a1b2b3|011〉
+b1a2a3|100〉 + b1a2b3|101〉 + b1b2a3|110〉 + b1b2b3|111〉

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1a2a3
a1a2b3
a1b2a3
a1b2b3
b1a2a3
b1a2b3
b1b2a3
b1b2b3

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Concerning the tensor product of bra-vectors, note that because of

〈ϕ1 ⊗ ψ1|
(
|ϕ2〉 ⊗ |ψ2〉

)
= 〈ϕ1 ⊗ ψ1|ϕ2 ⊗ ψ2〉 =︸︷︷︸

(3.4)

〈ϕ1|ϕ2〉〈ψ1|ψ2〉 , (3.14)

we can also write
〈ϕ ⊗ ψ| = 〈ϕ| ⊗ 〈ψ| . (3.15)

Example 3.4 Consider again the case H
A = H

B = ¶
H ∼= C

2 with the dual4 ONBs

{〈ea|} = {〈 fb|} = {〈0|, 〈1|} =
{(

1 0
)
,
(
0 1
)}

,

4These are actually basis {〈ua|}, {〈vb|} of the dual spaces (HA)∗, (HB)∗ satisfying 〈ua|ea′ 〉 = δa,a′

and 〈vb| fb〉 = δb,b′ . But as remarked before, we can identify (HA)∗ with H
A and (HB)∗ with H

B

and thus {〈ua|}, {〈vb|} = {〈ea|}, {〈 fb|}.
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where the last set denotes the standard basis in the dual space (C2)∗ ∼= C
2. For

H
A ⊗ H

B ∼= C
4 we then obtain the ONB

{〈ea ⊗ fb|} = {〈00|, 〈01|, 〈10|, 〈11|}
=
{(

1 0 0 0
)
,
(
0 1 0 0

)
,
(
0 0 1 0

)
,
(
0 0 0 1

)}
, (3.16)

where the last set denotes the standard basis in the dual space (C4)∗ ∼= C
4. More-

over, for j ∈ {1, 2} let c j, d j ∈ C and

〈ψ1| = c1〈0| + d1〈1| =
(
c1 d1

)
, 〈ψ2| = c2〈0| + d2〈1| =

(
c2 d2

)
.

In the basis {|ea ⊗ fb〉} we then have for the matrix of

〈ψ1| ⊗ 〈ψ2| =
(
c1〈0| + d1〈1|

)⊗ (
c2〈0| + d2〈1|

)

= c1c2〈0| ⊗ 〈0| + c1d2〈0| ⊗ 〈1| + d1c2〈1| ⊗ 〈0| + d1d2〈1| ⊗ 〈1|
= c1c2〈00| + c1d2〈01| + d1c2〈10| + d1d2〈11|
=︸︷︷︸
(3.4)

(
c1c2 c1d2 d1c2 d1d2

)
. (3.17)

Using the standard basis of ¶
H to build basis of higher tensor powers ¶

H
⊗n of ¶

H

as in the Examples 3.3 and 3.4 can be generalized and leads to a natural one-to-one
correspondence between these basis vectors in ¶

H
⊗n and natural numbers less than

2n. This is what the computational basis, covered in the next section, is about.

3.2.2 Computational Basis

Definition 3.5 The n-fold tensor product of qubit spaces is defined as

¶
H

⊗n := ¶
H ⊗ · · · ⊗ ¶

H︸ ︷︷ ︸
n factors

.

We denote the j + 1-th factor space counting from the right in ¶
H

⊗n by ¶
H j.

In other words, we define

¶
H

⊗n = ¶
Hn−1 ⊗ · · · ⊗

j+1-th factor︷︸︸︷
¶
H j ⊗ · · · ⊗ ¶

H0 . (3.18)

The HILBERT space ¶
H

⊗n is 2n-dimensional. The reason to count the factor
spaces from the right will become evident further below when we define the very
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useful computational basis. Every number x ∈ N0 with x < 2n can be expressed in
the form

x =
n−1

∑
j=0

x j2
j with x j ∈ {0, 1} ,

which results in the usual binary representation

(x)Basis 2 = xn−1 . . . x1x0 2 with x j ∈ {0, 1} . (3.19)

For example, 5 = 1012. All possible combinations of x0, . . . , xn−1 thus yield all
integers from 0 to 2n − 1. Conversely, every natural number x less than 2n corre-
sponds uniquely to an n-tuple x0, . . . , xn−1 ∈ {0, 1}n and thus to a vector |xn−1〉 ⊗
· · · ⊗ |x1〉 ⊗ |x0〉 ∈ ¶

H
⊗n.

Definition 3.6 Let x ∈ N0 with x < 2n and x0, . . . , xn−1 ∈ {0, 1}n be the
coefficients of the binary representation

x =
n−1

∑
j=0

x j2
j

of x. For each such x we define a vector |x〉 ∈ ¶
H

⊗n as

|x〉n := |x〉 := |xn−1 . . . x1x0〉

:= |xn−1〉 ⊗ · · · ⊗ |x1〉 ⊗ |x0〉 =
0⊗

j=n−1

|x j〉 . (3.20)

If it is clear in which product space ¶
H

⊗n the vector |x〉n lies, we will also
simply write |x〉 instead of |x〉n.

Note that in (3.20) in accordance with the usual binary representation (3.19), the
counting of indices in |x〉 = |xn−1 . . . x1x0〉 starts from the right. We also express this
by the bounds on the index j in

⊗0
j=n−1. The way in which the |x〉 in Definition 3.6

are defined explains the counting of the factor spaces in (3.18). This is because with
|x j〉 ∈ ¶

H j for j ∈ {0, . . . , n − 1}, one then has

¶
H

⊗n = ¶
Hn−1 ⊗ · · · ⊗

j+1-th factor︷︸︸︷
¶
H j ⊗ · · · ⊗ ¶

H0

� |xn−1〉 ⊗ · · · ⊗ |x j〉 ⊗ · · · ⊗ |x0〉
. (3.21)

For the smallest and largest in ¶
H

⊗n representable numbers 0 and 2n − 1 we have
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|2n − 1〉n = |11 . . . 1〉 =
n−1⊗
j=0

|1〉 ∈ ¶
H

⊗n (3.22)

|0〉n = |00 . . . 0〉 =
n−1⊗
j=0

|0〉 ∈ ¶
H

⊗n . (3.23)

Since the factors in the tensor products in (3.22) and (3.23) are all equal, the
sequence of indexing does not matter in these special cases.

Lemma 3.7 The set of vectors {|x〉 ∈ ¶
H

⊗n | x ∈ N0, x < 2n} forms an ONB
in ¶

H
⊗n.

Proof For |x〉, |y〉 ∈ ¶
H

⊗n one has

〈x|y〉 = 〈xn−1 . . . x0|yn−1 . . . y0〉

=︸︷︷︸
(3.4)

n−1

∏
j=0

〈x j|y j〉 =
{
1 if x j = y j ∀ j

0 else

= δxy . (3.24)

Hence, the {|x〉 | x ∈ N0 and x < 2n} form a set of 2n = dim ¶
H

⊗n orthonormal vec-
tors in ¶

H
⊗n. As the number of orthonormal vectors in this set is equal to the dimen-

sion of ¶
H

⊗n, the set constitutes an ONB in this HILBERT space. 
�
The ONB in ¶

H
⊗n defined by the numbers x ∈ N0 with x < 2n is very useful and

thus has its own name.

Definition 3.8 The ONB in ¶
H

⊗n defined for x ∈ {0, 1, . . . , 2n − 1} by |x〉 =
|xn−1 . . . x0〉 is called computational basis.

Example 3.9 In ¶
H the computational basis is identical with the standard basis:

|0〉1 = |0〉 =
(
1
0

)
, |1〉1 = |1〉 =

(
0
1

)
,

where the rightmost equalities show the identification with the standard basis in
C
2 ∼= ¶

H. The four basis vectors of the computational basis in ¶
H

⊗2 ∼= C
4 are
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|0〉2 = |00〉 = |0〉 ⊗ |0〉 =

⎛
⎜⎜⎝
1
0
0
0

⎞
⎟⎟⎠

|1〉2 = |01〉 = |0〉 ⊗ |1〉 = ... (3.25)

|2〉2 = |10〉 = |1〉 ⊗ |0〉 = ...

|3〉2 = |11〉 = |1〉 ⊗ |1〉 =

⎛
⎜⎜⎝
0
0
0
1

⎞
⎟⎟⎠ .

Whereas in ¶
H

⊗3 ∼= C
8 one has the computational basis

|0〉3 = |000〉 = |0〉 ⊗ |0〉 ⊗ |0〉 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
0
0
0
0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

|1〉3 = |001〉 = ...

|2〉3 = |010〉
|3〉3 = |011〉
|4〉3 = |100〉
|5〉3 = |101〉
|6〉3 = |110〉
|7〉3 = |111〉 .

For example, in ¶
H we may consider

|ϕ1〉 = |0〉 + |1〉√
2

=
1√
2

(
1
1

)

|ϕ2〉 = |0〉 − |1〉√
2

=
1√
2

(
1

−1

)

|ψ1〉 = |0〉 =
(
1
0

)

|ψ2〉 = |1〉 =
(
0
1

)
.
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With these one finds in ¶
H

⊗2

|ϕ1 ⊗ ϕ2〉 = |ϕ1〉 ⊗ |ϕ2〉 = 1√
2

(
1
1

)
⊗ 1√

2

(
1

−1

)
=︸︷︷︸

(3.13)

1
2

⎛
⎜⎜⎝

1
−1
1

−1

⎞
⎟⎟⎠

〈ψ1 ⊗ ψ2| = 〈ψ1| ⊗ 〈ψ2| =
(
1 0
)⊗ (

0 1
)

=︸︷︷︸
(3.17)

(
0 1 0 0

)
,

where the rightmost vectors are now expressed in the basis given in (3.25) and its
dual. Using this, we find that in this basis the matrix of |ϕ1 ⊗ ϕ2〉〈ψ1 ⊗ ψ2| is given
by

|ϕ1 ⊗ ϕ2〉〈ψ1 ⊗ ψ2| = 1
2

⎛
⎜⎜⎝

1
−1
1

−1

⎞
⎟⎟⎠
(
0 1 0 0

)
=︸︷︷︸

(2.27)

1
2

⎛
⎜⎜⎝
0 1 0 0
0 −1 0 0
0 1 0 0
0 −1 0 0

⎞
⎟⎟⎠ . (3.26)

On the other hand, we have

|ϕ1〉〈ψ1| = 1√
2

(
1
1

)(
1 0
)

=︸︷︷︸
(2.27)

1√
2

(
1 0
1 0

)

|ϕ2〉〈ψ2| = 1√
2

(
1

−1

)(
0 1
)

=︸︷︷︸
(2.27)

1√
2

(
0 1
0 −1

)
.

(3.27)

The fact that the vectors of the computational basis are identifiable by numbers in
N0 makes this basis play an important role in many areas of quantum computing,
such as quantum gates (see Chap. 5) or algorithms (see Sects. 6.5 and 6.9).

The computational basis consists of so-called separable (or product-) states (see
Definition 4.1). They are called this way because in each of these states of the com-
posite system the sub-systems are in pure states as well. For example, in the state
|01〉 of the computational basis (3.25) of the composite system ¶

H
⊗2 the first sub-

system is in the pure state |0〉. An observer of this sub-system, who measures σz

in his sub-system, will always observe the value +1. At the same time, the second
sub-system is in the pure state |1〉, in other words, an observer of the second sub-
system, who measures σz in his sub-system, will always observe the value −1. But
the four-dimensional space ¶

H
⊗2 also admits other ONBs. One such basis is the

BELL basis.

Definition 3.10 The BELL basis in the four-dimensional space ¶
H

⊗2 con-
sists of the basis vectors
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|Φ±〉 := 1√
2

(
|00〉 ± |11〉

)

|Ψ±〉 := 1√
2

(
|01〉 ± |10〉

)
.

(3.28)

Exercise 3.39 Show that the BELL basis is orthonormal.

For a solution see Solution 3.39.

As we shall see later, the BELL basis does not consist of separable, but entangled
states (see Definition 4.1). From (3.55) and the results of Exercise 3.44 it even fol-
lows that the BELL basis vectors are maximally entangled (see Definition 4.4).

As the remark after (3.55) shows, this implies that in the pure state |Φ+〉 ∈ ¶
H

⊗2

of the composite system the first sub-system is not in a pure state, but in a true
mixture. This can perhaps be formulated as: a qubit-word (= a state in ¶

H
⊗2 =

¶
H ⊗ ¶

H) in general does not consist of pure qubit letters (= pure states in ¶
H). We

shall look at this in much more detail in Sect. 3.3.

3.3 States and Observables for Composite Systems

Quantum systems, which may be described as separate systems with their respective
HILBERT spaces, can—and sometimes have to—be combined to form a larger com-
posite system. Although heuristic arguments for the construction of the HILBERT

space of such composite systems from those of the sub-systems can be given, there
does not seem to be a rigorous derivation, and this construction is best given in
‘axiomatic’ fashion in the form of another postulate.

Postulate 7 (Composite Systems) The HILBERT space of a composite sys-
tem that consists of the sub-systems H

A and H
B is the tensor product

H
A ⊗ H

B.

It follows from Postulate 5 that the states of the composite system are thus gen-
erally represented by density operators ρ on H

A ⊗ H
B. As shown in Theorem 2.24,

these can be written in the form

ρ = ∑
j∈I

p j|Ψj〉〈Ψj| ,

where the {|Ψj〉 | j ∈ I} are an ONB in H
A ⊗ H

B and the p j ∈ [0, 1] satisfy
∑ j∈I p j = 1.
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Combining first two systems H
A and H

B to a composite system with HILBERT

space H
A ⊗ H

B, we may then combine this with a third system H
C and we see

that the total composite system of all three sub-systems has the HILBERT space
H

A ⊗ H
B ⊗ H

C. Continuing in this fashion we see that the HILBERT space of a
composite system formed of n sub-systems H

Aj , where j ∈ {1, . . . , n}, is given by⊗n
j=1 H

Aj = H
A1 ⊗ · · · ⊗ H

An .

Example 3.11 We know from Example 2.5 that the HILBERT space for a single
particle in three-dimensional space is H = L2(R3). The HILBERT space for the
composite system formed by n such particles is H

comp = L2(R3n). In this case it
is indeed a mathematical property of L2(R3n), that

H
comp = L2(R3n) =

(
L2(R3)

)⊗n = H
⊗n .

Applying a terminology widely used in quantum computing, we shall always
assume that system A is controlled (in other words, can be read and operated on)
by Alice and that system B is controlled by Bob. The association of sub-systems
with persons is indeed helpful when describing the systems. For example, instead of
saying ‘an observer of sub-system A observes’ it is simpler to state ‘Alice observes’;
or instead of saying ‘a state is prepared in sub-system B’ it is more concise to state
simply ‘Bob prepares the state’.

From observables of the sub-systems we can build observables of the composite
system.5 For example, let MX : H

X → H
X be self-adjoint operators of observables

in the respective sub-systems X ∈ {A,B}. We can then form the operatorMA ⊗ MB,
which acts factor-wise on tensor products |ϕ ⊗ ψ〉 = |ϕ〉 ⊗ |ψ〉, that is,

(
MA ⊗ MB

)
|ϕ ⊗ ψ〉 =

(
MA|ϕ〉

)
︸ ︷︷ ︸

∈HA

⊗
(
MB|ψ〉

)
︸ ︷︷ ︸

∈HB

. (3.29)

Using linearity, the operator then acts on an arbitrary vector

|Φ〉 = ∑
a,b

Φab|ea〉 ⊗ | fb〉 ∈ H
A ⊗ H

B

as follows
(
MA ⊗ MB

)
|Φ〉 = ∑

a,b

Φab

(
MA|ea〉

)
⊗
(
MB| fb〉

)
∈ H

A ⊗ H
B . (3.30)

5There are, of course, observables of composite system which cannot be built from those of the
sub-systems.
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Example 3.12 As an example we consider the j-th component Lj of the total angu-
lar momentum of a non-relativistic electron, which with j ∈ {1, 2, 3} constitutes a
vector-valued observable in R

3. It is built from the orbital angular momentum oper-
ator Jj and the intrinsic angular momentum (spin) operator S j as

Lj = Jj ⊗ 1+ 1 ⊗ S j .

The adjoint of a tensor product of operators is the tensor product of the adjoint
operators as Exercise 3.40 shows.

Exercise 3.40 Show that for operators MA : H
A → H

A, MB : H
B → H

B and
MA ⊗ MB : H

A ⊗ H
B → H

A ⊗ H
B one has

(
MA ⊗ MB)∗ = (MA)∗ ⊗ (MB)∗ (3.31)

and thus

(MX )∗ = MX for X ∈ {A,B} ⇒ (
MA ⊗ MB)∗ = MA ⊗ MB , (3.32)

that is, the tensor product of self-adjoint operators is self-adjoint.

For a solution see Solution 3.40.

Suppose that for X ∈ {A,B} the operators MX : H
X → H

X in the respective basis
{|ea〉} ∈ H

A and {| fb〉} ∈ H
B have the matrices

MX =

⎛
⎜⎝

MX
11 . . . MX

1nX
...

...
MX

nX1
. . . MX

nXnX

⎞
⎟⎠ .

What is then the matrix of MA ⊗ MB in the basis {|ea ⊗ fb〉} ∈ H
A ⊗ H

B? To
answer this, we first note that

MA ⊗ MB =
nA

∑
a,a′=1

nB

∑
b,b′=1

|ea ⊗ fb〉〈ea ⊗ fb|
(
MA ⊗ MB)ea′ ⊗ fb′ 〉〈ea′ ⊗ fb′ |

=
nA

∑
a,a′=1

nB

∑
b,b′=1

|ea ⊗ fb〉〈ea ⊗ fb|MAea′ ⊗ MB fb′ 〉〈ea′ ⊗ fb′ |

=
nA

∑
a,a′=1

nB

∑
b,b′=1

|ea ⊗ fb〉〈ea|MAea′ 〉〈 fb|MB fb′ 〉〈ea′ ⊗ fb′ |
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=
nA

∑
a,a′=1

nB

∑
b,b′=1

MA
aa′MB

bb′ |ea ⊗ fb〉〈ea′ ⊗ fb′ | . (3.33)

From (2.25) we infer that

MA
aa′MB

bb′ |ea ⊗ fb〉〈ea′ ⊗ fb′ | =

⎛
⎜⎜⎜⎜⎜⎜⎝

1 . . . k . . . n

1 |
... |
j −− −− −− MA

aa′MB
bb′

...
n

⎞
⎟⎟⎟⎟⎟⎟⎠

,

where now in accordance with (2.25) and (3.11) we have j = (a − 1)nB + b and
k = (a′ − 1)nB + b′, and we have written out the only non-zero matrix element.
Inserting this into (3.33) we find

MA ⊗ MB = (3.34)

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 . . . nB nB + 1 . . . 2nB . . . nAnB

1 MA
11M

B
11 . . . MA

11M
B
1nB

MA
12M

B
11 . . . MA

12M
B
1nB

. . . MA
1nA

MB
1nB

...
...

...
...

...
...

nB MA
11M

B
nB1

. . . MA
11M

B
nBnB MA

12M
B
nB1

. . . MA
12M

B
nBnB . . . MA

1nA
MB

nBnB

nB + 1 MA
21M

B
11 . . . MA

21M
B
1nB

MA
22M

B
11 . . . MA

22M
B
1nB

. . . MA
2nA

MB
1nB

...
...

...
...

...
...

2nB MA
21M

B
nB1

. . . MA
21M

B
nBnB MA

22M
B
nB1

. . . MA
22M

B
nBnB . . . MA

2nA
MB

nBnB

...
...

...
...

...
...

nAnB MA
nA1

MB
nB1

. . . MA
nA1

MB
nBnB MA

nA2
MB

nB1
. . . MA

nA2
MB

nBnB . . . MA
nAnAM

B
nBnB

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

A closer inspection of (3.34) reveals that the matrix is comprised of blocks consist-
ing of the matrix for MB multiplied by matrix elements MA

aa′ . In other words, the
matrix of MA ⊗ MB in the basis {|ea ⊗ fb〉} is given by

MA ⊗ MB =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

MA
11

⎛
⎜⎝

MB
11 . . . MB

1nB
...

...
MB

nB1
. . . MB

nBnB

⎞
⎟⎠ . . . MA

1nA

⎛
⎜⎝

MB
11 . . . MB

1nB
...

...
MB

nB1
. . . MB

nBnB

⎞
⎟⎠

...
...

MA
nA1

⎛
⎜⎝

MB
11 . . . MB

1nB
...

...
MB

nB1
. . . MB

nBnB

⎞
⎟⎠ . . . MA

nAnA

⎛
⎜⎝

MB
11 . . . MB

1nB
...

...
MB

nB1
. . . MB

nBnB

⎞
⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(3.35)
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As an example of a tensor product of operators, we show that the projection onto a
tensor product of states is equal to the tensor product of projections onto the factor
states.

Lemma 3.13 For arbitrary |ϕ1〉, |ϕ2〉 ∈ H
A and |ψ1〉, |ψ2〉 ∈ H

B one has

|ϕ1 ⊗ ψ1〉〈ϕ2 ⊗ ψ2| = |ϕ1〉〈ϕ2| ⊗ |ψ1〉〈ψ2| . (3.36)

Proof For any |ξ1〉, |ξ2〉 ∈ H
A and |ζ1〉, |ζ2〉 ∈ H

B we have

〈ξ1 ⊗ ζ1|
(
|ϕ1 ⊗ ψ1〉〈ϕ2 ⊗ ψ2|

)
ξ2 ⊗ ζ2〉 = 〈ξ1 ⊗ ζ1|ϕ1 ⊗ ψ1〉〈ϕ2 ⊗ ψ2|ξ2 ⊗ ζ2〉

=︸︷︷︸
(3.14)

〈ξ1|ϕ1〉〈ζ1|ψ1〉〈ϕ2|ξ2〉〈ψ2|ζ2〉

= 〈ξ1|ϕ1〉〈ϕ2|ξ2〉〈ζ1|ψ1〉〈ψ2|ζ2〉
=︸︷︷︸

(3.14)

〈ξ1 ⊗ ζ1|
(
|ϕ1〉〈ϕ2| ⊗ |ψ1〉〈ψ2|

)
ξ2 ⊗ ζ2〉 .


�

Example 3.14 For j ∈ {1, 2} let |ϕ j〉, |ψ j〉 be as in Example 3.9. From (3.26) we
know that then in the basis (3.25)

|ϕ1 ⊗ ϕ2〉〈ψ1 ⊗ ψ2| = 1
2

⎛
⎜⎜⎝
0 1 0 0
0 −1 0 0
0 1 0 0
0 −1 0 0

⎞
⎟⎟⎠ . (3.37)

On the other hand, we have in the same basis

|ϕ1〉〈ψ1| ⊗ |ϕ2〉〈ψ2| =︸︷︷︸
(3.27)

1√
2

(
1 0
1 0

)
⊗ 1√

2

(
0 1
0 −1

)

=︸︷︷︸
(3.35)

1
2

⎛
⎜⎜⎝
0 1 0 0
0 −1 0 0
0 1 0 0
0 −1 0 0

⎞
⎟⎟⎠ . (3.38)

Together (3.37) and (3.38) verify (3.36) for this particular example.
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The operator MA ⊗ MB thus represents an observable of the composite system. As
an example for the action of an observable in the tensor product ¶

H
AB = ¶

H ⊗ ¶
H

of two qubit spaces we show here how MA ⊗ MB = σA
z ⊗ σB

z acts on the BELL

basis (3.28) of the composite system ¶
H

AB.

(
σz ⊗ σz

)
|Φ±〉 =

(
σz ⊗ σz

) 1√
2

(
|00〉 ± |11〉

)

=
1√
2

(
σz ⊗ σz

)(
|0〉 ⊗ |0〉 ± |1〉 ⊗ |1〉

)

=
1√
2

{(
σz|0〉

)
⊗
(

σz|0〉
)

±
(

σz|1〉
)

⊗
(

σz|1〉
)}

=
1√
2

{
|0〉 ⊗ |0〉 ±

(
− |1〉

)
⊗
(

− |1〉
)}

=
1√
2

{
|0〉 ⊗ |0〉 ± |1〉 ⊗ |1〉

}
=

1√
2

(
|00〉 ± |11〉

)

= |Φ±〉 . (3.39)

Analogously, one shows

(
σz ⊗ σz

)
|Ψ±〉 = −|Ψ±〉

(
σx ⊗ σx

)
|Φ±〉 = ±|Φ±〉

(
σx ⊗ σx

)
|Ψ±〉 = ±|Ψ±〉 .

(3.40)

In the BELL basis {|Φ+〉, |Φ−〉, |Ψ+〉, |Ψ−〉} the operators σz ⊗ σz and σx ⊗ σx

thus have the matrix (see Definition 2.6)

σz ⊗ σz|in BELL-Basis =

⎛
⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

⎞
⎟⎟⎠

σx ⊗ σx|in BELL-Basis =

⎛
⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

⎞
⎟⎟⎠ ,

from which it is evident that these operators commute

[
σz ⊗ σz,σx ⊗ σx

]
= 0 , (3.41)
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Table 3.1 State determination via joint measurement of σz ⊗ σz and σx ⊗ σx

Measured value of State after measurement

σz ⊗ σz σx ⊗ σx

+1 +1 |Φ+〉
+1 −1 |Φ−〉
−1 +1 |Ψ+〉
−1 −1 |Ψ−〉

and the corresponding observables are compatible. In particular, they have—as can
be seen immediately from (3.39)–(3.40)—common eigenvectors, and it is possible
to measure these two observables sharply, in other words, without uncertainty. The
combination of the measured values of these observables thus reveals in which state
the system is after the measurement as shown in Table 3.1. The state determination
shown in Table 3.1 will play a role again in the context of teleportation.

Carrying out a measurement on a sub-system—an observable of system A with
the operator MA, say—is a measurement of an observable of the composite system
with the operator MA ⊗ 1B. Analogously, measurements on the sub-system B are
represented by operators of the form 1A ⊗ MB. Consider, for example, the pure state
of the composite system

|Ψ〉 = ∑
a,b

Ψab|ea〉 ⊗ | fb〉 ,

in which the observableMA of the sub-system A is measured. The expectation value
in this state is calculated in accordance with (2.60) as

〈
MA ⊗ 1B

〉
Ψ = 〈Ψ |MA ⊗ 1BΨ〉 =︸︷︷︸

(3.30)

∑
a1,b1

∑
a2,b2

Ψa2b2Ψa1b1〈ea2 ⊗ fb2 |MAea1 ⊗ fb1〉

=︸︷︷︸
(3.4)

∑
a1,b1

∑
a2,b2

Ψa2b2Ψa1b1〈ea2 |MAea1〉 〈 fb2 | fb1〉︸ ︷︷ ︸
=δb2b1

= ∑
a2,a1,b

Ψa2bΨa1b〈ea2 |MAea1〉 . (3.42)

This is the expectation value of the observableMA, which Alice will find with mea-
surements on her sub-system. She would find exactly the same expectation value if
her sub-system alone were in the following state:

ρA(Ψ) := ∑
a2,a1,b

Ψa2bΨa1b|ea1〉〈ea2 |. (3.43)

As we will show below ρA(Ψ) satisfies all defining properties of a density operator.
Hence, ρA(Ψ) describes a mixed state for the sub-system A, which depends on the
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composite state |Ψ〉. For observables of the formMA the state ρA(Ψ) reproduces the
expectation values ofMA ⊗ 1B in the composite state |Ψ〉. We now show that ρA(Ψ)
has all properties of a density operator, in other words, that ρA(Ψ) is self-adjoint,
positive, and has trace 1. First, we have

(
ρA(Ψ)

)∗
= ∑

a1,a2,b

Ψa2bΨa1b

(
|ea1〉〈ea2 |

)∗

︸ ︷︷ ︸
=|ea2 〉〈ea1 |

= ∑
a1,a2,b

Ψa1bΨa2b|ea2〉〈ea1 |

= ρA(Ψ) ,

proving that ρA(Ψ) is self-adjoint. That it is positive follows from

〈ϕ|ρA(Ψ)ϕ〉 = ∑
a1,a2,b

Ψa2bΨa1b〈ϕ|ea1〉〈ea2 |ϕ〉

= ∑
b

(
∑
a1

Ψa1b〈ϕ|ea1〉
)(

∑
a2

Ψa2b〈ϕ|ea2〉
)

= ∑
b

∣∣∣∣∑
a

Ψab〈ϕ|ea〉
∣∣∣∣
2

≥ 0 ,

and its trace property is verified by

tr
(
ρA(Ψ)

)
= ∑

a3,a1,a2,b

Ψa2bΨa1b〈ea3 |ea1〉〈ea2 |ea3〉 = ∑
a,b

|Ψab|2 =︸︷︷︸
(3.9)

||Ψ ||2

= 1.

Next, we prove the claimed equality of the expectation values of the states |Ψ〉 and
ρA(Ψ) for observables of the sub-system A. From (3.43) it follows that

〈
MA〉

ρA(Ψ) = tr
(
ρA(Ψ)MA) = ∑

a
〈ea|ρA(Ψ)MAea〉

= ∑
a,a1,a2,b

Ψa2bΨa1b〈ea|ea1〉〈ea2 |MAea〉 = ∑
a1,a2,b

Ψa2bΨa1b〈ea2 |MAea1〉

=︸︷︷︸
(3.42)

〈
MA ⊗ 1B

〉
Ψ .

For Alice all measurements on her sub-system, which is part of a composite system
in the state |Ψ〉, indicate that her system is in the mixed state ρA(Ψ). This means that
in a composite system that is in the pure state |Ψ〉 ∈ H

A ⊗ H
B and thus described

by the density operator ρ = |Ψ〉〈Ψ | on H
A ⊗ H

B the sub-system in H
A is described

by the density operator
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ρA(Ψ) = ∑
a1,a2,b

Ψa2bΨa1b|ea1〉〈ea2 | . (3.44)

Analogously, in the state |Ψ〉 of the composite system the expectation values of
observables MB for the sub-system B only are given by

〈
1A ⊗ MB〉

Ψ = ∑
b1,b2,a

Ψab1Ψab2〈 fb2 |MB fb1〉 ,

and with
ρB(Ψ) = ∑

b1,b2,a

Ψab2Ψab1 | fb1〉〈 fb2 | (3.45)

one has accordingly 〈
MB〉

ρB(Ψ) =
〈
1A ⊗ MB〉

Ψ .

Loosely speaking, the expression for ρA(Ψ) can be viewed as if the trace over {| fb〉}
has been taken and that for ρB(Ψ) as if the trace over {|ea〉}. This can indeed be
more generally and formally defined, but before we do so, we prove a result about
existence and uniqueness of what will become known as the partial trace.

Theorem 3.15 Let H
A and H

B be HILBERT spaces with respective ONBs
{|ea〉} and {| fb〉}. Moreover, let M ∈ L

(
H

A ⊗ H
B
)
and let Ma1b1,a2b2 be

the matrix of M in the ONB {|ea ⊗ fb〉} of H
A ⊗ H

B and let the operators
trB (M) ∈ L

(
H

A
)
and trA (M) ∈ L

(
H

B
)
be given by

trB (M) = ∑
a1a2b

Ma1b,a2b|ea1〉〈ea2 |

trA (M) = ∑
b1b2a

Mab1,ab2 | fb1〉〈 fb2 | .
(3.46)

Then trB (M) and trA (M) as given in (3.46) do not depend on the choice of
the ONBs {|ea〉} and {| fb〉} and are the unique operators satisfying

∀MA ∈ L
(
H

A) : tr
(
MA trB (M)

)
= tr

((
MA ⊗ 1B

)
M
)

∀MB ∈ L
(
H

B) : tr
(
MB trA (M)

)
= tr

((
1B ⊗ MB)M) . (3.47)

Proof We only prove the result for trB (M). The proof for trA (M) is, of course,
similar. The proof of the independence of the choice of ONBs is left as an exercise.
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Exercise 3.41 Show that the operator trB (M) as given in (3.46) does not depend on
the choice of the ONBs {|ea〉} and {| fb〉}.

For a solution see Solution 3.41.

Next, we verify that trB (M) as given in (3.46) does indeed satisfy the first equation
in (3.47). For this let {|ea〉} be an ONB in H

A, {| fb〉} an ONB in H
B and M ∈

L
(
H

A ⊗ H
B
)
be given by

M = ∑
a1,a2,b1,b2

Ma1b1,a2b2 |ea1 ⊗ fb1〉〈ea2 ⊗ fb2 | .

Furthermore, let
MA = ∑

a1,a2

MA
a1a2 |ea1〉〈ea2 |

be an arbitrary operator in L
(
H

A
)
. Then one finds that

tr
((
MA ⊗ 1B

)
M
)

=︸︷︷︸
(2.57)

∑
a3,b3

〈ea3 ⊗ fb3 |
(
MA ⊗ 1B

)
∑

a1,a2,b1,b2

|ea1 ⊗ fb1〉Ma1b1,a2b2 〈ea2 ⊗ fb2 |ea3 ⊗ fb3〉︸ ︷︷ ︸
=δa2a3δb2b3

= ∑
a1,a2,b1,b2

〈ea2 ⊗ fb2 |(MAea1) ⊗ fb1〉Ma1b1,a2b2

= ∑
a1,a2,b1,b2

〈ea2 |MAea1〉 〈 fb2 | fb1〉︸ ︷︷ ︸
=δb1b2

Ma1b1,a2b2 = ∑
a1,a2,b

MA
a2a1Ma1b,a2b

=︸︷︷︸
(3.15)

∑
a1,a2

MA
a2a1 tr

B (M)a1a2 = ∑
a2

(
MA trB (M)

)
a2a2

=︸︷︷︸
(2.57)

tr
(
MA trB (M)

)
,

verifying that trB (M) as given in (3.46) indeed satisfies the first equation in (3.47).

Lastly, we show uniqueness. Let ˜trB (M) be another operator on H
A, which satis-

fies the first equation in (3.41). Then for any MA ∈ L
(
H

A
)
one finds

tr
(
MA( ˜trB (M) − trB (M)

))
= tr

(
MA ˜trB (M)

)
− tr

(
MA trB (M)

)

=︸︷︷︸
(3.47)

tr
((
MA ⊗ 1B

)
M
)− tr

((
MA ⊗ 1B

)
M
)

= 0 ,

and because of (2.59) thus ˜trB (M) = trB (M). 
�
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Note that trB (M) is an operator in L
(
H

A
)
. Hence, MA trB (M) ∈ L

(
H

A
)
and the

trace on the left side of the first equation in (3.47) is a complex number obtained
from taking the trace on an operator in L

(
H

A
)
. The trace on the right side of the

first equation in (3.47) is a complex number obtained from taking the trace on the
operator (MA ⊗ 1B)M ∈ L

(
H

A ⊗ H
B
)
. Theorem 3.15 states that there is a unique

operator trB (M) such that for everyMA ∈ L
(
H

A
)
these two complex numbers coin-

cide and that this operator is given as in (3.46). Likewise, the theorem makes analo-
gous statements for trA (M). These results of Theorem 3.15 thus allow the following
definition.

Definition 3.16 Let H
A and H

B be two HILBERT spaces. The partial trace
over H

B is defined as the map

trB : L
(
H

A ⊗ H
B
) −→ L

(
H

A
)

M �−→ trB (M) ,

where trB (M) ∈ L
(
H

A
)
is the unique operator that satisfies

∀MA ∈ L
(
H

A) : tr
(
MA trB (M)

)
= tr

((
MA ⊗ 1B

)
M
)
. (3.48)

Similarly, the partial trace trA over H
A is defined as

trA : L
(
H

A ⊗ H
B
) −→ L

(
H

B
)

M �−→ trA (M)
,

where trA (M) ∈ L
(
H

B
)
is the unique operator that satisfies

∀MB ∈ L
(
H

B) : tr
(
MB trA (M)

)
= tr

((
1A ⊗ MB)M) .

The standard terminology ‘partial trace’ has the potential to mislead. This is
because whereas the trace on operators of a HILBERT space H is defined in Def-
inition 2.13 as a linear map

tr : L(H) → C ,

such that evaluating it results in a complex number, the partial trace is a linear map

trB : L
(
H

A ⊗ H
B) → L

(
H

A) ,

and evaluating the partial trace on an operator results in an operator.
However, taking the trace of a partial trace gives the same number as taking the

trace of the original operator as is to be shown in Exercise 3.42.
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Exercise 3.42 Show that for any M ∈ L
(
H

A ⊗ H
B
)
we have

tr
(
trB (M)

)
= tr (M) = tr

(
trA (M)

)
. (3.49)

For a solution see Solution 3.42.

With the help of the partial trace we can define from the state ρ of the composite
system an operator ρA, which has the properties of a density operator and describes
the state of the sub-system A when observed alone.

Theorem 3.17 Let ρ ∈ D
(
H

A ⊗ H
B
)
be the density operator describing the

state of a composite system H
A ⊗ H

B. Then

ρA(ρ) := trB (ρ) (3.50)

is the uniquely determined density operator on H
A, which describes the state

if only the sub-system A is observed. For any observable MA ∈ Bsa
(
H

A
)
it

satisfies 〈
MA〉

ρA(ρ) =
〈
MA ⊗ 1B

〉
ρ . (3.51)

Let furthermore {|ea〉} be an ONB in H
A and {| fb〉} an ONB in H

B as well
as ρa1b1,a2b2 be the matrix of ρ in the ONB {|ea ⊗ fb〉} in H

A ⊗ H
B. Then the

matrix of ρA(ρ) in the ONB {|ea〉} is given by

ρA(ρ)a1a2 = ∑
b

ρa1b,a2b . (3.52)

Proof That trB (ρ) exists and is unique was shown in Theorem 3.15. There we also
showed with (3.46) that ρA(ρ) = trB (ρ) has the matrix given in (3.52).

Observation of an observable MA of the sub-system A of a composite system
described by states in D

(
H

A ⊗ H
B
)
is akin to observation of the observableMA ⊗ 1B

in the composite system. As a consequence of Definition 3.16 we have that ρA(ρ) =
trB (ρ) satisfies

〈
MA ⊗ 1B

〉
ρ =︸︷︷︸
(2.85)

tr
((
MA ⊗ 1B

)
ρ
)

=︸︷︷︸
(3.48)

tr
(
MA trB (ρ)

)
=︸︷︷︸

(3.50)

tr
(
MAρA(ρ)

)

=︸︷︷︸
(2.85)

〈
MA〉

ρA(ρ) , (3.53)

verifying (3.51).
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That ρA is a density operator on H
A follows from the fact that it satisfies all

defining properties of a density operator as we now show.

ρA is self-adjoint: to prove this it suffices to show ρA(ρ)∗a1a2 = ρA(ρ)a1a2 in an
arbitrary ONB {|ea〉} ⊂ H

A:

ρA(ρ)∗a1a2 = ρA(ρ)a2a1
=︸︷︷︸

(3.52)

∑
b

ρa2b,a1b = ∑
b

ρa2b,a1b =︸︷︷︸
ρ∗=ρ

∑
b

ρa1b,a2b

=︸︷︷︸
(3.52)

ρA(ρ)a1a2

ρA is positive: let {| fb〉} be an ONB in H
B and |ϕ〉 ∈ H

A be arbitrary. Then it
follows that

〈ϕ|ρA(ρ)ϕ〉 = ∑
a1,a2

ϕa1ρA(ρ)a1a2ϕa2

=︸︷︷︸
(3.52)

∑
a1,a2

ϕa1 ∑
b

ρa1b,a2bϕa2 = ∑
a1,a2,b

ϕa1ρa1b,a2bϕa2

= ∑
b

〈ϕ ⊗ fb|ρ(ϕ ⊗ fb〉︸ ︷︷ ︸
≥0 since ρ≥0

≥ 0 .

ρA has trace 1:

tr
(
ρA(ρ)

)
= ∑

a
ρA(ρ)aa

=︸︷︷︸
(3.52)

∑
a

∑
b

ρab,ab = tr (ρ)

=︸︷︷︸
(2.82)

1 .

This shows that ρA is a density operator on H
A and thus it describes a state in

the sub-system A. Observing only the sub-system A of a composite system means
measuring only observables of the formMA ⊗ 1B in the composite system. Because
of (3.53) the expectation values of such observables in the composite state ρ are
identical to the expectation values of MA in the state ρA. Consequently, ρA is the
state that describes the physical situation when observations are restricted to the
sub-system A. 
�
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Regarding the notation, note that ρA(ρ) is the state, which describes the physics
if one only observes sub-system A. It is obtained from the state ρ of the composite
system by taking the partial trace over the sub-system B, that is, ρA(ρ) = trB (ρ).

Definition 3.18 For a density operator ρ on H
A ⊗ H

B the reduced density
operator on H

A is defined as

ρA(ρ) := trB (ρ)

and the reduced density operator on H
B as

ρB(ρ) := trA (ρ) .

Example 3.19 As an example with qubit spaces we determine ρA(Φ+) for the
BELL basis vector

|Φ+〉 = 1√
2

(
|00〉 + |11〉

)
=

1√
2︸︷︷︸

=Φ+
00

|0〉 ⊗ |0〉 + 1√
2︸︷︷︸

=Φ+
11

|1〉 ⊗ |1〉 . (3.54)

Then we obtain

ρA(Φ+) =︸︷︷︸
(3.44)

∑
a1,a2,b

Φ+
a2b

Φ+
a1b

|ea1〉〈ea2 |

= ∑
a1,a2

(
Φ+

a20
Φ+

a10
+ Φ+

a21
Φ+

a11

)
|ea1〉〈ea2 |

=︸︷︷︸
(3.54)

1
2
|0〉〈0| + 1

2
|1〉〈1|

=
1
2
1A . (3.55)

Since
(

ρA(Φ+)
)2

= 1
41

A < 1
21

A = ρA(Φ+), Alice indeed observes a true mixture

in her sub-system even though the composite system is in a pure state |Φ+〉.

Corollary 3.20 Similarly, we have for a state of the composite system given
by the density operator ρ ∈ D

(
H

A ⊗ H
B
)
, that the sub-system in H

B is



104 3 Tensor Products and Composite Systems

described by the reduced density operator

ρB(ρ) = trA (ρ) . (3.56)

For all observables MB one then has

〈
MB〉

ρB(ρ) =
〈
1A ⊗ MB〉

ρ ,

where now the state ρB(ρ) = trA (ρ) in B is obtained by calculating the par-
tial trace over A of the state ρ of the composite system. Accordingly, we have
for the matrix elements

ρB(ρ)b1b2 = ∑
a

ρab1,ab2 .

Proof The proof is very much the same as that for Theorem 3.17. 
�

Exercise 3.43 For X ∈ {A,B} let MX ∈ L
(
H

X
)
. Show that then MA ⊗ MB ∈

L
(
H

A ⊗ H
B
)
satisfies

tr
(
MA ⊗ MB) = tr

(
MA) tr (MB)

trB
(
MA ⊗ MB) = tr

(
MB)MA

trA
(
MA ⊗ MB) = tr

(
MA)MB .

(3.57)

For a solution see Solution 3.43.

As an example for reduced density operators we compute those arising from consid-
ering one sub-system when the composite two-qubit system is in one of the BELL

basis states.

Exercise 3.44 Determine ρA(Φ−), ρA(Ψ±), ρB(Φ±) and ρB(Ψ±) for the vectors
|Φ±〉, |Ψ±〉 of the BELL basis (3.28).

For a solution see Solution 3.44.

From Postulate 7 it follows that a system comprised of n qubits is described by the
HILBERT space ¶

H
⊗n. In general any observable of such a system or its operator

thus acts on n qubits. As Exercise 3.45 shows, any such operator can be expressed
as a suitable linear combination of n-fold tensor products of operators on one qubit.
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Exercise 3.45 Let V be a finite-dimensional vector space over a field F. Show that
then for any n ∈ N

L
(
V

⊗n) = L(V)⊗n . (3.58)

For a solution see Solution 3.45.

Note that (3.58) does not mean that every A ∈ L(V⊗n) is of the form A = A1 ⊗
· · · ⊗ An for some A1, . . . ,An ∈ L(V). Rather, it means that every A ∈ L(V⊗) is of
the form

A = ∑
j
a j1... jnA j1 ⊗ · · · ⊗ Ajn

for some a j1... jn ∈ F and Aj1 , . . . ,Ajn ∈ L(V).
A special notion has been reserved for operators which can be written as a sum

of operators, each of which acts non-trivially on no more than k ≤ n qubits.

Definition 3.21 An operator A ∈ L(¶
H

⊗n) is said to be k-local if it is of the
form

A = ∑
j∈I

a jn−1,..., j0Ajn−1 ⊗ · · · ⊗ Aj0 ,

where I ⊂ N and for each j ∈ I and l ∈ {0, . . . , n − 1} we have a jl ∈ C and
Ajl ∈ L(¶

H), and the index sets

I j =
{
l ∈ {0, . . . , n − 1} ∣∣ Ajl �= 1

}

of qubits on which the Ajn−1 ⊗ · · · ⊗ Aj0 act non-trivially satisfy |I j| ≤ k.

As any physical implementation of well controlled interactions of many qubits is
very challenging one is clearly interested in cases where k � n.

Example 3.22 For j ∈ {0, . . . , n − 1} let

Σ j
z = 1⊗n−1− j ⊗ σz ⊗ 1⊗ j

such that Σ j
z ∈ L(¶

H
⊗n) and with a(t), b(t),Kj, Jjl ∈ R let
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H(t) = a(t)
n−1

∑
j=0

KjΣ j
z + b(t)

n−1

∑
j,l=0, j �=l

J jlΣ j
zΣ

l
z

be a Hamiltonian on ¶
H

⊗n of ISING-type [56]. Then H(t) is 2-local.

3.4 SCHMIDT Decomposition

For pure states |Ψ〉 ∈ H
A ⊗ H

B in composite systems one can utilize the eigenvec-
tors of the reduced density operators to obtain ONBs in H

A and H
B, which allow

a lean and useful representation of |Ψ〉. In the following we briefly present this
construction, which is known as the SCHMIDT decomposition.

Let
|Ψ〉 = ∑

a,b

Ψab|ea ⊗ fb〉

be a pure state in H
A ⊗ H

B and let

ρA(Ψ) = ∑
a1,a2,b

Ψa1bΨa2b|ea1〉〈ea2 |

be the corresponding density operator. Since ρA(Ψ) is a self-adjoint and positive
operator on H

A there exists an ONB {|ẽa〉} in H
A consisting of eigenvectors of

ρA(Ψ), such that
ρA(Ψ) = ∑

a
qa|ẽa〉〈ẽa| , (3.59)

where the qa ≥ 0 are the eigenvalues. From (2.56) we know that the ONBs {|ẽa〉}
and {|ea〉} are mapped into each other by a unitary operatorU ∈ U

(
H

A
)
:

|ẽa〉 = U |ea〉 = ∑
a1

|ea1〉 〈ea1 |Uea〉︸ ︷︷ ︸
=:Ua1a

.

With
Ψ̃ab := ∑

a1

U∗
aa1Ψa1b

one finds
|Ψ〉 = ∑

a,b

Ψ̃ab|ẽa ⊗ fb〉 ,

which, according to Definition (3.44) of the reduced density operator, implies
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ρA(Ψ) = ∑
a1,a2,b

Ψ̃a1bΨ̃a2b|ẽa1〉〈ẽa2 | . (3.60)

Comparison of (3.59) with (3.60) shows that

∑
b

Ψ̃a1bΨ̃a2b = δa1a2qa2 (3.61)

has to hold. In particular, we thus have

qa = 0 ⇔ Ψ̃ab = 0 ∀b . (3.62)

For qa > 0 we define the vectors

| f̃a〉 := 1√
qa

∑
b

Ψ̃ab| fb〉 ∈ H
B . (3.63)

The set of such defined | f̃a〉 is orthonormal since

〈 f̃a1 | f̃a2〉 =
1√

qa1qa2
∑
b1,b2

Ψ̃a1b1Ψ̃a2b2 〈 fb1 | fb2〉︸ ︷︷ ︸
=δb1b2

=
1√

qa1qa2
∑
b

Ψ̃a1bΨ̃a2b

=︸︷︷︸
(3.61)

δa1a2 .

With this we obtain

|Ψ〉 = ∑
a,b

Ψ̃ab|ẽa ⊗ fb〉

= ∑
qa �=0

|ẽa〉 ⊗ ∑
b

Ψ̃ab| fb〉
︸ ︷︷ ︸
=

√
qa| f̃a〉

+ ∑
qa=0

∑
b

Ψ̃ab︸︷︷︸
=0

|ẽa ⊗ fb〉

= ∑
qa �=0

√
qa|ẽa ⊗ f̃a〉 ,

where in the second equation we used Definition (3.63) in the first sum and the rela-
tion (3.62) in the second sum. Lastly, we can drop the restriction qa �= 0 in the last
equation, since the corresponding terms do not contribute anything. One can then
also extend the set of orthonormal vectors | f̃a〉 to an ONB in H

B by supplement-
ing the set with suitable vectors. Then basis vectors | f̃a〉 would also be defined for
qa = 0. The result is the SCHMIDT decomposition of |Ψ〉 ∈ H

A ⊗ H
B:
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|Ψ〉 = ∑
a

√
qa|ẽa ⊗ f̃a〉 . (3.64)

Note that the ONB {|ẽa〉} and the {| f̃a〉} depend on |Ψ〉, that is, for other vectors
|Φ〉 ∈ H

A ⊗ H
B one in general obtains different ONBs {|ẽa〉} and { f̃a}. With the

help of Definition (3.43) of the reduced density operator it follows immediately from
the SCHMIDT decomposition that

ρA(Ψ) = ∑
a
qa|ẽa〉〈ẽa| ,

which is a necessary consequence of (3.59) since this was the starting point of the
construction. From (3.64) and (3.45) it also follows that

ρB(Ψ) = ∑
b

qb| f̃b〉〈 f̃b| .

The ONBs {|ẽa〉} and {| f̃b〉} in the SCHMIDT decomposition are only unique
in case all non-vanishing eigenvalues of ρA(Ψ)—and thus according to the above
also those of ρB(Ψ)—are non-degenerate. In case a non-zero eigenvalue of ρA(Ψ)
is degenerate, the ONB in the corresponding eigenspace is not uniquely determined.
Let dā > 1 denote the dimension of the eigenspace of the degenerate ā-th eigen-
value qā �= 0 of ρA(ψ). Moreover, for k ∈ {1, . . . , dā} let |ẽā,k〉 be the eigenvectors
belonging to qā. Then one has

ρA(Ψ) = ∑
a �=ā

qa|ẽa〉〈ẽa| + qā
dā

∑
k=1

|ẽā,k〉〈ẽā,k|

= ∑
a �=ā

qa|ẽa〉〈ẽa| + qā
dā

∑
k=1

| ˜̃eā,k〉〈 ˜̃eā,k|

with

|˜̃eāk〉 =
dā

∑
l=1

Uā
kl |ẽāl〉 ,

where Uā
kl is the matrix of an arbitrary unitary transformation in the eigenspace for

qā. Then one has for the SCHMIDT decomposition the following options

|Ψ〉 = ∑
qa �=qā

√
qa|ẽa ⊗ f̃a〉 + √

qā
dā

∑
k=1

|ẽā ⊗ f̃ā〉

= ∑
qa �=qā

√
qa|ẽa ⊗ f̃a〉 + √

qā
dā

∑
k=1

| ˜̃eā ⊗ ˜̃fā〉 ,

demonstrating the non-uniqueness of the ONBs in the case of degenerate
eigenvalues.
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3.5 Quantum Operations

According to the Projection and Time Evolution specifications in Postulate 6 there
are two ways a quantum system can change: by unitary time evolution generated by
some Hamiltonian or by a state transformation effected by a measurement.

Yet another way to generate a state transformation is to combine our system of
interest with another system to a composite system. Then time evolution or measure-
ments may be performed on the combined system after which the second system is
discarded and only the first system is retained. This process of combining our sys-
tem of interest with another system to a composite system on which some action is
performed and then ignoring the added sub-system can come about in two ways:

On purpose That is, we want to make use of the added system as a computational
resource. This is the case when we build circuits with ancillas (see Sect. 5.3). This
includes the case where we might want to observe the added system, in other
words, the ancillas, and where such observation has an effect on our principal
system A.

By error This happens when we cannot shield our system of interest and it inter-
acts with the environment. This is the case we will need to deal with when we
consider quantum error correction (see Sect. 7.3). Here, too, we include the case
where the environment is observed and such observation affects the principle
system.

The notion of a quantum operation will be very useful to describe these state
transformations in a rather compact way. As a start for preparing its definition in
more detail we recap the stages of the state transformations alluded to above.

1. We begin by preparing the principle system A of interest to us in the state

ρA ∈ D
(
H

A) .

2. We then proceed to combine system A in state ρA with a system B in the state
ρB ∈ D

(
H

B
)
. System B will be the ancillas in case we are looking at circuits

or the environment in case we are considering errors. We assume that the two
systems A and B are initially separable. Mathematically we can describe this
enlargement to a composite system as the embedding

ıρB : D
(
H

A
) −→ D

(
H

A ⊗ H
B
)

ρA �−→ ρA ⊗ ρB .

3. The time evolution U ∈ U
(
H

A ⊗ H
B
)
of the combined system transforms the

combined state as

U : D
(
H

A ⊗ H
B
) −→ D

(
H

A ⊗ H
B
)

ρA ⊗ ρB �−→ U(ρA ⊗ ρB)U∗ .

In general this will result in an entangled state of the combined system.
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4. Let PB be the projector onto the eigenspace of an observable of system B. Sup-
pose upon measuring this observable we obtain the eigenvalue corresponding to
the eigenspace onto which PB projects. According to (2.87) in the Projection
Postulate for mixed states this results in the state transformation

U(ρA ⊗ ρB)U∗ → (1A ⊗ PB)U(ρA ⊗ ρB)U∗(1A ⊗ PB)
tr ((1A ⊗ PB)U(ρA ⊗ ρB)U∗)

.

If we do not measure system B, we set PB = 1B. Noting that then

tr
(
(1A ⊗ PB)U(ρA ⊗ ρB)U∗

)
= tr

(
U(ρA ⊗ ρB)U∗

)
=︸︷︷︸

(2.58)

tr
(
(ρA ⊗ ρB)U∗U

)

=︸︷︷︸
(2.7)

tr
(

ρA ⊗ ρB
)

=︸︷︷︸
(3.57)

tr
(

ρA
)
tr
(

ρB
)

=︸︷︷︸
(2.83)

1

we see that in this case the state of the combined system remainsU(ρA ⊗ ρB)U∗.
5. Discarding or ignoring system B we can still obtain a description of system A

only by taking the partial trace over B:
(1A ⊗ PB)U(ρA ⊗ ρB)U∗(1A ⊗ PB)

tr ((1A ⊗ PB)U(ρA ⊗ ρB)U∗)
→ trB

(
(1A ⊗ PB)U(ρA ⊗ ρB)U∗(1A ⊗ PB)

)
tr ((1A ⊗ PB)U(ρA ⊗ ρB)U∗)

,

where in the description of the final state on the right we have used the linearity
of the partial trace to pull the denominator tr (· · · ) out of trB.

Altogether the initial state ρA of the principal system A of interest is thus trans-
formed by the steps 1–5 as

D
(
H

A
) −→ D

(
H

A
)

ρA �−→ trB((1A⊗PB)U(ρA⊗ρB)U∗(1A⊗PB))
tr((1A⊗PB)U(ρA⊗ρB)U∗) .

(3.65)

It turns out that this transformation can be written in terms of suitable operators on
H

A only. Before we can establish this we need the following preparatory lemma.

Lemma 3.23 Let H be a HILBERT space and for l ∈ {1, . . . ,m} let Kl ∈
L(H). Then for any ρ ∈ D(H) the operator

K(ρ) =
m

∑
l=1

KlρK∗
l (3.66)
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satisfies K(ρ)∗ = K(ρ) and 0 ≤ K(ρ). Moreover, for any κ ∈]0, 1] we have
m

∑
l=1

K∗
l Kl ≤ κ1 ⇔ tr (K(ρ)) ≤ κ ∀ρ ∈ D(H) (3.67)

and equality in one side of (3.67) implies equality on the other.

Proof To begin with, recall from (2.83) that ρ ∈ D(H) implies ρ∗ = ρ , ρ ≥ 0 and
tr (ρ) = 1. Then we have

K(ρ)∗ =︸︷︷︸
(3.23)

(
m

∑
l=1

KlρK∗
l

)∗
=

m

∑
l=1

(KlρK∗
l )

∗ =︸︷︷︸
(2.47)

m

∑
l=1

(K∗
l )

∗ρ∗K∗
l =︸︷︷︸
(2.31),(2.83)

m

∑
l=1

KlρK∗
l

=︸︷︷︸
(3.23)

K(ρ) .

and likewise

(
m

∑
l=1

K∗
l Kl

)∗
=

m

∑
l=1

(K∗
l Kl)

∗ =︸︷︷︸
(2.47)

m

∑
l=1

K∗
l (K

∗
l )

∗ =︸︷︷︸
(2.31)

m

∑
l=1

K∗
l Kl . (3.68)

Moreover, for any |ψ〉 ∈ H

〈ψ|K(ρ)ψ〉 = 〈ψ|
m

∑
l=1

KlρK∗
l ψ〉 =

m

∑
l=1

〈ψ|KlρK∗
l ψ〉 =︸︷︷︸

(2.30)

m

∑
l=1

〈K∗
l ψ|ρK∗

l ψ〉︸ ︷︷ ︸
≥0 since ρ≥0

≥ 0 .

So far, we have shown K(ρ)∗ = K(ρ) and 0 ≤ K(ρ). Next, we show ⇒ in (3.67).
From (3.68) we know that ∑m

l=1 K
∗
l Kl is self-adjoint. Thus, there exists an ONB

{|ea〉} ∈ H of its eigenvectors for its eigenvalues {λa} such that

m

∑
l=1

K∗
l Kl =︸︷︷︸

(2.38)

∑
a

λa|ea〉〈ea| . (3.69)

Consequently, we find for every eigenvalue λa that

λa = 〈ea|
(

∑
a′

λa′ |ea′ 〉〈ea′ |
)
ea〉 =︸︷︷︸

(3.69)

〈ea|
(

m

∑
l=1

K∗
l Kl

)
ea〉

≤︸︷︷︸
(3.67)

〈ea|κea〉 = κ . (3.70)
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Therefore, we obtain for any ρ ∈ D(H)

tr (K(ρ)) =︸︷︷︸
(3.66)

tr

(
m

∑
l=1

KlρK∗
l

)
=

m

∑
l=1

tr (KlρK∗
l ) =︸︷︷︸

(2.58)

m

∑
l=1

tr (ρK∗
l Kl)

= tr

(
ρ

m

∑
l=1

K∗
l Kl

)
=︸︷︷︸

(3.69)

tr

(
ρ ∑

a
λa|ea〉〈ea|

)
= ∑

a
λa tr (ρ|ea〉〈ea|)

≤︸︷︷︸
(3.70)

κ ∑
a
tr (ρ|ea〉〈ea|) =︸︷︷︸

(2.57)

κ ∑
a,a′

〈ea′ |ρea〉 〈ea|ea′ 〉︸ ︷︷ ︸
=δaa′

= κ ∑
a

〈ea|ρea〉

=︸︷︷︸
(2.57)

κ tr (ρ) =︸︷︷︸
(2.83)

κ (3.71)

proving
m

∑
l=1

K∗
l Kl ≤ κ1 ⇒ tr (K(ρ)) ≤ κ ∀ρ ∈ D(H) .

From the second line in (3.71) we also see that ∑m
l=1 K

∗
l Kl = κ1 implies

tr (K(ρ)) =︸︷︷︸
(3.71)

tr (ρκ) = κ tr (ρ) =︸︷︷︸
(3.69)

κ ∀ρ ∈ D(H) .

To show ⇐ in (3.67) note that the second line in (3.71) also shows that tr (K(ρ)) ≤
κ implies for every ρ ∈ D(H)

κ ≥ tr

(
ρ

m

∑
l=1

K∗
l Kl

)
=︸︷︷︸

(3.69)

∑
a

λa tr (ρ|ea〉〈ea|) .

Choosing ρ = |ea′ 〉〈ea′ |, we have tr (ρ|ea〉〈ea|) = δaa′ . It follows that λa ≤ κ for
all a and thus from (3.69) that ∑m

l=1 K
∗
l Kl ≤ κ1. Similarly, tr (K(ρ)) = κ implies

∑m
l=1 K

∗
l Kl = κ1. 
�

Event though the constituent maps ıρB ,U(·)U∗, 1A ⊗ PB and trB (·) in (3.65)
operate on the composite state space D

(
H

A ⊗ H
B
)
the resulting state transforma-

tion is a map from the state space D
(
H

A
)
onto itself. This raises the question if such

a transformation can be expressed with the help of operators acting on H
A only. The

following theorem provides the results to answer this question affirmatively.

Theorem 3.24 ([57]) Let H
A be a finite-dimensional HILBERT space and

let



3.5 Quantum Operations 113

K : D
(
H

A
) −→ D≤

(
H

A
)

ρA �−→ K(ρA)
(3.72)

be a convex-linear map where

D≤
(
H

A) := {
ρ ∈ H

A
∣∣ ρ∗ = ρ, ρ ≥ 0, tr (ρ) ≤ 1

}
.

Then the following equivalence holds for any κ ∈]0, 1].

∃ HILBERT space H
B, dimH

B < ∞,
V ∈ B

(
H

A ⊗ H
B
)
, ρB ∈ D

(
H

B
)
such that

V ∗V ≤ κ1AB (3.73)

and

K(ρA) = trB
(
V (ρA ⊗ ρB)V ∗

)
(3.74)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

⇔

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∃Kl ∈ L
(
H

A
)
for l ∈ {1, . . . ,m}

with m ≤ (dimH
B)2 such that

m

∑
l=1

K∗
l Kl ≤ κ1A (3.75)

and

K(ρA) =
m

∑
l=1

KlρAK∗
l . (3.76)

Within this equivalence we have the special case

V ∗V = κ1AB ⇔
m

∑
l=1

K∗
l Kl = κ1A .

Proof From Lemma 3.23 we know already that any superoperator of the form (3.76)
where the Kl satisfy (3.75) maps into D≤

(
H

A
)
, that is, satisfies (3.72). Hence, it

remains to prove the equivalence.

We prove ⇒ first. Let V ∈ L
(
H

A ⊗ H
B
)
be such that it satisfies (3.73) and (3.74)

and let ρB ∈ D
(
H

B
)
. Moreover, let {|ea〉} be an ONB in H

A. From Theorem 2.24
we know that there exists an ONB {| fb〉} ⊂ H

B and a set of qb ≥ 0 such that

∑
b

qb = 1 (3.77)

and
ρB = ∑

b

qb| fb〉〈 fb| . (3.78)

Using this, we also define

√
ρB = ∑

b

√
qb| fb〉〈 fb| , (3.79)
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which satisfies

(
√

ρB)2 =︸︷︷︸
(3.79)

∑
b1,b2

√
qb1qb2 | fb1〉 〈 fb1 | fb2〉︸ ︷︷ ︸

=δb1,b2

〈 fb2 | = ∑
b

qb| fb〉〈 fb| =︸︷︷︸
(3.78)

ρB (3.80)

(√
ρB
)∗ =︸︷︷︸

(3.79)

(
∑
b

√
qb| fb〉〈 fb|

)∗
=︸︷︷︸

(2.32)

∑
b

√
qb(| fb〉〈 fb|)∗ =︸︷︷︸

(2.36)

∑
b

√
qb| fb〉〈 fb|

=︸︷︷︸
(3.79)

√
ρB . (3.81)

For b1, b2 ∈ {1, . . . , dimH
B} we then define the operators K(b1,b2) by specifying

their matrix elements (K(b1,b2))a1a2 in the ONB {|ea〉} as

(K(b1,b2))a1a2 =
(
V (1A ⊗

√
ρB)

)
a1b1,a2b2

. (3.82)

Then we have

(K∗
(b1,b2))a1a2 =︸︷︷︸

(2.34)

(K(b1,b2))a2a1 =︸︷︷︸
(3.82)

(
V (1A ⊗

√
ρB)

)
a2b1,a1b2

(3.83)

=︸︷︷︸
(2.34)

(
V (1A ⊗

√
ρB)

)∗
a1b2,a2b1

=︸︷︷︸
(2.47)

(
(1A ⊗

√
ρB)∗V ∗)

a1b2,a2b1

=︸︷︷︸
(3.31)

(
(1A ⊗

√
ρB

∗
)V ∗)

a1b2,a2b1
=︸︷︷︸

(3.81)

(
(1A ⊗

√
ρB)V ∗)

a1b2,a2b1

and thus
(

∑
b1,b2

K(b1,b2)ρ
AK∗

(b1,b2)

)

a1a2

= ∑
b1,b2

∑
a3,a4

(K(b1,b2))a1a3ρA
a3a4(K

∗
(b1,b2))a4a2

=︸︷︷︸
(3.82),(3.83)

∑
b1,b2

∑
a3,a4

(
V (1A ⊗

√
ρB)

)
a1b1,a3b2

ρA
a3a4

(
(1A ⊗

√
ρB)V ∗)

a4b2,a2b1

= ∑
b1,b2,b3

∑
a3,a4

(
V (1A ⊗

√
ρB)

)
a1b1,a3b2

ρA
a3a4δb2,b3

(
(1A ⊗

√
ρB)V ∗)

a4b3,a2b1

= ∑
b1,b2,b3

∑
a3,a4

(
V (1A ⊗

√
ρB)

)
a1b1,a3b2

=ρA
a3a4

δb2,b3︷ ︸︸ ︷
(ρA ⊗ 1B)a3b2,a4b3

(
(1A ⊗

√
ρB)V ∗)

a4b3,a2b1

= ∑
b

(
V (1A ⊗

√
ρB)(ρA ⊗ 1B)(1A ⊗

√
ρB)V ∗)

a1b,a2b
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=︸︷︷︸
(3.80)

∑
b

(
V (ρA ⊗ ρB)V ∗)

a1b,a2b
=︸︷︷︸

(3.52)

trB
(
V (ρA ⊗ ρB)V ∗)

a1a2

=︸︷︷︸
(3.74)

K(ρA)a1a2

proving (3.76). The sums ∑b1,b2 run over the index sets indexing an ONB of H
B and

thus the total number m of operators Kb1,b2 cannot exceed (dimH
B)2. To show that

(3.73) implies (3.75) we note first that

∑
b1,b2

(
K∗
(b1,b2)K(b1,b2)

)
a1a2

= ∑
b1,b2,a3

(K∗
(b1,b2))a1a3(K(b1,b2))a3a2

=︸︷︷︸
(3.82),(3.83)

∑
b1,b2,a3

(
(1A ⊗

√
ρB)V ∗)

a1b2,a3b1

(
V (1A ⊗

√
ρB)

)
a3b1,a2b2

= ∑
b

(
(1A ⊗

√
ρB)V ∗V (1A ⊗

√
ρB)

)
a1b,a2b

=︸︷︷︸
(3.52)

trB
(
(1A ⊗

√
ρB)V ∗V (1A ⊗

√
ρB)

)
a1a2

,

such that

∑
b1,b2

K∗
(b1,b2)K(b1,b2) = trB

(
(1A ⊗

√
ρB)V ∗V (1A ⊗

√
ρB)

)
. (3.84)

Exercise 3.46 Show that (3.84) implies for any |ψ〉 ∈ H
A

� {0} that

〈ψ| ∑
b1,b2

K∗
(b1,b2)K(b1,b2)ψ〉 = 1

||ψ||2 tr
(
(|ψ〉〈ψ| ⊗

√
ρB)V ∗V (|ψ〉〈ψ| ⊗

√
ρB)

)
.

(3.85)
For a solution see Solution 3.46.

With the help of (3.73) we can establish an upper bound for trace on the right side
of (3.85).

Exercise 3.47 Show that (3.73) implies for any |ψ〉 ∈ H
A that

tr
(
(|ψ〉〈ψ| ⊗

√
ρB)V ∗V (|ψ〉〈ψ| ⊗

√
ρB)

)
≤ κ ||ψ||4 . (3.86)

For a solution see Solution 3.47.
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Together (3.85) and (3.86) imply that for any |ψ〉 ∈ H
A

〈ψ| ∑
b1,b2

K∗
(b1,b2)K(b1,b2)ψ〉 ≤ κ ||ψ||2 = 〈ψ|κ1Aψ〉 ,

which by Definition 2.12 is equivalent to (3.75).
For the special case V ∗V = κ1AB we have

∑
b1,b2

K∗
(b1,b2)K(b1,b2) =︸︷︷︸

(3.84)

trB

⎛
⎝(1A ⊗

√
ρB) V ∗V︸︷︷︸

=κ1AB

(1A ⊗
√

ρB)

⎞
⎠

= κ trB
(
(1A ⊗

√
ρB)(1A ⊗

√
ρB)

)

=︸︷︷︸
(3.80)

κ trB
(
(1A ⊗ ρB)

)
=︸︷︷︸

(3.57)

κ tr
(
ρB) 1A

=︸︷︷︸
(2.83)

κ1A .

To prove ⇐ let Kl ∈ L
(
H

A
)
for l ∈ {1, . . . ,m} be such that they satisfy (3.75)

and (3.76). Furthermore, let H
B be a HILBERT space with an ONB

{| fb〉
∣∣ b ∈

{1, . . . ,m}}. We embed H
A in H

A ⊗ H
B by

ı : H
A −→ H

A ⊗ H
B

|ψ〉 �−→ |ψ ⊗ f1〉 = |ψ〉 ⊗ | f1〉

and define
V̌ : ı{H

A} −→ H
A ⊗ H

B

|ψ ⊗ f1〉 �−→ ∑m
l=1 Kl |ψ〉 ⊗ | fl〉 . (3.87)

Exercise 3.48 Show that for a V̌ defined as in (3.87) one has

〈ψ ⊗ f1|V̌ ∗ =
m

∑
l=1

〈ψ|K∗
l ⊗ 〈 fl | . (3.88)

For a solution see Solution 3.48.

For any |ψ ⊗ f1〉 ∈ ı{H
A} the linear operator V̌ satisfies

〈ψ ⊗ f1|V̌ ∗V̌ (ψ ⊗ f1)〉 =︸︷︷︸
(2.30),(2.31)

〈V̌ (ψ ⊗ f1)|V̌ (ψ ⊗ f1)〉
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=︸︷︷︸
(3.87),(2.4)

∑
l1,l2

〈Kl1ψ ⊗ fl1 |Kl2ψ ⊗ fl2〉

=︸︷︷︸
(3.4)

∑
l1,l2

〈Kl1ψ|Kl2ψ〉 〈 fl1 | fl2〉︸ ︷︷ ︸
=δl1l2

= ∑
l

〈Klψ|Klψ〉

=︸︷︷︸
(2.30),(2.4)

〈ψ|∑
l

K∗
l Klψ〉 . (3.89)

We thus have

∑
l

K∗
l Kl ≤ κ1A

⇒︸︷︷︸
Def. 2.12

〈ψ|∑
l

K∗
l Klψ〉 ≤ κ ||ψ||2 = κ ||ψ||2 || f1||2 ∀|ψ〉 ∈ H

A

⇒︸︷︷︸
(2.89),(3.10)

〈ψ ⊗ f1|V̌ ∗V̌ (ψ ⊗ f1)〉 ≤ κ ||ψ ⊗ f1||2 ∀|ψ〉 ⊗ f1 ∈ ı{H
A}

⇒︸︷︷︸
Def. 2.12

V̌ ∗V̌ ≤ κ1ı{H
A} ,

where equality implies equality in each step. The operator V̌ is defined on the
dimH

A-dimensional subspace ı{H
A} ⊂ H

A ⊗ H
B of the HILBERT space H

A ⊗ H
B

of dimension (dimH
A)(dimH

B). To extend V̌ to an operator V on all of H
A ⊗ H

B

we use the result of Exercise 3.49.

Exercise 3.49 Letm, n ∈ Nwith n > m and A ∈ Mat(n × m,C) as well as c ∈]0, 1]
be given. Show that then we can always find B ∈ Mat(n × (n − m),C) such that

V =

⎛
⎝A B

⎞
⎠ ∈ Mat(n × n,C)

satisfies

V ∗V =
(

A∗A 0m×(n−m)
0(n−m)×m c1(n−m)×(n−m)

)
∈ Mat(n × n,C) , (3.90)

where 0k×l , 1k×l denote the zero resp. unit matrix in Mat(k × l,C)

For a solution see Solution 3.49.

By choosing c = κ in Exercise 3.49 we can extend V̌ to an operator V on all of
H

A ⊗ H
B such that V ∗V ≤ κ1AB if ∑l K

∗
l Kl ≤ κ1A or V ∗V = κ1AB if ∑l K

∗
l Kl =

κ1A. Thus, we have shown that (3.75) implies (3.73) including the special case of
equality.
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To show (3.74), we set

ρB = | f1〉〈 f1| ∈ D
(
H

B) (3.91)

and recall that any ρA ∈ D
(
H

A
)
can be written in the form

ρA = ∑
a
pa|ea〉〈ea| , (3.92)

where the pa ∈ [0, 1] satisfy
∑
a
pa = 1 ,

and the {|ea〉} form an ONB in H
A. Therefore, we obtain

V (ρA ⊗ ρB)V ∗ =︸︷︷︸
(3.91),(3.92)

∑
a
paV (|ea〉〈ea| ⊗ | f1〉〈 f1|)V ∗

=︸︷︷︸
(3.36)

∑
a
paV |ea ⊗ f1〉〈ea ⊗ f1|V ∗ , (3.93)

where
V |ea ⊗ f1〉 = V̌ |ea ⊗ f1〉 =︸︷︷︸

(3.87)

∑
l

Kl |ea〉 ⊗ | fl〉

〈ea ⊗ f1|V ∗ = 〈ea ⊗ f1|V̌ ∗ =︸︷︷︸
(3.88)

∑
l

〈ea|K∗
l ⊗ 〈 fl | .

(3.94)

Using (3.94) in (3.93) yields

V (ρA ⊗ ρB)V ∗ = ∑
a,l1,l2

pa
(
Kl1 |ea〉 ⊗ | fl1〉

)(〈ea|K∗
l2 ⊗ 〈 fl2 |

)

=︸︷︷︸
(3.36)

∑
a,l1,l2

paKl1 |ea〉〈ea|K∗
l2 ⊗ | fl1〉〈 fl2 |

= ∑
l1,l2

Kl1

(
∑
a
pa|ea〉〈ea|

)
K∗
l2 ⊗ | fl1〉〈 fl2 |

=︸︷︷︸
(3.92)

∑
l1,l2

Kl1ρAK∗
l2 ⊗ | fl1〉〈 fl2 | . (3.95)

Taking the partial trace over H
B it follows that
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trB
(
V (ρA ⊗ ρB)V ∗) =︸︷︷︸

(3.95)

trB
(

∑
l1,l2

Kl1ρAK∗
l2 ⊗ | fl1〉〈 fl2 |

)

= ∑
l1,l2

trB
(
Kl1ρAK∗

l2 ⊗ | fl1〉〈 fl2 |
)

=︸︷︷︸
(3.57)

∑
l1,l2

tr
(| fl1〉〈 fl2 |

)
Kl1ρAK∗

l2 , (3.96)

where we can use

tr
(| fl1〉〈 fl2 |

)
=︸︷︷︸

(2.57)

∑
b

〈 fb| fl1〉〈 fl2 | fb〉 = ∑
b

δbl1δl2b = δl1l2

such that (3.96) becomes

trB
(
V (ρA ⊗ ρB)V ∗) = ∑

l

KlρAK∗
l =︸︷︷︸
(3.76)

K(ρA)

verifying (3.74) and completing the proof of ⇐. 
�
Note that Theorem 3.24 does not assert that every convex-linear map as in (3.72)

does have one of the equivalent forms (3.74) or (3.75). It merely states that if one
exists then the other does, too.

However, it can be shown that any completely positive linear map Φ : ρ �→ Φρ
which satisfies (Φρ)∗ = Φρ and tr (Φρ) ≤ tr (ρ) is indeed of the form given by
(3.76) with (3.75) [58, 59]. The infinite-dimensional version of this statement is
known as the STINESPRING factorization theorem [60]. We shall not pursue this
generalization here, as the results stated in Theorem 3.24 are sufficient for our pur-
poses.

Before we give a formal definition of a quantum operation it is useful to exhibit
the relations between inequalities for the operators V ∗V or ∑l K

∗
l Kl and the trace of

K(ρA).

Corollary 3.25 Let H
A and H

B be finite-dimensional HILBERT spaces and
let K : D

(
H

A
) → D≤

(
H

A
)
have the equivalent representations given in Theo-

rem 3.24 with V ∈ L
(
H

A ⊗ H
B
)
, ρB ∈ D

(
H

B
)

and Kl ∈ L
(
H

A
)

for
l ∈ {1, . . . ,m}. For any κ ∈]0, 1] we then have

V ∗V ≤ κ1AB ⇔ ∑
l

K∗
l Kl ≤ κ1A ⇔ tr

(
K(ρA)

) ≤ κ ∀ρA ∈ D
(
H

A) ,

and equality in one relation is equivalent to equality in the other two relations.
In particular, for equality with κ = 1 we have
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V ∈ U
(
H

A ⊗ H
B
)

⇔ ∑
l

K∗
l Kl = 1A ⇔ tr

(
K(ρA)

)
= 1 ∀ρA ∈ D

(
H

A
)
.

Proof From Theorem 3.24 we know already that

V ∗V ≤ κ1AB ⇔ ∑
l

K∗
l Kl ≤ κ1A

with equality on one side implying equality on the other and from Lemma 3.23 we
know that

∑
l

K∗
l Kl ≤ κ1A ⇔ tr

(
K(ρA)

) ≤ κ ∀ρA ∈ D
(
H

A) ,

where again equality on one side implies equality on the other. 
�
We are now in a position to define quantum operations. For our purposes it is

sufficient to consider the finite-dimensional case and to make do without the general
axiomatic approach utilizing the notion of complete positivity.

Definition 3.26 Let H be a finite-dimensional HILBERT space. A quantum
operation is a convex-linear map

K : D(H) −→ D≤(H)
ρ �−→ K(ρ)

that can be expressed in the two equivalent forms (3.74) and (3.76) given in
Theorem 3.24. The representation (3.76) of the form

K(ρ) =
m

∑
l=1

KlρK∗
l , (3.97)

where the Kl ∈ L(H) for l ∈ {1, . . . ,m} satisfy

m

∑
l=1

K∗
l Kl ≤ 1 ,

is called operator-sum representation of the quantum operation K. The Kl

are called KRAUS operators or operation elements of the quantum opera-
tion. The representation (3.74) of the form

K(ρ) = trB
(
V (ρ ⊗ ρB)V ∗)
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using an additional HILBERT space H
B, where V ∈ B

(
H ⊗ H

B
)
satisfies

V ∗V ≤ 1 ,

is called environmental representation of K.
If

m

∑
l=1

K∗
l Kl = 1

(and thus equivalently tr (K(ρ)) = 1 = tr (ρ) for all ρ ∈ D(H)), then the
quantum operation is called trace-preserving or quantum channel and con-
stitutes a map K : D(H) → D(H).

The Kl in the operator sum representation (3.76) of K depend on the ρB that
is used in (3.74) to build K. The construction of the Kl in (3.82) in the proof of
Theorem 3.24 used the representation of ρB given in (3.78). However, from Propo-
sition 2.27 we know that such a decomposition of a given density operator is not
unique. This non-uniqueness carries over to the KRAUS operators, which are thus
not unique either.

Corollary 3.27 Let K : D(H) → D≤(H) be a quantum operation withKRAUS

operators Kl ∈ L(H), where l ∈ {1, . . . ,m}. Moreover, let m̃ ≥ m and U ∈
U(m̃). Then the K̃j ∈ L(H) with j ∈ {1, . . . , m̃} given by

K̃j =
m

∑
l=1

UjlKl (3.98)

are KRAUS operators for K as well.

Proof To begin with, note that

K̃∗
j =︸︷︷︸
(2.32),(3.98)

m

∑
l=1

UjlK
∗
l =︸︷︷︸
(2.34)

m

∑
l=1

U∗
l jK

∗
l , (3.99)

such that

m̃

∑
j=1

K̃∗
j K̃ j =︸︷︷︸

(3.98),(3.99)

m̃

∑
j=1

(
m

∑
l=1

U∗
l jK

∗
l

)(
m

∑
k=1

UjkKk

)
=

m

∑
l,k=1

(
m̃

∑
j=1

U∗
l jUjk

)
K∗
l Kk
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=
m

∑
l,k=1

(
U∗U

)
lk︸ ︷︷ ︸

=δlk

K∗
l Kk =

m

∑
l=1

K∗
l Kl ≤ κ1 ,

and the K̃ j satisfy (3.75) because the Kl do. The proof of (3.76) is almost identical
since for any ρ ∈ D(H) we have

m̃

∑
j=1

K̃∗
j ρK̃ j =︸︷︷︸

(3.98),(3.99)

m̃

∑
j=1

(
m

∑
l=1

U∗
l jK

∗
l

)
ρ

(
m

∑
k=1

UjkKk

)
=

m

∑
l,k=1

(
m̃

∑
j=1

U∗
l jUjk

)
K∗
l ρKk

=
m

∑
l,k=1

(
U∗U

)
lk︸ ︷︷ ︸

=δlk

K∗
l ρKk =

m

∑
l=1

K∗
l ρKl = K(ρ)

and the K̃ j also satisfy (3.76) because the Kl do. 
�
We return to the motivating considerations for quantum operations given at the

beginning of this section and show how quantum operations provide a compact
means for the description when a system H

A is combined with another system H
B,

which, after some interaction, is subsequently ignored. Recalling the resulting state
transformation (3.65) from such process steps 1–5 discussed at the beginning of this
section, we see from the results in Theorem 3.24 that this state transformation can
be formulated with the help of the quantum operation

K(ρA) = trB
(
V (ρA ⊗ ρB)V ∗) (3.100)

in its environmental representation (hence this name), where

V = (1A ⊗ PB)U (3.101)

withU ∈ U
(
H

A ⊗ H
B
)
.

Exercise 3.50 Let a quantum operation K be given in the environmental represen-
tation (3.100) with V as in (3.101). Show that then

tr
(
(1A ⊗ PB)U(ρA ⊗ ρB)U∗) = tr

(
K(ρA)

)
. (3.102)

For a solution see Solution 3.50.

Using (3.100) with (3.101) and (3.102), we see that in the total state transformation
(3.65) from the process steps 1–5 discussed at the beginning of this section we have

trB
(
(1A ⊗ PB)U(ρA ⊗ ρB)U∗(1A ⊗ PB)

)
tr ((1A ⊗ PB)U(ρA ⊗ ρB)U∗)

=
K(ρA)

tr (K(ρA))
.
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Consequently, the total state transformation obtained when our system is

1. initially prepared in state ρA ∈ D
(
H

A
)

2. combined with another system
3. subject to the time evolution of the combined system
4. subject to possible measurements on the newly added system
5. viewed in isolation after discarding the intermittently added system

can be expressed succinctly with the help of a quantum operation K in the form

D
(
H

A
) −→ D

(
H

A
)

ρA �−→ K(ρA)
tr(K(ρA)) .

This form to represent the state transformation will be used in the context of quan-
tum error correction in Sect. 7.3.

In case the time evolution U ∈ U
(
H

A ⊗ H
B
)
of the combined system acts sep-

arably on the two sub-systems H
A and H

B in the sense that it commutes with the
measurement projections 1A ⊗ PB on sub-system H

B, the trace of the overall quan-
tum operation can be determined from the product ρBPB as the following corollary
shows.

Corollary 3.28 Let K : D
(
H

A
) → D≤

(
H

A
)
be a quantum operation in the

environmental representation given by

K(ρA) = trB
(
(1A ⊗ PB)U(ρA ⊗ ρB)U∗(1A ⊗ PB)

)
, (3.103)

where PB ∈ L
(
H

B
)
is an orthogonal projection, U ∈ U

(
H

A ⊗ H
B
)
and ρB ∈

D
(
H

B
)
. Then we have

[
1A ⊗ PB,U

]
= 0 ⇒ tr

(
K(ρA)

)
= tr

(
ρBPB) ∀ρA ∈ D

(
H

A)

and in particular for PB = 1B it follows that then

tr
(
K(ρA)

)
= 1 ∀ρA ∈ D

(
H

A) .

Proof The quantum operation K in (3.103) is in environmental representation with
V = (1A ⊗ PB)U such that

V ∗ =
(
(1A ⊗ PB)U

)∗ =︸︷︷︸
(2.47)

U∗(1A ⊗ PB)∗ =︸︷︷︸
(3.31)

U∗(1A ⊗ (PB)∗
)

=︸︷︷︸
Def. 2.11

U∗(1A ⊗ PB) (3.104)
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and thus

V ∗V =︸︷︷︸
(3.104)

U∗(1A ⊗ PB)(1A ⊗ PB)U = U∗(1A ⊗ (PB)2)U

=︸︷︷︸
Def. 2.11

U∗(1A ⊗ PB)U =︸︷︷︸
[1A⊗PB,U ]=0 and (2.11)

U∗U(1A ⊗ PB)

=︸︷︷︸
(2.37)

1A ⊗ PB . (3.105)

From (3.84) in the proof of Theorem 3.24 we recall that we have a set of KRAUS

operators Kl for K such that

∑
l

K∗
l Kl =︸︷︷︸

(3.84)

trB
(
(1A ⊗

√
ρB)V ∗V (1A ⊗

√
ρB)

)

=︸︷︷︸
(3.105)

trB
(
(1A ⊗

√
ρB)(1A ⊗ PB)(1A ⊗

√
ρB)

)

= trB
(
1A ⊗

√
ρBPB

√
ρB
)

=︸︷︷︸
(3.57)

tr
(√

ρBPB
√

ρB
)
1A =︸︷︷︸

(2.58)

tr
(
(
√

ρB)2PB
)
1A

=︸︷︷︸
(3.81)

tr
(
ρBPB) 1A .

Applying Corollary 3.25 with κ = tr
(
ρBPB

)
then implies that tr (K(ρ)) =

tr
(
ρBPB

)
. If PB = 1B, then tr (K(ρ)) = tr

(
ρB
)
= 1 since ρB ∈ D

(
H

B
)
. 
�

Finally, note that the domain D(H) of a quantum operation K is a convex set, that
is, for each ρ1, ρ2 ∈ D(H) and μ ∈ [0, 1] we have

μρ1 + (1 − μ)ρ2 ∈ D(H) ,

and every quantum operation K is convex-linear, which means that for any ρ1, ρ2 ∈
D(H) and μ ∈ [0, 1] it satisfies

K
(
μρ1 + (1 − μ)ρ2

)
= μK(ρ1) + (1 − μ)K(ρ2) . (3.106)

When the system consists only of a single qubit we have H = ¶
H. In this case we

know already from (2.127) that every ρ ∈ D(¶
H) can be described by an x ∈ B1

R3 in
the form

ρx =
1
2

(
1+ x · σ

)
. (3.107)
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Hence, any image of a trace-preserving quantum operation K : D(¶
H) → D(¶

H) on
a single qubit has to be of the same form

K
(
ρx
)
=

1
2

(
1+ y(x) · σ

)
,

and from Exercise 2.30 we know that y(x) = tr (K(ρx)σ). As a consequence, every
trace-preserving quantum operation K on a single qubit defines a map

K̂ : B1
R3 −→ B1

R3

x �−→ tr (K(ρx)σ)
. (3.108)

In other words, every trace-preserving quantum operation K induces a map K̂ of the
BLOCH ball B1

R3 onto itself.

Exercise 3.51 Show that K̂ given by (3.108) is convex-linear, in other words, that
it satisfies (3.106).

For a solution see Solution 3.51.

Different types of trace-preserving quantum operations K on qubits can thus be
visualized as deformations of the BLOCH ball B1

R3 effected by K̂ [59, 61].

3.6 Further Reading

Material on tensor products of HILBERT spaces (and a lot more on operators, in
particular in the infinite-dimensional setting) can be found in the first book of
the multi-volume series by REED and SIMON [50]. Chapter 2 of the book by
PARTHASARATHY [62] contains a very detailed but rather advanced exposition of
many aspects around states and observables in tensor products of HILBERT spaces.

For a condensed and modern coverage of quantum operations including physical
aspects thereof the reader may consult the treatise by NIELSEN and CHUANG [61]
or for a geometrical view the book by BENGTSON and ŻYCZKOWSKI [59].



Chapter 4
Entanglement

4.1 Generalities

The notion of entanglement goes back to SCHRÖDINGER [7]. The existence of
entangled states is arguably the most important difference between classical and
quantum computing. Indeed, the existence of entangled states allows new effects
like teleportation and new algorithms like SHOR’s algorithm, which performs prime
factorization much faster than with a classical computer. Before we concern our-
selves with these in Chap. 6, we first want to look at entanglement and some of its
resultant effects, which are at odds with our intuition, in this chapter.

We begin in Sect. 4.2 with a mathematical definition of entanglement and present
a handy criterion to test, if a pure state is entangled.

In Sect. 4.3 we then show, how entangled states can be generated even though the
sub-systems have not interacted before. This effect has become known as ‘entangle-
ment swapping’.

The second essential difference between classical and quantum computing is the
existence of incompatible observables and the fact that they cannot be measured
sharply (see Sect. 2.3.1). That entanglement together with the inability to measure
incompatible observables sharply lead to effects which contradict our intuitive under-
standing of reality and causality has been exhibited by EINSTEIN, PODOLSKY, and
ROSEN [4]. This has since gained prominence as the EPR-paradox and was meant
by the aforementioned authors to show that quantum mechanics does not give a com-
plete description of reality. We shall examine this line of arguments in Sect. 4.4.

The supposed incompleteness of quantum mechanics initially lead to the con-
cept of additional hidden variables, which are not captured by quantum mechan-
ics. Such variables were assumed to determine the outcome of experiments, but
the observer’s ignorance of them leads to the observed statistical character of mea-
surement results. Assuming that such local1 variables exist, BELL [63] derived an

1Local means here that the variables of one system do not depend on those of another space-like
separated system.
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inequality for correlations of various measurable observables. The existence of vari-
ables not captured by quantum mechanics would thus resolve the EPR-contradiction
to our intuitive understanding of causality and reality and at the same time imply
the BELL inequality of correlations. Experiments have shown, however, that certain
quantum mechanical systems violate the BELL inequality [9]. If these systems had
been describable by hidden local variables this should not have happened. Faced
with the EPR-alternative

(1) quantum mechanics provides a complete description of a system
(2) our usual intuitive understanding of reality and causality applies to all systems

nature thus obviously voted against (2). These questions in connection with the EPR
paradox and the BELL inequality will be treated in more detail in Sect. 4.4.

At first glance the properties mentioned in the context of the EPR paradox may
lead to the belief that they could be used for transmitting signals with a speed greater
than the speed of light. However, such a device, which has been coined a BELL

telephone, does not exist as we shall show in Sect. 4.6.1. In Sect. 4.6.2 we shall
consider another impossible device by showing that no apparatus can be built that
copies arbitrary unknown qubits.

4.2 Definition and Characterization

We begin by establishing the following result about combining density operators of
sub-systems to form a density operator of the composite system.

Exercise 4.52 Let HA and H
B be HILBERT spaces. Show that

ρX ∈ D
(
H

X) for X ∈ {A,B} ⇒ ρA ⊗ρB ∈ D
(
H

A ⊗H
B) . (4.1)

For a solution see Solution 4.52.

With (4.1) we can give a general definition for entanglement, which also applies for
mixed states.

Definition 4.1 ([64]) A state ρ ∈ D
(
H

A ⊗H
B
)

in a composite system H
A ⊗

H
B, which is composed of the sub-systems HA and H

B is called separable or
product-state with respect to the sub-systems HA and H

B, if there exist states
ρA
j ∈ D

(
H

A
)

in sub-system H
A and ρB

j ∈ D
(
H

B
)

in sub-system H
B indexed

by j ∈ I ⊂ N together with positive real numbers p j satisfying

∑
j∈I

p j = 1 ,
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such that
ρ = ∑

j∈I
p j ρA

j ⊗ρB
j . (4.2)

Otherwise, ρ is called entangled.

In general, the defining properties in this definition are not easy to ascertain such
that this definition alone does not provide a practical criterion to determine if a given
state is entangled or not. The search for alternative characterizations of entangle-
ment for truly mixed states is still the subject of ongoing research. For our purposes
it suffices to restrict our considerations to pure states only. The following theorem
thus provides an alternative criterion for separability of pure states. Indeed, the cri-
terion given there is often stated as defining criterion of separability for pure states.

Theorem 4.2 A pure state |Ψ〉 ∈ H
A ⊗H

B is separable, if and only if there
exist pure states |ϕ〉 ∈ H

A and |ψ〉 ∈ H
B such that

|Ψ〉 = |ϕ〉⊗ |ψ〉 . (4.3)

Otherwise, |Ψ〉 is entangled.

Proof First, we show that (4.3) is sufficient for separability. Suppose we have |Ψ〉=
|ϕ〉⊗ |ψ〉 ∈ H

A ⊗H
B. Then it follows that

ρ(Ψ) =︸︷︷︸
(2.89)

|Ψ〉〈Ψ | = |ϕ ⊗ψ〉〈ϕ ⊗ψ| =︸︷︷︸
(3.36)

|ϕ〉〈ϕ|⊗ |ψ〉〈ψ| .

Setting ρA = |ϕ〉〈ϕ| and ρB = |ψ〉〈ψ|, this amounts to (4.2).
To show that (4.3) is also necessary, let ρ be a pure and separable state. Hence,

there exist ρA
j ,ρB

j and p j for j ∈ I as in Definition 4.1 and |Ψ〉 ∈H
A⊗H

B, such that

ρ = ∑
j∈I

p jρA
j ⊗ρB

j

and simultaneously
ρ = |Ψ〉〈Ψ | . (4.4)

We now show, that then there exist |ϕ〉 ∈ H
A and |ψ〉 ∈ H

B such that |Ψ〉 = |ϕ〉⊗
|ψ〉. For all j ∈ I we set

ρ j = ρA
j ⊗ρB

j . (4.5)
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From (4.1) we know that every ρ j defined as in (4.5) is a density operator, in other
words, every ρ j is self-adjoint, positive and has trace 1. From 1. in Theorem 2.24
we know that then for every j ∈ I there exist p j,k ∈]0,1] with k ∈ I j ⊂ N satisfying
∑k∈I j p j,k = 1 and an ONB

{|Ω j,k〉
∣
∣ k ∈ {1, . . . ,dimH

A ⊗H
B}} of HA ⊗H

B such
that

ρ j = ∑
k∈I j

p j,k|Ω j,k〉〈Ω j,k| . (4.6)

We extend |Ψ〉 to another ONB
{|Ψ〉, |Ψl〉

∣
∣ l ∈ {1, . . . ,dimH

A ⊗H
B −1}} of HA ⊗

H
B. It follows that

0 = |〈Ψl |Ψ〉|2 = 〈Ψl |ρΨl〉 = ∑
j∈I

p j〈Ψl |ρ jΨl〉

and, since p j > 0, we must have 〈Ψl |ρ jΨl〉= 0 for all j ∈ I and l ∈ {1, . . . ,dimH
A⊗

H
B −1}. Together with (4.6) this implies

∑
k∈I j

p j,k
∣
∣〈Ψl |Ω j,k〉

∣
∣2 = 0

and thus, again because p j,k > 0, for all l ∈ {1, . . . ,dimH
A ⊗H

B − 1}, j ∈ I and
k ∈ I j

〈Ψl |Ω j,k〉 = 0 .

Hence, for every j ∈ I and k ∈ I j the basis vector |Ω j,k〉 is orthogonal to all |Ψl〉 from
the ONB

{|Ψ〉, |Ψl〉
∣
∣ l ∈ {1, . . . ,dimH

A ⊗H
B − 1}}. Consequently, every |Ω j,k〉 is

in the ray (see Definition 2.14) of |Ψ〉 and there exist α j,k ∈ R such that

|Ω j,k〉 = eiα j,k |Ψ〉 .

This implies

ρA
j ⊗ρB

j =︸︷︷︸
(4.5)

ρ j =︸︷︷︸
(4.6)

∑
k∈I j

p j,ke
iα j,k |Ψ〉〈Ψ |e−iα j,k = ∑

k∈I j
p j,k

︸ ︷︷ ︸
=1

|Ψ〉〈Ψ | = |Ψ〉〈Ψ |

=︸︷︷︸
(4.4)

ρ

and thus there are ρA ∈ D
(
H

A
)

and ρB ∈ D
(
H

B
)

such that for all j ∈ I

ρ j = ρA ⊗ρB = ρ . (4.7)

With the help of the SCHMIDT decomposition (see Sect. 3.4) we can find qa ∈]0,1]
and ONBs

{|ea〉
∣
∣ a ∈ {1, . . . ,dimH

A}} and
{| fb〉

∣
∣ b ∈ {1, . . . ,dimH

B}} such that
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we can write
|Ψ〉 = ∑

a

√
qa|ea〉⊗ | fb〉 . (4.8)

This implies

ρA ⊗ρB =︸︷︷︸
(4.7)

ρ =︸︷︷︸
(4.4)

|Ψ〉〈Ψ | = ∑
a,b

√
qaqb|ea〉〈ea|⊗ | fb〉〈 fb| (4.9)

such that in the ONB {|ea〉⊗ | fb〉} of HA ⊗H
B we see that ρ has the matrix

(ρA)a1a2(ρ
B)b1b2 = ρa1b1,a2b2 =

√
qa1qa2 δa1b1δa2b2 .

From this it follows that

ρA = trB (ρ) = ∑
a
qa|ea〉〈ea|

ρB = trA (ρ) = ∑
b

qb| fb〉〈 fb| .
(4.10)

Now,

1 =︸︷︷︸
(2.82)

tr(ρ) =︸︷︷︸
(4.4)

tr
(
ρ2) =︸︷︷︸

(4.9)

tr
(
(ρA)2 ⊗ (ρB)2)

=︸︷︷︸
(4.10)

∑
c,d

〈ec ⊗ fd |∑
a,b

q2
aq

2
b|ea ⊗ fb〉〈ea ⊗ fb|ec ⊗ fd〉

= ∑
a,b,c,d

q2
aq

2
bδcaδdb = ∑

a,b

q2
aq

2
b

=
(

∑
a
q2
a

)2

, (4.11)

where qa ∈ [0,1] for all a. On the other hand, it follows from (4.8) that

∑
a
qa = ||Ψ || = 1 . (4.12)

Together (4.11) and (4.12) imply that there can be only one â with qâ = 1 and else
qa = 0 for all a 	= â has to hold. Consequently, (4.10) becomes

ρA = |eâ〉〈eâ| and ρB = | fâ〉〈 fâ| ,

and (4.8) implies
|Ψ〉 = |eâ〉⊗ | fâ〉 . �
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Even the statement in Theorem 4.2 does not suit itself to an easy way to test if a
pure state is separable or entangled. For example, consider the state

|Ψ〉 = 1
2
(|00〉+ |01〉+ |10〉+ |11〉) ,

for which it is not obvious that it is a separable state, which, however, it is since

|Ψ〉 = |0〉+ |1〉√
2

⊗ |0〉+ |1〉√
2

.

How do we then find for a given |Ψ〉 a |ϕ〉 ∈ H
A and a |ψ〉 ∈ H

B such that
|Ψ〉 = |ϕ〉⊗ |ψ〉 or how do we exclude that there exist such vectors |ϕ〉 and |ψ〉? In
other words, how does one verify separability or entanglement? For pure states the
following theorem provides a helpful criterion for that query.

Theorem 4.3 For pure states |Ψ〉 ∈H
A⊗H

B the following equivalence holds

|Ψ〉 is separable ⇔ ρX (Ψ) is pure for all X ∈ {A,B} .

or, equivalently,

|Ψ〉 is entangled ⇔ ρX (Ψ) is a true mixture for any X ∈ {A,B} .

Proof The two statements are, of course, equivalent. It is thus sufficient to prove
only the first statement. We show ⇒ first. Let |Ψ〉 be separable. Then we know
from Theorem 4.2 that there exist |ϕ〉 ∈ H

A and |ψ〉 ∈ H
B with |Ψ〉 = |ϕ〉 ⊗ |ψ〉.

Because of

1 = ||Ψ || =
√

〈Ψ |Ψ〉 =︸︷︷︸
(3.4)

√
〈ϕ|ϕ〉

√
〈ψ|ψ〉 =︸︷︷︸

(2.5)

||ϕ|| ||ψ||

we must have ||ϕ|| 	= 0 	= ||ψ||. We define the unit vectors |e0〉 := |ϕ〉
||ϕ|| and | f0〉 :=

|ψ〉
||ψ|| and augment them by suitable vectors |e1〉, |e2〉, . . . and | f1〉, | f2〉, . . . in order
to form the ONBs

{|e0〉 :=
|ϕ〉
||ϕ || , |e1〉, |e2〉, . . .} ⊂ H

A and {| f0〉 :=
|ψ〉
||ψ|| , | f1〉, | f2〉, . . .} ⊂ H

B ,

such that

|Ψ〉 = |ϕ〉⊗ |ψ〉 = ||ϕ|| ||ψ|| |e0〉⊗ | f0〉 = ∑
a,b

Ψab|ea〉⊗ | fb〉 ,
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where

Ψab =
{ ||ϕ|| ||ψ|| = 1 if a= 0 = b

0 else.

Thus, we have

ρA(Ψ) = ∑
a1,a2,b

Ψa1bΨa2b|ea2〉〈ea1 | = ||ϕ|| ||ψ|| |e0〉〈e0|

= |e0〉〈e0| ,

which as a projection onto a one-dimensional subspace is a pure state. Consequently,

it satisfies
(

ρA(Ψ)
)2

= |e0〉〈e0|e0〉︸ ︷︷ ︸
=1

〈e0| = ρA(Ψ). Similarly, one shows ρB(Ψ) =

| f0〉〈 f0|, proving that ρB(Ψ) is a pure state as well.
We proceed to prove the reverse implication ⇐. Let ρA(Ψ) be a pure state.

Hence, there exists a unit vector |ϕ〉 ∈ H
A such that ρA(Ψ) = |ϕ〉〈ϕ|. This den-

sity operator ρA(Ψ) has exactly one eigenvector with eigenvalue 1 and a degenerate
eigenvalue 0. According to the SCHMIDT decomposition (3.64) the vector |Ψ〉 then
has the form |Ψ〉 = |ϕ〉⊗ |ψ〉 with unit vectors |ϕ〉 ∈ H

A and |ψ〉 ∈ H
B. The same

arguments apply if ρB(Ψ) is assumed as a pure state. �

Definition 4.4 A pure state |Ψ〉 in the tensor product of identical HILBERT

spaces HA is said to be maximally entangled if

ρA(Ψ) = λ1

with 0 < λ < 1.

From (3.55) and the result shown in Exercise 3.44 we see that the vectors
|Φ±〉, |Ψ±〉 of the BELL basis are maximally entangled.

4.3 Entanglement Swapping

As we shall see in Sect. 4.4, entanglement leads to phenomena, which EINSTEIN

called ‘spooky action at a distance’ and which contributed considerably to his doubts
about quantum mechanics. It may thus seem even more spooky that systems can
be entangled even if they have not interacted with each other. This phenomenon,
which has become known as entanglement swapping [18, 65, 66], has indeed been
performed experimentally [67]. It comes about as follows.
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Suppose a four-qubit state |Φ〉ABCD ∈ ¶
H

A ⊗ ¶
H

B ⊗ ¶
H

C ⊗ ¶
H

D =: HABCD has
been prepared as a separable product-state of two entangled two-qubit BELL states
|Ψ−〉AB ∈ ¶

H
A ⊗ ¶

H
B =: HAB and |Ψ−〉CD ∈ ¶

H
C ⊗ ¶

H
D =: HCD such that

|Φ〉ABCD = |Ψ−〉AB ⊗|Ψ−〉CD

=
1
2
(|0101〉− |0110〉− |1001〉+ |1010〉)

=
1
2

(
|Ψ+〉AD ⊗|Ψ+〉BC −|Ψ−〉AD ⊗|Ψ−〉BC (4.13)

−|Φ+〉AD ⊗|Φ+〉BC+ |Φ−〉AD ⊗|Φ−〉BC
)
,

where, for example,

|Ψ+〉AD ⊗|Ψ+〉BC =
1
2

(
|0〉A ⊗

[
|0〉B ⊗|1〉C+ |1〉B ⊗|0〉C

]
⊗|1〉D

+ |1〉A ⊗
[
|0〉B ⊗|1〉C+ |1〉B ⊗|0〉C

]
⊗|0〉D

)

=
1
2

(
|0011〉+ |0101〉+ |1010〉+ |1100〉

)
.

Systems A and B may have interacted in some way to form the entangled state
|Ψ−〉AB. Likewise, systemsC and D may have interacted to form the entangled state
|Ψ−〉CD. However, we can prepare the entangled states |Ψ−〉AB and |Ψ−〉CD such
that system A has never interacted with either C or D or be influenced in any way
by these systems. Nevertheless, we will now show that by suitable measurements
in the state |Φ〉ABCD of the total composite system it is possible to create entangled
states in the system AD composed of the sub-systems A and D.

From (3.41) we see that the operators

ΣBC
z := 1⊗σz ⊗σz ⊗1

ΣBC
x := 1⊗σx ⊗σx ⊗1

commute. Hence, the corresponding observables BC-spin in the z-direction and BC-
spin in the x-direction can both be measured sharply in a given state. The measure-
ment of the observables defined by ΣBC

z and ΣBC
x in the state |Φ〉ABCD collapses

the state of the qubit-pair BC to one of the states |Ψ±〉BC or |Φ±〉BC depending
on which values have been observed. In Table 3.1 we can read off, which BC-state
corresponds to which pair of measured values. If, for example, for (ΣBC

z ,ΣBC
x ) the

values (−1,+1) have been observed, then the particle-pair BC is in the state |Ψ+〉BC.
The middle column in Table 4.1 lists, in which state in H

ABCD the composite system
is after measurement, given the observed values of ΣBC

z and ΣBC
x .

With regard to the sub-systems AD and BC the composite system is thus after the
measurement always in a state separable in the BELL basis vectors in H

AD and H
BC.

If we only consider the sub-system AD the reduced density operators ρAD of the
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Table 4.1 Determination of post-measurement state by measurement of ΣBC
z and ΣBC

x on |Φ〉ABCD

Measured value of Composite state after
measurement of ΣBC

z
and ΣBC

x

State of sub-system
AD after measurement
of ΣBC

z and ΣBC
x on

|Φ〉ABCD
ΣBC
z ΣBC

x

+1 +1 |Φ+〉AD ⊗|Φ+〉BC |Φ+〉AD
+1 −1 |Φ−〉AD ⊗|Φ−〉BC |Φ−〉AD
−1 +1 |Ψ+〉AD ⊗|Ψ+〉BC |Ψ+〉AD
−1 −1 |Ψ−〉AD ⊗|Ψ−〉BC |Ψ−〉AD

states in the middle column of Table 4.1 represent pure states as given in the right
column of Table 4.1. Thus, after the measurement of ΣBC

z and ΣBC
x the qubit-pair

AD is in the state that in (4.13) is paired with the observed BC-state. This observed
BC-state is given by the pair of measured values for ΣBC

z and ΣBC
x . Consequently,

after the measurement the qubits A and D are entangled even though they have not
interacted with each other at all.

4.4 EINSTEIN–PODOLSKY–ROSEN-Paradox

We begin by exhibiting a slightly modified version of the chain of arguments given
in the original article of EINSTEIN, PODOLSKY and ROSEN (EPR) [4]. The ori-
gin of this article was EINSTEIN’s dissatisfaction—or even rejection—of quantum
mechanics, which he considered ‘incomplete.’ The goal of the arguments given by
EPR is thus to show that the following statement is wrong.

EPR Claim 1 The quantum mechanical description of a system by its state
vector is complete.

For simplicity we shall abbreviate EPR Claim 1 as:

Quantum mechanics
is complete.

Accordingly, the negation of this statement will be abbreviated as ‘Quantum mechan-
ics is incomplete.’
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EPR then begin by considering what constitutes a complete description of the
reality of a system by a physical theory. Their minimal requirement for a complete
theory of a system is that every element of the physical reality of the system must
have a corresponding element in the physical theory. What then are elements of real-
ity of a system? For the arguments of EPR it suffices that certain physical quantities
constitute elements of reality. In their definition a physical quantity is an element of
reality of a system if the value of this quantity can be predicted with certainty, that
is, with probability equal 1 without having to interact with the system. For example,
our experience tells us that a pencil resting on a table exposed only to the gravita-
tional pull of the earth and the opposite neutralizing force from the table-top will
remain at the same place. We can thus predict the physical quantity ‘position’ of the
system ‘pencil’ with certainty without looking. Consequently, for the system pencil
the physical quantity position constitutes an element of its reality. Now, consider a
qubit described by the state |0〉 = | ↑ẑ〉. Since |0〉 is the eigenvector for the eigen-
value +1 of the observable spin in the z-direction, we know without measuring that
the value of the physical quantity ‘spin in z-direction’ is +1. For qubits described by
the state |0〉 the spin in z-direction thus constitutes an element of their reality. On the
other hand, we cannot predict with certainty the value of the physical quantity ‘spin
in x-direction’ for a qubit described by the state |0〉 since |0〉 is not an eigenvector
of σx, and one finds for the uncertainty (see (2.79)) in this case

Δ|0〉(σx) = 1 .

Hence, for a system prepared in the state |0〉 spin in x-direction does not constitute
an element of its reality. In general, quantum mechanical observables M1 and M2

of a system cannot be jointly elements of reality if they do not commute, that is,
if M1M2 	= M2M1. This is because in this case not all eigenvectors of M1 can also
be eigenvectors of M2. But the value an observable reveals, when measured, can
be predicted with certainty (in other words, with vanishing uncertainty) only if the
system is in an eigenstate of the observable. Consequently, the values of M1 and M2

cannot be predicted jointly with certainty if M1M2 	=M2M1. We formulate this as

EPR Claim 2 The physical quantities of a system belonging to two incom-
patible observables cannot be jointly elements of reality for that system.

We abbreviate EPR Claim 2 as

The values of incom-
patible observables
are not jointly real.
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The negation of this statement is abbreviated accordingly as ‘The values of incom-
patible observables are jointly real.’

EPR show then that the completeness of quantum mechanics (EPR Claim 1)
implies EPR Claim 2. To do this they apply the implications of quantum mechanics
about sharp measurement results and uncertainty as follows: suppose, the negation
of EPR Claim 2 were true, in other words, the physical quantities corresponding
to two incompatible observables of a system were both elements of reality of that
system and thus could both be predicted with certainty. If the quantum mechanical
description were complete, that is, if EPR Claim 1 were true, then the state vector
should provide a prediction of the values with certainty. But it does not, since the
observables are assumed incompatible. Hence, we have the implication

The values of incom-
patible observables
are jointly real.

⇒ Quantum mechanics
is incomplete.

Contraposition of this implication yields

Quantum mechanics
is complete. ⇒

The values of incom-
patible observables
are not jointly real.

(4.14)

EPR then proceed to prove with the help of entangled states and a ‘reasonable defi-
nition of reality’ that apparently

Quantum mechanics
is complete. ⇒

The values of incom-
patible observables
are jointly real.

(4.15)

holds.
This is the EPR paradox: the implications in (4.14) and (4.15) cannot be simul-

taneously true. EPR conclude from that, that then

Quantum mechanics
is complete. is FALSE

has to hold, and to show that was the goal of EPR in [4]. There EPR demonstrate
the supposed validity of (4.15) with a line of arguments, at the end of which they
make use of a reasonable definition of reality, which we shall look at in the follow-
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ing. That (4.15) does not hold after all, comes from the fact that the reality of the
considered systems, is surprisingly ‘unreasonable’ to a degree, which EPR in [4] did
not believe possible. However, this counter-intuitive reality of quantum mechanical
systems has since repeatedly been confirmed in experiments.

Let us then have a look at the chain of arguments, suitably modified for our
know-how that EPR provide for the proof of (4.15). For this we consider BOHM’s
version of the EPR thought-experiment, which should be readily digestible with the
material presented in previous chapters. Consider the preparation of two qubits, the
composite system of which is described by the BELL state

|Φ+〉 = 1√
2

(
|00〉+ |11〉

)
=

1√
2
(| ↑ẑ〉⊗ | ↑ẑ〉+ | ↓ẑ〉⊗ | ↓ẑ〉) . (4.16)

Of these qubit A is accessible to Alice and qubit B to Bob. We further assume that
EPR Claim 1 holds, in other words, that quantum mechanics provides a complete
description of the system and all predictions can be obtained from the state |Φ+〉.

Exercise 4.53 Show that for the eigenvectors | ↑x̂〉 and | ↓x̂〉 of σx for the eigenval-
ues ±1

| ↑x̂〉⊗ | ↑x̂〉+ | ↓x̂〉⊗ | ↓x̂〉 = |00〉+ |11〉 (4.17)

holds.

For a solution see Solution 4.53.

From (4.16) and (4.17) it follows that

|Φ+〉= 1√
2

(
| ↑ẑ〉⊗| ↑ẑ〉+ | ↓ẑ〉⊗| ↓ẑ〉

)
=

1√
2

(
| ↑x̂〉⊗| ↑x̂〉+ | ↓x̂〉⊗| ↓x̂〉

)
. (4.18)

A measurement of the observable σz by Alice in her sub-system is a measurement
of σz⊗1 in the composite system. The eigenvalues of this composite observable are
±1 and are degenerate. The eigenspaces for the eigenvalues ±1 are

Eig(σz,+1) = Span
{| ↑ẑ〉⊗ |ψ〉 ∣∣ |ψ〉 ∈ ¶

H
B}

Eig(σz,−1) = Span
{| ↓ẑ〉⊗ |ψ〉 ∣∣ |ψ〉 ∈ ¶

H
B} .

The projections onto these eigenspaces are

Pz,+1 = | ↑ẑ〉〈↑ẑ |⊗1 and Pz,−1 = | ↓ẑ〉〈↓ẑ |⊗1 . (4.19)
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They satisfy

Pz,+1|Φ+〉 =︸︷︷︸
(4.18),(4.19)

1√
2

((| ↑ẑ〉〈↑ẑ |⊗1
)(| ↑ẑ〉⊗ | ↑ẑ〉+ | ↓ẑ〉⊗ | ↓ẑ〉

)

=
1√
2

(| ↑ẑ〉〈↑ẑ | ↑ẑ〉︸ ︷︷ ︸
=1

⊗| ↑ẑ〉+ | ↑ẑ〉〈↑ẑ | ↓ẑ〉︸ ︷︷ ︸
=0

⊗| ↓ẑ〉
)

=
1√
2
| ↑ẑ〉⊗ | ↑ẑ〉 (4.20)

and

Pz,−1|Φ+〉 = 1√
2
| ↓ẑ〉⊗ | ↓ẑ〉

∣
∣
∣
∣Pz,±1|Φ+〉∣∣∣∣= 1√

2
.

(4.21)

If Alice measures the observable σz in her sub-system and detects the value +1,
then the composite system is—in accordance with the Projection Postulate 3 in
Sect. 2.3.1—after that measurement in the normalized composite state

|Ψz,+1〉 :=
Pz,+1|Φ+〉

||Pz,+1|Φ+〉|| =
(
| ↑ẑ〉〈↑ẑ |⊗1

)
|Φ+〉

∣
∣
∣
∣
∣
∣
(
| ↑ẑ〉〈↑ẑ |⊗1

)
|Φ+〉

∣
∣
∣
∣
∣
∣

=︸︷︷︸
(4.20),(4.21)

| ↑ẑ〉⊗ | ↑ẑ〉 . (4.22)

This means that Bob’s system will be described by

ρB(|Ψz,+1〉〈Ψz,+1|
)

=︸︷︷︸
(3.56)

trA
(|Ψz,+1〉〈Ψz,+1|

)
=︸︷︷︸

(4.22)

trA ((| ↑ẑ〉⊗ | ↑ẑ〉)(〈↑ẑ |⊗ 〈↑ẑ |))

=︸︷︷︸
(3.36)

trA (| ↑ẑ〉〈↑ẑ |⊗ | ↑ẑ〉〈↑ẑ |) =︸︷︷︸
(3.57)

tr(| ↑ẑ〉〈↑ẑ |)
︸ ︷︷ ︸

=1

| ↑ẑ〉〈↑ẑ |

= | ↑ẑ〉〈↑ẑ | ,

which is the density operator of the pure state | ↑ẑ〉. Hence, after a measurement
of σz, in which Alice observes the value +1, Bob’s system has to be in the state
| ↑ẑ〉. The value which would be observed if σz were measured by Bob on system B
can then be predicted with certainty to be +1 without actually having to measure it.
Analogously, if Alice measures σz on her qubit and observes the value −1, then the
composite system becomes

Pz,−1|Φ+〉
||Pz,−1|Φ+〉|| =

(
| ↓ẑ〉〈↓ẑ |⊗1

)
|Φ+〉

∣
∣
∣
∣
∣
∣
(
| ↓ẑ〉〈↓ẑ |⊗1

)
|Φ+〉

∣
∣
∣
∣
∣
∣

=︸︷︷︸
(4.21)

| ↓ẑ〉⊗ | ↓ẑ〉 .
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In this case Bob’s system has to be in the state | ↓ẑ〉 and the value which would be
observed if σz were measured by Bob on system B can be predicted with certainty
to be −1 without actually having to measure it. Consequently, the spin in z-direction
is an element of reality for Bob’s qubit.

If, however, Alice chooses instead to measure σx (rather than σz) and observes the
value +1, then according to the Projection Postulate 3 in Sect. 2.3.1 the composite
system is after that measurement in the normalized composite state

Px,+1|Φ+〉
||Px,+1|Φ+〉|| =

(
| ↑x̂〉〈↑x̂ |⊗1

)
|Φ+〉

∣
∣
∣
∣
∣
∣
(
| ↑x̂〉〈↑x̂ |⊗1

)
|Φ+〉

∣
∣
∣
∣
∣
∣

=︸︷︷︸
(4.18)

| ↑x̂〉⊗ | ↑x̂〉 .

In this case Bob’s qubit will be in the state | ↑x̂〉, and the value of the spin in
x-direction can be predicted with certainty to be +1 without the need to have it
measured. Similarly, if Alice measures σx and observes the value −1, then Bob’s
qubit after a measurement will be in the state | ↓x̂〉, and, likewise, we can predict
with certainty that any measurement of the spin in x-direction on Bob’s qubit will
reveal the value −1. Thus, if Alice measures σx on her qubit, then for Bob’s qubit
the spin in x-direction is an element of reality.

Regardless, in which direction Alice measures the spin of her qubit, the spin of
Bob’s qubit in the same direction can always be predicted with certainty without
the need to measure it. This means that Alice’s choice of the direction z or x for a
spin-measurement on her qubit determines whether for Bob’s qubit the spin in z- or
x-direction is an element of its reality.

This also holds when Alice and Bob are separated by such a distance and perform
their measurements in a way that no signal from Alice traveling at the speed of light
can reach Bob before he would perform his measurement. Since Alice is free to
choose σz or σx, and Bob’s qubit cannot ‘know’ which direction Alice has chosen,
both spin in z-direction and spin in x-direction are elements of reality for Bob’s
qubit and this is despite σxσz 	= σzσx.

The objection that Alice cannot measure σx and σz jointly sharply, but only ever
one of them and thus for Bob’s system only the spin in that same direction can
be an element of reality and not both simultaneously is refuted by EPR with the
argument that then the possible elements of reality of Bob’s qubit are determined
by Alice’s choice even though no signal from Alice can reach Bob’s qubit in time
to communicate that choice. Regarding this EPR state: ‘no reasonable definition of
reality can admit that’ [4].

If one accepts this last argument, then (4.15) would be proven and it were shown
that quantum mechanics is not a complete description of the systems. One possi-
bility could be that there are further variables that determine the behavior of the
systems, but which are not revealed by the quantum mechanical description of the
system by a state vector. These were called (local) hidden variables.

But the incompleteness of quantum mechanics, that is, the existence of hidden
variables, is not the only way out. Rather, all experiments to this date exhibit that
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reality is—in the sense of EPR—‘unreasonable’. In our example this means that
(local) measurements by Alice are indeed shown to have an immediate (in other
words, faster than light) impact on Bob’s system even though no detectable signal
has been sent. This is commonly called quantum mechanical non-locality.

The central role occupied in this context by BELL’s inequality is due to the fact
that on the one hand this inequality is based on the assumption of hidden variables,
whereas on the other hand a violation of this inequality is predicted by quantum
mechanics for certain states. This opened up the possibility of an experimental test
for the existence of hidden variables.

4.5 BELL Inequality

In an article, which at the time drew rather little attention, BELL [63] considered
a pair of qubits in a composite entangled state |Ψ−〉 and assumed that there exist
variables that determine the spin-observables of the qubits in any direction. From
that he derived an inequality for the expectation values of the spin-observables in
various directions. That is the BELL inequality, which we will first derive in the
form originally given by BELL [63] and then in a more general form derived later
by CLAUSER, HORNE, SHIMONY and HOLT (CHSH) [2]. Experiments have since
shown that nature violates the BELL inequality [9]. More precisely, there exist entan-
gled states, in which the expectation values of products of spin-observables (aka
‘spin-correlations’) in certain directions violate the BELL inequality. This implies
that the behavior of such systems is not determined by hidden local variables, since
their existence is the starting assumption for the derivation of the BELL inequality.

4.5.1 Original BELL Inequality

Assuming the existence of hidden variables, which determine the observed values
of spin-observables completely, is equivalent to assuming that the measured values
have a joint distribution (see Appendix A). Essentially, the BELL inequality thus
follows from the assumption, that the results of spin-measurements on two qubits
can be represented as discrete random variables of a joint distribution. As we shall
see, the BELL inequality is violated in certain entangled states. Consequently, the
assumption of a joint distribution for spin values of two qubits in certain entangled
states is invalid and thus also the equivalent assumption of hidden variables.

The derivation originally given by BELL [63] for the inequality which now bears
his name runs as follows. Consider a pair of qubits that have been prepared in the
entangled BELL state
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|Ψ−〉 =︸︷︷︸
(3.28)

1√
2

(
|01〉− |10〉

)
∈ ¶

H
A ⊗ ¶

H
B ,

of which qubit A is sent to Alice and qubit B to Bob. Alice can perform a spin-
measurement, in which she can arbitrarily select the direction in which she measures
the spin of qubit A. This direction is represented by a unit vector in R

3 as defined
in (2.122) and given as

n̂= n̂(θ ,φ) =

⎛

⎝
sinθ cosφ
sinθ sinφ

cosθ

⎞

⎠ ∈ R
3 .

On her qubit A she thus measures the observable n̂A ·σ , that is, spin in the direction
determined by the unit vector n̂A. We denote this observable by

ΣA
n̂A

= n̂A ·σ (4.23)

and the values observed when measuring it by sA
n̂A

. The sA
n̂A

thus constitute a set of

discrete random variables (see Appendix A) parametrized by n̂A that can only take
values in {±1}. Similarly, Bob can measure the spin of his qubit B in a direction
n̂B, which he can select arbitrarily and independently of Alice. We denote his spin-
observable by

ΣB
n̂B = n̂B ·σ . (4.24)

Likewise, the values he observes when measuring ΣB
n̂B

constitute discrete random

variables, which we denote by sB
n̂B

. These are parametrized by n̂B and can only take
values in {±1}.

Exercise 4.54 Let | ↑n̂〉 and | ↓n̂〉 be defined as in (2.125) and (2.126). Show that
then

|Ψ−〉 = 1√
2
(| ↑n̂〉⊗ | ↓n̂〉− | ↓n̂〉⊗ | ↑n̂〉) . (4.25)

For a solution see Solution 4.54

The quantum mechanical expectation value of the observable ΣA
n̂A

⊗ΣB
n̂B

in the state

|Ψ−〉 is given by the negative of the cosine of the angle between n̂A and n̂B. This is
to be shown in Exercise 4.55.

Exercise 4.55 Show that for ΣA
n̂A

and ΣB
n̂B

as defined in (4.23) and (4.24) one has

〈
ΣA
n̂A

⊗ΣB
n̂B

〉

Ψ− = −n̂A · n̂B . (4.26)
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For a solution see Solution 4.55

In particular, it follows from (4.26) for measurements that Alice and Bob perform
in the same direction n̂A = n̂= n̂B, that

〈
ΣA
n̂ ⊗ΣB

n̂

〉
Ψ− = −1 . (4.27)

Suppose now that the properties of each qubit are determined by a variable ω , the
value of which we do not know, in other words, which is ‘hidden’. We may, however,
assume that ω lies in a suitable set Ω . Furthermore, we assume that the description
of the qubits by ω ∈ Ω is complete in the sense that the measured spin values sA

n̂A
(ω)

and sB
n̂B
(ω) in any directions n̂A and n̂B are completely determined by the variable

ω . If Alice were to know for her qubit the value of ω , she would be able to deter-
mine the function sA

n̂A
(ω) by sufficiently many measurements. The knowledge of

that function would then enable her to predict the result of spin measurements on
her qubit, given the knowledge of ω . The same applies for Bob. But the value of
ω for a given qubit is not known, which is why they are called hidden variables.
We can only assume that every value of ω ∈ Ω occurs with a certain probability
0 ≤ P(ω) ≤ 1 with the property

P(Ω) =
∫

Ω
dP(ω) = 1 .

Altogether this means that we assume that the observable spin measurement values
sA
n̂A

and sB
n̂B

constitute discrete random variables on a probability space (Ω ,A,P)
(see Appendix A), which are parametrized by unit vectors n̂A and n̂B. These ran-
dom variables do depend on the state in which the particles are prepared. For our
considerations this is the state |Ψ−〉. Since we consider sA

n̂A
and sB

n̂B
as the values of

observed spins for the particles in state |Ψ−〉, we also require that they satisfy the
equivalent of (4.27), which means that for arbitrary n̂

E
[
sAn̂s

B
n̂

]
=︸︷︷︸

(A.3)

∑
(s1,s2)∈{±1,±1}

s1s2P
{
sAn̂ = s1 and sBn̂ = s2

}

satisfies
E
[
sAn̂s

B
n̂

]
= −1 .

With these assumptions BELL then proves the following theorem.

Theorem 4.5 Let sAn̂ and sBn̂ be two discrete random variables on a proba-
bility space (Ω ,A,P) that are parametrized by unit vectors n̂ ∈ R

3 and take
values in {±1}, that is,
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sX : S1
R3 ×Ω −→ {±1}
(n̂,ω) �−→ sXn̂ (ω)

, for X ∈ {A,B} , (4.28)

and which, in addition, satisfy for all n̂ ∈ S1
R3

E
[
sAn̂s

B
n̂

]
= −1 . (4.29)

Then for arbitrary unit vectors n̂i with i ∈ {1,2,3} the BELL inequality

∣
∣
∣E
[
sA
n̂1s

B
n̂2

]
−E
[
sA
n̂1s

B
n̂3

]∣∣
∣−E

[
sA
n̂2s

B
n̂3

]
≤ 1 (4.30)

holds.

Proof From (4.28), (4.29) and (A.3) it follows that

−1 = E
[
sAn̂s

B
n̂

]
= P

{
sAn̂ = sBn̂

}

︸ ︷︷ ︸
=1−P{sAn̂=−sBn̂}

−P
{
sAn̂ = −sBn̂

}
= 1−2P

{
sAn̂ = −sBn̂

}

and thus
P
{
sAn̂ = −sBn̂

}
= 1 (4.31)

for arbitrary directions n̂. Furthermore, we have then

E
[
sA
n̂1s

B
n̂2

]
−E
[
sA
n̂1s

B
n̂3

]
=︸︷︷︸

(4.31)

−E
[
sA
n̂1s

A
n̂2

]
+E
[
sA
n̂1s

A
n̂3

]
= E
[
sA
n̂1

(
sA
n̂3 − sA

n̂2

)]

=︸︷︷︸
(
sA
n̂2

)2
=1

E
[
sA
n̂1

((
sA
n̂2

)2
sA
n̂3 − sA

n̂2

)]

= E
[
sA
n̂1s

A
n̂2

(
sA
n̂2s

A
n̂3 −1

)]
.

This implies the claimed inequality as follows:

∣
∣
∣E
[
sA
n̂1s

B
n̂2

]
−E
[
sA
n̂1s

B
n̂3

]∣∣
∣ =

∣
∣
∣E
[
sA
n̂1s

A
n̂2

(
sA
n̂2s

A
n̂3 −1

)]∣∣
∣

≤ E
[∣∣
∣sAn̂1s

A
n̂2

(
sA
n̂2s

A
n̂3 −1

)∣∣
∣
]

= E
[∣∣
∣sAn̂1s

A
n̂2

∣
∣
∣
∣
∣
∣sAn̂2s

A
n̂3 −1

∣
∣
∣
]

=︸︷︷︸
∣∣
∣sA
n̂1 s

A
n̂2

∣∣
∣=1

E
[∣∣
∣1− sA

n̂2s
A
n̂3

∣
∣
∣
]

=︸︷︷︸
sA
n̂2 s

A
n̂3 ≤1

E
[
1− sA

n̂2s
A
n̂3

]
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= 1−E
[
sA
n̂2s

A
n̂3

]

=︸︷︷︸
(4.31)

1+E
[
sA
n̂2s

B
n̂3

]
. �

Here we point out once more, that the the assumption, that there exist hidden
variables, which determine the values of spin-observables in arbitrary directions, is
equivalent to the assumption, that sA

n̂A
and sB

n̂B
for arbitrary n̂A and n̂B are random

variables on the same probability space (Ω ,A,P) with a joint distribution. This
means, in particular, that the spin-observables are determined by ω ∈ Ω , and that
sets of the form {ω ∈ Ω | sA

n̂A
(ω) = a and sA

n̂2(ω) = b} with (a,b) ∈ {±1,±1} for

arbitrary directions n̂1 and n̂2 are measurable with the probability measure P. This
latter property was essential for the proof as it has been used in deriving (4.29).
Thus, if there exist hidden variables ω that determine the values of the spins Alice
and Bob observe (and that make them simultaneous elements of reality for their
particles), then the BELL inequality (4.30) has to hold.

What then do we get, if we insert for the left side of the BELL inequality the
quantum mechanical expectation values? With (4.26) and the choice

n̂1 =

⎛

⎝
1
0
0

⎞

⎠ , n̂2 =

⎛

⎜
⎝

1√
2

0
1√
2

⎞

⎟
⎠ , n̂3 =

⎛

⎝
0
0
1

⎞

⎠ (4.32)

we obtain
∣
∣
∣
〈

ΣA
n̂1 ⊗ΣB

n̂2

〉

Ψ− −
〈

ΣA
n̂1 ⊗ΣB

n̂3

〉

Ψ−

∣
∣
∣−
〈

ΣA
n̂2 ⊗ΣB

n̂3

〉

Ψ−

=
∣
∣n̂1 · n̂3 − n̂1 · n̂2

∣
∣+ n̂2 · n̂3

=
∣
∣
∣
∣−

1√
2

∣
∣
∣
∣+

1√
2
=

√
2 > 1, (4.33)

which means that the quantum mechanical description predicts for the state |Ψ−〉
and the choice (4.32) of directions the violation of the BELL inequality.

Which of the two possibilities (4.30) or (4.33) is then chosen by nature? The
answer to that question was given by an experiment performed by ASPECT, DAL-
IBARD and ROGER [9], which, however, used the CHSH-generalization of the BELL

inequality. We shall thus first derive that generalization in Sect. 4.5.2 before we dis-
cuss the experiment.

But the answer to the question may be given here already: nature behaves in
accordance with the quantum mechanical prediction. It violates the BELL inequality
in states for which quantum mechanics predicts the violation.
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The fact that in connection with the BELL inequality one often speaks of corre-
lations is due to the following. The correlation of two random variables Z1 and Z2

is by Definition A.7 given as

cor[Z1,Z2] =
E [Z1Z2]−E [Z1]E [Z2]√(

E
[
Z2

1

]−E [Z1]
2
)(

E
[
Z2

2

]−E [Z2]
2
) .

For random variables Zi with i ∈ {1,2} and the properties

E [Zi] = 0

Z2
i = 1

(4.34)

it thus follows that
cor[Z1,Z2] = E [Z1Z2] .

Exercise 4.56 Show that for arbitrary n̂A and n̂B

〈
ΣA
n̂A

⊗1B
〉

Ψ− = 0 =
〈
1A ⊗ΣB

n̂B

〉

Ψ− . (4.35)

For a solution see Solution 4.56

If we then require for sA
n̂A

and sB
n̂B

the equivalent of (4.35), that is,

E
[
sA
n̂A

]
= 0 = E

[
sBn̂B
]
,

then (4.34) is satisfied for the random variables Z1 = sA
n̂A

and Z2 = sB
n̂B

, and we find
indeed that

cor[sA
n̂A
,sBn̂B ] = E

[
sA
n̂A
sBn̂B
]
.

In view of (4.33) compared to (4.30) it is thus often said that ‘quantum correlations
are stronger than classical correlations’. The correlations generated by entangled
states are often called EPR-correlations.

4.5.2 CHSH Generalization of the BELL Inequality

Just as the original BELL inequality, the generalization derived by CLAUSER,
HORNE, SIMONY and HOLT (CHSH) [2] also considers a pair of particles on which
individual measurements yielding possible values in {±1} can be performed. The
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CHSH generalization also provides an upper bound for expectation values of prod-
ucts of observable single-particle measurements. The generalization is that, unlike
in BELL’s original derivation, no requirement of the form (4.29) needs to be made.

The CHSH variant of the inequality is based on a surprisingly simple result,
which we prove as the following lemma.

Lemma 4.6 Let si with i ∈ {1, . . . ,4} be four discrete random variables on a
probability space (Ω ,A,P) that can take only the values in {±1}, that is,

si : Ω −→ {±1}
ω �−→ si(ω) , for i ∈ {1, . . . ,4} .

Then the following inequality holds

|E [s1s2]−E [s1s3]+E [s2s4]+E [s3s4]| ≤ 2 . (4.36)

Proof Because we have for all ω ∈ Ω and i ∈ {1, . . . ,4}

si(ω) ∈ {±1} ,

it follows that either

s2(ω)− s3(ω) = 0 ⇒ s2(ω)+ s3(ω) = ±2

or
s2(ω)+ s3(ω) = 0 ⇒ s2(ω)− s3(ω) = ±2 ,

and, using again s1(ω),s4(ω) ∈ {±1}, thus,

s1(ω)
(
s2(ω)− s3(ω)

)
+ s4(ω)

(
s2(ω)+ s3(ω)

)
= ±2 .

This implies

∣
∣s1(ω)

(
s2(ω)− s3(ω)

)
+ s4(ω)

(
s2(ω)+ s3(ω)

)∣∣≤ 2

and it follows from Lemma A.6 that

|E [s1s2]−E [s1s3]+E [s2s4]+E [s3s4]| = |E [s1 (s2 − s3)+ s4 (s2 + s3)]| ≤ 2 .

�

We apply Lemma 4.6 to random variables given by the results of measurements
to obtain a generalization of the BELL inequality as follows. We consider again pairs
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of particles of which one is accessible to Alice and the other to Bob. The observables
they can measure on their respective particles are no longer restricted to observables
identified by a direction n̂ in R

3. Rather, more generally, Alice can perform a mea-
surement in which she can select the measurement device by selecting a (possibly
multi-dimensional) parameter pA from a set P of device-parameters.2 This means
she measures an observable denoted by SApA , the measured value of which we denote

by sApA and which can take only values in {±1}. Similarly, Bob has at his disposal
a measurement device, which he can adjust at his own choosing. The state of the
measurement device is described by parameters pB ∈ P, and the observable thus
measured on his particle is denoted by SBpB . This observable can take only values in

{±1} and the observed values are likewise denoted sBpB . Suppose now that each par-
ticle is described completely by a variable ω ∈ Ω , which we do not know, in other
words, which is hidden. Completeness of description means that the variable ω ∈ Ω
determines sApA and sBpB . In other words, the values sApA and sBpB measured for their

respective device settings pA and pB are assumed to be parametrized random vari-
ables with a joint distribution on a probability space (Ω ,A,P). CHSH then prove
the following Theorem.

Theorem 4.7 Let sAp and sBp be two discrete random variables on a prob-
ability space (Ω ,A,P) that can take only values in {±1} and that are
parametrized by a (possibly multi-dimensional) parameter p in a parameter
set P, that is,

sX : P×Ω −→ {±1}
(p,ω) �−→ sXp (ω) , for X ∈ {A,B} .

Then for arbitrary parameters p1, . . . ,p4 ∈ P the following generalization
of the BELL inequality given by CLAUSER, HORNE, SHIMONY and HOLT

(CHSH) holds:

∣
∣E
[
sAp1

sBp2

]−E
[
sAp1

sBp3

]
+E
[
sAp4

sBp2

]
+E
[
sAp4

sBp3

]∣∣≤ 2 . (4.37)

Proof The claim (4.37) follows immediately from Lemma 4.6 by setting in (4.36)
si = sApi for i ∈ {1,4} and si = sBpi for i ∈ {2,3}. �

In the derivation of (4.37) the EPR-implication has been used that all observ-
ables SXpi for X ∈ {A,B} and i ∈ {1, . . . ,4} are jointly elements of reality, in other
words, that these observables for the considered particles always have one of the
values from {±1} determined uniquely by a hidden variable ω , the value of which

2This includes, but is not restricted to, a spin-measurement in which she can select the direction in
which the spin is measured.
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x

z

n̂1 n̂2
n̂4

n̂3

Fig. 4.1 Choice of directions n̂i for i ∈ {1, . . . ,4} in the (x,z)-plane with (4.40) for spin-
measurements used to test the CHSH variant of the BELL inequality

is unknown to the observer. What then does quantum mechanics predict for the left
side of (4.37)? For this we consider again two particles that are parts of an entan-
gled BELL state |Ψ−〉 and as observables SXpi the spin-observables defined in (4.23)
and (4.24). In this case the parameters are again given by directions, that is, pi = n̂i

and we have
SXpi = ΣX

n̂i for X ∈ {A,B} and i ∈ {1, . . . ,4} .

We choose directions in the (x,z)-plane

n̂i =

⎛

⎝
cosνi

0
sinνi

⎞

⎠ ∈ S1
R3 for i ∈ {1, . . . ,4} , (4.38)

with angles νi yet to be selected. With the result (4.26) from Exercise 4.55 it then
follows that

〈
ΣA
n̂1 ⊗ΣB

n̂2

〉

Ψ− −
〈

ΣA
n̂1 ⊗ΣB

n̂3

〉

Ψ− +
〈

ΣA
n̂4 ⊗ΣB

n̂2

〉

Ψ− +
〈

ΣA
n̂4 ⊗ΣB

n̂3

〉

Ψ−

= −cos(ν1 −ν2)+ cos(ν1 −ν3)− cos(ν4 −ν2)− cos(ν4 −ν3) . (4.39)

With the choice of directions shown in Fig. 4.1

ν1 =
3π
4

ν2 =
π
2

ν3 = 0 ν4 =
π
4

(4.40)

for the spin-measurements, this implies

〈
ΣA
n̂1 ⊗ΣB

n̂2

〉

Ψ− −
〈

ΣA
n̂1 ⊗ΣB

n̂3

〉

Ψ− +
〈

ΣA
n̂4 ⊗ΣB

n̂2

〉

Ψ− +
〈

ΣA
n̂4 ⊗ΣB

n̂3

〉

Ψ− = −2
√

2 ,

(4.41)
which is evidently contradicting (4.37)!

Which of the two exclusive options (4.37) or (4.41) is then realized in nature?
The answer to this question was given by the experiment conducted with photons by
ASPECT, DALIBARD and ROGER [9], which is graphically summarized in Fig. 4.2.
The answer is: nature behaves in accordance with (4.41) and violates the CHSH
variant of the BELL inequality (4.37). In that experiment a source emits, by means
of two successive transitions (aka cascade), two photons in an entangled state one
of which is sent to Alice and the other to Bob. The time from emission to arrival at
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Fig. 4.2 Schematic summary of the experiment by ASPECT, DALIBARD and ROGERS

either of them is 40 ns. During the time of travel of the photons Alice selects either
the observable ΣA

n̂1 or ΣA
n̂4 to be measured. The time needed to switch from one to

the other is no more than 10 ns. Likewise, Bob selects, during the time the photons
travel and independently from Alice, either the observable ΣB

n̂2 or ΣB
n̂3 . Thus, the

observables measured by Alice and Bob are determined after the photons have left
the source. A coincidence filter is used to select only photons originating from the
same cascade. This filter ensures that the photons selected and arriving at Alice and
Bob each form part of the same entangled state. Finally, detectors register one of the
two possible measurement values from {±1} for each of these photons.

The measurement of many photons thus yields, for example, the fictitious results
shown in Table 4.2. Let MA,B

i, j for i, j ∈ {1, . . . ,4} be the set of measurements, in

which ΣA
n̂i
and ΣB

n̂ j have been measured. Furthermore, let NA,B
i, j be the number of such

measurements and let sX
n̂i
(l) for X ∈ {A,B} be the values observed in measurement

l ∈ MA,B
i, j . We can then calculate the experimentally observed expectation values

denoted by ΣA
n̂i

ΣB
n̂ j as

ΣA
n̂i

ΣB
n̂ j =

1

NA,B
i, j

∑
l∈MA,B

i, j

sAn̂i(l)s
B
n̂ j(l) . (4.42)
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Table 4.2 Fictitious results of a run of measurements of the experiment shown in Fig. 4.2 in which
Alice measures one of the spins ΣA

n̂1 or ΣA
n̂4 and Bob measures one of the spins ΣB

n̂2 or ΣB
n̂3 with the

choice (4.38) and (4.40) of n̂i for i∈ {1, . . . ,4}. For these fictitious results the left side of the CHSH
inequality (4.37) yields a value close to −2.8 < −2. In other words, the measurement results are
in good agreement with the quantum mechanical prediction (4.41). The gray cells indicate that the
value of these respective observables for that pair of photons is not known and, in accordance with
the rule of quantum mechanics, cannot be known sharply since ΣA

n̂1 and ΣA
n̂4 with the choice of n̂i

are incompatible observables
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Inserting the expectation values ΣA
n̂i

ΣB
n̂ j thus calculated as approximation of the

quantum mechanical expectation values
〈

ΣA
n̂i

⊗ΣB
n̂ j

〉

Ψ− in the left side of (4.41)

(approximately) confirms this equation and thus the quantum mechanical predic-
tion. On the other hand, inserting the expectation values ΣA

n̂i
ΣB
n̂ j thus calculated in

place of the classical expectation values E
[
sA
n̂i
sB
n̂ j

]
(which assume a joint distri-

bution) in the left side of (4.37) shows that this BELL inequality is violated. The
reader may check with the help of (4.42) that the left side of the CHSH variant of
the BELL inequality (4.37) for the fictitious measurement values shown in Table 4.2
does indeed yield approximately the value −2.8 <−2, in other words, that it agrees
well with (4.41).

The EPR-implication made by excluding ‘unreasonable behavior of reality’ that
ΣA
n̂1 and ΣA

n̂4 jointly constitute elements of reality would have as a consequence that
one can fill in the gray cells in Table 4.2 of the measurement values with the only
possible values from {±1}. But regardless of how we apply our own metaphorical
‘gray cells’ to fill in the literal gray cells in Table 4.2 with values +1 or −1, we
always find that the BELL inequality (4.37) is satisfied.

Let us spell out the really baffling aspect once more: every measurement of ΣX
n̂i

for X ∈ {A,B} and i ∈ {1, . . . ,4} yields a value in {±1}. Measurements of these
observables never reveal a different value. It is thus ‘reasonable’ to assume that
these observables always would have the value +1 or −1. Consequently, every pair
of observables

(
ΣA
n̂i
,ΣB

n̂ j

)
for i, j ∈ {1, . . . ,4} would always have a pair of values

in {±1,±1}. Precisely this, however, necessarily implies the validity of the CHSH
version (4.37) of the BELL inequality. But, as we have shown in (4.41), this inequal-
ity is violated by quantum mechanics. It is thus impossible, that ΣA

n̂i
and ΣB

n̂ j jointly
assume one of their possible values, which we always observe if we measure each
particle alone. In other words: even though each of these observables can be mea-
sured individually and each measurement yields a value in {±1}, both together
cannot have these values at the same time.

Finally, it is worth remarking that quantum mechanics predicts the violation
of the BELL inequality only for entangled states and even then only for certain
spin-directions. If, for example, in the state |Ψ−〉 we choose to measure spins in
the directions n̂2 = n̂3, then the quantum mechanical prediction for the left side
of (4.39) gives the value −√

2, in other words, satisfies the CHSH version (4.37)
of the BELL inequality. The quantum mechanical prediction of expectation values
for spin-observables in separable (that is, non-entangled) states also always satisfies
this inequality, as is shown in the following proposition.

Proposition 4.8 In any separable state |ϕ〉⊗|ψ〉 ∈ ¶
H

A⊗¶
H

B the expectation
values of spin-observables ΣA

n̂i
⊗ ΣB

n̂i
in arbitrary spin-directions n̂i with i ∈

{1, . . . ,4} satisfy the CHSH variant of the BELL inequality, that is,
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∣
∣
∣
∣
〈

ΣA
n̂1 ⊗ΣB

n̂2

〉

ϕ⊗ψ
−
〈

ΣA
n̂1 ⊗ΣB

n̂3

〉

ϕ⊗ψ
+
〈

ΣA
n̂4 ⊗ΣB

n̂2

〉

ϕ⊗ψ
+
〈

ΣA
n̂4 ⊗ΣB

n̂3

〉

ϕ⊗ψ

∣
∣
∣
∣≤ 2

(4.43)
holds.

Proof Generally, the expectation values of products of observables MA ⊗MB fac-
torize in separable states |ϕ〉⊗ |ψ〉 ∈ ¶

H
A ⊗ ¶

H
B, that is, one has

〈
MA ⊗MB〉

ϕ⊗ψ = 〈ϕ ⊗ψ|MA ⊗MB(ϕ ⊗ψ
)〉 = 〈ϕ ⊗ψ|MAϕ ⊗MBψ〉

=︸︷︷︸
(3.4)

〈ϕ|MAϕ〉〈ψ|MBψ〉

=
〈
MA〉

ϕ
〈
MB〉

ψ . (4.44)

From (2.118) we know that an arbitrary state |ϕ〉 ∈ ¶
H

A can be given in the form

|ϕ〉 = eiα cosβ |0〉+ eiγ sinβ |1〉 .

Moreover, from (2.125) we know that a spin-up state for a spin in the direction of
n̂(θ ,φ) is given by

| ↑n̂(θ ,φ)〉 = e−i φ
2 cos

θ
2

|0〉+ ei φ
2 sin

θ
2

|1〉

such that we can write |ϕ〉 with the help of a unit vector n̂ϕ := n̂(2β , γ−α
2 ) in the

form
|ϕ〉 = ei α+γ

2 | ↑n̂(2β , γ−α
2 )〉 = ei α+γ

2 | ↑n̂ϕ 〉 .

The same holds for |ψ〉 = eiδ | ↑n̂ψ 〉 with suitably chosen δ and n̂ψ .

Exercise 4.57 Show that
〈Σn̂〉|↑m̂〉 = n̂ · m̂ . (4.45)

For a solution see Solution 4.57

Combining (4.44) with (4.45) and the fact that the complex phase-factor is irrelevant
(see Definition 2.14 and subsequent paragraph), then yields,

〈
ΣA
n̂i ⊗ΣB

n̂ j

〉

ϕ⊗ψ
=︸︷︷︸

(4.44)

〈
ΣA
n̂i

〉

ϕ

〈
ΣB
n̂ j

〉

ψ
=︸︷︷︸

(4.45)

(
n̂i · n̂ϕ)(n̂ j · n̂ψ)
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and thus
∣
∣
∣
∣
〈

ΣA
n̂1 ⊗ΣB

n̂2

〉

ϕ⊗ψ
−
〈

ΣA
n̂1 ⊗ΣB

n̂3

〉

ϕ⊗ψ
+
〈

ΣA
n̂4 ⊗ΣB

n̂2

〉

ϕ⊗ψ
+
〈

ΣA
n̂4 ⊗ΣB

n̂3

〉

ϕ⊗ψ

∣
∣
∣
∣

=
∣
∣n̂1 · n̂ϕ (n̂2 · n̂ψ − n̂3 · n̂ψ)+ n̂4 · n̂ϕ (n̂2 · n̂ψ + n̂3 · n̂ψ)∣∣

≤ ∣∣n̂1 · n̂ϕ ∣∣
∣
∣n̂2 · n̂ψ − n̂3 · n̂ψ ∣∣+

∣
∣n̂4 · n̂ϕ ∣∣

∣
∣n̂2 · n̂ψ + n̂3 · n̂ψ ∣∣

≤ ∣∣(n̂2 − n̂3) · n̂ψ ∣∣+
∣
∣(n̂2 + n̂3) · n̂ψ ∣∣ (4.46)

For arbitrary x,y ∈ R one has

|x|+ |y| =
{ |x+ y| if xy ≥ 0

|x− y| if xy< 0

and thus

∣
∣(n̂2 − n̂3) · n̂ψ ∣∣+

∣
∣(n̂2 + n̂3) · n̂ψ ∣∣= 2max

{∣∣n̂2 · n̂ψ ∣∣ ,
∣
∣n̂3 · n̂ψ ∣∣}≤ 2. (4.47)

Inserting (4.47) into (4.46) then yields (4.43). �

4.6 Two Impossible Devices

4.6.1 BELL Telephone

The—according to EPR ‘unreasonable’—behavior of quantum mechanics, in other
words, the instantaneous effect on the reality of Bob’s particle by measurements
performed by Alice, has tempted some people to attempt to construct a means of
super-luminal communication between Alice and Bob. However, as we now show,
such a device, which has been termed BELL telephone, cannot be used to transmit
information at all, not even slower than the speed of light.

The BELL telephone is supposed to function as follows. Suppose Alice and
Bob each have a particle which together are in the BELL state |Φ+〉. As shown
in Sect. 4.4 after (4.22), Alice can then, by measuring σz on her particle, project
Bob’s particle into |0〉 = | ↑ẑ〉 or |1〉 = | ↓ẑ〉. If, however, she measures σx, she then
projects Bob’s particle into the states |+〉 = | ↑x̂〉 or |−〉 = | ↓x̂〉. Alice thus tries
to send a message to Bob by using the protocol shown in Table 4.3. Depending on
whether Bob’s particle is in a state from {|0〉, |1〉} or from {|+〉, |−〉}, he is sup-
posed to read out 0 or 1. As we now show, this attempt to transmit information does
not work because after Alice’s measurement Bob’s particle is in a mixed state. This
mixed state can be described using either |0〉 and |1〉 or |+〉 and |−〉, but, regardless
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Table 4.3 Protocol for the BELL telephone

Agreed bit value Alice measures Bob’s qubit in the state

0 σz |0〉 or |1〉
1 σx |+〉 or |−〉

of which observable Alice measures and which pair we use for the description, the
mixed state is always the same, and Bob cannot read what Alice wrote.

Our considerations will be general in the sense that we do not restrict ourselves
to the case of the observables σz and σx or a single qubit system only. We assume
that Alice has control over a sub-system H

A and Bob over a sub-system H
B, each of

which forms part of a composite system H
A ⊗H

B. Furthermore, we assume Alice
has two distinct observables MA and M̃A with purely discrete spectrum in her sub-
system at her disposal, which she can choose to measure and with which she encodes
the classical bits 0 and 1 that she wants to send to Bob. For example, the agreed
communication protocol could be such that she encodes 0 by measuring MA and
encodes 1 by measuring M̃A.

To keep the notation manageable, we assume that the eigenvalues λa ∈ σ(MA)
and λ̃a ∈ σ(M̃A) are all non-degenerate in H

A. The following line of arguments will
also be valid in case there are degenerate eigenvalues, only the notation will become
unnecessarily cumbersome.

There exists an ONB {|ea〉} of HA consisting of eigenvectors |ea〉 ∈ Eig(MA,λa)
as well as an ONB {|ẽa〉} ⊂H

A consisting of eigenvectors |ẽa〉 ∈ Eig(M̃A, λ̃a). From
Exercise 2.15 we know that these ONBs are necessarily related to each other by a
unitary transformation such that

|ẽa〉 =U |ea〉 = ∑
a1

〈ea1 |Uea〉|ea1〉 = ∑
a1

Ua1a|ea1〉 , (4.48)

where U ∈ U
(
H

A
)
.

For Bob’s system let {| fb〉} ∈ H
B be an ONB in H

B. From Proposition 3.2 we
know that then the set of vectors {|ea ⊗ fb〉} as well as the set {|ẽa〉 ⊗ | fb〉} each
constitute an ONB in the HILBERT space H

A ⊗H
B of the composite system. In

H
A ⊗H

B the vectors |ea ⊗ fb〉 are eigenvectors of the observable MA ⊗ 1B and the
vectors |ẽa〉⊗ | fb〉 of the observable M̃A ⊗1B, that is, we have

(
MA ⊗1B

)
|ea ⊗ fb〉 = λa|ea ⊗ fb〉

(
M̃A ⊗1B

)
|ẽa ⊗ fb〉 = λ̃a|ẽa ⊗ fb〉

such that σ(MA⊗1B) = σ(MA) as well as σ(M̃A⊗1B) = σ(M̃A). As an eigenvalue
of the observable MA ⊗1B ∈ Bsa

(
H

A ⊗H
B
)

each of these eigenvalues is
(

dimH
B
)
-

fold degenerate, that is, dimEig(MA ⊗ 1B,λa) = dimH
B. A general eigenstate of

MA ⊗1B is of the form
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|ea ⊗ϕ〉 = ∑
b

ϕb|ea ⊗ fb〉 ,

and similar statements hold for M̃A ⊗1B.
Let the composite system initially be prepared in the pure state

|Ψ〉 = ∑
a,b

Ψab|ea ⊗ fb〉 = ∑
a,b

Ψ̃ab|ẽa ⊗ fb〉 (4.49)

and the particles of sub-system H
A be distributed to Alice and those of sub-system

H
B to Bob. Alice would like to exploit the fact that each of them has a sub-system of

the same composite system in order to send the classical bit 0 to Bob. To accomplish
that, she measures the observable MA. For the composite system this is a measure-
ment of the observable MA ⊗ 1B. If λa is the observed value of this measurement,
then (2.87) of the Projection Postulate tells us that after the measurement the com-
posite system is in the state

ρλa :=
PλaρΨPλa
tr
(
ρPλa
) , (4.50)

where Pλa = |ea〉〈ea|⊗1B is the projector onto the eigenspace Eig(MA⊗1B,λa) and
ρΨ = |Ψ〉〈Ψ | is the density operator of the original pure state (4.49).

From (2.86) we see that he probability to observe λa, and thus to end up in the
state ρλa , is given by tr

(
ρPλa
)
. For all who do not know the measured eigenvalue—

and Bob is one of them—the composite system after Alice’s measurement is then
described by the mixed state ρ which is a statistical ensemble of states ρλa each
occurring with a probability tr

(
ρPλa
)
, that is,

ρ = ∑
a
P{To observe λa}ρλa =︸︷︷︸

(2.86)

∑
a

tr
(
ρPλa
)

ρλa =︸︷︷︸
(4.50)

∑
a
PλaρΨPλa . (4.51)

The mixed state, which describes Bob’s sub-system after Alice’s measurement of
the observable MA, is given by the reduced density operator ρB(ρ).

Exercise 4.58 Show that the partial trace of ρ over HA, that is, the reduced density
operator ρB(ρ) describing the sub-system B, is given by

ρB(ρ) = ∑
b1,b2

∑
a

Ψab1Ψab2 | fb1〉〈 fb2 | . (4.52)

For a solution see Solution 4.58
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Now, in order to send the classical bit 1 to Bob, Alice measures the observable M̃A.
With the same line of arguments as for MA, Bob’s sub-system is then in the mixed
state

ρB(ρ̃) = ∑
b1,b2

∑
a

Ψ̃ab1Ψ̃ab2 | fb1〉〈 fb2 | . (4.53)

From (4.48) and (4.49) it follows that

Ψab = ∑
a1

Uaa1Ψ̃a1b (4.54)

and thus

∑
a

Ψab1Ψab2 =︸︷︷︸
(4.54)

∑
a,a1,a2

Uaa1Ψ̃a1b1Uaa2Ψ̃a2b2 =︸︷︷︸
(2.34)

∑
a,a1,a2

Uaa1U
∗
a2aΨ̃a1b1Ψ̃a2b2

= ∑
a1,a2

(U∗U)a2a1︸ ︷︷ ︸
=δa2a1

Ψ̃a1b1Ψ̃a2b2

= ∑
a

Ψ̃ab1Ψ̃ab2 , (4.55)

where the last equation follows from the unitarity of U . From (4.52) and (4.53)
together with (4.55) it finally follows that

ρB(ρ) = ρB(ρ̃),

that is, Bob’s sub-system is always in the same mixed state regardless of which
observable Alice measures. This means that Bob cannot detect the difference
between Alice’s choice of MA in order to communicate 0 or M̃A in order to send
1. This constitutes proof of the following statement.

Corollary 4.9 There is no BELL telephone.

We illustrate this once more using the protocol given in Table 4.3 with the com-
posite state |Φ+〉. How is Bob to read the message? He has to determine whether
his particle is described by the states from {|0〉, |1〉} or from {|+〉, |−〉}. He can
attempt to find this out by measuring σz or σx on his particle. Suppose he measures
on his particle the observable σz and observes the value +1. Can he deduce from
that, that his particle was in the state |0〉 = | ↑ẑ〉? Obviously not, since the probabil-
ity, to observe the value +1 when measuring σz, is also different from zero in the
states |+〉 and |−〉:

|〈0|+〉|2 = 1
2
= |〈0|−〉|2 .
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Consequently, performing a measurement on his particle does not reveal to Bob in
which state his particle was and which bit-value was sent by Alice.

This conclusion would be invalid, if Bob were able to copy the state of his parti-
cle, in other words, if he were able to do the following: from a particle given to him,
which is in a state unknown to him, he is able to prepare many (at least two) particles
in the same state. To see how this would work, suppose Alice has measured σz. Then
Bob’s qubit is either in the state |0〉 or |1〉. Suppose it is in the state |0〉. Bob then
makes several copies of this state unknown to him. He measures σz in his copied
states. Each time he observes the value +1. Now suppose Alice had measured σx.
Then Bob’s qubit will be either in the state |+〉 or |−〉. Suppose it is in |+〉. Bob
again makes multiple copies of his state. In each of his copied states he measures
σz. But now half of the results will be +1 and half will be −1. This is in contrast
to the case where Alice had measured σz in which case Bob’s observations of σz

always yield exclusively +1 or exclusively −1. Hence, if Bob were able to copy
the state unknown to him, he could deduce from the results of his measurements on
the copies he has produced in which state his original particle was, and thus, which
classical bit (see Table 4.3) Alice encoded. Consequently, a quantum-copier would
allow the construction of a BELL telephone [68].

However, such a device to copy an unknown quantum state, which is called
quantum-copier or cloner, cannot exist either, as we show in the next section.

4.6.2 Perfect Quantum Copier

The fact that a quantum-copier does not exist, or as formulated alternatively, that
‘qubits cannot be cloned’ [15], is due to the linear structure of the HILBERT space
containing the state vectors. A quantum-copier for a system with state vectors in H

is defined as follows.

Definition 4.10 Given

(i) an arbitrary state (the ‘original’) |ψ〉 ∈ H to be copied and
(ii) a state (the ‘white-page’) |ω〉 ∈ H to emerge as a copy,

a quantum-copier K is a linear transformation that leaves the original state
|ψ〉 unchanged and transforms the white-page-state |ω〉 such that it becomes
the original state |ψ〉, that is, K is an operator that satisfies

K : |ψ〉⊗ |ω〉 �→ |ψ〉⊗ |ψ〉 (4.56)

for arbitrary |ψ〉 ∈ H and a given fixed |ω〉 ∈ H.
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An arbitrary number of copies can then be produced by multiple application of
the copier. As we shall see, it is, however, straightforward to prove the following
proposition, which states, that no such quantum-copier exists. This statement is also
known as the Quantum No-Cloning Theorem.

Proposition 4.11 (Quantum No-Cloning Theorem [15]) A quantum-copier
cannot exist.

Proof It suffices to consider qubits, that is, to consider the case H = ¶
H and the

action of a quantum-copier on the qubit-states |0〉, |1〉 and 1√
2
(|1〉+ |0〉). Per defini-

tion K has to satisfy

K
(|0〉⊗ |ω〉) =︸︷︷︸

(4.56)

|0〉⊗ |0〉 (4.57)

K
(|1〉⊗ |ω〉) =︸︷︷︸

(4.56)

|1〉⊗ |1〉 (4.58)

K

( |1〉+ |0〉√
2

⊗|ω〉
)

=︸︷︷︸
(4.56)

|1〉+ |0〉√
2

⊗ |1〉+ |0〉√
2

. (4.59)

As K is supposed to be linear, we find that in place of (4.59) instead K satisfies

K

( |1〉+ |0〉√
2

⊗|ω〉
)

= K
( 1√

2

(|1〉⊗ |ω〉)+ 1√
2

(|0〉⊗ |ω〉)
)

=︸︷︷︸
(4.56)

1√
2

(
K
(|1〉⊗ |ω〉)+K

(|0〉⊗ |ω〉)
)

=︸︷︷︸
(4.57),(4.58)

1√
2

(
|1〉⊗ |1〉+ |0〉⊗ |0〉

)

	= |1〉+ |0〉√
2

⊗ |1〉+ |0〉√
2

.

From this it follows that there is no device that can copy arbitrary qubits. Since
qubits are particular quantum systems, the general statement in Proposition 4.11
holds. �

It is worth noting that there can be devices that copy particular states as speci-
fied in Definition 4.10. For example, the controlled NOT Λ1(X) defined in Fig. 5.5
satisfies the requirements in (4.57) and (4.58), that is, clones the states |0〉 and |1〉.
The Quantum No-Cloning Theorem only makes the statement that there is no device
which does that for all states.
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4.7 Further Reading

The more historically minded reader may want to consult the original article by
EINSTEIN, PODOLSKY and ROSEN [4], where the the paradox with the same name
was first spelled out. Similarly, the original articles by BELL [8, 63] are a worth-
while read for those who want to get to the origins of the inequalities bearing his
name. They can also be found in the collection by BELL [44], which, in addition,
covers a wide range of fundamental questions of quantum theory.

The book by AUDRETSCH [69] serves as an introductory text on entanglement,
which also includes many of its aspects related to quantum computing and quantum
information. A highly mathematical and more geometrically inspired perspective
on entanglement is given in the book by BENGTSSON and ZYCZKOWSKI [59]. The
book by LALOË [45] offers a very good combination of addressing wider philo-
sophical questions without abandoning a mathematical (formulaic) description, as
so many other works in this context do. Apart from chapters on interpretations
of quantum mechanics, EPR and BELL inequalities, it also covers entanglement
together with its current role in quantum information.



Chapter 5
Quantum Gates and Circuits
for Elementary Calculations

5.1 Classical Gates

Before we turn to quantum gates, in other words, gates for qubits, we first consider
the usual ‘classical’ gates. In a classical computer the processor essentially performs
nothing more than a sequence of transformations of a classical state into another
one:

f : {0,1}n −→ {0,1}m
x �−→ f (x) . (5.1)

This is what we will refer to as the classical computational process, which is real-
ized with a concatenation of classical gates and circuits.1

Definition 5.1 An (elementary) classical (logical-)gate g is defined as a map

g : {0,1}n −→ {0,1}
(x1, . . . ,xn) �−→ g(x1, . . . ,xn)

.

We define an extended classical logical gate g as a map

g : {0,1}n −→ {0,1}m
(x1, . . . ,xn) �−→ (g1(x1, . . . ,xn), . . . ,gm(x1, . . . ,xn))

,

where each gj is an elementary gate. A classical gate g is called reversible if
it is a bijection and thus invertible.

1The underlying model of computation that we use throughout this book is the sequential model
based on a TURING Machine [70].
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Fig. 5.1 Graphical
representation of a generic
classical gate

xn

...

x2

x1

Input
∈ {0,1}n

Gate

symbol

Output
∈ {0,1}m

gm(x1, . . . ,xn)

g2(x1, . . . ,xn)
...

g1(x1, . . . ,xn)

Any operation of a classical computer is of the form (5.1), in other words, a trans-
formation of classical bits from one state into another. Hence, a classical processor
is nothing more than a physical implementation of an array of suitable universal
classical logical gates or circuits.

Usually, gates are represented by special graphical symbols of the form shown in
Fig. 5.1.

For the description of classical gates it is helpful to use the binary addition
defined as follows.

Definition 5.2 For u,v ∈ {0,1} we define the binary addition u
2⊕ v as

u
2⊕ v := (u+ v) mod 2 , (5.2)

where the expression a mod n is defined in AppendixD.

The most prominent examples of classical gates are:

Classical NOT-gate

NOT : {0,1} −→ {0,1}
x1 �−→ NOT(x1) := 1

2⊕ x1
(5.3)

The name arises from the usual association 0= No = False and 1= Yes = True
and the effect of NOT as ‘negation’.

Classical AND-gate

AND : {0,1}2 −→ {0,1}
(x1,x2) �−→ AND(x1,x2) := x1x2

(5.4)
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Classical OR-gate

OR : {0,1}2 −→ {0,1}
(x1,x2) �−→ OR(x1,x2) := x1

2⊕ x2
2⊕ x1x2

Classical (exclusive Or) XOR-gate

XOR : {0,1}2 −→ {0,1}
(x1,x2) �−→ XOR(x1,x2) := x1

2⊕ x2
(5.5)

Classical TOFFOLI-gate

TOF : {0,1}3 −→ {0,1}3
(x1,x2,x3) �−→ TOF(x1,x2,x3) := (x1,x2,x1x2

2⊕ x3)
(5.6)

In the graphical representation of the TOFFOLI-gate in Fig. 5.2 large dots have been
introduced as symbols for the conditional application of the connected operator. In
general, in gate representations these large dots symbolize that the operators con-
nected to them will only be applied if the value of the bit flowing through the dot
is 1. Indeed, one can see from (5.6) or Fig. 5.2 that x3 in the third channel changes
only if x1 = 1 as well as x2 = 1 holds.

x1 1
2⊕ x1

NOT

x2

x1
x1x2

AND

x2

x1
x1

2⊕ x2
2⊕ x1x2

OR

x3

x2

x1 x1

x2

x3
2⊕ x1x2

TOFFOLI

Fig. 5.2 Symbolic representation of the classical NOT-, AND-, OR- and TOFFOLI- gates
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For the sake of completeness we also list here the ‘gates’

ID : {0,1} −→ {0,1}
(x1) �−→ ID(x1) := x1

FALSE : {0,1} −→ {0,1}
(x1) �−→ FALSE(x1) := 0

TRUE : {0,1} −→ {0,1}
(x1) �−→ TRUE(x1) := 1

COPY(1) : {0,1} −→ {0,1}2
(x1) �−→ COPY(x1) := (x1,x1)

.

(5.7)

However, these are often not shown explicitly in listings of logical gates. Altogether
there are four elementary gates of the form g : {0,1} → {0,1}, namely, ID, NOT,
FALSE and TRUE. Elementary gates are combined in various ways to form logical
circuits.

Definition 5.3 We denote by F[g1, . . . ,gK ] the set of all gates which can be
constructed from g1, . . . ,gK . This set is defined by the following construction
rules:

(i) the g1, . . . ,gK are elements of this set, that is,

g1, . . . ,gK ∈ F[g1, . . . ,gK ]

(ii) padding operations of the form

p(n)y1,...,yl ;j1,...,jl
: {0,1}n −→ {0,1}n+l

(x1, . . . ,xn) �−→ (x1, . . . ,xj1−1,yj1 ,xj1+1, . . . ,xn)

which insert pre-determined bit values y1, . . . ,yl ∈{0,1} at pre-determined
slots j1, . . . , jl ∈ {1, . . . ,n+ l} are elements of the set, that is, for any
l,n ∈ N, y1, . . . ,yl ∈ {0,1} and pairwise distinct j1, . . . , jl ∈ {1, . . . ,n+ l}

p(n)y1,...,yl ;j1,...,jl
∈ F[g1, . . . ,gK ]

(iii) restriction and/or re-ordering operations

r(n)j1,...,jl
: {0,1}n −→ {0,1}l
(x1, . . . ,xn) �−→ (xj1 , . . . ,xjl )

(5.8)

are elements of the set, that is, for any l,n ∈ N, and pairwise distinct
j1, . . . , jl ∈ {1, . . . , l}
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r(n)j1,...,jl
∈ F[g1, . . . ,gK ]

(iv) compositions of elements of the set belong to the set, that is, for any
h1 : {0,1}n → {0,1}m and h2 : {0,1}l → {0,1}n we have that

h1,h2 ∈ F[g1, . . . ,gK ] ⇒ h1 ◦h2 ∈ F[g1, . . . ,gK ]

(v) cartesian products of elements of the set belong to the set, that is, for
any h : {0,1}n → {0,1}m and k : {0,1}p → {0,1}q we have that

h,k ∈ F[g1, . . . ,gK ] ⇒ h× k ∈ F[g1, . . . ,gK ] ,

where h× k : {0,1}n+p → {0,1}m+q with

h× k(x1, . . . ,xn+p)

= (h(x1, . . . ,xn)1, . . . ,h(x1, . . . ,xn)m,k(xn+1, . . . ,xn+p)1, . . . ,k(xn+1, . . . ,xn+p)q) .

A set G= {g1, . . . ,gJ} of classical gates is called universal if any gate g can
be constructed with gates from G, that is, if for every gate g

g ∈ F[g1, . . . ,gJ ] for g1, . . . ,gJ ∈ G .

When many (sometimes many millions) of gates are connected the resulting
arrays are called classical digital logical circuits.

If gates are built from another set, then any gates gates that can be built from the
former can also be built from the latter.

Lemma 5.4 For gates h1, . . . ,hL,g1, . . . ,gK we have

h1, . . . ,hL ∈ F[g1, . . . ,gK ] ⇒ F[h1, . . . ,hL] ⊂ F[g1, . . . ,gK ]

such that, in particular,

F[F[g1, . . . ,gK ]] ⊂ F[g1, . . . ,gK ] .

Proof The stated inclusion is a direct consequence of Definition 5.3 since the oper-
ations to build any element in F[h1, . . . ,hL] from the h1, . . . ,hL are the same as to
build any element in F[g1, . . . ,gK ] from its elements and since the h1, . . . ,hL are
members of this set. �
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Example 5.5 For (x1,x2,x3) ∈ {0,1}3 we have
(
ID× ID×XOR

)◦ (ID× ID×AND× ID
)◦ r(5)1,3,2,4,5

◦ (COPY×COPY× ID
)
(x1,x2,x3)

=︸︷︷︸
(5.7)

(
ID× ID×XOR

)◦ (ID× ID×AND× ID
)◦ r(5)1,3,2,4,5(x1,x1,x2,x2,x3)

=︸︷︷︸
(5.8)

(
ID× ID×XOR

)◦ (ID× ID×AND× ID
)
(x1,x2,x1,x2,x3)

=︸︷︷︸
(5.4)

(
ID× ID×XOR

)
(x1,x2,x1x2,x3)

=︸︷︷︸
(5.5)

(x1,x2,x1x2
2⊕ x3)

=︸︷︷︸
(5.6)

TOF(x1,x2,x3) .

Hence

TOF=
(
ID×ID×XOR

)◦(ID×ID×AND×ID
)◦r(5)1,3,2,4,5◦

(
COPY×COPY×ID

)

and thus Definition 5.3 implies

TOF ∈ F[ID,AND,XOR,COPY] .

Theorem 5.6 The classical TOFFOLI-gate is universal and reversible.

Proof Since every gate g : {0,1}n → {0,1}m can be decomposed in m gates gj :
{0,1}n → {0,1}, where j ∈ {1, . . . ,m}, it suffices to show universality only for a
gate of the form f : {0,1}n → {0,1}, which we shall do by induction in n.

We begin with the initialization of the induction at n = 1. With the help of their
gate definitions (5.3)–(5.7) one sees that ID, FALSE, TRUE and NOT can be repli-
cated by the various channels of TOF as follows:

ID(x1) = x1 = TOF1(x1,1,1) = r(3)1 ◦TOF◦p(1)1,1;2,3(x1)

FALSE(x1) = 0= TOF1(0,0,0) = r(3)1 ◦TOF◦p(0)0,0,0;1,2,3(x1)

TRUE(x1) = 1= TOF1(1,0,0) = r(3)1 ◦TOF◦p(1)1,0,0;12,3(x1)

NOT(x1) = 1
2⊕ x1 = TOF3(1,1,x1) = r(3)3 ◦TOF◦p(1)1,1;1,2(x1) .

(5.9)
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Consequently, every gate f : {0,1} → {0,1} can be constructed with TOF. More-
over, the following shows that we can also build AND,XOR,COPY(1) and COPY(n)

with TOF, that is, we have

AND(x1,x2) = x1x2 = TOF3(x1,x2,0) = r(3)3 ◦TOF◦p(2)0;3(x1,x2)

XOR(x1,x2) = x1
2⊕ x2 = TOF3(1,x1,x2) = r(3)3 ◦TOF◦p(2)1;1(x1,x2)

(5.10)

and

COPY(1)(x1) = (x1,x1) =
(
TOF1(x1,1,0),TOF3(x1,1,0)

)

= r(3)1,3 ◦TOF◦p(1)1,0;2,3(x1)

COPY(n)(x1, . . .xn) = (x1 . . . ,xn,x1, . . . ,xn)

= r(2n)1,3,5,...,2n−1,2,4,...,2n ◦COPY(1) ×·· ·×COPY(1)(x1, . . .xn) .

Hence, according to Definition 5.3, it follows that

ID, FALSE, TRUE ,NOT,AND,XOR,COPY(n) ∈ F[TOF] . (5.11)

Turning to the inductive step from n−1 to n, we suppose that TOF is universal for
gates of the form g : {0,1}n−1 → {0,1}.

Let f : {0,1}n → {0,1} be arbitrary. Then, for xn ∈ {0,1} define

gxn(x1, . . . ,xn−1) := f (x1, . . . ,xn−1,xn)

and

h(x1, . . . ,xn) := XOR
(
AND

(
g0(x1, . . . ,xn−1), NOT(xn)

)
,

AND
(
g1(x1, . . . ,xn−1), xn

) )
.

(5.12)

Due to the induction-assumption, g0 and g1 can be built with TOF, and because
of (5.9) and (5.10), we know that NOT, AND and XOR can be constructed with
TOF. Altogether thus h in (5.12) can be built with TOF. At the same time we have
h= f , since

h(x1, . . . ,xn−1,0) = XOR
(

AND
(
g0(x1, . . . ,xn−1), NOT(0)

)
,

AND
(
g1(x1, . . . ,xn−1), 0

) )

= XOR
(

g0(x1, . . . ,xn−1),
0

)

= g0(x1, . . . ,xn−1)
= f (x1, . . . ,xn−1,0)
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h(x1, . . . ,xn−1,1) = XOR
(

AND
(

g0(x1, . . . ,xn−1), NOT(1)
)
,

AND
(

g1(x1, . . . ,xn−1), 1
) )

= XOR
(

0,
g1(x1, . . . ,xn−1)

)

= g1(x1, . . . ,xn−1)
= f (x1, . . . ,xn−1,1) .

In other words, we have

f = XOR◦ (AND×AND
)◦ ((g0 ×NOT)× (g1 × ID)

)◦COPY(n) ,

and because of (5.11) and the induction-assumption g0,g1 ∈F[TOF], it follows from
Definition 5.3 that f ∈ F[TOF]. Consequently, TOF is universal. The invertibility of
TOF follows from

TOF◦TOF(x1,x2,x3) =︸︷︷︸
(5.6)

TOF(x1,x2,x3
2⊕ x1x2)

=︸︷︷︸
(5.6)

(x1,x2,x3
2⊕ x1x2

2⊕ x1x2︸ ︷︷ ︸
=0

)

= (x1,x2,x3) ,

which means that TOF is its own inverse gate and thus reversible. �

Theoretically, it would thus suffice to only build physical realizations of the TOF-
FOLI gate. From them all possible classical gates can be constructed by suitable
combination. But the physical realization with the help of TOFFOLI gates is not
always the most efficient. Depending on the application, it can be more efficient to
use special gates especially built for the intended purpose.

5.2 Quantum Gates

The underlying model of computation that we subscribe to for a quantum computer
is akin to the classical sequential model based on a TURING Machine [70]. We
will not go into the details of such a computational model here. For our purposes
it suffices that, quite analogously to the classical computational process (5.1), we
consider the quantum mechanical computational process to be a transformation of
a state of n qubits to another such state. In the quantum mechanical case the states
are no longer represented by elements in {0,1}n, but in the case of pure states are
described by vectors in the HILBERT space H

I/O = ¶
H

⊗n or, more generally, by
density operators ρ ∈ D

(
H

I/O
)
. In the computational process the linear structure



5.2 Quantum Gates 169

of the state space as well as the norm of the original state should be preserved.
The latter so that total probability is conserved. From (2.37) we thus know that
the purely quantummechanical computational processwithout any measurement
necessarily has to be a unitary transformation, that is,

U : ¶
H

⊗n −→ ¶
H

⊗n ∈ U
(¶
H

⊗n) . (5.13)

Physically, such unitary transformations are obtained by subjecting the system to
a suitable Hamiltonian for an appropriate period of time, thus generating U as a
solution to the initial value problem (2.71).

The quantum computational process forms the core part of any quantum algo-
rithm. However, in order to read out the result, a measurement of one or several
observables becomes necessary. With measurement as part of the total process, the
transition from initially prepared quantum state to the final measured stated ceases
to be unitary.

The qubits on which a quantum processor performs computational operations
are called quantum register or simply q-register. Analogous to classical gates,
we then consider quantum gates as maps on the state space of several qubits that
preserve the linear structure (superposition) and the normalization to 1 (conservation
of probability). We thus define them as follows.

Definition 5.7 A quantum n-gate is a unitary operator

U : ¶
H

⊗n → ¶
H

⊗n .

For n = 1 a gate U is called a unary quantum gate and for n = 2 a binary
quantum gate.

It should be noted that quantum gates are linear transformations on the state
space. As such they are completely defined on the full space by specifying their
action on a basis, and in such a basis they can be represented by a matrix. As usual in
quantum computing, we choose for such a matrix representation the computational
basis of the given spaces.

Before we turn to quantum n-gates, we first consider the simpler cases of unary
and binary quantum gates. For the general case of n-gates we will then show that
these can be built from elementary unary and binary gates.

5.2.1 Unary Quantum Gates

According to Definition 5.7, unary quantum gates are unitary operatorsV : ¶
H→ ¶

H.
These can be represented in the standard basis {|0〉, |1〉} by unitary 2×2 matrices. In
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Fig. 5.3 Unary quantum gates

Fig. 5.3 we show a list of the most common unary quantum gates. The most promi-
nent unary gates are summarized once more in the following separate itemization:
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Quantum-NOT-gate This is the well known PAULI matrix

X := σx .

In the literature on quantum computing the usage of the symbol X in place of σx

has become common. We shall thus adopt this convention from now on. Because
of σx = σ∗

x and σ∗
x σx = (σx)2 = 1, we know that X is unitary, and because of

σx|0〉 =
(
0 1
1 0

)(
1
0

)
=
(
0
1

)
= |1〉

σx|1〉 =
(
0 1
1 0

)(
0
1

)
=
(
1
0

)
= |0〉 ,

it is considered the analogue of the classical negation and thus termed as the
quantum NOT gate.

HADAMARD gate We have already come across the HADAMARD gate

H =
σx+σz√

2

in Definition 2.38 as HADAMARD transformation. Some of its properties have
been given in in Lemma 2.39.

Representation of a rotation in R
3 by n̂ as spin-rotation These operators are

also known to us from Sect. 2.5.

Dn̂(α) = exp
(

− i
α
2
n̂ ·σ
)
=
(

cos α
2 − i sin α

2 nz −i sin α
2 (nx − iny)

−i sin α
2 (nx+ iny) cos α

2 + i sin α
2 nz

)
.

We remind the reader here once more that—as shown in Lemma 2.35—spin-
rotations generate all unitary operators on ¶

H.
Measurement As formulated in the Projection Postulate 3, a measurement of an

observable A transforms a pure state |ψ〉 into an eigenstate of A belonging to
the eigenvalue λ that has been observed as a result of the measurement. This
is an irreversible and thus non-unitary transformation. Hence, a measurement
cannot be a gate as defined in Definition 5.7. Nevertheless, we have included
measurements here because they are part of some circuits or protocols, such as
dense quantum coding (see Sect. 6.2) or teleportation (see Sect. 6.3).

5.2.2 Binary Quantum Gates

Binary quantum gates are unitary operatorsU : ¶
H

⊗2 → ¶
H

⊗2. In the computational
basis {|0〉2, |1〉2, |2〉2, |3〉2} (see Definition 3.8 and Example 3.9) these are repre-
sented by unitary 4× 4 matrices. In Figs. 5.4 and 5.5 we show the most important
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binary quantum gates. Apart form the matrix representations, we also see there that
a binary gateU in general can be built in various ways from unary and other binary
gates. The function of the gate, that is, the operator U , is, of course, always the
same. But it my be that one of the possible ways to build the gate may be easier to
implement physically or have other advantages in a given application.

These figures also show the symbols commonly used in quantum computing for
the respective gate. The fat dots • and circles © used in these figures symbolize the
conditional application of the operators in different channels connected to them by
lines. Those operators in a gate that are connected to a fat dot • will only be applied
if the qubit going through the channel with the dot is in the state |1〉. The qubit in
the channel with the dot is unaltered. In case the channel with the dot is traversed
by a qubit in the state |0〉, the operator connected to the dot will not be applied, in
other words, in this case nothing happens. Conversely, those operators which are
connected to a circle © are only applied if the qubit traversing the channel is in the
state |0〉. Nothing happens if the channel with the circle is traversed by a qubit in
the state |1〉. On linear combinations |ψ〉 = ψ0|0〉+ψ1|1〉 these gates act by linear
continuation of their behavior on |0〉 and |1〉.

A further notation used in the graphic representations is the usage of
⊕

for NOT,
which is given by the operator X = σx. The notation Λ ·· (·) used in Figs. 5.4 and 5.5
for the so-called controlled gates will be defined in Definition 5.10.

It should be noted that in the graphic representation of gates the transformation
effected by the gates is assumed to happen by the qubits traversing the gate from left
to right, that is, the initial state enters on the left and the transformed state leaves
on the right. This means that—in contrast to operator-products—the leftmost oper-
ator shown in the graphic representation acts first and the rightmost operator in the
graphic representation acts last on the traversing qubit. For example, in the case
of the controlled U gate Λ 1(U) the sequence of symbols in the graphic represen-
tation C − X − B − X − A of this gate is exactly the reversed sequence of
the operator-product

(
P(α)⊗A

)
Λ 1(X )

(
1⊗B
)
Λ 1(X )

(
1⊗C

)
representing the very

same gate.
Every one of the three ways to represent a gate—by its graphical symbol, by

its operator or by its matrix—has its advantages. Sometimes it can be helpful to
represent a gate graphically in order to assist analysis and understanding of a circuit.
Quite often the operator-representation is most suited for general proofs, whereas
the matrix representation may be useful to elucidate proofs in special cases.

5.2.3 General Quantum Gates

As with classical gates, we combine elementary quantum gates to build ever larger
quantum gates and eventually quantum circuits.
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Fig. 5.4 Binary quantum gates (1/2). Some of the symbols are explained in more detail in
Sect. 5.2.2
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Fig. 5.5 Binary quantum gates (2/2). Some of the symbols are explained in more detail in
Sect. 5.2.2
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Definition 5.8 ForUj ∈U
(

¶
H

⊗nj
)
with j ∈ {1, . . . ,K}we denote by F[U1, . . . ,

UK ] the set of gates which can be constructed with theU1, . . . ,UK . This set is
defined by the following rules:

(i)
U1, . . . ,UK ∈ F[U1, . . . ,UK ]

(ii) for any n ∈ N

1⊗n ∈ F[U1, . . . ,UK ]

(iii) for any V1,V2 ∈ U
(

¶
H

⊗n) we have

V1,V2 ∈ F[U1, . . . ,UK ] ⇒ V1V2 ∈ F[U1, . . . ,UK ]

(iv) for any Vi ∈ U(¶
H

⊗ni) with i ∈ {1,2} we have

V1,V2 ∈ F[U1, . . . ,UK ] ⇒ V1 ⊗V2 ∈ F[U1, . . . ,UK ] .

A set of quantum gates U = {U1, . . . ,UJ} is called universal if any quantum
gate U can be constructed with gates from U, that is, if for every quantum
gateU

U ∈ F[U1, . . . ,UJ ] forU1, . . . ,UJ ∈ U .

When acting on a system in the state ρ ∈ D(H) the gate U transforms it to a
new stateUρU∗.

Similarly to Lemma 5.4 in the classical case, we have the following obvious
inclusion.

Lemma 5.9 For gates V1, . . . ,VL,U1, . . . ,UK we have

V1, . . . ,VL ∈ F[U1, . . . ,UK ] ⇒ F[V1, . . . ,VL] ⊂ F[U1, . . . ,UK ]

such that, in particular,

F[F[U1, . . . ,UK ]] ⊂ F[U1, . . . ,UK ] . (5.14)

Proof The stated inclusion is a direct consequence of Definition 5.7 since the oper-
ations to construct any element in F[V1, . . . ,VL] from the V1, . . . ,VL are the same as
to construct any element in F[U1, . . . ,UK ] from its elements and since the V1, . . . ,VL
are members of this set. �
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Fig. 5.6 Graphical representation of a generic quantum gateU , which can be built from the gates
U1,U2,U3, that is, for whichU ∈ F[U1,U2,U3] holds

Figure 5.6 shows a schematic representation of a quantum gate which is built
from three smaller gates.

The result of the following Exercise 5.59 will allow us to define more general
controlled gates.

Exercise 5.59 Let n,na,nb ∈ N0 with n = na + nb and let |a〉 ∈ ¶
H

⊗na and |b〉 ∈
¶
H

⊗nb be vectors in the respective computational basis. Moreover, let V ∈ U(¶
H).

Show that then

1⊗n+1+ |a〉〈a|⊗ (V −1
)⊗|b〉〈b| ∈ U

(¶
H

n+1) .

For a solution see Solution 5.59.

Definition 5.10 Let n,na,nb ∈ N0 with n = na + nb and let |a〉 ∈ ¶
H

⊗na and
|b〉 ∈ ¶

H
⊗nb be vectors in the respective computational basis. Moreover, let

V ∈ U(¶
H). We denote the (|a〉, |b〉)-controlled V by Λ |a〉

|b〉 (V ) and define it as
the n+1-gate

Λ |a〉
|b〉 (V ) := 1⊗n+1+ |a〉〈a|⊗ (V −1

)⊗|b〉〈b|

= 1⊗n+1+
0⊗

j=na−1

|aj〉〈aj|⊗
(
V −1

)⊗
0⊗

j=nb−1

|bj〉〈bj| .

The qubit on which V acts is called target-qubit. In the special case a =
2na −1 and b = 2nb −1 one has |a〉 = |1 . . .1〉na and |b〉 = |1 . . .1〉nb , and we
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define the abbreviating notation

Λ na
nb
(V ) := Λ |2na−1〉

|2nb−1〉 (V )

as well as in the case na = n and a = 2n −1

Λ n(V ) := Λ |2n−1〉(V ) .

Likewise, in the case nb = n and b= 2n −1 we define

Λn(V ) := Λ|2n−1〉(V ) .

In the case n= 0 we define

Λ 0(V ) :=V =: Λ0(V ) .

Exercise 5.60 Let V ∈ U(¶
H) and α ∈ R. Show that

Λ 1(V ) = |0〉〈0|⊗1+ |1〉〈1|⊗V (5.15)

Λ1(X ) = H⊗2Λ 1(X )H⊗2 (5.16)

Λ 1(M (α)) = P(α)⊗1 . (5.17)

For a solution see Solution 5.60.

Theorem 5.11 For an arbitrary unitary operator V : ¶
H → ¶

H the following
holds

V ∈ F[M ,Dŷ,Dẑ] (5.18)

Λ 1(V ) ,Λ1(V ) ∈ F[M ,Dŷ,Dẑ,Λ 1(X )] , (5.19)

that is, any unitary V : ¶
H → ¶

H can be generated from phase-multiplications
M and spin-rotations around ŷ and ẑ. In order to generate the controlled gates
Λ 1(V ) and Λ1(V ) one needs, in addition, the controlled NOT Λ 1(X ).

Proof From Lemma 2.34 and the accompanying proof we know already that for any
unitary operator V on ¶

H there exist angles α,β ,γ,δ , so that the operators
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A := Dẑ(β )Dŷ

(γ
2

)

B := Dŷ

(
−γ
2

)
Dẑ

(
−δ +β

2

)

C := Dẑ

(
δ −β
2

)
(5.20)

satisfy

ABC = 1 (5.21)

V = eiαAσxBσxC . (5.22)

In this we evidently have on account of (5.20) that

A,B,C ∈ F[Dŷ,Dẑ] , (5.23)

and from (2.149) in Example 2.33 we see that

X = σx ∈ F[M ,Dŷ,Dẑ] . (5.24)

Together (5.22)–(5.24) thus imply

V ∈ F[M ,Dŷ,Dẑ] .

From (2.148) in Example 2.33 we also see that

P(α) ∈ F[M ,Dŷ,Dẑ] . (5.25)

From (5.23) and (5.25) it follows thus that

(
P(α)⊗A

)
Λ 1(X )

(
1⊗B

)
Λ 1(X )

(
1⊗C

) ∈ F[M ,Dŷ,Dẑ,Λ 1(X )] . (5.26)

Finally, one has

(
P(α)⊗A

)
Λ 1(X )

(
1⊗B

)
Λ 1(X )

(
1⊗C

)

=︸︷︷︸
(5.15)

(
P(α)⊗A

)
Λ 1(X )

(
1⊗B

)[|0〉〈0|⊗1+ |1〉〈1|⊗X
](
1⊗C

)

=
(
P(α)⊗A

)
Λ 1(X )

[|0〉〈0|⊗BC+ |1〉〈1|⊗BXC
]

=︸︷︷︸
(5.15)

(
P(α)⊗A

)[|0〉〈0|⊗1+ |1〉〈1|⊗X
][|0〉〈0|⊗BC+ |1〉〈1|⊗BXC

]

=
(
P(α)⊗A

)[|0〉〈0|⊗BC+ |1〉〈1|⊗XBXC
]
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= P(α)|0〉〈0|
︸ ︷︷ ︸

=|0〉〈0|

⊗ ABC︸︷︷︸
=︸︷︷︸

(5.21)

1

+P(α)|1〉〈1|
︸ ︷︷ ︸
=eiα |1〉〈1|

⊗AXBXC

= |0〉〈0|⊗1+ |1〉〈1|⊗ eiαAXBXC︸ ︷︷ ︸
=︸︷︷︸

(5.22)

V

= |0〉〈0|⊗1+ |1〉〈1|⊗V

=︸︷︷︸
(5.15)

Λ 1(V ) , (5.27)

and with (5.26) the claim (5.19) follows for Λ 1(V ). In order to proof it for Λ1(V ),
one exploits that from (2.150) in Example 2.33 it also follows that

H ∈ F[M ,Dŷ,Dẑ] .

Because of (5.16), thus,

Λ1(X ) ∈ F[M ,Dŷ,Dẑ,Λ 1(X )]

holds and one verifies

Λ1(V ) =
(
A⊗P(α)

)
Λ1(X )

(
B⊗1

)
Λ1(X )

(
C⊗1

)

analogously to (5.27). �

We now show that Λ n(V ), too, can be built from phase-multiplication, spin-
rotation and controlled NOT.

Lemma 5.12 For any operator V ∈ U(¶
H) and number n ∈ N0 we have

Λ n(V ) ∈ F[M ,Dŷ,Dẑ,Λ 1(X )] . (5.28)

Proof We show this by induction, which we start at n = 1. For n = 0 or n = 1 the
claim is true on account of Theorem 5.11. For the inductive step from n− 1 to n
suppose that Λ n−1(V ) ∈ F[M ,Dŷ,Dẑ,Λ 1(X )] holds for arbitrary V ∈ U(¶

H).
First, we consider the gates A,B,C,D shown in Fig. 5.7. These satisfy A,C,D ∈

F[Λ n−1(W )] with W =
√
V ,

√
V ∗ and B ∈ F[Λ 1(X )]. According to the inductive

assumption one then also has

A,B,C,D ∈ F[M ,Dŷ,Dẑ,Λ 1(X )] . (5.29)

The action of these gates and that of Λ n(V ) can be described with the help of the
computational basis |x〉 =⊗0

j=n |xj〉 in ¶
H

⊗n+1 as follows
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Fig. 5.7 Generation of the controlledV gate Λ n(V ) by A,C,D ∈F[Λ n−1
(√

V
)
,Λ n−1

(√
V ∗)] and

B ∈ F[Λ 1(X )]. Note that Λ n(V ) acts on ¶
H

⊗n+1. We point out once more here that in the graphical
representation the leftmost gate is applied first and the rightmost last, so that the operator D of the
leftmost gate appears on the right of the operator product and the operator A of the rightmost gate
appears on the left of the operator product, that is, Λ n(V ) = ABCBD holds

D|x〉 = |xn . . .x1〉⊗V
1
2 ∏n−1

j=1 xj |x0〉
B|x〉 = |xn(xn

2⊕ xn−1)xn−2 . . .x1〉⊗ |x0〉
C|x〉 = |xn . . .x1〉⊗V− 1

2 ∏n−1
j=1 xj |x0〉

A|x〉 = |xn . . .x1〉⊗Vxn 1
2 ∏n−2

j=1 xj |x0〉
Λ n(V ) |x〉 = |xn . . .x1〉⊗V∏n

j=1 xj |x0〉 .

This implies

ABCBD|x〉 = ABCB|xn . . .x1〉⊗V
1
2 ∏n−1

j=1 xj |x0〉
= ABC|xn(xn

2⊕ xn−1)xn−2 . . .x1〉⊗V
1
2 ∏n−1

j=1 xj |x0〉

= AB|xn(xn
2⊕ xn−1)xn−2 . . .x1〉⊗V

xn−1−(xn
2⊕xn−1)

2 ∏n−2
j=1 xj |x0〉

= A|xn (xn
2⊕ (xn

2⊕ xn−1))︸ ︷︷ ︸
=xn−1

xn−2 . . .x1〉⊗V
xn−1−(xn

2⊕xn−1)
2 ∏n−2

j=1 xj |x0〉

= |xn . . .x1〉⊗V

=xnxn−1︷ ︸︸ ︷

xn+ xn−1 − (xn
2⊕ xn−1)

2
∏n−2

j=1 xj |x0〉
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= |xn . . .x1〉⊗V∏n
j=1 xj |x0〉

= Λ n(V ) |x〉

and thus because of (5.29)

Λ n(V ) = ABCBD ∈ F[M ,Dŷ,Dẑ,Λ 1(X )] . �

We also need the following generalization of the swap gate S.

Definition 5.13 For n∈N and j,k ∈N0 with k < j ≤ n−1 we define on ¶
H

⊗n

S(n)jk := 1⊗n−1−j ⊗|0〉〈0|⊗1⊗j−k−1 ⊗|0〉〈0|⊗1⊗k

+ 1⊗n−1−j ⊗|1〉〈1|⊗1⊗j−k−1 ⊗|1〉〈1|⊗1⊗k

+ 1⊗n−1−j ⊗|0〉〈1|⊗1⊗j−k−1 ⊗|1〉〈0|⊗1⊗k

+ 1⊗n−1−j ⊗|1〉〈0|⊗1⊗j−k−1 ⊗|0〉〈1|⊗1⊗k .

It is useful to define as well S(n)jj = 1⊗n. The global swap or exchange oper-

ator S(n) on ¶
H

⊗n is defined as

S(n) :=
� n
2�−1

∏
j=0

S(n)n−1−j,j . (5.30)

With S(n)jk the qubits in the factor-spaces ¶
Hj and ¶

Hk inside the tensor products
¶
H

⊗n are swapped, that is, exchanged. With S(n) the sequence of factors in the tensor
product is completely reversed.

Exercise 5.61 Suppose n ∈ N and j,k ∈ N0 with k < j ≤ n − 1 as well as⊗0
l=n−1 |ψl〉 ∈ ¶

H
⊗n. Show that

S(n)jk

0⊗

l=n−1

|ψl〉 = |ψn−1 . . .ψj+1ψkψj−1 . . .ψk+1ψjψk−1 . . .ψ0〉 (5.31)

(
S(n)jk

)2 = 1⊗n (5.32)
[
S(n)jk ,S(n)lm

]
= 0 for j,k /∈ {l,m} (5.33)

S(n)
0⊗

l=n−1

|ψl〉 =
n−1⊗

l=0

|ψl〉 = |ψ0ψ1 . . .ψn−2ψn−1〉 . (5.34)
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For a solution see Solution 5.61.

Example 5.14 As an example for swap operators we consider the case n= 3, j = 2

and k = 0. Then one has
⌊
n
2

⌋−1= 0 and S(3) = S(3)20 . To illustrate the swap action,

we apply S(3)20 on |ψ〉⊗ |ξ 〉⊗ |ϕ〉 ∈ ¶
H

⊗3. For such a state we have

|ψ〉⊗ |ξ 〉⊗ |ϕ〉 = (ψ0|0〉+ψ1|1〉
)⊗ (ξ0|0〉+ξ1|1〉

)⊗ (ϕ0|0〉+ϕ1|1〉
)

= ψ0ξ0ϕ0|000〉+ψ0ξ0ϕ1|001〉+ψ0ξ1ϕ0|010〉+ψ0ξ1ϕ1|011〉
+ ψ1ξ0ϕ0|100〉+ψ1ξ0ϕ1|101〉+ψ1ξ1ϕ0|110〉+ψ1ξ1ϕ1|111〉

and for the swap operator S(3)20 we find

S(3)20 = |0〉〈0|⊗1⊗|0〉〈0|+ |1〉〈1|⊗1⊗|1〉〈1|
+ |0〉〈1|⊗1⊗|1〉〈0|+ |1〉〈0|⊗1⊗|0〉〈1| .

This yields

S(3)20 |ψ〉⊗ |ξ 〉⊗ |ϕ〉 = ψ0ξ0ϕ0|000〉+ψ0ξ0ϕ1|100〉+ψ0ξ1ϕ0|010〉+ψ0ξ1ϕ1|110〉
+ ψ1ξ0ϕ0|001〉+ψ1ξ0ϕ1|101〉+ψ1ξ1ϕ0|011〉+ψ1ξ1ϕ1|111〉
=
(
ϕ0|0〉+ϕ1|1〉

)⊗ (ξ0|0〉+ξ1|1〉
)⊗ (ψ0|0〉+ψ1|1〉

)

= |ϕ〉⊗ |ξ 〉⊗ |ψ〉 .

Next, we show that the gate Λ na
nb
(V ) can be built from gates of the form Λ1(X ) ,

Λ 1(X ) and Λ na+nb(V ).

Lemma 5.15 For any V ∈ U(¶
H) and na,nb ∈ N0 we have

Λ na
nb
(V ) = S(na+nb+1)

nb0
Λ na+nb(V )S(na+nb+1)

nb0
(5.35)

and thus
Λ na
nb
(V ) ∈ F[Λ 1(X ) ,Λ1(X ) ,Λ na+nb(V )] . (5.36)

Proof The identity claimed in (5.35) is illustrated graphically in Fig. 5.8.
We use the abbreviation n= na+nb in this proof. Per Definition 5.10 one has

Λ na
nb
(V ) = 1⊗n+1+ |2na −1〉〈2na −1|⊗ (V −1)⊗|2nb −1〉〈2nb −1|

Λ n(V ) = 1⊗n+1+ |2n −1〉〈2n −1|⊗ (V −1) .
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Fig. 5.8 Generation of a controlled V gate Λ na
nb
(V ) from S(na+nb+1)

nb0
and Λ na+nb(V )

Because of (5.32), this implies

S(n+1)
nb0

Λ n(V )S(n+1)
nb0

= 1⊗n+1+S(n+1)
nb0

[
|2n −1〉〈2n −1|⊗ (V −1)

]
S(n+1)
nb0

,

and to prove (5.35) it suffices to show that

|2na −1〉〈2na −1|⊗ (V −1)⊗|2nb −1〉〈2nb −1|
= S(n+1)

nb0

[
|2n −1〉〈2n −1|⊗ (V −1)

]
S(n+1)
nb0

. (5.37)

For this we consider an arbitrary vector

0⊗

j=n

|ψj〉 = |ψn . . .ψ0〉 ∈ ¶
H

⊗n+1 .

Then it follows that

[|2na −1〉〈2na −1|⊗ (V −1)⊗|2nb −1〉〈2nb −1|]|ψn . . .ψ0〉
= |2na −1〉〈2na −1|ψn . . .ψn−na+1〉 (5.38)

⊗(V −1)|ψnb〉⊗ |2nb −1〉〈2nb −1|ψnb−1 . . .ψ0〉 .



184 5 Quantum Gates and Circuits for Elementary Calculations

Here we have n−na = nb and

|2na −1〉〈2na −1|ψn . . .ψnb+1〉 =
[na−1⊗

l=0

|1〉
]

︸ ︷︷ ︸
∈¶H⊗na

〈1 . . .1|ψn . . .ψnb+1〉︸ ︷︷ ︸
∈C

=
[ n

∏
j=nb+1

〈1|ψj〉
][na−1⊗

l=0

|1〉
]

(5.39)

and, analogously,

|2nb −1〉〈2nb −1|ψnb−1 . . .ψ0〉 =
[nb−1

∏
j=0

〈1|ψj〉
][nb−1⊗

l=0

|1〉
]
. (5.40)

With (5.39) and (5.40) then (5.38) becomes

[|2na −1〉〈2na −1|⊗ (V −1)⊗|2nb −1〉〈2nb −1|]|ψn . . .ψ0〉

=
[ n

∏
j=0
j �=nb

〈1|ψj〉
][na−1⊗

l=0

|1〉
]
⊗ (V −1)|ψnb〉⊗

[nb−1⊗

l=0

|1〉
]
. (5.41)

On the other hand, we have

S(n+1)
nb0

[
|2n −1〉〈2n −1|⊗ (V −1)

]
S(n+1)
nb0

|ψn . . .ψ0〉

= S(n+1)
nb0

[
|2n −1〉〈2n −1|⊗ (V −1)

]
|ψn . . .ψnb+1ψ0ψnb−1 . . .ψ1ψnb〉

= S(n+1)
nb0

[
|2n −1〉〈2n −1|ψn . . .ψnb+1ψ0ψnb−1 . . .ψ1〉︸ ︷︷ ︸

=∏n
j=0
j �=nb

〈1|ψj〉

⊗(V −1)|ψnb〉
]

=
[ n

∏
j=0
j �=nb

〈1|ψj〉
]
S(n+1)
nb0

[ n−1⊗

l=0

|1〉⊗ (V −1)|ψnb〉
]

=
[ n

∏
j=0
j �=nb

〈1|ψj〉
][ n⊗

l=nb+1

|1〉⊗ (V −1)|ψnb〉⊗
nb−1⊗

l=0

|1〉
]
. (5.42)

From (5.41) and (5.42) follows (5.37) and thus the claim (5.35). From this in turn it
follows that

Λ na
nb
(V ) ∈ F[S(n+1)

nb0
,Λ n(V )] .
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Since S(n+1)
nb0

∈ F[S] and S can be built from Λ 1(X ) and Λ1(X ) (see Fig. 5.5), the
claim (5.36) follows. �

Definition 5.16 Let A be an operator on ¶
H. For vectors |b〉 of the computa-

tional basis of ¶
H

⊗n we define

A⊗|b〉 := Abn−1 ⊗·· ·⊗Ab0

as well as

|¬b〉 := |¬bn−1 . . .¬b0〉 = X |bn−1〉⊗ · · ·⊗X |b0〉 ,

where X = σx is the NOT-operator and ¬bj := 1
2⊕ bj is the classical negation.

The general (|a〉, |b〉)-controlled n+1 gate Λ |a〉
|b〉 (V ) can be built with the help of

X as a function of the controlled gate Λ n(V ).

Lemma 5.17 Let na,nb ∈ N0 and |a〉 ∈ ¶
H

⊗na and |b〉 ∈ ¶
H

⊗nb vectors of the
respective computational basis as well as V a unitary operator on ¶

H. Then
the following holds

Λ |a〉
|b〉 (V ) =

(
X⊗|¬a〉 ⊗1⊗X⊗|¬b〉

)
Λ na
nb
(V )
(
X⊗|¬a〉 ⊗1⊗X⊗|¬b〉

)

and thus
Λ |a〉

|b〉 (V ) ∈ F[X ,Λ na
nb
(V )] . (5.43)

Proof For cj ∈ {0,1} one has in general X ¬cj |cj〉= |1〉 as well as (X ¬cj)2 =X 2¬cj =
1. Thus, one has for c ∈ {a,b} the following identities:

X⊗|¬c〉|c〉 =
(
X ¬cnc−1 ⊗·· ·⊗X ¬c0

)
|cnc−1〉⊗ · · ·⊗ |c0〉

= X ¬cnc−1 |cnc−1〉⊗ · · ·⊗X ¬c0 |c0〉

=
0⊗

j=nc−1

|1〉 = |2nc −1〉
(
X⊗|¬c〉)2 = 1⊗nc

X⊗|¬c〉|2nc −1〉 = |c〉 .
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With these we obtain
(
X⊗|¬a〉 ⊗1⊗X⊗|¬b〉

)
Λ na
nb
(V )
(
X⊗|¬a〉 ⊗1⊗X⊗|¬b〉

)

=
(
X⊗|¬a〉 ⊗1⊗X⊗|¬b〉

)

(
1⊗na+nb+1+ |2na −1〉〈2na −1|⊗ (V −1)⊗|2nb −1〉〈2nb −1|

)

(
X⊗|¬a〉 ⊗1⊗X⊗|¬b〉

)

=
(
X⊗|¬a〉

)2

︸ ︷︷ ︸
=1⊗na

⊗1⊗
(
X⊗|¬b〉

)2

︸ ︷︷ ︸
=1⊗nb

+ X⊗|¬a〉|2na −1〉〈2na −1|X⊗|¬a〉
︸ ︷︷ ︸

=|a〉〈a|
⊗(V −1)

⊗
=|b〉〈b|

︷ ︸︸ ︷
X⊗|¬b〉|2nb −1〉〈2nb −1|X⊗|¬b〉

= 1⊗na+nb+1+ |a〉〈a|⊗ (V −1)⊗|b〉〈b|
= Λ |a〉

|b〉 (V ) ,

from which it follows that

Λ |a〉
|b〉 (V ) ∈ F[X ,Λ na

nb
(V )] .

�

Next, we show that every unitary operatorU on ¶
H

⊗n can be written as a product
of suitably embedded unitary operatorsV on ¶

H. In order to do so we first define the
necessary embedding operators T .

Definition 5.18 Let n,x,y ∈N0 with 0≤ x< y< 2n as well asV be a unitary
operator on ¶

H with the matrix representation

V =
(
v00 v01
v10 v11

)

in the basis {|0〉, |1〉}. With the help of the computational basis in ¶
H

⊗n we
define the operator T|x〉|y〉 (V ) : ¶

H
⊗n → ¶

H
⊗n as follows
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T|x〉|y〉 (V )

:=
2n−1

∑
z=0
z �=x,y

|z〉〈z|+ v00|x〉〈x|+ v01|x〉〈y|+ v10|y〉〈x|+ v11|y〉〈y| (5.44)

= 1⊗n+(v00 −1)|x〉〈x|+ v01|x〉〈y|+ v10|y〉〈x|+(v11 −1)|y〉〈y| .

In the computational basis T|x〉|y〉 (V ) has the matrix representation

T|x〉|y〉 (V ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

〈0| 〈x| 〈y|
|0〉 1 | |

. . . | |
1 | |

|x〉 −− −− −− v00 −− −− −− v01
| 1 |
| . . . |
| 1 |

|y〉 −− −− −− v10 −− −− −− v11
1

. . .
1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

(5.45)
where only the entries different from zero have been shown along with the bra-
and ket-vectors to indicate the rows and columns of these non-zero elements in the
matrix.

Exercise 5.62 Let n,x,y and T|x〉|y〉 (·) be as defined in Definition 5.18. Show that
for unitary operators V,W on ¶

H the following holds

T|x〉|y〉 (V )T|x〉|y〉 (W ) = T|x〉|y〉 (VW ) (5.46)

T|x〉|y〉 (V )
∗ = T|x〉|y〉 (V ∗) (5.47)

T|x〉|y〉 (V )T|x〉|y〉 (V )
∗ = 1⊗n , (5.48)

that is, T|x〉|y〉 (V ) is unitary.

For a solution see Solution 5.62.

Before we come to the aforementioned representation of a unitary operator U on
¶
H

⊗n with the help of suitably embedded operators on ¶
H, we prove the following

helpful intermediate result.
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Lemma 5.19 Let n ∈ N and N = 2n − 1 and U ∈ U(¶
H

⊗n). Then there exist
V (0), . . . ,V (N−1) ∈ U(¶

H) such that the operator

U (N ) :=UT|N−1〉|N 〉
(
V (N−1)

)
. . .T|0〉|N 〉

(
V (0)
)

∈ U
(¶
H

⊗n)

in the computational basis of ¶
H

⊗n has the matrix

U (N ) =

⎛

⎜
⎜
⎜
⎝

0

A(N ) ...
0

0 · · · 0 1

⎞

⎟
⎟
⎟
⎠

, (5.49)

where A(N ) is a unitary N ×N matrix.

Proof In general one has

UT|x〉|y〉 (V ) =
( N

∑
a,b=0

Uab|a〉〈b|
)

( N

∑
z=0
z �=x,y

|z〉〈z|+ v00|x〉〈x|+ v01|x〉〈y|+ v10|y〉〈x|+ v11|y〉〈y|
)

=
N

∑
a,z=0
z �=x,y

Uaz |a〉〈z| (5.50)

+
N

∑
a=0

(
Uaxv00|a〉〈x|+Uaxv01|a〉〈y|+Uayv10|a〉〈x|+Uayv11|a〉〈y|

)
.

We now consider x = N − j and y = N and define

Ũ (0) := U (5.51)

Ũ (j) := Ũ (j−1)T|N−j〉|N 〉
(
V (N−j)

)
,

where we shall make a suitable choice for the operatorsV (N−j). For this we consider
the N th row of the matrix Ũ (j) for which it follows from (5.50) that
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Ũ (j) = Ũ (j−1)T|N−j〉|N 〉
(
V (N−j)

)

=
N

∑
a=0

N−1

∑
b=0

b �=N−j

Ũ (j−1)
ab |a〉〈b|

+
N

∑
a=0

(
Ũ (j−1)
aN−j v

(N−j)
00 +Ũ (j−1)

aN v(N−j)
10

)|a〉〈N − j|

+
N

∑
a=0

(
Ũ (j−1)
aN−j v

(N−j)
01 +Ũ (j−1)

aN v(N−j)
11

)|a〉〈N | .

Hence, the matrix elements of Ũ (j) are

Ũ (j)
Nb = Ũ (j−1)

Nb if b /∈ {N − j,N}
Ũ (j)
NN−j = Ũ (j−1)

NN−jv
(N−j)
00 +Ũ (j−1)

NN v(N−j)
10

Ũ (j)
NN = Ũ (j−1)

NN−jv
(N−j)
01 +Ũ (j−1)

NN v(N−j)
11 .

(5.52)

To choose V (N−j) suitably, we distinguish two cases:

1. If Ũ (j−1)
NN−j and Ũ

(j−1)
NN both vanish, then due to (5.52) also Ũ (j)

NN−j and Ũ
(j)
NN vanish,

and we choose V (N−j) = 1.
2. Otherwise, we set

V (N−j) =
1

√∣
∣
∣Ũ (j−1)

NN−j

∣
∣
∣
2
+
∣
∣
∣Ũ (j−1)

NN

∣
∣
∣
2

⎛

⎝ Ũ (j−1)
NN Ũ (j−1)

NN−j

−Ũ (j−1)
NN−j Ũ

(j−1)
NN

⎞

⎠ .

Then V (N−j) is unitary, and one has

Ũ (j)
NN−j = Ũ (j−1)

NN−jv
(N−j)
00 +Ũ (j−1)

NN v(N−j)
10 = 0

Ũ (j)
NN = Ũ (j−1)

NN−jv
(N−j)
01 +Ũ (j−1)

NN v(N−j)
11 =

√∣
∣
∣Ũ (j−1)

NN−j

∣
∣
∣
2
+
∣
∣
∣Ũ (j−1)

NN

∣
∣
∣
2
.

(5.53)

Starting with j = 1 in either case we thus obtain successively

Ũ (j)
NN−j = 0 for j ∈ {1, . . . ,N} . (5.54)

For b ∈ {0, . . . ,N − j− 1} we have, because of (5.52) and (5.51), that Ũ (j)
Nb =UNb.

With this and (5.53) it follows that



190 5 Quantum Gates and Circuits for Elementary Calculations

Ũ (j)
NN =

√√
√
√

j

∑
l=0

∣
∣
∣Ũ (0)

NN−l

∣
∣
∣
2
=

√√
√
√

j

∑
l=0

|UNN−l |2 .

Since U is assumed to be unitary, the squares of the absolute values in each row
have to add up to one. Thus, we obtain finally

Ũ (N )
NN =

√√
√
√

N

∑
l=0

|UNN−l |2 = 1 . (5.55)

Because of (5.54), (5.55) and (5.52) then Ũ (N ) has the matrix representation

Ũ (N ) =

⎛

⎜
⎜
⎜
⎝

b0

A(N ) ...
bN−1

0 · · · 0 1

⎞

⎟
⎟
⎟
⎠

.

Since Ũ (N ) as a product of unitary operators has to be unitary, it follows that

Ũ (N )Ũ (N )∗ = 1⊗n

has to hold. This implies b0 = · · · = bN−1 = 0, and thus that A(N ) is a 2n − 1 = N -
dimensional unitary matrix. Consequently, the matrix representation ofU (N ) = Ũ (N )

is of the claimed form (5.49). �

The claim of the following theorem appears to have been utilized in the context
of quantum computing for the first time in [71].

Theorem 5.20 Let n ∈ N and U be a unitary operator on ¶
H

⊗n. Then there
exist 2n−1(2n − 1) unitary operators W (k,k−j) on ¶

H with k ∈ {1, . . . ,2n − 1}
and j ∈ {1, . . . ,k} such that

U =
2n−1

∏
k=1

(
k

∏
j=1

T|j−1〉|k〉
(
W (k,k−j)

)
)

(5.56)

and thus
U ∈ F[T|x〉|y〉 (V )] (5.57)

for a suitably chosen V .
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Proof Let N = 2n−1. From Lemma 5.19 we know that there exist unitary operators
V (N ,j) ∈ U(¶

H) such that

U (N ) =U
1

∏
j=N

T|j−1〉|N 〉
(
V (N ,j−1)

)

has the matrix representation

U (N ) =

⎛

⎜
⎜
⎜
⎝

0

A(N ) ...
0

0 · · · 0 1

⎞

⎟
⎟
⎟
⎠

.

We can now multiply U (N ) with T|N−2〉|N−1〉
(
V (N−1,N−2)

)
. . .T|0〉|N−1〉

(
V (N−1,0)

)

from the right and choose theV (N−1,N−2), . . . ,V (N−1,0) according to the construction
in the proof of Lemma 5.19 such that

U (N−1) =U (N )
1

∏
j=N−1

T|j−1〉|N−1〉
(
V (N−1,j−1)

)

has the matrix representation

U (N−1) =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0 0

A(N−1) ...
...

0 0
0 · · · 0 1 0
0 · · · 0 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, (5.58)

where A(N−1) is a unitary N −1×N −1 matrix. In arriving at (5.58) it has also been
used that—as can be seen from the matrix representation (5.45) of the T|l〉|N−1〉 (·)—
the multiplication of these with U (N ) leaves the last row and column of U (N )

unchanged. We continue these multiplications and, starting with l =N and counting
down until l = 2, successively build the sequence of operators

U (l) =U (l+1)
1

∏
j=l

T|j−1〉|l〉
(
V (l,j−1)

)
,

which have the matrix representations
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U (l) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 · · · 0
A(l) ...

...

0 · · · 0 1
...

...
. . .

0 · · · 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (5.59)

The A(l) in (5.59) are always unitary l× l matrices. Consequently, A(2) in U (2) is a
2×2 matrix. In order to calculateU (1) we thus set V (1,0) = A(2)∗. Then we have

1⊗n =U (1) =U (2)T|0〉|1〉
(
V (1,0)

)
= · · · =U

1

∏
l=N

(
1

∏
j=l

T|j−1〉|l〉
(
V (l,j−1)

)
)

. (5.60)

Solving (5.60) forU yields

U =

(
1

∏
l=N

(
1

∏
j=l

T|j−1〉|l〉
(
V (l,j−1)

)
))−1

=

(
1

∏
l=N

(
1

∏
j=l

T|j−1〉|l〉
(
V (l,j−1)

)
))∗

=
N

∏
l=1

(
l

∏
j=1

T|j−1〉|l〉
(
V (l,j−1)∗

)
)

,

which is the representation claimed in (5.56) The number of factors is

nF =
N

∑
l=1

l =
(N +1)N

2
=

2n(2n −1)
2

= 2n−1(2n −1) .

�

Example 5.21 As an example we consider the unitary operator U ∈ ¶
H

⊗2 with the
following matrix representation in the computational basis

U =
1
2

⎛

⎜
⎜
⎝

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i

⎞

⎟
⎟
⎠ .

This yields the following operatorsW (k,k−j):
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W (3,2) =

(
− i√

2
1√
2

− 1√
2

i√
2

)

, W (3,1) =

⎛

⎝

√
2
3 − i√

3

− i√
3

√
2
3

⎞

⎠ , W (3,0) =

(√
3
2 − 1

2
1
2

√
3
2

)

W (2,1) =
(− i+1

4

√
3 3−i

4
− 3+i

4
i−1
4

√
3

)
, W (2,0) =

⎛

⎝

√
2
3 − 1√

3
1√
3

√
2
3

⎞

⎠

W (1,0) =

(
1√
2

1√
2

− i√
2

i√
2

)

.

The claim (5.56) can then be verified by explicit calculation, which is left to the
reader.

Next, we show that any T|x〉|y〉 (V ) can be built from gates of the form Λ |a〉
|b〉 (W ).

For this we require the construction of a sequence, which is based on the so-called
GRAY-Code. This is a sequence of vectors in ¶

H
⊗n the consecutive elements of

which differ only in one qubit. We formalize this in the following definition.

Definition 5.22 Let n ∈ N and x,y ∈ N0 with 0 ≤ x < y < 2n. Moreover,
let |x〉 and |y〉 be the corresponding vectors of the computational basis of
¶
H

⊗n. A GRAY-coded transition from |x〉 to |y〉 is defined as a finite sequence
of vectors |g0〉, . . . , |gK+1〉 of the computational basis having the following
properties.

(i)

|g0〉 = |x〉
|gK+1〉 = |y〉 .

(ii) For all l ∈ {1, . . . ,K + 1} there exist nal ,nbl ∈ N0 with nal + nbl + 1 = n
and nbl �= nbj for all l �= j such that

|gl〉 = 1⊗n
al ⊗X ⊗1⊗n

bl |gl−1〉

and
(gK )nbK+1 = 0

(gK+1)nbK+1 = 1 .
(5.61)

With the help of |gl−1〉 we also define for l ∈ {1, . . . ,K+1}

|al〉 := |gl−1
n−1 . . .g

l−1
n
bl
+1〉 ∈ ¶

H
⊗n

al

|bl〉 := |gl−1
n
bl

−1 . . .g
l−1
0 〉 ∈ ¶

H
⊗n

bl .
(5.62)
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In the GRAY-coded transition thus defined two consecutive elements |gl−1〉 and
|gl〉 only differ in the qubit in the factor-space ¶

Hn
bl
(see (3.21)) of ¶

H
⊗n

|gl〉 = 1⊗n
al ⊗X ⊗1⊗n

bl |gl−1〉
= |(gl−1)n−1 . . .(gl−1)n

bl
+1¬(gl−1)n

bl
(gl−1)n

bl
−1 . . .(gl−1)0〉 .

Moreover, from nbl �= nbj for all l �= j it follows that |gl+k〉 �= |gl〉 if k ≥ 1.
GRAY-coded transitions are not unique. Between two vectors |x〉 and |y〉 there

can be several such transitions.

Example 5.23 We consider the case n = 3 and x = 1 and y = 6. Then one possible
GRAY-coded transition is

|x〉 = |1〉3 = |001〉
|g1〉 = |5〉3 = |101〉
|g2〉 = |4〉3 = |100〉
|y〉 = |6〉3 = |110〉 ,

(5.63)

that is, here one has nb1 = 2, nb2 = 0 and nb3 = 1.
An alternative GRAY-coded transition is

|x〉 = |1〉3 = |001〉
|g1〉 = |0〉3 = |000〉
|g2〉 = |4〉3 = |100〉
|y〉 = |6〉3 = |110〉 ,

where one has nb1 = 0, nb2 = 2 and nb3 = 1.
The following transition

|x〉 = |1〉3 = |001〉
|g1〉 = |5〉3 = |101〉
|g2〉 = |7〉3 = |111〉
|y〉 = |7〉3 = |110〉

also changes in only one qubit in the step from from |gl−1〉 to |gl〉, but the step
from |g2〉 to |y〉 does not satisfy the condition (5.61). As we shall see, this condition
simplifies the generation of the T|x〉|y〉 (V ) with the help of controlled gates of the

form Λ |a〉
|b〉 (V ).

In Exercise 5.63 we show that for any 0 ≤ x < y < 2n there always exists a GRAY-
coded transition from |x〉 to |y〉.
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Exercise 5.63 Let n ∈ N and x,y ∈ N0 with 0 ≤ x < y < 2n. Show that there exists
a GRAY-coded transition from |x〉 to |y〉.

For a solution see Solution 5.63.

Before we can prove the universality of the set U = {M ,Dŷ,Dẑ,Λ 1(X )} of gates
we still need the following intermediate result.

Theorem 5.24 Let n∈N and x,y ∈N0 with 0≤ x< y< 2n and let |x〉 and |y〉
be the corresponding vectors of the computational basis in ¶

H
⊗n. Moreover,

let V be a unitary operator on ¶
H. Then every GRAY-coded transition |gl〉

with l ∈ {0, . . . ,K+1} from |x〉 to |y〉 satisfies

Λ |al〉
|bl〉 (X ) = ∑

z=0
z �=gl−1,gl

|z〉〈z|+ |gl−1〉〈gl |+ |gl〉〈gl−1| (5.64)

T|gK 〉|y〉 (V ) = Λ |aK+1〉
|bK+1〉 (V ) (5.65)

T|gl−1〉|y〉 (V ) = Λ |al〉
|bl〉 (X )T|gl〉|y〉 (V )Λ |al〉

|bl〉 (X ) (5.66)

T|x〉|y〉 (V ) =

(
K

∏
l=1

Λ |al〉
|bl〉 (X )

)

Λ |aK+1〉
|bK+1〉 (V )

(
1

∏
j=K

Λ |aj〉
|bj〉 (X )

)

. (5.67)

Proof We start with the proof of (5.64). Per Definition 5.10 we have

Λ |al〉
|bl〉 (X ) = 1⊗n

al
+n

bl
+1+ |al〉〈al |⊗ (X −1)⊗|bl〉〈bl | .

With n= nal +nbl +1 and

X −1= |0〉〈1|+ |1〉〈0|− |0〉〈0|− |1〉〈1|

one has
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Λ |al〉
|bl〉 (X ) = 1⊗n+ |al〉〈al |⊗ (|0〉〈1|+ |1〉〈0|)⊗|bl〉〈bl |

︸ ︷︷ ︸
=|gl−1〉〈gl |+|gl〉〈gl−1|

−|al〉〈al |⊗ (|0〉〈0|+ |1〉〈1|)⊗|bl〉〈bl |
︸ ︷︷ ︸

=−|gl−1〉〈gl−1|−|gl〉〈gl |

=
2n−1

∑
z=0

z �=gl−1,gl

|z〉〈z|+ |gl−1〉〈gl |+ |gl〉〈gl−1| .

For the proof of (5.65) one exploits that from (5.61)–(5.62) it follows that

|gK 〉 = |aK+1〉⊗ |0〉⊗ |bK+1〉
|gK+1〉 = |aK+1〉⊗ |1〉⊗ |bK+1〉 = |y〉 .

With Definition 5.18 we then find

T|gK 〉|y〉 (V ) = 1⊗n+(v00 −1)|gK 〉〈gK |+ v01|gK 〉〈y|+ v10|y〉〈gK |+(v11 −1)|y〉〈y|
= 1⊗n

+(v00 −1)
(|aK+1〉⊗ |0〉⊗ |bK+1〉)(〈aK+1|⊗ 〈0|⊗ 〈bK+1|)

+ v01
(|aK+1〉⊗ |0〉⊗ |bK+1〉)(〈aK+1|⊗ 〈1|⊗ 〈bK+1|)

+ v10
(|aK+1〉⊗ |1〉⊗ |bK+1〉)(〈aK+1|⊗ 〈0|⊗ 〈bK+1|)

+(v11 −1)
(|aK+1〉⊗ |1〉⊗ |bK+1〉)(〈aK+1|⊗ 〈1|⊗ 〈bK+1|)

=︸︷︷︸
(3.36)

1⊗n

+(v00 −1)|aK+1〉〈aK+1|⊗ |0〉〈0|⊗ |bK+1〉〈bK+1|
+ v01|aK+1〉〈aK+1|⊗ |0〉〈1|⊗ |bK+1〉〈bK+1|
+ v10|aK+1〉〈aK+1|⊗ |1〉〈0|⊗ |bK+1〉〈bK+1|
+(v11 −1)|aK+1〉〈aK+1|⊗ |1〉〈1|⊗ |bK+1〉〈bK+1|

= 1⊗n

+ |aK+1〉〈aK+1|⊗
(
(v00 −1)|0〉〈0|+ v01|0〉〈1|

+ v10|1〉〈0|+(v11 −1)|1〉〈1|
)

⊗|bK+1〉〈bK+1|
= 1⊗n+ |aK+1〉〈aK+1|⊗ (V −1)⊗|bK+1〉〈bK+1|
= Λ |aK+1〉

|bK+1〉 (V ) .

In order to prove (5.66), we use (5.64), and with Definition 5.18 one then obtains

T|gl〉|y〉 (V )Λ |al〉
|bl〉 (X )
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=
(

∑
z=0

z �=gl ,y

|z〉〈z|+ v00|gl〉〈gl |+ v01|gl〉〈y|+ v10|y〉〈gl |+ v11|y〉〈y|
)

×
(

∑
r=0

r �=gl−1,gl

|r〉〈r|+ |gl−1〉〈gl |+ |gl〉〈gl−1|
)

= ∑
z=0

z �=gl−1,gl ,y

|z〉〈z|+ |gl−1〉〈gl |

+v00|gl〉〈gl−1|+ v01|gl〉〈y|+ v10|y〉〈gl−1|+ v11|y〉〈y|

and thus

Λ |al〉
|bl〉 (X )T|gl〉|y〉 (V )Λ |al〉

|bl〉 (X )

=
(

∑
r=0

r �=gl−1,gl

|r〉〈r|+ |gl−1〉〈gl |+ |gl〉〈gl−1|
)

×
(

∑
z=0

z �=gl−1,gl ,y

|z〉〈z|+ |gl−1〉〈gl |

+v00|gl〉〈gl−1|+ v01|gl〉〈y|+ v10|y〉〈gl−1|+ v11|y〉〈y|
)

= ∑
z=0

z �=gl−1,y

|z〉〈z|+ v00|gl−1〉〈gl−1|+ v01|gl−1〉〈y|+ v10|y〉〈gl−1|+ v11|y〉〈y|

=︸︷︷︸
(5.44)

T|gl−1〉|y〉 (V ) .

Lastly, we turn to the proof of (5.67). This is accomplished with the help of (5.65)
and (5.66) as follows:

K

∏
l=1

Λ |al 〉
|bl 〉 (X )Λ |aK+1〉

|bK+1〉 (V )
1

∏
j=K

Λ |aj〉
|bj〉 (X ) =︸︷︷︸

(5.65)

K

∏
l=1

Λ |al 〉
|bl 〉 (X )T|gK 〉|y〉 (V )

1

∏
j=K

Λ |aj〉
|bj〉 (X )

=︸︷︷︸
(5.66)

K−1

∏
l=1

Λ |al 〉
|bl 〉 (X )T|gK−1〉|y〉 (V )

1

∏
j=K−1

Λ |aj〉
|bj〉 (X )

...

= Λ |a1〉
|b1〉 (X )T|g1〉|y〉 (V )Λ |a1〉

|b1〉 (X )

=︸︷︷︸
(5.66)

T|g0〉|y〉 (V ) = T|x〉|y〉 (V ) ,

where we used in the last equation that |x〉 = |g0〉 holds. �
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Example 5.25 As in Example 5.23 we consider the case n= 3 and x = 1 and y = 3
with the GRAY-coded transition (5.63), that is, K = 2 and

|x〉 = |g0〉 = |1〉3 = |001〉 = |0〉⊗ |01〉
|g1〉 = |5〉3 = |101〉 = |1〉⊗ |01〉

︸︷︷︸
=|b1〉

|g2〉 = |4〉3 = |100〉 = |10〉
︸︷︷︸
=|a2〉

⊗|0〉

|y〉 = |g3〉 = |6〉3 = |110〉 = |1〉
︸︷︷︸
=|a3〉

⊗|1〉⊗ |0〉
︸︷︷︸
=|b3〉

.

Then one has at first

T|1〉|6〉 (V ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

〈0| 〈1| 〈2| 〈3| 〈4| 〈5| 〈6| 〈7|
|0〉 1
|1〉 v00 v01
|2〉 1
|3〉 1
|4〉 1
|5〉 1
|6〉 v10 v11
|7〉 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

where—in order to improve readability—we have indicated once more, by showing
|a〉 = |a〉3 in the rows and 〈b| = 3〈b| in the columns, to which |a〉〈b| the matrix
elements belong. Furthermore, one has

Λ|b1〉(X ) = 1⊗3+(X −1)⊗|0〉〈0|⊗ |1〉〈1|

= 1⊗3+
(−1 1

1 −1

)
⊗
(
1
0

)
(
1 0
)⊗
(
0
1

)
(
0 1
)

=︸︷︷︸
(3.35)

1⊗3+
(−1 1

1 −1

)
⊗
(
1 0
0 0

)
⊗
(
0 0
0 1

)

=︸︷︷︸
(3.35)

1⊗3+
(−1 1

1 −1

)
⊗

⎛

⎜
⎜
⎝

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

⎞

⎟
⎟
⎠



5.2 Quantum Gates 199

=︸︷︷︸
(3.35)

1⊗3+

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

〈0| 〈1| 〈2| 〈3| 〈4| 〈5| 〈6| 〈7|
|0〉
|1〉 −1 1
|2〉
|3〉
|4〉
|5〉 1 −1
|6〉
|7〉

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

〈0| 〈1| 〈2| 〈3| 〈4| 〈5| 〈6| 〈7|
|0〉 1
|1〉 1
|2〉 1
|3〉 1
|4〉 1
|5〉 1
|6〉 1
|7〉 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

Analogously, one finds

Λ |a2〉(X ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

〈0| 〈1| 〈2| 〈3| 〈4| 〈5| 〈6| 〈7|
|0〉 1
|1〉 1
|2〉 1
|3〉 1
|4〉 1
|5〉 1
|6〉 1
|7〉 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

Λ |a3〉
|b3〉 (V ) =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

〈0| 〈1| 〈2| 〈3| 〈4| 〈5| 〈6| 〈7|
|0〉 1
|1〉 1
|2〉 1
|3〉 1
|4〉 v00 v01
|5〉 1
|6〉 v10 v11
|7〉 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

The reader is invited to verify (5.67) for

T|1〉|6〉 (V ) = Λ|b1〉(X )Λ |a2〉(X )Λ |a3〉
|b3〉 (V )Λ |a2〉(X )Λ|b1〉(X )
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by explicit multiplication.

With this latest result (5.67) from Theorem 5.24 we can now finally prove the previ-
ously announced universality of phase-multiplication, spin-rotation, and controlled
NOT.

Theorem 5.26 The set of quantum gates U= {M ,Dŷ,Dẑ,Λ 1(X )} is univer-
sal, that is, for any n ∈ N and U ∈ U(¶

H
⊗n)

U ∈ F[M ,Dŷ,Dẑ,Λ 1(X )] ,

meaning that any quantum gate U ∈ U(¶
H

⊗n) can be built with elements from
U.

Proof We prove the claim with the help of the preceding results

U ∈︸︷︷︸
(5.57)

F[T|x〉|y〉 (V )] (5.68)

T|x〉|y〉 (V ) ∈︸︷︷︸
(5.67)

F[Λ |a〉
|b〉 (V )] (5.69)

Λ |a〉
|b〉 (V ) ∈︸︷︷︸

(5.43)

F[X ,Λ na
nb
(V )]

Λ na
nb
(V ) ∈︸︷︷︸

(5.36)

F[Λ1(X ) ,Λ 1(X ) ,Λ na+nb(V )]

X ,V,Λ1(V ) ,Λm(V ) ∈︸︷︷︸
(5.18),(5.19),(5.28)

F[M ,Dŷ,Dẑ,Λ 1(X )] . (5.70)

With these one has

U ∈︸︷︷︸
(5.68)

F[T|x〉|y〉 (V )]

∈︸︷︷︸
(5.69)

F[F[Λ |a〉
|b〉 (V )]]

...

∈︸︷︷︸
(5.70)

F[F[F[F[M ,Dŷ,Dẑ,Λ 1(X )]]]]

∈︸︷︷︸
(5.14)

F[M ,Dŷ,Dẑ,Λ 1(X )] .

�
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The importance of Theorem 5.26 lies in the fact that in principle only the gates
M ,Dŷ,Dẑ and Λ 1(X ) need to be implemented physically in sufficient numbers. All
other gates can then be built by suitably combining them. Such constructions of
general gates, however, are not necessarily the most efficient ones. Theorem 5.26
only states that the unary gates phase-multiplication and spin-rotation and the one
binary gate controlled NOT suffice to build any gate of arbitrary dimension.

5.3 Quantum Circuits

Gates perform elementary transformations. In order to execute more sophisticated
applications one has to connect a large number of such elementary gates. Such
constructions are called circuits. Similarly to the classical case, we thus denote a
combination of quantum gates in order to perform certain transformations on an
input/output register HI/O = ¶

H
⊗n as a quantum circuit. We will use the following

three labels for the respective types of circuits:

Plain circuits These are just compositions of quantum gates.
Circuits with ancillas In these the input/output registerHI/O is first enlarged to a

bigger composite system by adding an auxiliary quantum system (the ‘ancilla’).
Then a plain circuit is applied to the enlarged system and at the end the ancilla
is discarded and only the original system is processed further. Unlike in the case
of classical circuits, we have to ensure that before discarding the ancilla any
possible entanglement with it has to be reversed, that is, disentangled.

Circuits with classical in/output and/or measurements In these the quantum
system is manipulated depending on classical input, possibly subject to a mea-
surement and delivering partly classical output. In general, however, these are
non-reversible transformations of the system.

In what follows we will give more formal definitions of the first two types of circuits.
To define circuits with classical in- and output or measurements in a general and
formal fashion is quite cumbersome and we shall refrain from doing so here.

Definition 5.27 (Plain quantum circuit) Let n,L∈N andU1, . . . ,UL ∈U(¶
H

⊗n)
be a set of quantum n-gates as defined in Definition 5.7. We call

U =UL . . .U1 ∈ U
(¶
H

⊗n)

a plain quantum circuit constructed from the gatesU1, . . . ,UL and L ∈N the
length or depth of the circuit relative to the gate set

{
U1, . . . ,UL

}
.

When acting on a system in the state ρ ∈ D(H) the plain circuit U trans-
forms it to a new stateUρU∗.
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Note that with our Definition 5.7 of gates we need to specify the set of gates in
order to have a meaningful notion of circuit length. This is because we may just as
well declare Ũ1 =U2U1 as a gate and thereby reduce the length. Hence, whenever
we speak of the length of a circuit, it is understood with respect to a given gate set.

Because of (2.89) the action of a plain circuitU on a pure state |Ψ〉 is, of course,
just |Ψ〉 →U |Ψ〉.

Before we can define quantum circuits with ancillas, we need to prove certain
properties of that construction involving the input/output and auxiliary HILBERT

space. We formalize this in the following theorem.

Theorem 5.28 LetHI/O andHW be HILBERT spaces and let |ωi〉, |ωf 〉 ∈H
W

be such that ||ωi||= 1=
∣
∣
∣
∣ωf

∣
∣
∣
∣. Moreover, let Û ∈U

(
H

I/O ⊗H
W
)
be such that

for all |Ψ〉 ∈ H
I/O

Û |Ψ ⊗ωi〉 =
(
U |Ψ〉)⊗|ωf 〉 (5.71)

and let ρωi = |ωi〉〈ωi| be the density operator of the pure state |ωi〉 ∈ H
W .

Then U ∈ U
(
H

I/O
)
and we have for any density operator ρ ∈ D

(
H

I/O
)

that
ρ ⊗ρωi ∈ D

(
H

I/O ⊗H
W
)

(5.72)

as well as
trW
(
Û
(
ρ ⊗ρωi

)
Û∗)=UρU∗ , (5.73)

that is, U is unitary and in a state Û
(
ρ ⊗ρωi

)
Û∗ of the composite system the

sub-system I/O is described by the state UρU∗.

Proof We show the unitarity ofU first. Since |ωi〉 and |ωf 〉 are normalized to 1, one
has for arbitrary |Ψ〉 ∈ H

I/O

||UΨ ||2 =︸︷︷︸
(2.5)

〈UΨ |UΨ〉 = 〈UΨ |UΨ〉〈ωf |ωf 〉︸ ︷︷ ︸
=1

=︸︷︷︸
(3.4)

〈(UΨ)⊗ωf |(UΨ)⊗ωf 〉 =︸︷︷︸
(5.71)

〈Û |Ψ ⊗ωi〉|Û |Ψ ⊗ωi〉〉

=︸︷︷︸
(2.5)

∣
∣
∣
∣Û |Ψ ⊗ωi〉

∣
∣
∣
∣2 =︸︷︷︸

(2.37)

||Ψ ⊗ωi||2 =︸︷︷︸
(2.5),(3.4)

||Ψ ||2 ||ωi||︸︷︷︸
=1

= ||Ψ ||2 .

Hence, for all |Ψ〉 ∈ H
I/O then ||UΨ || = ||Ψ || holds and from (2.37) it follows that

U ∈ U
(
H

I/O
)
.
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Let now ρ ∈ D
(
H

I/O
)
and ρωi = |ωi〉〈ωi| ∈ D

(
H

W
)
. Then (4.1) implies (5.72).

Moreover, we know from Theorem 2.24 that there exist pj ∈ [0,1] and an ONB |Ψj〉
in HI/O such that

ρ = ∑
j

pj|Ψj〉〈Ψj| . (5.74)

Consequently, we have

Û(ρ ⊗ρωi)Û
∗ =︸︷︷︸
(5.74)

Û

(

∑
j

pj|Ψj〉〈Ψj|⊗ |ωi〉〈ωi|
)

Û∗

= ∑
j

pjÛ
(|Ψj〉〈Ψj|⊗ |ωi〉〈ωi|

)
Û∗

=︸︷︷︸
(3.36)

∑
j

pjÛ |Ψj ⊗ωi〉〈Ψj ⊗ωi|Û∗ . (5.75)

Using

〈Ψj ⊗ωi|Û∗ =︸︷︷︸
(2.33)

〈Û(Ψj ⊗ωi| =︸︷︷︸
(5.71)

〈(UΨj)⊗ωf | =︸︷︷︸
(3.15)

〈UΨj|⊗ 〈ωf |

=︸︷︷︸
(2.33)

〈Ψj|U∗ ⊗〈ωf | (5.76)

and (5.71) in (5.75) we obtain

Û(ρ ⊗ρωi)Û
∗ =︸︷︷︸
(5.71),(5.76)

∑
j

pj
(
U |Ψj〉⊗ |ωf 〉

)(〈Ψj|U∗ ⊗〈ωf |
)

=︸︷︷︸
(3.36)

∑
j

pjU |Ψj〉〈Ψj|U∗ ⊗ |ωf 〉〈ωf |

= U

(

∑
j

pj|Ψj〉〈Ψj|
)

U∗ ⊗ |ωf 〉〈ωf |

=︸︷︷︸
(5.77)

UρU∗ ⊗ |ωf 〉〈ωf | (5.77)

such that finally

trW
(
Û(ρ ⊗ρωi)Û

∗) =︸︷︷︸
(5.77)

trW
(
UρU∗ ⊗ |ωf 〉〈ωf |

)

=︸︷︷︸
(3.57)

tr
(|ωf 〉〈ωf |

)
UρU∗ =UρU∗ ,

where we used that
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tr
(|ωf 〉〈ωf |

)
=︸︷︷︸

(2.57)

∑
j

〈ej|ωf 〉〈ωf |ej〉 =︸︷︷︸
(2.1)

∑
j

∣
∣〈ej|ωf 〉

∣
∣2 =︸︷︷︸

(2.12)

∣
∣
∣
∣ωf

∣
∣
∣
∣2 = 1

in the last equation. �
Note that the left side of (5.73) is the environmental representation of a trace-

preserving quantum operation (see Definition 3.26). In some instances we utilize
the ‘environment’ in the form of an additional quantum register, which helps us to
build a circuit that is supposed to implement a given U ∈ U

(
H

I/O
)
. The auxiliary

register is what has become known as ancilla and we extend our definition of quan-
tum circuits to include such constructions.

Definition 5.29 (Quantum circuit with ancilla) Let HI/O = ¶
H

⊗n and HW =
¶
H

⊗w. A circuit U on H
I/O is said to be a circuit with ancilla or said to be

implemented with ancilla |ωi〉 in an auxiliary (or ancilla) register H
W if

there exist states |ωi〉, |ωf 〉 ∈ H
W and a plain circuit Û ∈ U(¶

H
⊗n+w) on the

composite system H
I/O ⊗H

W such that for all |Ψ〉 ∈ H
I/O

Û |Ψ ⊗ωi〉 =
(
U |Ψ〉)⊗|ωf 〉 (5.78)

holds. The length ofU with respect to a given gate set is defined as the length
of the plain circuit Û defined in Definition 5.27.

When acting on a system in the state ρ ∈D
(
H

I/O
)
the circuitU transforms

it to a new stateUρU∗ = trW
(
Û(ρ ⊗ρωi)Û

∗).

Any plain circuitU ∈U
(
H

I/O
)
as defined in Definition 5.27 can be implemented

with ancilla by simply taking Û = U ⊗ 1 ∈ U
(
H

I/O ⊗H
W
)
. In this sense circuits

with ancillas are a superset of plain circuits. We will, however, reserve the term
‘circuit with ancilla’ for those circuits that satisfy (5.78) but are not of the simple
form Û =U ⊗1.

Ancilla registers are, as their name indicates, registers HW in which intermittent
information is stored within a circuit, recalled and processed, but is not read at the
end of the computation. The computation, that is, the circuit, may be performed by
applying intermediate gates subsequently. During this intermediate computational
process, in general, the states in the ancilla register become entangled with the states
in the input or output register. A measurement of the ancilla register at that inter-
mediate stage would thus affect the state in the input or output register. Such a
measurement of the ancilla register would be necessary to reset it to a known initial
state.2 In order to avoid that resetting the ancilla register affects the output register,
any entanglement between them has to be removed by suitable transformations. In
doing so, the desired effect of the circuit should not be altered. In other words, we

2For example, in order to reset the ancilla register in the state |0〉W one would measure σz on each
qubit and apply X , if the observed value was −1.
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have to disentangle the ancilla from the input/output register without changing the
latter. The circuit for the quantum adder discussed in Sect. 5.5.1 is a first example of
such a construction.

In Definition 5.29 the ancilla state |ωi〉 is a fixed initial state and |ωf 〉 is a fixed
final state of the auxiliary register. Often they are both chosen to be |0〉w, but they
do not have to be identical. They could always be made to coincide by a suitable
transformation on |ωf 〉.

What is crucial, however, is that—as is evidenced from the right side of (5.78)—
the result of the action of Û decomposes into factors in H

I/O and H
W . As shown in

the proof of Theorem 5.28, this required factorization guarantees that a state ρ ⊗ρωi

in the composite system H
I/O ⊗H

W is then transformed by Û to a state
(
UρU∗)⊗

ρωf and taking the partial trace over HW leaves us with the sub-system H
I/O in the

stateUρU∗. Any measurement or observation of the sub-systemH
I/O is thus solely

determined byUρU∗ and does not depend on which state the ancilla register HW is
in. That is why the ancilla register can safely be ignored after the use of the circuit Û
for the implementation of U . We say that the ancilla can be discarded. Figure 5.9
illustrates a generic circuit with ancilla graphically.

For a circuit with initial ancilla state |ωi〉 and final ancilla state |ωf 〉 the reverse
circuit starts with the ancilla state |ωf 〉 and terminates with the ancilla state |ωi〉.

Fig. 5.9 Quantum circuitU with ancilla
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Corollary 5.30 A circuit U that has been implemented with the help of a
unitary Û and initial and final states |ωi〉 and |ωf 〉 in the auxiliary register
satisfies

Û∗|Ψ ⊗ωf 〉 =
(
U∗|Ψ〉)⊗|ωi〉 , (5.79)

that is, U∗ is implemented with the help of Û∗, and the roles of |ωi〉 and |ωf 〉
are interchanged.

Proof From (5.71) and the unitarity ofU shown in Theorem 5.28 it follows that

Û
(
U∗|Ψ〉⊗ |ωi〉

)
=
(
UU∗|Ψ〉)⊗|ωf 〉 = |Ψ〉⊗ |ωf 〉

and thus (5.79). �

Since we have defined circuits as particular instances of quantum operations, it
follows from Definition 3.26 and Theorem 3.24 that every circuit can be represented
by a suitable set {Kj | j ∈ I} of KRAUS operators on H

I/O.
Plain circuits and those with ancillas were defined as reversible devices and thus

trace-preserving quantum operations. Circuits with measurements are generally not
reversible and their formal definition is quite elaborate and will not be attempted
here. Suffice it to say that, loosely speaking, they may be viewed as non-trace-
preserving quantum operations.

5.4 On the Process of Quantum Algorithms

For algorithms and computations as part of them it is necessary that we can suitably
represent the action of functions of the type f : Sini → Sfin on quantum registers,
where Sini and Sfin are finite subsets of N0. Moreover, we want to implement such
functions physically with quantum circuits that perform these mappings. This can
be achieved with a construction that makes use of the binary addition per factor. The
latter is defined as follows.

Definition 5.31 With the help of the binary addition given in Definition 5.2
we define for vectors |a〉 and |b〉 of the computational basis in ¶

H
⊗m the

factor-wise binary addition � as

� : ¶
H

⊗m ⊗ ¶
H

⊗m −→ ¶
H

⊗m

|a〉⊗ |b〉 �−→ |a〉� |b〉 :=⊗0
j=m−1 |aj

2⊕ bj〉
. (5.80)
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Instead of |a〉� |b〉 we will also write this abbreviatingly as |a� b〉, that is,
we use the notation

|a�b〉 :=
0⊗

j=m−1

|aj
2⊕ bj〉 . (5.81)

Moreover, let f : N0 → N0 and n,m ∈ N as well as HA := ¶
H

⊗n and H
B :=

¶
H

⊗m. We say that a circuit described by the operator Uf implements the
function f on H

A ⊗H
B if

Uf : HA ⊗H
B −→ H

A ⊗H
B

|x〉⊗ |y〉 �−→ |x〉⊗ |y� f (x)〉 . (5.82)

Exercise 5.64 Show thatUf as defined in (5.82) is unitary.

For a solution see Solution 5.64.

The implementation of a function as given in (5.82) is an important ingredient in
the sequence of steps in a quantum algorithm or computational protocol. Generally,
these consist of the following stages:

1. Preparation of the input register
2. Implementation of classical functions f by means of quantum circuits Uf on a

suitable quantum register
3. Transformation of the quantum register by means of suitable quantum gates or

circuits
4. Reading (observing) the result in the output register.

In what follows, we first consider in Sect. 5.4.1 the first and in Sect. 5.4.3 the fourth
stage, which are quite similar in most algorithms. Some general aspects of the sec-
ond stage will be treated in Sect. 5.4.2. The special form of f and thusUf in the third
stage is more particular to a given algorithm. In Sect. 5.5 we thus consider various
quantum circuits that are required for the execution of elementary computational
operations in the factorization algorithm of SHOR (see Sect. 6.5).

5.4.1 Preparation of Input and Use of Auxiliary Registers

Quite often the starting point of an algorithm is the state in the input register
H

I/O := ¶
H

⊗n that is an equally weighted linear combination of all vectors of the
computational basis. That is, the algorithm starts with the initial state
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|Ψ0〉 = 1

2
n
2

2n−1

∑
x=0

|x〉n ∈ H
I/O .

This is indeed the case in the SHOR algorithm for factorizing large numbers (see
Sect. 6.5) as well as in the GROVER search algorithm (see Sect. 2.38). With the help
of the HADAMARD transformation (see Definition 2.38) such a state |Ψ0〉 can be
generated as follows. Because of

H |0〉 = |0〉+ |1〉√
2

,

the application of the n-fold tensor product of H on |0〉n ∈ H
I/O yields

H⊗n|0〉n = H⊗n
(
|0〉⊗ |0〉⊗ · · ·⊗ |0〉

)
=

0⊗

j=n−1

H |0〉 =
0⊗

j=n−1

|0〉+ |1〉√
2

=
1

2
n
2
(|0〉+ |1〉)⊗·· ·⊗ (|0〉+ |1〉)

=
1

2
n
2

( |0 . . .0〉
︸ ︷︷ ︸
=|0〉n

+ |0 . . .1〉
︸ ︷︷ ︸
=|1〉n

+ · · ·+ |1 . . .1〉
︸ ︷︷ ︸
=|2n−1〉n

)

=
1

2
n
2

2n−1

∑
x=0

|x〉n , (5.83)

which is the desired initial state.

5.4.2 Implementation of Functions and Quantum
Parallelism

From (5.13) we know that the representation of functions of the type f :N0 →N0 on
a quantum register has to be implemented as a unitary transformation Uf . This can
be achieved with a construction, which makes use of the binary addition per factor
previously defined, as follows.

Definition 5.32 With the help of the factor-wise binary addition given in Def-
inition 5.31 we define the operator

U� : ¶
H

⊗m ⊗ ¶
H

⊗m −→ ¶
H

⊗m ⊗ ¶
H

⊗m

|a〉⊗ |b〉 �−→ |a〉⊗ |a�b〉 . (5.84)
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|a0〉
⊗
|a1〉
⊗

...

⊗
|am−1〉

X

X

...

X

|b0〉
⊗
|b1〉
⊗

...
...

⊗
|bm−1〉

|a0〉
⊗
|a1〉
⊗

...

⊗
|am−1〉

|a0
2⊕ b0〉

⊗
|a1

2⊕ b1〉
⊗

...

⊗
|am−1

2⊕ bm−1〉

U�

|a〉m

⊗

|b〉m

|a〉m

⊗

|a�b〉m

Fig. 5.10 Quantum circuit to implement the operator U� for the binary addition of two vectors
|a〉, |b〉 ∈ ¶

H
⊗m. As before, the thin lines represent the channels (aka ‘wires’) for single qubits. The

pairs of thick lines represent channels for several (here m) qubits the states of which are vectors in
tensor products of qubit spaces (here in ¶

H
⊗m)

Since ∑m−1
j=0 (aj

2⊕ bj)2j < 2m holds, it follows that |a � b〉 is also a vector of
the computational basis in ¶

H
⊗m. As one can see in Fig. 5.10, the operator U� can

simply be implemented with m controlled NOTs Λ 1(X ). Moreover, it is unitary.

Lemma 5.33 U� defined as in (5.84) is unitary.

Proof We show that U2
� = 1 first. To prove this, it suffices to show that it holds

for any basis vector |a〉⊗ |b〉 ∈ ¶
H

⊗m ⊗ ¶
H

⊗m. Applying the definition of U� twice
yields
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U2
�
(|a〉⊗ |b〉) =︸︷︷︸

(5.84)

U�
(|a〉⊗ |a�b〉) =︸︷︷︸

(5.84)

|a〉⊗ |a�
(
a�b
)〉

= |a〉⊗
0⊗

j=m−1

|aj
2⊕ (a�b

)
j︸ ︷︷ ︸

=aj
2⊕bj

〉 =︸︷︷︸
(5.80)

|a〉⊗
0⊗

j=m−1

|aj
2⊕ (aj

2⊕ bj
)

︸ ︷︷ ︸
=bj

〉

= |a〉⊗ |b〉 .

Hence, U� is invertible and thus maps the basis |a〉⊗ |b〉 in ¶
H

⊗m ⊗ ¶
H

⊗m onto
itself. Using the result of Exercise 2.15 then shows thatU� is unitary. �

Next, we show a general construction how to build unitary circuits that imple-
ment functions of the form f : N0 → N0. Precondition for that is the existence of
two circuits Af and Bf , which already implement f in a certain form. The impor-
tance of the following construction is that it allows to implement a unitary operator
Uf even when f is not bijective. We will see in Sect. 5.5.4 how Af and Bf can be
built in the case of the SHOR algorithm.

Theorem 5.34 Let f : N0 → N0 and n,m ∈ N as well as H
A := ¶

H
⊗n and

H
B := ¶

H
⊗m. Moreover, let Af and Bf be circuits on H

A ⊗H
B such that there

exist states |ωi〉, |ωf 〉 ∈ H
B and for any vector of the computational basis

|x〉 ∈ H
A there is a state |ψ(x)〉 ∈ H

A such that

Af
(|x〉⊗ |ωi〉

)
= |ψ(x)〉⊗ |f (x)〉 (5.85)

Bf
(|ψ(x)〉⊗ |f (x)〉) = |x〉⊗ |ωf 〉 (5.86)

holds. Then we define on H
A ⊗H

B ⊗H
B

Ûf :=
(
1A ⊗SB,B

)(
Bf ⊗1B

)(
1A ⊗U�

)(
Af ⊗1B

)(
1A ⊗SB,B

)
, (5.87)

where SB,B : |b1〉⊗ |b2〉 �→ |b2〉⊗ |b1〉 is the swap operator on H
B ⊗H

B, and
this Ûf satisfies

Ûf
(|x〉⊗ |y〉⊗ |ωi〉

)
= |x〉⊗ |y� f (x)〉⊗ |ωf 〉 .

With Ûf we can implement Uf with the help of an auxiliary register and the
states |ωi〉 and |ωf 〉, and one has

Uf : HA ⊗H
B −→ H

A ⊗H
B

|x〉⊗ |y〉 �−→ |x〉⊗ |y� f (x)〉 . (5.88)
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Proof From the definition in (5.87) it follows that

Ûf
(|x〉⊗ |y〉⊗ |ωi〉

)

=
(
1A ⊗SB,B

)(
Bf ⊗1B

)(
1A ⊗U�

)(
Af ⊗1B

)(|x〉⊗ |ωi〉⊗ |y〉)

=︸︷︷︸
(5.85)

(
1A ⊗SB,B

)(
Bf ⊗1B

)(
1A ⊗U�

)(|ψ(x)〉⊗ |f (x)〉⊗ |y〉)

=︸︷︷︸
(5.84)

(
1A ⊗SB,B

)(
Bf ⊗1B

)(|ψ(x)〉⊗ |f (x)〉⊗ |y� f (x)〉)

=︸︷︷︸
(5.86)

(
1A ⊗SB,B

)(|x〉⊗ |ωf 〉⊗ |y� f (x)〉)

= |x〉⊗ |y� f (x)〉⊗ |ωf 〉 . (5.89)

The claim (5.88) aboutUf then follows from (5.89) and the Definition 5.29. �

The swap operator SB,B used here acts on |a〉⊗|b〉 ∈H
B⊗H

B by exchanging the
factors and can be implemented with the help of m simple swaps as represented in
Fig. 5.5. The circuit to implementUf is shown in Fig. 5.11.

We defineUf for vectors |Φ〉 on the whole of HA ⊗H
B by linear continuation

Uf |Φ〉 :=
2n−1

∑
x=0

2m−1

∑
y=0

Φxy|x〉⊗ |y� f (x)〉 .

If we applyUf to |Ψ0〉 := (Hn|0〉n)⊗|0〉m ∈ H
A ⊗H

B, we obtain

Fig. 5.11 Circuit for implementation of the operatorUf
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Uf |Ψ0〉 = Uf
(
(Hn|0〉n)⊗|0〉m) =︸︷︷︸

(5.83)

1

2
n
2

2n−1

∑
x=0

Uf
(|x〉n ⊗|0〉m)

=︸︷︷︸
(5.88)

1

2
n
2

2n−1

∑
x=0

|x〉⊗ |f (x)〉
︸ ︷︷ ︸

∈HA⊗HB

. (5.90)

As we see in (5.90), applyingUf once to |Ψ0〉 results in a state, which is given by a
linear combination of all 2n states of the form |x〉⊗ |f (x)〉 for x ∈ {0, . . . ,2n − 1}.
Intuitively, this can be seen as amounting to a simultaneous evaluation of the func-
tion f on its total domain {0, . . . ,2n − 1} in one step, and is thus called massive
quantum parallelism. This interpretation seems to originate from the fact that the
appearance of all terms of the form |x〉⊗ |f (x)〉 in Uf |Ψ0〉 is similar to a complete
evaluation-table (x, f (x))x=0,...,2n−1 of the function f . In general the production of
such a table would require 2n evaluations of the function f . This would require
O(2n) computational steps, whereas the evaluation of all |x〉⊗ |f (x)〉 in (5.90) only
requires one application of Uf . However, even though one application of Uf yields
a superposition of all possible |x〉 ⊗ |f (x)〉 at once, it is not possible to read the
values f (x) for each x separately from the state Uf |Ψ0〉. In order to access infor-
mation encoded in the linear combination of all |x〉⊗ |f (x)〉 in Uf |Ψ0〉, we need to
apply further transformations that exploit particular properties of the function f . For
example, in the case of the SHOR algorithm (see Sect. 6.5) one applies the quantum
FOURIER transform (see Sect. 5.5.5) to Uf |Ψ0〉 and makes use of the periodicity of
the function f .

5.4.3 Reading the Output Register

According to Definition 2.28 of qubits, there exists an observable σz the measure-
ment of which yields one of the values in {±1} and according to Corollary 2.29
projects the qubit onto the corresponding eigenstate |0〉 or |1〉. In a composite sys-
tem comprised of n qubits, which is described by states in ¶

H
⊗n, such measurements

can be performed on each qubit, that is, for observables operating on each factor
space ¶

Hj in ¶
H

⊗n, where j ∈ {0, . . . ,n−1}. Each such measurement of σz on a fac-

tor space corresponds to a measurement of the observable Σ j
z = 1⊗n−1−j ⊗σz ⊗1⊗j

on the composite quantum system ¶
H

⊗n. Since Σ j
z only acts non-trivially on the fac-

tor space ¶
Hj, one has Σ j

zΣ k
z = Σ k

z Σ j
z for all j and k. The Σ j

z are thus compatible and
can all be measured sharply.

Definition 5.35 Let n ∈ N and for j ∈ {0, . . . ,n− 1} and α ∈ {0, . . . ,3} (or,
equivalently, α ∈ {0,x,y,z}) define
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Σ j
α := 1⊗n−1−j ⊗σα ⊗1⊗j ∈ Bsa

(¶
H

⊗n) ,

where the σα are as in Definition 2.21. The observation of a state in the
quantum register ¶

H
⊗n is defined as the measurement of all compatible

observables
Σ j
z = 1⊗n−1−j ⊗σz ⊗1⊗j

for j ∈ {0, . . . ,n−1} in the state of the quantum register. Such an observation
is also called read-out or measurement of the register.

The read-out of the register ¶
H

⊗n yields n observed values
(
sn−1, . . . ,s0

)∈ {±1}n
after measuring Σ n−1

z , . . . ,Σ 0
z . We identify these observed values with classical bit

values xj as shown in Table 2.1, and use these classical bit values (xn−1, . . . ,x0)
for the binary representation x = ∑n−1

j=0 xj2
j of a non-negative integer x < 2n. The

measurement of the observables Σ j
z projects the state in factor space ¶

Hj onto the
eigenstate |0〉 or |1〉 corresponding to the observed value sj. Altogether the read-out
of the register ¶

H
⊗n thus reveals a non-negative integer x< 2n and leaves the register

in the computational basis state |x〉.

5.5 Circuits for Elementary Arithmetic Operations

In the following section we first consider a quantum circuit that implements the
addition of two non-negative integers [72]. Building on that we look at further cir-
cuits that implement additional elementary arithmetic operations. These will finally
allow us to present a quantum circuit that implements the modular exponentiation
x �→ bx mod N , which is required for the SHOR factorization algorithm.

5.5.1 Quantum Adder

In the following we show how, with the help of elementary quantum gates, one
can build a circuit that implements the addition of two numbers a,b ∈ N0 [72]. In
doing so, we make use of the results about elementary algorithms for addition and
subtraction in binary form presented in Appendix B.

We begin with the implementation of the sum bit sj from Corollary B.2 by a gate
Us. For this we define the following operators on ¶

H
⊗3.

A := 1⊗3+ (X −1) ⊗ |1〉〈1| ⊗ 1
B := 1⊗3+ (X −1) ⊗ 1 ⊗ |1〉〈1|
Us := BA

(5.91)
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Fig. 5.12 GateUs for
binary sum used in addition

Us

A B

|x0〉
⊗
|x1〉
⊗
|x2〉 X

|x1〉

|x1
2⊕ x2〉 X

|x0〉
⊗
|x1〉
⊗
|x0

2⊕ x1
2⊕ x2〉

Because of |1〉〈1|∗ = |1〉〈1| = (|1〉〈1|)2, X ∗ = X , X 2 = 1 and thus 2(X − 1) +
(X − 1)2 = 0, it follows that A and B are self-adjoint and unitary. As can be seen
from (5.91), one also has AB= BA. Then it follows thatUs is also unitary since

U∗
s = (BA)∗ = A∗B∗ = AB= BA=Us

as well as
(Us)2 = ABAB= BAAB= B2 = 1 .

On vectors of the computational basis |x〉3 = |x2〉⊗|x1〉⊗|x0〉 in ¶
H

⊗3 the operators
A,B andUs act as follows:

A
(
|x2〉⊗ |x1〉⊗ |x0〉

)
= |x1

2⊕ x2〉⊗ |x1〉⊗ |x0〉

B
(
|x2〉⊗ |x1〉⊗ |x0〉

)
= |x0

2⊕ x2〉⊗ |x1〉⊗ |x0〉

Us

(
|x2〉⊗ |x1〉⊗ |x0〉

)
= B
(
|x1

2⊕ x2〉⊗ |x1〉⊗ |x0〉
)

= |x0
2⊕ x1

2⊕ x2〉⊗ |x1〉⊗ |x0〉 .

(5.92)

In Fig. 5.12 we showUs graphically as a gate.
From Corollary B.2 we know that the sum of two numbers a,b ∈ N0 with a,b<

2n and the binary representations

a =
n−1

∑
j=0

aj2
j , b=

n−1

∑
j=0

bj2
j

is given by

a+b=
n−1

∑
j=0

sj2
j+ c+n 2

n , (5.93)
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where aj,bj ∈ {0,1} and c+0 := 0 as well as

c+j := aj−1bj−1
2⊕ aj−1c

+
j−1

2⊕ bj−1c
+
j−1 for j ∈ {1, . . . ,n} (5.94)

sj := aj
2⊕ bj

2⊕ c+j for j ∈ {0, . . . ,n−1} (5.95)

holds. From (5.92) and (5.95) we thus obtain

Us

(
|bj〉⊗ |aj〉⊗ |c+j 〉

)
= |sj〉⊗ |aj〉⊗ |c+j 〉 . (5.96)

By repeated application of Us we can then generate the qubits |sj〉 of the sum bits
defined in (5.95) and needed in (5.93) if we have the qubits |c+j 〉 of the carry terms

c+j available. In order to calculate these, we build a gate Uc with the help of the

following four operators on ¶
H

⊗4:

C := 1⊗4+ (X −1) ⊗ |1〉〈1| ⊗ |1〉〈1| ⊗ 1
D := 1⊗4+ 1 ⊗ (X −1) ⊗ |1〉〈1| ⊗ 1
E := 1⊗4+ (X −1) ⊗ |1〉〈1| ⊗ 1 ⊗ |1〉〈1|
Uc := EDC .

For the action on a vector |x〉4 = |x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉 of the computational basis
of ¶

H
⊗4 we obtain for these operators

C
(
|x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉

)
= |x1x2

2⊕ x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉

D
(
|x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉

)
= |x3〉⊗ |x1

2⊕ x2〉⊗ |x1〉⊗ |x0〉

E
(
|x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉

)
= |x0x2

2⊕ x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉 (5.97)

Uc

(
|x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉

)
= ED

(
|x1x2

2⊕ x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉
)

= E
(
|x1x2

2⊕ x3〉⊗ |x1
2⊕ x2〉⊗ |x1〉⊗ |x0〉

)

= |x0(x1
2⊕ x2)

2⊕ x1x2
2⊕ x3〉⊗ |x1

2⊕ x2〉⊗ |x1〉⊗ |x0〉 .

From (5.97) and (5.94) one finds then

Uc

(
|0〉⊗ |bj−1〉⊗ |aj−1〉⊗ |c+j−1〉

)

= |c+j 〉⊗ |bj−1
2⊕ aj−1〉⊗ |aj−1〉⊗ |c+j−1〉 . (5.98)

Hence, we can generate the qubit |c+j 〉 of the carry term c+j by suitably repeated
application ofUc. The gateUc is represented graphically in Fig. 5.13
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Uc

C D E

|x0〉
⊗
|x1〉
⊗
|x2〉
⊗
|x3〉 X

|x1〉

|x2〉

|x1x2
2⊕ x3〉

X

|x1〉

|x1
2⊕ x2〉

X

|x0〉
⊗
|x1〉
⊗
|x1

2⊕ x2〉
⊗
|x0(x1

2⊕ x2)
2⊕ x1x2

2⊕ x3〉

Fig. 5.13 GateUc for carry in addition

For the same reasons as for A and B (see discussion after (5.91)) it also follows
that C,D and E are all self-adjoint and unitary. However, even thoughUc as a prod-
uct of unitary operators is also unitary, it is no longer self-adjoint since one has

U∗
c = (EDC)∗ = C∗D∗E∗ = CDE �= EDC .

For U∗
c we find, instead of (5.97), for the action on a vector of the computational

basis of ¶
H

⊗4

U∗
c

(
|x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉

)
= CD

(
|x0x2

2⊕ x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉

= C
(
|x0x2

2⊕ x3〉⊗ |x1
2⊕ x2〉⊗ |x1〉⊗ |x0〉

)
(5.99)

= |x1(x1
2⊕ x2)

2⊕ x0x2
2⊕ x3〉⊗ |x1

2⊕ x2〉⊗ |x1〉⊗ |x0〉
= |(x0

2⊕ x1)x2
2⊕ x1

2⊕ x3〉⊗ |x1
2⊕ x2〉⊗ |x1〉⊗ |x0〉 .

Exercise 5.65 Show thatU∗
c Uc = 1.

For a solution see Solution 5.65.

By suitably combining Us,Uc and U∗
c we will build a quantum circuit that imple-

ments the addition of two numbers a,b ∈ N0. In order to formalize the statement
about such a quantum adder we still need a few more definitions.
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Definition 5.36 Let n ∈ N and

H
B := ¶

H
⊗n+1 , H

A := ¶
H

⊗n , H
W := ¶

H
⊗n .

For vectors of the computational basis |b〉⊗ |a〉⊗ |w〉 ∈ H
B ⊗H

A ⊗H
W we

defineU0 and |Ψ [b,a,w]〉 ∈ H
B ⊗H

A ⊗H
W by

U0

(
|b〉⊗ |a〉⊗ |w〉

)
:= |bn〉⊗

0⊗

l=n−1

(|bl〉⊗ |al〉⊗ |wl〉
)

=: |Ψ [b,a,w]〉 (5.100)

and on all of HB ⊗H
A ⊗H

W by means of linear continuation.
Furthermore, we define on H

B ⊗H
A ⊗H

W the operators

U1 :=
n−1

∏
l=1

(
1⊗3l ⊗Uc ⊗1⊗3(n−1−l)

)

U2 :=
[(
1⊗Us

)(
1⊗Λ|1〉1(X )⊗1

)
Uc

]
⊗1⊗3(n−1)

U3 :=
1

∏
l=n−1

(
1⊗3l ⊗ (1⊗Us

)
U∗
c ⊗1⊗3(n−1−l)

)

Û+ := U∗
0U3U2U1U0 .

Note thatHB has one qubit more thanHA andHW . This additional qubit is always
zero for b < 2n. It is necessary, however, for the addition b+ a in which it will be
set equal to the highest carry qubit |c+n 〉. We refer the reader to Appendix B for the
definitions and roles of the carry and sum bits c+j and sj in the addition b+a.

In the formal Definition 5.36 alone, the construction of the operators U0, . . . ,U3

is rather obscure. They are easier to understand if we display their constructions and
their roles in the addition graphically. Figure 5.14 shows such a graphical represen-
tation of the operatorsU0, . . . ,U3,Û+,U+ as well as |Ψ [b,a,0]〉.

Lemma 5.37 The operators U0, . . . ,U3 and Û+ defined in Definition 5.36 are
unitary.

Proof As can be seen in (5.100), the operatorU0 maps each vector of the computa-
tional basis bijectively to a vector of the computational basis. According to the first
statement in Exercise 2.15, it is thus unitary.
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From Exercise 5.65 we know thatUc is unitary and since for each l ∈ {1, . . . ,n−
1}
(
1⊗3l ⊗U∗

c ⊗1⊗3(n−1−l)
)(

1⊗3l ⊗Uc ⊗1⊗3(n−1−l)
)
= 1⊗3l ⊗U∗

c Uc ⊗1⊗3(n−1−l)

= 1⊗n

thenU1 as a product of unitary operators is itself unitary. The proof thatU3 is unitary
is similar.

ForU2 we have

U∗
2 =
[
U∗
c

(
1⊗Λ|1〉1(X )∗
︸ ︷︷ ︸
=Λ|1〉1(X )

⊗1
)(
1⊗ U∗

s︸︷︷︸
=Us

)]⊗1⊗3(n−1)

and thus

U∗
2U2 =

[
U∗
c

(
1⊗Λ|1〉1(X )⊗1

)(
1⊗Us

)2
︸ ︷︷ ︸

=1⊗4

(
1⊗Λ|1〉1(X )⊗1

)
Uc

]
⊗1⊗3(n−1)

= U∗
c

(
1⊗Λ|1〉1(X )⊗1

)2

︸ ︷︷ ︸
=1⊗4

Uc ⊗1⊗3(n−1)

= 1⊗3n+1 .

Finally, Û+ being a product of unitary operators is again unitary. �

Theorem 5.38 There exists a circuit U+ on H
I/O = H

B ⊗H
A, which can be

implemented with the help of the auxiliary register HW by Û+, that is, there
exists a Û+ ∈ U

(
H

I/O ⊗H
W
)
such that for arbitrary |Φ〉 ∈ H

I/O one has

Û+
(|Φ〉⊗ |0〉n)= (U+|Φ〉)⊗|0〉n . (5.101)

Furthermore, for a,b ∈ N0 with a,b< 2n we have that

U3U2U1|Ψ [b,a,0]〉 = |Ψ [b+a,a,0]〉 (5.102)

and thus
U+
(|b〉⊗ |a〉)= |b+a〉⊗ |a〉 . (5.103)

Proof First we show (5.102). The proof of this claim by means of the operator defi-
nitions and a sequence of equations is laborious and not very instructive. Much more
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|0〉

|a0〉

|b0〉

|0〉

|a1〉

|b1〉

|0〉

...

Uc

|0〉 = |c+0 〉

|a0〉

|b0
2⊕ a0〉

|a0b0〉 = |c+1 〉

Uc

|c+1 〉

|a1〉

|b1
2⊕ a1〉

|a1b1
2⊕ c+1 a1

2⊕ c+1 b1〉 = |c+2 〉

...

... ...

Uc
. ... ..

Fig. 5.15 Sub-circuitU1 of the quantum adder

...
Uc

|0〉

|an−1〉

|bn−1〉

|bn〉

|c+n−1〉

Uc

|c+n−1〉

|an−1〉

|bn−1
2⊕ an−1〉

|an−1bn−1
2⊕ c+n−1an−1

2⊕ c+n−1bn−1
2⊕ bn〉 = |c+n

2⊕ bn〉

X

|an−1〉

|bn−1〉

Us

|c+n−1〉

|an−1〉

|bn−1
2⊕ an−1

2⊕ c+n−1〉 = |sn−1〉

|0〉

. . .
U∗
c

|0〉

|an−1〉

|sn−1〉

|c+n
2⊕ bn〉

Fig. 5.16 Sub-circuitU2 of the quantum adder

illuminating and just as valid is a proof with the help of the graphical representations
of the individual operators or parts thereof.

From (5.98) and Fig. 5.15 we see that the sequence of the Uc in U1 delivers the
carry qubits |c+j 〉 (see Corollary B.2) of the addition of a and b in the uppermost

fourth channel, starting with |c+1 〉 and then successively up to |c+n−1〉. The third chan-
nels ofUc inU1 always deliver |bj−1

2⊕ aj−1〉, while in the first and second channels
the input passes through unaltered.

Similarly, one sees from (5.96), (5.98) and Fig. 5.16, thatU2 delivers in the fourth

channel |bn
2⊕ c+n 〉 and in the third the sum-qubit |sn−1〉 of the addition of b+a (see

Corollary B.2). Hence, in the case b< 2n the most significant carry qubit |c+n 〉 of the
addition b+a is delivered in the topmost channel ofU2.
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. . .

. ... .. Us

|0〉

|a0〉

|b0
2⊕ a0〉

|c+1 〉

|a1〉

|b1
2⊕ a1〉

|c+2 〉

U∗
c

|c+1 〉

|a1〉

|b1〉

|0〉

Us

|c+1 〉

|a1〉

|a1
2⊕ b1

2⊕ c+1 〉 = |s1〉

U∗
c

|0〉

|a0〉

|b0〉

|0〉

Us

|0〉

|a0〉

|s0〉

|0〉

|a1〉

|s1〉

|0〉

...

Fig. 5.17 Sub-circuitU3 of the quantum adder

Finally, one obtains from (5.99) and Fig. 5.17, that U3 reverts the channels with
the carry qubits |c+n−1〉, . . . , |c+1 〉 to |0〉 and delivers in the third channels the sum
qubits |sn−1〉, . . . , |s0〉. Furthermore,U3 delivers the |an−1〉, . . . , |a0〉 unchanged.

Altogether thus

|Ψ [b,a,0]〉 = |0〉⊗
0⊗

l=n−1

(|bl〉⊗ |al〉⊗ |0〉) (5.104)

is transformed byU3U2U1 into

U3U2U1|Ψ [b,a,0]〉 = |c+n 〉⊗
0⊗

l=n−1

(|sl〉⊗ |al〉⊗ |0〉)= |Ψ [b+a,a,0]〉 . (5.105)

This completes the proof of (5.102).
In order to prove (5.101), we note that, because of

|Φ〉 =
2n+1−1

∑
b=0

2n−1

∑
a=0

Φba|b〉⊗ |a〉 ,

it suffices to prove the claim for an arbitrary vector |b〉⊗ |a〉 of the computational
basis of HB ⊗H

A. For these we have



222 5 Quantum Gates and Circuits for Elementary Calculations

Û+
(|b〉⊗ |a〉⊗ |0〉n) = U∗

0U3U2U1U0
(|b〉⊗ |a〉⊗ |0〉n)

= U∗
0U3U2U1

(
|bn〉⊗

0⊗

l=n−1

(|bl〉⊗ |al〉⊗ |0〉)
)

= U∗
0U3U2U1|Ψ [b,a,0]〉 . (5.106)

The only difference between the argument ofU∗
0U3U2U1 in (5.106) and the right side

of (5.104) is that bn in (5.106) can be different from zero. But this changes only the
output of the most significant qubit in HB. From (5.97) and Fig. 5.16 we see thatU2

for this most significant qubit delivers |bn
2⊕ c+n 〉, which is the sum qubit |sn〉 since

an = 0 holds. All other qubits are transformed by U3U2U1 exactly as in (5.105).
However, the qubit in the carry state |c+n+1〉 from b+ a will be lost. Hence, the
number b+ a− c+n+12

n+1 is generated in H
B. Consequently, for a and b such that

0 ≤ a < 2n and 0 ≤ b< 2n+1 we have

Û+
(|b〉⊗ |a〉⊗ |0〉n) = U∗

0U3U2U1|Ψ [b,a,0]〉
= U∗

0 |Ψ [b+a− c+n+12
n+1,a,0]〉

= |b+a− c+n+12
n+1〉⊗ |a〉⊗ |0〉n

= U+
(|b〉⊗ |a〉)⊗|0〉n .

This proves (5.101). For a,b < 2n one has c+n+1 = 0, and thus (5.103) follows as
well. �

From Theorem 5.28 it follows that U+ is unitary and thus invertible. Indeed, the
inverse ofU+ is a circuit, which implements the algorithm of the binary subtraction
b−a formalized in Corollary B.5.

Corollary 5.39 There exists a circuit U− on H
I/O = H

B ⊗ H
A, which is

implemented with the help of the auxiliary register HW by Û∗
+ = Û−1

+ , that
is, for arbitrary |Φ〉 ∈ H

I/O one has

Û∗
+
(|Φ〉⊗ |0〉n)= (U−|Φ〉)⊗|0〉n , (5.107)

where also U− =U∗
+ =U−1

+ holds. Furthermore, for a,b ∈ N0 with a,b< 2n

we have that

U∗
1U

∗
2U

∗
3 |Ψ [b,a,0]〉 = |Ψ [c−

n 2
n+1+b−a,a,0]〉 (5.108)
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and thus

U−
(|b〉⊗ |a〉)= |c−

n 2
n+1+b−a〉⊗ |a〉 =

{ |b−a〉⊗ |a〉 if b ≥ a
|2n+1+b−a〉⊗ |a〉 if b< a

.

(5.109)

Proof From Corollary 5.30 we know that for arbitrary |Φ〉 ∈ H
I/O

Û∗
+

(
|Φ〉⊗ |0〉n

)
=
(
U∗
+|Φ〉)⊗|0〉n

holds. WithU− =U∗
+ this implies (5.107).

The proof of (5.108) is similar to the proof of Theorem 5.38 in that we consider
the respective actions of U∗

3 ,U
∗
2 and U∗

1 . From (5.92) as well as Fig. 5.18 we see
that the Us leave the first two input channels unaltered. In the third output channel
the Us deliver the qubit |dj〉 of the difference bit of the subtraction b−a as defined
in (B.12). Thereafter, theUc act in that they also deliver the first two inputs |c−

j 〉 and
|aj〉 unaltered, but in the third channel they deliver |bj

2⊕ c−
j 〉 (see (5.97)). Moreover,

we see from Fig. 5.18 as well as (5.97) that the Uc deliver in the fourth channel the
qubits |c−

j 〉 of the carry term of the subtraction b−a defined in Corollary B.5. This
is because

c−
j−1(aj−1

2⊕ dj−1)
2⊕ aj−1dj−1

=︸︷︷︸
(B.12)

c−
j−1(aj−1

2⊕ aj−1
2⊕ bj−1

2⊕ c−
j−1)

2⊕ aj−1(aj−1
2⊕ bj−1

2⊕ c−
j−1)

= c−
j−1bj−1

2⊕ c−
j−1

2⊕ aj−1
2⊕ aj−1bj−1

2⊕ aj−1c
−
j−1

|0〉

|a0〉

|b0〉

|0〉

|a1〉

|b1〉

|0〉

Us

|0〉 = |c−
0 〉

|a0〉

|a0
2⊕ b0〉 = |d0〉

Uc

|c−
0 〉

|a0〉

|a0
2⊕ d0〉 = |b0〉

|a0
2⊕ a0b0〉 = |c−

1 〉

Us

|c−
1 〉

|a1〉

|c−
1

2⊕ a1
2⊕ b1〉 = |d1〉

Uc

|c−
1 〉

|a1〉

|a1
2⊕ d1〉 = |c−

1

2⊕ b1〉

|c−
1 (a1

2⊕ d1)
2⊕ a1d1〉 = |c−

2 〉

... ...

...

Fig. 5.18 Sub-circuitU∗
3 of the quantum subtractor
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...
Uc

|0〉

|an−1〉

|bn−1〉

|bn〉

|c−
n−1〉

Us

|c−
n−1〉

|an−1〉

|dn−1〉 X

|an−1〉

|bn−1
2⊕ c−

n−1〉
U∗
c

|c−
n−1〉

|an−1〉

|bn−1
2⊕ an−1

2⊕ c−
n−1〉 =

|0〉

. . .
U∗
c

|0〉

|an−1〉

|dn−1〉

|(c−
n−1

2⊕ an−1)(bn−1
2⊕ c−

n−1)
2⊕ an−1

2⊕ bn〉
= |c−

n

2⊕ bn〉

Fig. 5.19 Sub-circuitU∗
2 of the quantum subtractor

= (1
2⊕ bj−1)(aj−1

2⊕ c−
j−1)

2⊕ aj−1c
−
j−1

=︸︷︷︸
(B.11)

c−
j

holds.
From (5.99) and Fig. 5.19 one sees thatU∗

2 delivers in the first channel the qubit
|c−
n−1〉 of the carry, in the second channel |an−1〉, in the third the qubit in the state

|dn−1〉 corresponding to the difference term and in the fourth |bn
2⊕ c−

n 〉. In the case
b< 2n one has bn = 0, and in this case U∗

2 delivers in its topmost channel the most
significant qubit |c−

n 〉 of the carry of the subtraction b−a.
The fact that, as shown in Fig. 5.20, every |c−

n−1〉, . . . , |c−
0 〉 is transformed by U∗

1
to |0〉 can be seen as follows:

(c−
j−1

2⊕ aj−1)(c−
j−1

2⊕ bj−1)
2⊕ aj−1

2⊕ c−
j

= c−
j−1

2⊕ c−
j−1b1j−

2⊕ aj−1c
−
j−1

2⊕ aj−1bj−1
2⊕ aj−1

2⊕ c−
j

=︸︷︷︸
(B.11)

c−
j−1

2⊕ c−
j−1bj−1

2⊕ aj−1c
−
j−1

2⊕ aj−1bj−1
2⊕ aj−1

2⊕ (1
2⊕ bj−1)(aj−1

2⊕ c−
j−1)

2⊕ aj−1c
−
j−1︸ ︷︷ ︸

=c−j

= c−
j−1

2⊕ c−
1j−bj−1

2⊕ aj−1c
−
j−1

2⊕ aj−1bj−1
2⊕ aj−1

2⊕ aj−1

2⊕ c−
j−1

2⊕ aj−1bj−1
2⊕ c−

j−1bj−1
2⊕ aj−1c

−
j−1

= 0 .

Finally, theU∗
c inU∗

1 invert the action of theUc inU∗
3 also in the third channels and

thus deliver there |dj〉.
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. . .

. ... .. U∗
c

|0〉

|a0〉

|b0〉

|c−
1 〉

|a1〉

|c−
1

2⊕ b1〉

|c−
2 〉

U∗
c

|c−
1 〉

|a1〉

|a1
2⊕ b1

2⊕ c−
1 〉 = |d1〉

|(c−
1

2⊕ a1)(c−
1

2⊕ b1)
2⊕ a1

2⊕ c−
2 〉 = |0〉

U∗
c

|0〉

|a0〉

|a0
2⊕ b0〉 = |d0〉

|0〉

|0〉

|a0〉

|d0〉

|0〉

|a1〉

|d1〉

|0〉

...

Fig. 5.20 Sub-circuitU∗
1 of the quantum subtractor

Altogether, one has thus for a,b< 2n

U∗
1U

∗
2U

∗
3 |Ψ [b,a,0]〉 =︸︷︷︸

(5.100)

U∗
1U

∗
2U

∗
3

(
|bn〉⊗

0⊗

l=n−1

(|bl〉⊗ |al〉⊗ |0〉)
)

= |c−
n 〉⊗

0⊗

l=n−1

(|dl〉⊗ |al〉⊗ |0〉)

=︸︷︷︸
(5.100)

|Ψ
[

c−
n 2

n+
n−1

∑
l=0

dl2
l ,a,0

]

〉 . (5.110)

On the other hand, we know from Corollary B.5 that

n−1

∑
j=0

dj2
j = c−

n 2
n+b−a (5.111)

holds, where

c−
n =
{
0 if b ≥ a
1 if b< a .

(5.112)

Hence, (5.108) follows from (5.110) and (5.111). From (5.108) and (5.112), in turn,
follows (5.109). �
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5.5.2 Quantum Adder Modulo N

With the help of the quantum adder U+ and subtractor U− we can now build a
quantum adder modulo N ∈ N, which we denote byU+%N . In general one has (b+
a) mod N ∈ {0, . . . ,N − 1}. On the other hand, it is not necessarily the case that
N = 2n, such that the image under mod N does not coincide with a total space
¶
H

⊗n. Since U+%N ought to be unitary, we need to suitably restrict the HILBERT

space on which the operatorU+%N acts.

Definition 5.40 ForN ∈NwithN < 2n we defineH<N as the linear subspace
of ¶

H
⊗n spanned by the basis vectors |0〉n, . . . , |N −1〉n

H
<N := Span{|0〉n, . . . , |N −1〉n}

=
{
|Φ〉 ∈ ¶

H
⊗n
∣
∣
∣ |Φ〉 =

N−1

∑
a=0

Φa|a〉n
}
.

It is laborious and not very instructive to define the operatorU+%N with the help
of formulas. Instead, we use the simpler and clearer graphical representation shown
in Fig. 5.21 as definition.

Definition 5.41 The quantum adder modulo N is the operator U+%N on
H

I/O = H
<N ⊗H

<N representing the circuit shown in Fig. 5.21, which is
implemented with the help of the state |ωi〉 = |N 〉n ⊗|0〉1 = |ωf 〉 in an auxil-
iary register HW = ¶

H
⊗n+1.

Theorem 5.42 Let n and N be natural numbers satisfying N < 2n. The oper-
ator U+%N shown in Fig. 5.21 satisfies

U+%N : H<N ⊗H
<N −→ H

<N ⊗H
<N

|b〉⊗ |a〉 �−→ |(b+a) mod N 〉⊗ |a〉 . (5.113)

Furthermore, U+%N is unitary and we have

U−%N :=U∗
+%N : H<N ⊗H

<N −→ H
<N ⊗H

<N

|b〉⊗ |a〉 �−→ |(b−a) mod N 〉⊗ |a〉 . (5.114)
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Proof Since N < 2n is assumed, H<N is a subspace of ¶
H

⊗n and ¶
H

⊗n+1 and can be
embedded in these. In Fig. 5.21 we thus consider the arguments |b〉⊗ |a〉 ∈ H

I/O =
H

<N ⊗H
<N as vectors in ¶

H
⊗n+1 ⊗ ¶

H
⊗n on which, according to Definition 5.36,

Theorem 5.38 and Corollary 5.39 the adder U+ and the subtractor U− = U−1
+ are

defined. The auxiliary register HW = ¶
H

⊗n+1 is pre-set with |N 〉n ⊗|0〉1. One has

U+%N =
1

∏
l=9

Al ,

and for the proof we consider successively the results of the transformations A1, . . . ,A9

defined in Fig. 5.21.
To begin with,U+ in A1 is applied to |b〉⊗|a〉, which, according to Theorem 5.38,

yields |b+a〉⊗ |a〉.
Application of the swap operator S in the second step swaps |N 〉 in the auxiliary

register with |a〉 such that afterwards |a〉 has been deposited in the auxiliary register.
In A3 then U− is applied to |b+ a〉 ⊗ |N 〉, which, in accordance with Corol-

lary 5.39, yields |c3−n 2n+1+ b+ a−N 〉⊗ |N 〉. Here we have indexed the carry bit
c3−n with the superscript 3− in order to distinguish it from the carry bit of a later
subtraction. From Corollary 5.39 we also know that

c3−n =
{
0 ⇔ b+a ≥ N
1 ⇔ b+a < N

holds. The value of c3−n will then serve in the subsequent transformations A4, . . . ,A9

withinU+%N as a distinguishing indicator for the cases b+a ≥ N or b+a < N .
In A4 the state |c3−n 〉 of the carry qubit is written by means of a controlled NOT

Λ |1〉1(X ) in the target-qubit, which was initially in the state |0〉1 in the auxiliary
register.

In the fifth step in A5 the target-qubit in the state |c3−n 〉 controls the application of
the additionU+ on |c3−n 2n+1+b+a−N 〉⊗ |N 〉. In the case c3−n = 0 no addition is
performed. In this case the result of the fifth step is |c3−n 2n+1+b+a−N 〉⊗ |N 〉 =
|b+a−N 〉⊗|N 〉. In the case c3−n = 1 the addition will be performed. This addition
is the inverse of the previous subtraction in step three. Thus, the state prior to that
subtraction is recovered. The result of A5 is in this case |b+a〉⊗|N 〉. Altogether the
result of A5 can thus be written as |b+a+(c3−n −1)N 〉⊗ |N 〉.

In A6 the swap of the second step is inverted by a further application of the swap
operator S. After that |a〉 is again the state in the second factor space of HI/O =
H

<N ⊗H
<N ⊂ ¶

H
⊗n+1 ⊗ ¶

H
⊗n, and |N 〉 becomes the state in the auxiliary register.

But the target-qubit in the auxiliary register is still entangled with the state in
¶
H

⊗n+1 ⊗ ¶
H

⊗n. In order to disentangle these states (see remarks before and after
Definition 5.29), we subtract a with U− in a seventh step from b+a+(c3−n −1)N .
If c3−n = 0, the result of this subtraction is b−N < 0, and thus the state of the carry
qubit becomes |c7−n 〉 = |1〉. If, on the other hand, |c3−n 〉 = |1〉, then the subtraction
results in b ≥ 0, and the state of the carry qubit becomes |c7−n 〉 = |0〉.
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The value of the carry bit c7−n then controls in A8 the re-setting of the target-
qubit in the auxiliary register to |0〉. Finally, in A9 the subtraction of A7 is inverted.
Because of a,b< N , the final result in the first factor space H<N of HI/O is thus

|b+a+(c3−n −1)N 〉 =
{ |b+a−N 〉 if b+a ≥ N

|b+a〉 if b+a < N
= |(b+a) mod N 〉 .

(5.115)
ForU∗

+%N one has

U∗
+%N =

9

∏
l=1

A∗
l .

Here it should be noted that in A∗
1,A

∗
5 and A∗

9 thenU
∗
+ =U− holds and in A3 and A7

conversely U∗− = U+ holds. With exactly the same arguments as in the derivation
of (5.115) one obtains that for a,b< N

U∗
+%N

(|b〉⊗ |a〉)=
{ |b−a〉⊗ |a〉 if b ≥ a

|b−a+N 〉⊗ |a〉 if b< a
= |(b−a) mod N 〉⊗ |a〉 .

With this and (5.115) it follows that for a,b< N

U∗
+%NU+%N

(|b〉⊗ |a〉) = U∗
+%N

(|(b+a) mod N 〉⊗ |a〉)

= |((b+a) mod N − a︸︷︷︸
=a mod N

)
mod N 〉⊗ |a〉

=︸︷︷︸
(D.23)

|b mod N 〉⊗ |a〉

= |b〉⊗ |a〉

holds. Consequently,U+%N is unitary. �

5.5.3 Quantum Multiplier Modulo N

With the help of the quantum adder we now define the multiplication modulo N
with a number c ∈ N0.

Definition 5.43 For c ∈ N0 and n,N ∈ N we define U×c%N as the quantum
multiplier modulo N onHI/O =H

<N ⊗¶
H

⊗n as the operator representing the
circuit shown in Fig. 5.22, which is implemented with the help of the states
|ωi〉 and |ωf 〉 in an auxiliary register

(
H

<N
)⊗n+1

.
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As one can see in Fig. 5.22, the operatorU×c%N is implemented with the help of
an auxiliary register HW =

(
H

<N
)⊗n+1

. In this auxiliary register the initial state is
set to

|ωi〉 = |0〉⊗ |c2n−1 mod N 〉⊗ · · ·⊗ |c20 mod N 〉 .

To prepare the initial state, one calculates c2n−1 mod N , . . . ,c20 mod N with the
help of a classical computer and prepares |ωi〉 in the auxiliary register accordingly.

The final state in the auxiliary register is given by

|ωf 〉 = |0〉⊗ |c2n−2 mod N 〉⊗ · · ·⊗ |c20 mod N 〉⊗ |c2n−1 mod N 〉

and differs from the initial state |ωi〉, but is always the same, independent of |b〉⊗
|a〉. This means that states in the auxiliary register remain separable from those
in the input/output register (see discussion around Definition 5.29). One could, of
course, transform |ωf 〉 via suitable swap operations to |ωi〉, but to keep things as
simple as possible, we have refrained from doing this here.

Theorem 5.44 For any operatorU×c%N defined as in Definition 5.43 we have

U×c%N
(|b〉⊗ |a〉)= |(b+ ca) mod N 〉⊗ |a〉 (5.116)

as well as
U∗

×c%N

(|b〉⊗ |a〉)= |(b− ca) mod N 〉⊗ |a〉 , (5.117)

and U×c%N :HI/O → H
I/O is unitary.

Proof As we see in Fig. 5.22, the operator U×c%N consists of repeated additions
U+%N controlled by |ak〉 with k ∈ {0, . . . ,n− 1}, where, before each of these con-
trolled additions, the state |c2k mod N 〉 is swapped from the prepared auxiliary reg-
ister to the entry register for the second summand. In the first step one has, because
of b< N , after the addition controlled by |a0〉 in HI/O the state

(
U+%N )a0

(|b〉⊗ |c20 mod N 〉)

=
(
U+%N )a0

(|b mod N 〉⊗ |c20 mod N 〉)

=︸︷︷︸
(5.113)

|(b mod N +a0c2
0 mod N

)
mod N 〉⊗ |c20 mod N 〉

=︸︷︷︸
(D.23)

|(b+a0c2
0) mod N 〉⊗ |c20 mod N 〉 . (5.118)
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After that, |c21 mod N 〉 is swapped into the input for the second summand, and the
addition controlled by |a1〉 is executed. In the kth step one has, analogously,

(
U+%N )ak

(
|(b+ c

k−1

∑
j=0

aj2
j) mod N 〉⊗ |c2k mod N 〉

)

= |
((

b+ c
k−1

∑
j=0

aj2
j) mod N +akc2

k mod N
)

mod N 〉⊗ |c2k mod N 〉

= |(b+ c
k

∑
j=0

aj2
j) mod N 〉⊗ |c2k mod N 〉 .

After the last addition, the first channel of the adder controlled by |an−1〉 thus deliv-
ers the state

|(b+ c
n−1

∑
j=0

aj2
j) mod N 〉 = |(b+ ca

)
mod N 〉

in its output. In the second channel the state |c2n−1 mod N 〉 is delivered, which
is swapped with |0〉. This last swap is not really necessary since even without it
the auxiliary register is separable from the input/output register. This completes the
proof of (5.116).

For the proof of (5.117) one notes that U∗
×c%N corresponds to a reverse run

through the circuit shown in Fig. 5.22 from right to left. This amounts to a circuit in
which the steps ofU×c%N are traversed in reverse order and where the initial state in
the auxiliary register is now |ωf 〉, and the final state is |ωi〉 as well as where U+%N

has to be replaced by U∗
+%N =U−%N . Analogous to (5.118), the first step is then

a subtraction of c2n−1 mod N controlled by |an−1〉. These controlled subtractions
are continued until the last subtraction of c20 mod N controlled by |a0〉. Altogether,
the input |b〉⊗|a〉 is transformed byU∗

×c%N into |(b−ca) mod N 〉⊗|a〉 as claimed
in (5.117).

We thus have

U∗
×c%NU×c%N

(|b〉⊗ |a〉) = U∗
×c%N

(|(b+ ca) mod N 〉⊗ |a〉)

= |((b+ ca) mod N − ca
)

mod N 〉⊗ |a〉
=︸︷︷︸

(D.23)

|((b+ ca) mod N − ca mod N
)

mod N 〉⊗ |a〉

=︸︷︷︸
(D.23)

|b mod N 〉⊗ |a〉

= |b〉⊗ |a〉

proving unitarity ofU×c%N on HI/O =H
<N ⊗ ¶

H
⊗n. �
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Its name as a multiplier deservesU×c%N because

U×c%N
(|0〉⊗ |a〉)= |ca mod N 〉⊗ |a〉

holds. With the help of the construction in Theorem 5.34, the function a �→ ca
mod N can then be implemented.

5.5.4 Quantum Circuit for Exponentiation Modulo N

At long last we are now in a position to present a way to implement the function
fb,N (x) = bx mod N by means of a quantum circuit.

Definition 5.45 For b,n,N ∈ N we define Afb,N on ¶
H

⊗n ⊗H
<N as the cir-

cuit shown in Fig. 5.23 with the state |ωi〉 =
(⊗n−2

l=0 |0〉
)

⊗|1〉 = |ωf 〉 in the

auxiliary register HW =
(
H

<N
)⊗n

.

The implementation of Afb,N is essentially a version of the fast or so-called binary
exponentiation with quantum circuits for a given b. In this construction the num-
bers β0 := b2

0
mod N , . . . ,βn−1 := b2

n−1
mod N are pre-calculated with a classical

computer and then the quantum multipliersU×βj%N are prepared.

In Definition 5.45 we have Afb,N restricted in the second argument to H
<N , but

for N < 2m we can view H
<N as a subspace of ¶

H
⊗m. We use this in Theorem 5.46.

Theorem 5.46 Let b,n,N ,m ∈ N with N < 2m and fb,N (x) := bx mod N.
Then for any x ∈ N0 with x < 2n

Afb,N

(|x〉n ⊗|0〉m)= |x〉n ⊗|fb,N (x)〉m (5.119)

holds as well as

A∗
fb,N

(|x〉n ⊗|fb,N (x)〉m
)
= |x〉n ⊗|0〉m . (5.120)

Proof In Fig. 5.23 we use the abbreviating notation βj = b2
j
mod N . We see there

that the first part of Afb,N consists of successive applications of U×βj%N and then
U+%N . Each of these multiplications is controlled by a |xj〉. For these one has, in
general, for s ∈ {0,1},c ∈ N0 and |a〉 ∈ H

<N that
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Fig. 5.23 Quantum circuit Afb,N to implement the function fb,N (x) = bx mod N ; here we use the

abbreviating notation βj = b2
j
mod N
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(
U+%N

)1−s(
U×c%N

)s(|0〉⊗ |a〉) =︸︷︷︸
(5.116)

{(
U+%N

)(|0〉⊗ |a〉) if s= 0
|ca mod N 〉⊗ |a〉 if s= 1

=︸︷︷︸
(5.113)

{ |a mod N 〉⊗ |a〉 if s= 0
|ca mod N 〉⊗ |a〉 if s= 1

= |csa mod N 〉⊗ |a〉 . (5.121)

Beginning with the first two factors of the auxiliary register, one has then

(
U+%N

)1−x0(U×β0%N
)x0(|0〉⊗ |1〉) =︸︷︷︸

(5.121)

|β x0
0 mod N 〉⊗ |1〉

= |(b20 mod N
)x0 mod N 〉⊗ |1〉

=︸︷︷︸
(D.22)

|bx020 mod N 〉⊗ |1〉 .

In the kth step this becomes

(
U+%N

)1−xk
(
U×βk%N

)xk (|0〉⊗ |b∑k−1
j=0 xj2j mod N 〉)

=︸︷︷︸
(5.121)

|
(

β xk
k

(
b∑k−1

j=0 xj2j mod N
))

mod N 〉⊗ |b∑k−1
j=0 xj2j mod N 〉

= |
((

b2
k

mod N
)xk (b∑k−1

j=0 xj2j mod N
))

mod N 〉⊗ |b∑k−1
j=0 xj2j mod N 〉

=︸︷︷︸
(D.21),(D.22)

|b∑k
j=0 xj2

j
mod N 〉⊗ |b∑k−1

j=0 xj2j mod N 〉 .

After the application of
(
U+%N

)1−xn−1
(
U×βn−1%N

)xn−1 one then has in the second
input/-output channel as desired

|b∑n−1
j=0 xj2j mod N 〉 = |bx mod N 〉 .

This remains unchanged by subsequent applications of the

(
U∗

×βk%N

)xk (U∗
+%N

)1−xk =
(
U∗

×βk%N

)xk (U−%N
)1−xk

for k ∈ {n−2, . . . ,0}. These conditional operators disentangle the auxiliary register
from the input/output register as can be seen as follows. First, we have, in analogy
to (5.121), for s ∈ {0,1},c ∈ N0 and |u〉, |v〉 ∈ H

<N that

(
U∗

×c%N

)s(
U−%N

)1−s(|u〉⊗ |v〉) =︸︷︷︸
(5.114)

{ |(u− v) mod N 〉⊗ |v〉 if s= 0
U∗

×c%N

(|u〉⊗ |v〉) if s= 1



236 5 Quantum Gates and Circuits for Elementary Calculations

=︸︷︷︸
(5.117)

{ |(u− v) mod N 〉⊗ |v〉 if s= 0
|(u− cv) mod N 〉⊗ |v〉 if s= 1

= |(u− csv) mod N 〉⊗ |v〉 . (5.122)

In the second part of Afb,N one obtains thus with the kth step

(
U∗

×βk%N

)xk (U−%N
)1−xk

(|b∑k
j=0 xj2

j
mod N 〉⊗ |b∑k−1

j=0 xj2j mod N 〉)

=︸︷︷︸
(5.122)

|
(
b∑k

j=0 xj2
j

mod N − (b2k mod N
)xk (b∑k−1

j=0 xj2j mod N
))

mod N 〉

⊗|b∑k−1
j=0 xj2j mod N 〉

=︸︷︷︸
(D.21)−(D.23)

|0〉⊗ |b∑k−1
j=0 xj2j mod N 〉 . (5.123)

In particular, for k = 0 we have

(
U∗

×β0%N

)x0(U−%N
)1−x0(|bx020 mod N 〉⊗ |1〉)

=︸︷︷︸
(5.122)

|
(
bx02

0
mod N − (b20 mod N

)x0
)

mod N 〉⊗ |1〉

= |0〉⊗ |1〉 .

This proves (5.119).
In order to show (5.120), consider that A∗

fb,N
emerges from the circuit of Afb,N by

the replacements

U+%NU×βk%N → U∗
×βk%NU−%N for k ∈ {0, . . . ,n−1}

U∗
×βk%NU−%N → U+%NU×βk%N for k ∈ {n−2, . . . ,0} .

Due to the symmetry of the circuit, this means that the circuit of A∗
fb,N

only dif-

fers from the one for Afb,N in that in place of
(
U+%N

)1−xn−1
(
U×βn−1%N

)xn−1 then
(
U∗

×βn−1%N

)xn−1
(
U−%N

)1−xn−1 appears. This implies that

(
U∗

×βn−1%N

)xn−1(
U−%N

)1−xn−1
(|bx mod N 〉⊗ |b∑n−2

j=0 xj2j mod N 〉)

=
(
U∗

×βn−1%N

)xn−1(
U−%N

)1−xn−1
(|b∑n−1

j=0 xj2j mod N 〉⊗ |b∑n−2
j=0 xj2j mod N 〉)

=︸︷︷︸
(5.123)

|0〉⊗ |b∑n−2
j=0 xj2j mod N 〉

holds and (5.120) follows. �
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With the help of the construction in Theorem 5.34 we can then implement the
function x �→ bx mod N .

Corollary 5.47 Let b,n,N ,m ∈ N with N < 2m and H
A = ¶

H
⊗n as well as

H
B = ¶

H
⊗m and fb,N (x)= bx mod N. With the help of the states |ωi〉= |0〉m =

|ωf 〉 in the auxiliary register HB we can implement Ufb,N for which

Ufb,N : HA ⊗H
B −→ H

A ⊗H
B

|x〉⊗ |y〉 �−→ |x〉⊗ |y� fb,N (x)〉

holds. In particular, one has

Ufb,N

(|x〉⊗ |0〉)= |x〉⊗ |fb,N (x)〉 .

Proof The claim follows from Theorem 5.34 by setting there Af = Afb,N and Bf =
A∗
fb,N

from Theorem 5.46. �

The statement in Corollary 5.47 is essential for the SHOR factorization algorithm
in Sect. 6.5. This also applies to the quantum FOURIER transform, which is covered
in the following section.

5.5.5 Quantum FOURIER Transform

The quantum FOURIER transform [73] is an important part of several algorithms
and serves as a further example how elementary gates can be used to build a unitary
transformation. It is defined as an operator on the tensor product of the qubit space
¶
H as follows.

Definition 5.48 The quantum FOURIER transform F on ¶
H

⊗n is defined as
the operator

F :=
1√
2n

2n−1

∑
x,y=0

exp
(
2πi

xy
2n

)
|x〉〈y| ,

where |x〉 and |y〉 denote vectors of the computational basis of ¶
H

⊗n.

In fact, as shown in Example F.52, the definition given above is a special case of
the quantum FOURIER transform on groups given in Definition F.51.
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With the help of

ωn := exp

(
2πi
2n

)

the matrix representation of F in the computational basis can be given as

F =
1√
2n

⎛

⎜
⎜
⎜
⎝

1 1 · · · 1
1 ωn · · · ω2n−1

n
...

...
. . .

...

1 ω2n−1
n · · · ω(2n−1)2

n

⎞

⎟
⎟
⎟
⎠

.

Exercise 5.66 Show that F is unitary.

For a solution see Solution 5.66.

There is a connection between the quantum FOURIER transform and the discrete
FOURIER transform used in signal-processing.

Definition 5.49 Let N ∈ N. The discrete FOURIER transform is a linear map

Fdis : CN −→ C
N

c �−→ Fdis(c)

defined component-wise by

Fdis(c)k =
1√
N

N−1

∑
l=0

exp

(
2πi
N

kl

)
cl . (5.124)

For an arbitrary vector |Ψ〉 ∈ ¶
H

⊗n it then follows that the components of the
quantum FOURIER transformed vector (F |Ψ〉)x = 〈x|FΨ〉 in the computational
basis are given by the discrete FOURIER transform Fdis(c)x of a vector c ∈ C

N that
has the components cx = 〈x|Ψ〉.

Lemma 5.50 Let n,N ∈ N with N = 2n and

|Ψ〉 =
2n−1

∑
x=0

Ψx|x〉 ∈ ¶
H

⊗n .
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Moreover, let c ∈ C
N be the vector with components cx = Ψx = 〈x|Ψ〉 for

x ∈ {0, . . . ,N −1}. Then we have

〈k|FΨ〉 = Fdis(c)k .

Proof One has

F |Ψ〉 =
2n−1

∑
x=0

ΨxF |x〉 =︸︷︷︸
(5.124)

2n−1

∑
x=0

Ψx
1√
2n

2n−1

∑
z,y=0

exp
(
2πi

zy
2n

)
|z〉〈y|x〉
︸︷︷︸
=δxy

=
1√
2n

2n−1

∑
x,z=0

Ψx exp

(
2πi
2n

zx

)
|z〉

=︸︷︷︸
N=2n,cx=Ψx

1√
N

N−1

∑
x,z=0

cx exp

(
2πi
N

zx

)
|z〉

and thus

〈k|FΨ〉 = 1√
N

N−1

∑
x,z=0

cx exp

(
2πi
N

zx

)
〈k|z〉
︸︷︷︸
=δkz

=
1√
N

N−1

∑
x=0

cx exp

(
2πi
N

kx

)

=︸︷︷︸
(5.124)

Fdis(c)z .

�

We further introduce the following notation for binary fractions:

Definition 5.51 For a1, . . . ,am ∈ {0,1} we define

0.a1a2 . . .am :=
a1
2
+

a2
4
+ · · · am

2m
=

m

∑
l=1

al2
−l . (5.125)

With the help of this notation for binary fractions the quantum FOURIER trans-
form can be represented as follows.
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Lemma 5.52 Let n ∈ N and

x =
n−1

∑
j=0

xj2
j , (5.126)

where xj ∈ {0,1,} for j ∈ {0, . . . ,n−1}.
Then the action of the quantum FOURIER transform F on any vector |x〉 of

the computational basis of ¶
H

n can be written as

F |x〉 = 1√
2n

n−1⊗

j=0

[
|0〉+ e2πi0.xj ...x0 |1〉

]
. (5.127)

Proof According to Definition 5.48 one has

F |x〉 = 1√
2n

2n−1

∑
y=0

exp

(
2πi
2n

xy

)
|y〉

=
1√
2n

2n−1

∑
y=0

exp

(
2πi
2n

x
n−1

∑
j=0

yj2
j

)

|yn−1 . . .y0〉

=
1√
2n

2n−1

∑
y=0

n−1

∏
j=0

exp

(
2πi
2n

xyj2
j
)

|yn−1 . . .y0〉

=
1√
2n

∑
y0...yn−1∈{0,1}

n−1

∏
j=0

exp

(
2πi
2n

xyj2
j
) 0⊗

k=n−1

|yk〉

=
1√
2n

∑
y0...yn−1∈{0,1}

0⊗

k=n−1

exp

(
2πi
2n

xyk2
k
)

|yk〉

=
1√
2n

0⊗

k=n−1
∑

yk∈{0,1}
exp

(
2πi
2n

xyk2
k
)

|yk〉

=
1√
2n

0⊗

k=n−1

[
|0〉+ exp

(
2πi
2n

x2k
)

|1〉
]
. (5.128)

In the last equation we further use (5.126) and the notation for binary fractions given
in (5.125) in order to obtain
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exp
(2πi
2n

x2k
)
= exp

(
2πi

n−1

∑
l=0

xl2
l+k−n

)

= exp
(
2πi
[n−k−1

∑
l=0

xl2
l+k−n+

n−1

∑
l=n−k

xl2
l+k−n

︸ ︷︷ ︸
∈N

])

= exp
(
2πi

n−k−1

∑
l=0

xl2
l+k−n

)

= exp
(
2πi
[ x0
2n−k +

x1
2n−(k+1) + · · ·+ xn−1−k

2

])

= e2πi0.xn−1−k ...x0 . (5.129)

Insertion of (5.129) into (5.128) then yields

F |x〉 = 1√
2n

0⊗

k=n−1

[
|0〉+ e2πi0.xn−1−k ...x0 |1〉

]
=

1√
2n

n−1⊗

j=0

[
|0〉+ e2πi0.xj ...x0 |1〉

]
.

�

We still need the following result for the HADAMARD transform if we want to
express the quantum FOURIER transform with the help of elementary gates.

Lemma 5.53 Let n ∈ N and j ∈ N0 with j < n and let |x〉 be a vector in the
computational basis in ¶

H
⊗n. Then

H |xj〉 = |0〉+ e2πi0.xj |1〉√
2

, (5.130)

holds, and with
Hj := 1⊗(n−1−j) ⊗H ⊗1⊗j (5.131)

for j ∈ {0, . . . ,n−1} one has

Hj|x〉 = |xn−1〉⊗ · · · |xj+1〉⊗ |0〉+ e2πi0.xj |1〉√
2

⊗|xj−1〉⊗ · · ·⊗ |x0〉 . (5.132)

Proof From (2.162) in Lemma 2.39 we know that

H |xj〉 = |0〉+ eπixj |1〉√
2
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holds. Then (5.130) follows from the Definition 5.51 of the binary fraction.
The action of Hj as claimed in (5.132) follows directly from definition (5.131)

and (5.130). �

A further transformation needed to build the quantum FOURIER transform is the
conditional phase shift.

Definition 5.54 Let j,k ∈ {0, . . . ,n− 1} with j > k and define θjk := π
2j−k .

The conditional phase shift is a linear transformation on ¶
H

⊗n defined as

Pjk := 1⊗(n−1−k) ⊗|0〉〈0|⊗1⊗k

+1⊗(n−1−j) ⊗
[
|0〉〈0|+ eiθjk |1〉〈1|

]
⊗1j−k−1 ⊗|1〉〈1|⊗1⊗k .

The action of Pjk is an application of Λ|1〉1
(
P(θjk)

)
on the (k+1)-th and (j+1)-

th factor space in ¶
H

⊗n (see Figs. 5.4 and 5.5 for the definition of Λ|1〉(V ) and P(α)).
This can be illustrated if we consider the restriction onto the respective subspaces.
Let ¶

Hk denote the (k+1)-th factor space counted from the right and ¶
Hj the (j+1)-

th factor space in ¶
H

⊗n (see (3.18)). Furthermore, let

|0〉j ⊗|0〉k , |1〉j ⊗|0〉k , |0〉j ⊗|1〉k , |1〉j ⊗|1〉k

be the four vectors of the computational basis in ¶
Hj ⊗ ¶

Hk . Then the matrix repre-
sentation of the restriction to these two factor spaces is given by

Pjk

∣
∣
∣¶Hj⊗¶Hk

=

⎛

⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 eiθjk

⎞

⎟
⎟
⎠= Λ|1〉1

(
P(θjk)

)
.

The action of Pjk is thus only non-trivial if both states in the (j+ 1)-th as well as
the (k+1)-th factor space each have a non-vanishing component along |1〉 in which
case it consists of a multiplication with a phase factor eiθjk . Otherwise, Pjk leaves
the total state unchanged, in other words, acts as the identity.

Lemma 5.55 Let j,k ∈ {0, . . . ,n−1} with j> k and let l ∈ {j+1, . . . ,n−1}.
Moreover, let |ψl〉 ∈ ¶

H and ψ0j,ψ1j ∈C as well as x0, . . . ,xj−1 ∈ {0,1}. Then
we have
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Pjk |ψn−1〉⊗ · · ·⊗ |ψj+1〉⊗ [ψ0j|0〉+ψ1j|1〉
]⊗|xj−1〉⊗ · · ·⊗ |x0〉

= |ψn−1〉⊗ · · ·⊗ |ψj+1〉⊗ [ψ0j|0〉+ψ1je
iπ xk

2j−k |1〉]⊗|xj−1〉⊗ · · ·⊗ |x0〉 .

Proof With |xk〉 = (1− xk)|0〉+ xk |1〉 and θjk = π
2j−k one has

Pjk |ψn−1〉⊗ · · ·⊗ |ψj+1〉⊗ [ψ0j|0〉+ψ1j|1〉
]⊗|xj−1〉⊗ · · ·⊗ |x0〉

= (1− xk)|ψn−1〉⊗ · · ·⊗ |ψj+1〉⊗ [ψ0j|0〉+ψ1j|1〉
]⊗|xj−1〉⊗ · · ·⊗ |x0〉

+ xk |ψn−1〉⊗ · · ·⊗ |ψj+1〉⊗ [ψ0j|0〉+ψ1je
iθjk |1〉]⊗|xj−1〉⊗ · · ·⊗ |x0〉

= |ψn−1〉⊗ · · ·⊗ |ψj+1〉⊗ [ψ0j|0〉+ψ1je
iπ xk

2j−k |1〉]⊗|xj−1〉⊗ · · ·⊗ |x0〉 .

�

Up to a re-ordering, that is, a reversal of the factors in the nth fold tensor product
¶
H

⊗n, the quantum FOURIER transform can be built as a product of HADAMARD

transforms and conditional phase shifts.

Theorem 5.56 The quantum FOURIER transform F can be built from the
swap operator S(n) defined in (5.30), HADAMARD transforms and conditional
phase shifts as follows:

F = S(n)
n−1

∏
j=0

([
j−1

∏
k=0

Pjk

]

Hj

)

(5.133)

= S(n)H0P1,0H1P2,0P2,1H2 . . .Pn−1,0 . . .Pn−1,n−2Hn−1 .

Proof With (5.132) we have at first

Hn−1|x〉 = |0〉+ e2πi0.xn−1 |1〉√
2

⊗|xn−2〉⊗ · · ·⊗ |x0〉 .

According to Lemma 5.55, this implies

Pn−1,n−2Hn−1|x〉 = |0〉+ e2πi0.xn−1+iπ xn−2
2 |1〉√

2
⊗|xn−2〉⊗ · · ·⊗ |x0〉

=︸︷︷︸
(5.125)

|0〉+ e2πi0.xn−1xn−2 |1〉√
2

⊗|xn−2〉⊗ · · ·⊗ |x0〉

and
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Pn−1,0Pn−1,1 . . .Pn−1,n−2Hn−1|x〉

=
|0〉+ e2πi0.xn−1...x0 |1〉√

2
⊗|xn−2〉⊗ · · ·⊗ |x0〉 .

Furthermore,

Hn−2Pn−1,0Pn−1,1 . . .Pn−1,n−2Hn−1|x〉

=
|0〉+ e2πi0.xn−1...x0 |1〉√

2
⊗ |0〉+ e2πı0.xn−2 |1〉√

2
⊗|xn−3〉⊗ · · ·⊗ |x0〉

and

Pn−2,0Pn−2,1 . . .Pn−2,n−3Hn−2Pn−1,0Pn−1,1 . . .Pn−1,n−2Hn−1|x〉

=
|0〉+ e2πi0.xn−1...x0 |1〉√

2
⊗ |0〉+ e2πi0.xn−2...x0 |1〉√

2
⊗|xn−3〉⊗ · · ·⊗ |x0〉 .

Similarly, a repeated application to the remaining tensor products |xn−3〉⊗· · ·⊗|x0〉
then yields

n−1

∏
j=0

(
j−1

∏
k=0

(
Pjk
)
Hj

)

|x〉 = 1√
2n

0⊗

k=n−1

[
|0〉+ e2πi0.xk ...x0 |1〉

]
. (5.134)

This is F |x〉 up to an inversion of the sequence of the factor spaces. Thus, we have
finally

S(n)
n−1

∏
j=0

(
j−1

∏
k=0

(
Pjk
)
Hj

)

|x〉 =︸︷︷︸
(5.134)

1√
2n

S(n)
0⊗

k=n−1

[
|0〉+ e2πi0.xk ...x0 |1〉

]

=︸︷︷︸
(5.34)

1√
2n

n−1⊗

k=0

[
|0〉+ e2πi0.xk ...x0 |1〉

]

=︸︷︷︸
(5.127)

F |x〉 .

�

Figure 5.24 shows the circuit comprised of gates, which generate the quantum
FOURIER transform.

The representation (5.133) of F |x〉 with the help of Hj,Pjk and S(n) allows us,
to provide bounds for the growth rate of the computational steps required for the
quantum FOURIER transform.
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|x〉n

F

F|x〉n

|x0〉
⊗
|x1〉
⊗
...

⊗
|xn−3〉
⊗
|xn−2〉
⊗
|xn−1〉 H P P · · · P P · · · · · ·

· · · H P · · · P P · · ·

· · · · · · · · ·

· · · · · · · · · H P

H

. . .

Fig. 5.24 Quantum circuit to build the quantum FOURIER transform with the help of HADAMARD

gates, conditional phase shifts and swap gates

Corollary 5.57 Let F be the quantum FOURIER transform on ¶
H

⊗n. Then the
number of required computational steps SF to perform F as a function of n
satisfies

SF(n) ∈ O
(
n2
)
for n → ∞ .

Proof The application of Hj and Pjk each require a fixed number of computational
steps independent of n: SHj (n),SPjk (n) ∈ O(1). The application of S(n) requires
instead SS(n) (n) ∈ O(n) steps for n → ∞. Because of (5.133) from Theorem 5.56
we can perform F by

an n-fold application of Hj for j ∈ {0, . . . ,n−1}, with SH (n) ∈ O(n),
+ an n(n−1)

2 -fold application of Pjk for j ∈ {0, . . . ,n− 1} and k ∈ {0, . . . , j− 1}
with SP(n) ∈ O

(
n2
)

+ a single application of S(n) with SS(n) (n) ∈ O(n).

Hence, we find for the number of computational steps SF to perform F

SF(n) = SH (n)+SP(n)+SS(n) (n) ∈︸︷︷︸
C.3

O
(
n2
)

as claimed. �

5.6 Further Reading

One of the earlier introductions to quantum gates can be found in the paper by
DEUTSCH [17]. This paper already addresses the question of universality which is
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discussed in more detail in the paper by BARENCO et al. [30]. Gates for explicit
arithmetic operations up to modular exponentiation were presented by VEDRAL et
al. [72].

Many quantum gates and circuits for various applications can found in the intro-
ductory text by MERMIN [74] as well as in the comprehensive and wide ranging
book by NIELSEN and CHUANG [61].



Chapter 6
On the Use of Entanglement

6.1 Early Promise: DEUTSCH–JOZSA Algorithm

In 1992 DEUTSCH and JOZSA [75] devised a problem and a quantum algorithm
for solving it, which showed how dramatically more efficient than their classical
counterparts quantum algorithms could be. This problem has since become known
as DEUTSCH’s problem1 and the quantum algorithm to solve it efficiently as the
DEUTSCH–JOZSA algorithm.

Definition 6.1 (Deutsch’s Problem) Let n ∈ N and f : {0,1}n → {0,1} be a
function of which we know that it is

either constant, that is,

f (x) = c ∈ {0,1} for all x ∈ {0,1}n

or balanced, that is,

f (x) =

{
0 for one half of the x ∈ {0,1}n

1 for the other half of the x ∈ {0,1}n

DEUTSCH’S Problem is to find the most efficient way to decide with certainty
whether f is constant or balanced.

We measure efficiency of a method by the number of function calls, that is, by the
number of evaluations of f or related objects that have to be made to gain absolute
certainty. We may visualize this by being able to submit queries to f via a keyboard.

1Named after him because DEUTSCH [16] had first considered a version of it already in 1985.
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In order to ascertain whether f is constant or balanced, any classical method will
require at least 2n−1 + 1 queries. Only then can we be convinced about f being
constant or balanced.

In contrast, the quantum algorithm devised by DEUTSCH and JOZSA [75] requires
just one application of a suitably implemented unitary operator Uf of the form
(5.84). In other words, if the keyboard were connected to a quantum computer that
has a circuit implementing Uf , we would need to enter only one query (that is, one
execution of Uf ) to ascertain which type f is.

Proposition 6.2 Let f be as in Definition 6.1 and

Uf : ¶
H

⊗n ⊗ ¶
H −→ ¶

H
⊗n ⊗ ¶

H

|x〉⊗ |y〉 �−→ |x〉⊗ |y 2⊕ f (x)〉 . (6.1)

Then there is a quantum algorithm which uses only one application of Uf and
solves DEUTSCH’s problem.

Proof We devise an algorithm that solves the problem with only one application of
Uf as follows. Recall from (5.83) that the HADAMARD transform satisfies

H⊗n|0〉 = 1

2
n
2

2n−1

∑
x=0

|x〉 . (6.2)

Moreover, for any computational basis vector |x〉 the action of H⊗n can be expressed
as given in Exercise 6.67.

Exercise 6.67 Show that

H⊗n|x〉 = 1

2
n
2

2n−1

∑
y=0

(−1)x
2�y|y〉 , (6.3)

where we set for the computational basis vectors |x〉 and |y〉

x
2� y := xn−1yn−1

2⊕ . . .
2⊕ x0y0 .

For a solution see Solution 6.67
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The algorithm initially operates on the composite system H
A ⊗ H

B, where H
A =

¶
H

⊗n and H
B = ¶

H and starts with the initial state

|Ψ0〉 = |0〉n ⊗ |0〉− |1〉√
2

∈ H
A ⊗H

B .

In the next step in the algorithm we apply
(
H⊗n ⊗1

)
Uf
(
H⊗n ⊗1

)
to obtain

|Ψ1〉 =
(
H⊗n ⊗1

)
Uf
(
H⊗n ⊗1

)|Ψ0〉

=
(
H⊗n ⊗1

)
Uf

(
H⊗n|0〉⊗ |0〉− |1〉√

2

)

=︸︷︷︸
(6.2)

(
H⊗n ⊗1

)
Uf

(
1

2
n
2

2n−1

∑
x=0

|x〉⊗ |0〉− |1〉√
2

)

=
(
H⊗n ⊗1

) 1

2
n+1
2

2n−1

∑
x=0

(
Uf
(|x〉⊗ |0〉− |x〉⊗ |1〉))

=︸︷︷︸
(6.1)

(
H⊗n ⊗1

) 1

2
n+1
2

2n−1

∑
x=0

|x〉⊗ (| f (x)〉− |1 2⊕ f (x)〉)

=
(
H⊗n ⊗1

) 1

2
n+1
2

2n−1

∑
x=0

|x〉⊗ (−1) f (x)(|0〉− |1〉)

=
1

2
n
2

2n−1

∑
x=0

(−1) f (x)H⊗n|x〉⊗ |0〉− |1〉√
2

=︸︷︷︸
(6.3)

1
2n

2n−1

∑
y,x=0

(−1) f (x)+x
2�y|y〉⊗ |0〉− |1〉√

2
.

Note that |0〉−|1〉√
2

= | ↓x̂〉 is one of the two basis states | ↑x̂〉 and | ↓x̂〉 in ¶
H so that

|Ψ1〉 can be written as
|Ψ1〉 = |Ψ A

1 〉⊗ | ↓x̂〉 ,

where

|Ψ A
1 〉 = 1

2n

2n−1

∑
y,x=0

(−1) f (x)+x
2�y|y〉 .

Consequently, the density operator of the complete system is

ρΨ1 =︸︷︷︸
(2.89)

|Ψ1〉〈Ψ1| = |Ψ A
1 ⊗ ↓x̂〉〈Ψ A

1 ⊗ ↓x̂ | =︸︷︷︸
(3.36)

|Ψ A
1 〉〈Ψ A

1 |⊗ | ↓x̂〉〈↓x̂ |
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and using (3.57) with tr(| ↓x̂〉〈↓x̂ |) = 1 we have

ρA(ρΨ1) =︸︷︷︸
(3.50)

trB
(
ρΨ1

)
=︸︷︷︸

(3.57)

|Ψ A
1 〉〈Ψ A

1 | =︸︷︷︸
(2.89)

ρΨ A
1
.

This shows that when now considering the sub-system A alone, it is described by
the pure state

|Ψ A
1 〉 = 1

2n

2n−1

∑
x=0

(−1) f (x)|0〉+ 1
2n

2n−1

∑
y=1,x=0

(−1) f (x)+x
2�y|y〉 . (6.4)

The probability to find system A in the state |0〉 ∈ H
A is given by

P
{
SystemA is in
the state |0〉

}
=︸︷︷︸

(2.64)

∣∣〈0|Ψ A
1 〉∣∣2 =︸︷︷︸

(6.4)

(
1
2n

2n−1

∑
x=0

(−1) f (x)

)2

(6.5)

=

⎧⎨
⎩
(

1
2n ∑2n−1

x=0 (−1)c
)2

= 1 if f is constant(
1
2n

(
2n−1 −2n−1

))2 = 0 if f is balanced

Hence, measuring P|0〉 = |0〉〈0| in the state |Ψ A
1 〉, which we have produced by only

one application of Uf , will reveal if f is constant or balanced. �
On a step-by-step basis the DEUTSCH–JOZSA algorithm then runs essentially as

follows:

DEUTSCH–JOZSA algorithm

Input: A function f : {0,1}n → {0,1} that is either constant or balanced and
an associated Uf acting as

Uf : ¶
H

⊗n ⊗ ¶
H −→ ¶

H
⊗n ⊗ ¶

H

|x〉⊗ |y〉 �−→ |x〉⊗ |y 2⊕ f (x)〉

and we set H
A = ¶

H
⊗n and H

B = ¶
H.

Step 1: Prepare the initial state

|Ψ0〉 = |0〉n ⊗ |0〉− |1〉√
2

∈ H
A ⊗H

B

Step 2: Apply
(
H⊗n ⊗1

)
Uf
(
H⊗n ⊗1

)
to |Ψ0〉 to obtain

|Ψ1〉 =
(
H⊗n ⊗1

)
Uf
(
H⊗n ⊗1

)|Ψ0〉 .
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Step 3: Ignoring sub-system B, the sub-system A is then in the pure state |Ψ A
1 〉 ∈

H
A given in (6.4). Query the sub-system A for the presence of |0〉 ∈ H

A

by measuring the observable P|0〉 = |0〉〈0| in the state |Ψ A
1 〉 and use the

observed value together with (6.5) to ascertain

〈
P|0〉

〉
Ψ A
1
=
∣∣〈0|Ψ A

1 〉∣∣2 =
{
1 then f is constant

0 then f is balanced

Output: Determination whether f is constant or balanced.

Hence, the DEUTSCH–JOZSA algorithm reduces the 2n−1+1 evaluations of the
function f , which are required by a classical way to solve DEUTSCH’s problem with
certainty, to just one application of Uf .

However, for the quantum algorithm to be more efficient than the many classical
evaluations of f , we need to be able to build and run the quantum algorithm in much
less than 2n + 1 steps. In other words, for efficiency gains Uf has to be such that it
can be build and run in much less than 2n +1 steps. In particular, this excludes that
the knowledge of all f (x) would be required to build Uf . After all, there would be
no point in running any algorithm if we knew all values of f already.

Despite these caveats, the DEUTSCH–JOZSA algorithm clearly signaled—albeit
on what some might consider a ‘toy problem—that quantum algorithms had the
potential to vastly outperform classical algorithms. Before we turn to quantum algo-
rithms solving problems more pertinent to ‘everyday life,’ we present two applica-
tions of entanglement which are both curious and interesting in their own right.

6.2 Dense Quantum Coding

If Alice and Bob each have at their disposal2 qubits that constitute the parts of a
total system that was prepared in an entangled state, they can use this to transmit
two classical bits by only sending one qubit. This procedure of transmitting two
classical bits by means of sending one qubit is called dense quantum coding [76].

Suppose then Alice and Bob each have a qubit of a two-qubit composite system
that is in the entangled BELL state

|Φ+〉 = 1√
2
(|00〉+ |11〉) .

Depending on which of the four bit-pairs x1x0 ∈ {00,01,10,11} Alice wants to
send to Bob, she performs on her qubit a unitary transformation UA = UA(x1x0)
according to the following assignment

2 Having a system at their disposal means that they can apply transformations or measurements to
it.
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Table 6.1 Protocol of dense quantum coding

Alice wants to send
the classical bits x1x0

So she applies
UA(x1x0)

The state of the total
system becomes(

UA ⊗1
)
|Φ+〉

on which Bob
measures σA

z ⊗σB
z and

σA
x ⊗σB

x and observes
the values

00 1A |Φ+〉 +1 , +1

01 σA
z |Φ−〉 +1 , −1

10 σA
x |Ψ+〉 −1 , +1

11 σA
z σA

x |Ψ−〉 −1 , −1

UA(00) = 1A

UA(01) = σA
z

UA(10) = σA
x

UA(11) = σA
z σA

x .

(6.6)

Table 6.1 shows in the first two columns which of the four possible choices of UA

listed in (6.6) corresponds to which pair of bits. In applying UA, she transforms the
total state |Φ+〉 to one of the four BELL states |Φ±〉 and |Ψ±〉. For example, if she
wants to transmit the bit-pair 01, she would apply σA

z to her qubit and thus transform
the total state |Φ+〉 to
(

σA
z ⊗1B

)
|Φ+〉= 1√

2

(
(σA

z |0〉)⊗|0〉+(σA
z |1〉)⊗|1〉

)
=

1√
2
(|00〉− |11〉)= |Φ−〉 .

Exercise 6.68 Show that UA ⊗ 1B with UA ∈ {1A,σA
z ,σA

x ,σA
z σA

x } is unitary and
verify

(
σA

x ⊗1B
)
|Φ+〉 = |Ψ+〉(

σA
z σA

x ⊗1B
)
|Φ+〉 = |Ψ−〉 .

For a solution see Solution 6.68

Alice thus encodes two classical bits in her selection of UA and by application of
the selected transformation to her qubit. She then sends her (one) qubit to Bob,
who then has both qubits at his disposal. On these, he measures the compatible
observables σA

z ⊗ σB
z and σA

x ⊗ σB
x (see (3.41)). Reading off the observed value-

pair out of {±1,±1} and using the correspondence given in Table 2.1, he can thus
uniquely determine the bit-pair Alice has sent.
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¶
H

A

⊗
¶
H

B

� | +〉

x0

Z

x1

X A
z ⊗ B

z x1
A
x ⊗ B

x x0

Fig. 6.1 Graphical illustration of the process of dense quantum coding; the inputs x0 and x1 are
classical bits, which are graphically represented as lines with rectangular humps. They control the
application of X and Z on ¶

H
A. Here, X will only be applied if x1 = 1. Analogously, Z will only

be applied if x0 = 1. This is akin to the application of Xx1Zx0 on ¶
H

A. The values observed by
measuring σA

z ⊗σB
z and σA

x ⊗σB
x are translated into the classical bits x1,x0 according to Table 2.1

This protocol is illustrated in Table 6.1, where we make use of Tables 2.1 and
3.1. Altogether Bob has read two classical bits, even though he only received one
qubit from Alice. A further illustration of this process in form of a circuit diagram
is given in Fig. 6.1.

It should be noted, however, that this condensed transmission of classical infor-
mation presupposes that Alice and Bob each already have received qubits which
constitute the parts of a total system in an entangled state. This is in addition to the
qubit actually sent from Alice to Bob. In a sense they thus share some form of joint
‘information’, that is, each already has a qubit of an entangled state, prior to the
qubit sent from Alice to Bob.

6.3 Teleportation

In what has become known as teleportation [18] we have essentially the inverse
of dense quantum coding: if Alice and Bob each have a qubit at their disposal that
is part of a total quantum system in an entangled state, then one qubit can be trans-
ferred (aka ‘teleported’) from Alice to Bob by sending two classical bits. Again, this
procedure uses entanglement as the most important ingredient and runs as follows.

Suppose Alice wants to teleport the qubit |ψ〉S = a|0〉+ b|1〉 ∈ ¶
H

S to Bob, and
she has another qubit that is part of an entangled BELL state

|Φ+〉AB =
1√
2

(
|0〉A ⊗|0〉B + |1〉A ⊗|1〉B

)
∈ ¶

H
A ⊗ ¶

H
B .

Moreover, suppose the other qubit of this BELL state is with Bob. She then combines
the qubit to be teleported with the one that is part of the BELL state and performs
measurements on the system in the HILBERT space ¶

H
S ⊗ ¶

H
A.
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For the total system, the addition of the sub-system to be teleported means that a
new total system has been formed, which is described by vectors in ¶

H
S ⊗¶

H
A ⊗¶

H
B

and which is in the state

|ψ〉S ⊗|Φ+〉AB =
(

a|0〉S +b|1〉S
)

⊗ 1√
2

(
|0〉A ⊗|0〉B + |1〉A ⊗|1〉B

)

=
1√
2

⎡
⎢⎢⎢⎣a |0〉S ⊗|0〉A︸ ︷︷ ︸

= 1√
2

(
|Φ+〉SA+|Φ−〉SA

)⊗|0〉B +a |0〉S ⊗|1〉A︸ ︷︷ ︸
= 1√

2

(
|Ψ+〉SA+|Ψ−〉SA

)⊗|1〉B

+b |1〉S ⊗|0〉A︸ ︷︷ ︸
= 1√

2

(
|Ψ+〉SA−|Ψ−〉SA

)⊗|0〉B +b |1〉S ⊗|1〉A︸ ︷︷ ︸
= 1√

2

(
|Φ+〉SA−|Φ−〉SA

)⊗|1〉B

⎤
⎥⎥⎥⎦

=
1
2

[
|Φ+〉SA ⊗

(
a|0〉B +b|1〉B

)
+ |Ψ+〉SA ⊗

(
a|1〉B +b|0〉B

)
+|Φ−〉SA ⊗

(
a|0〉B −b|1〉B

)
+ |Ψ−〉SA ⊗

(
a|1〉B −b|0〉B

)]
=

1
2

[
|Φ+〉SA ⊗|ψ〉B + |Ψ+〉SA ⊗

(
σB

x |ψ〉B
)

(6.7)

+|Φ−〉SA ⊗
(

σB
z |ψ〉B

)
+ |Ψ−〉SA ⊗

(
σB

x σB
z |ψ〉B

)]
.

Alice now measures the compatible observables σS
z ⊗ σA

z and σS
x ⊗ σA

x (see (3.41))
on the composite system ¶

H
S ⊗ ¶

H
A formed by the qubit to be teleported and her

qubit, which is part of the composite system in the entangled BELL state. According
to the Projection Postulate 3 in Sect. 2.3.1, the measurement of these observables
projects onto one of the four eigenstates |Φ+〉SA, |Φ−〉SA, |Ψ+〉SA and |Ψ−〉SA. From
the observed values for σS

z ⊗ σA
z and σS

x ⊗ σA
x , Alice can thus read off in which of

the four states appearing in (6.7) the total system is after the measurement (see
Table 3.1). Depending on which values she has observed, she sends two classical
bits x1x0 to Bob, which instruct him to perform on his qubit a unitary transformation
UB =UB(x1x0) according to the following assignment

UB(00) = 1B

UB(01) = σB
z

UB(10) = σB
x

UB(11) = σB
z σB

x ,

which is identical to (6.6) used by Alice in the dense coding protocol. Because of
12 = (σx)2 = (σz)2 = σzσxσxσz = 1, this transforms his qubit to the state |ψ〉. This
procedure is illustrated in Table 6.2. The quantum state |ψ〉 is thus ‘teleported’ from
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Table 6.2 Protocol for teleportation

Alice measures
σS

z ⊗σA
z and σS

x ⊗σA
x

to observe

The three-qubit total
state after
measurement is then:
|Ψ〉SA⊗ Bob’s
qubit-state

From bits received
Bob determines to
apply UB

The state of Bob’s
qubit then becomes

+1 , +1 |Φ+〉⊗ |ψ〉 1B (1B)2|ψ〉 = |ψ〉
+1 , −1 |Φ−〉⊗σB

z |ψ〉 σB
z (σB

z )
2|ψ〉 = |ψ〉

−1 , +1 |Ψ+〉⊗σB
x |ψ〉 σB

x (σB
x )

2|ψ〉 = |ψ〉
−1 , −1 |Ψ−〉⊗σB

x σB
z |ψ〉 σB

z σB
x σB

z σB
x σB

x σB
z |ψ〉 = |ψ〉

¶
H

A

⊗
¶
H

B

� | +〉

¶
H

S � | 〉
⊗ ⊗

S
z ⊗ A

z

S
x ⊗ A

x

X Z

Fig. 6.2 Graphical illustration of the process of teleportation; the results of the measurements are
classical bits, which again are graphically represented as lines with rectangular humps. They are
used to determine the respective application of X or Z in the sense that X is applied to ¶

H
B only if

the measurement of σS
z ⊗σA

z yields the value +1, which according to Table 2.1 corresponds to the
classical bit value 0. Analogously, Z is applied to ¶

H
B only if the measurement of σS

x ⊗ σA
x yields

the value +1

Alice to Bob, even though only classical information has been sent from Alice to
Bob. However, just as in the case of dense coding, here too, the requirement for
this to work is that Alice and Bob already share some kind of joint information in
the form of a supply of qubits that are sub-systems of a total system that is in an
entangled state. Moreover, it has to be emphasized, that the state |ψ〉 is not cloned,
which would contradict the Quantum No-Cloning Theorem 4.11. Instead, this state
is destroyed by Alice’s measurement, before it is re-generated by Bob through appli-
cation of a suitable UB.

Figure 6.2 shows a circuit diagram of the process of teleportation.

6.4 Quantum Cryptography

6.4.1 Ciphers in Cryptography

Cryptography is the science of encrypting and decrypting messages m ∈ M, where
M is a finite set of possible messages. Encrypting a plaintext message m means
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transforming it into an alternative form c ∈C called ciphertext that does not allow to
retrieve the plaintext m without additional knowledge of some sort. This additional
knowledge is what we call a key k ∈ K.

Definition 6.3 LetM,C,K be finite sets. A cipher is a cryptographic proto-
col encrypting plaintexts m ∈ M with a key k ∈ K and consists of an encryp-
tion

e : K×M −→ C
(k,m) �−→ e(k,m)

mapping the key-plaintext pair (k,m) to some ciphertext e(k,m) and a decryp-
tion

d : K×C −→ M
(k,c) �−→ d(k,c)

mapping the key-ciphertext pair (k,c) to some plaintext d(k,c) such that for
all m ∈ M and k ∈ K

d
(
k,e(k,m)

)
= m . (6.8)

If encryption and decryption use the same key k, the cipher is called sym-
metric. If one part kpub of the the key k = (kpriv,kpub) is used for encryption
m �→ e(kpub,m) and another part kpriv is used for decryption c �→ d(kpriv,c),
then the cipher is said to be asymmetric.

Effectively, d is the inverse of e. More precisely, if we look at

ek(·) := e(k, ·) :M → C and dk(·) := d(k, ·) : C → M

then (6.8) implies that
dk ◦ ek = idM .

As our digital world amply demonstrates, there is no loss of generality if we assume
each message to be a binary string (mnM−1 . . .m0) of a fixed length nM with m j ∈
{0,1}. Using the m j as coefficients in a binary expansion, we can thus consider each
message to be an integer m satisfying

0 ≤ m =
nM−1

∑
j=0

m j2
j ≤ 2nM −1 .

Likewise, we may assume the ciphertext to be a binary string of length nC and a
natural number c satisfying 0 ≤ c ≤ 2nC −1. Sometimes—but not always—the key
k is taken to be of the same form with length nK and 0 ≤ k ≤ 2nK −1.
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The ciphertext, that is, the encrypted message c = e(k,m), may be transmitted
on public channels. A secure cipher would make it impossible to retrieve m from c
without knowing k.

Example 6.4 One cipher, which meets this criteria, is the VERNAM cipher also used
by CHE GUEVARA and FIDEL CASTRO [77]. This is a symmetric cipher where
plaintext, key and ciphertext all have the same length nM = nK = nC = n. The key
k is a random bit-sequence

k = (kn−1, . . . ,k0) .

Encryption is accomplished by addition modulo 2 of the key-bits k j to the plaintext-
bits m j. With the help of the notation introduced in Definition 5.2 we can thus write
the encryption map as

e(k,m) = (kn−1
2⊕ mn−1, . . . ,k0

2⊕ m0) .

The ciphertext c = e(k,m) is then a purely random sequence of bits and does not
allow to obtain any information of the original plaintext m. In order to decrypt the
ciphertext, one requires the key k. With the key decryption is accomplished by once
again adding modulo 2 to the key-bits to the ciphertext-bits:

d
(
k,e(k,m)

)
= (kn−1

2⊕ e(k,m)n−1, . . . ,k0
2⊕ e(k,m)0)

= (kn−1
2⊕ kn−1

2⊕ mn−1, . . . ,k0
2⊕ k0

2⊕ m0)
= (mn−1, . . . ,m0)

since k j
2⊕ k j = 0 for all k j ∈ {0,1}. This is illustrated with a small example in

Table 6.3.

The VERNAM cipher is absolutely secure, but has the disadvantage that, in order
to maintain its security for every message, we need to use a new key for each new
message. Hence, sender and receiver either need to have a large common supply of
random key-bits or need to exchange such bits every time they want to exchange
a message. The former requires to keep this large supply safe, whereas the latter
requires a secure transmission channel, something we are trying to establish in the
first place.

Quantum mechanics, however, does offer the possibility to generate a random
key-bit-sequence, to transmit it and to check if the transmission has been compro-
mised in the sense that eavesdropping occurred. Thus, even though we cannot pre-
vent eavesdropping, we can at least detect it. In case we detect eavesdropping, we
do not use the bit-sequence as a random key. This is called quantum (cryptographic)
key distribution.
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Table 6.3 Sample en- and decryption with the VERNAM cipher

Encryption Message m = 0 0 1 0 1 1 0 1
2⊕ 2⊕ 2⊕ 2⊕ 2⊕ 2⊕ 2⊕ 2⊕

Key k = 1 0 0 1 1 0 0 0

Ciphertext c = e(k,m) = 1 0 1 1 0 1 0 1

Decryption Ciphertext c = 1 0 1 1 0 1 0 1
2⊕ 2⊕ 2⊕ 2⊕ 2⊕ 2⊕ 2⊕ 2⊕

Key k = 1 0 0 1 1 0 0 0

Message m = 0 0 1 0 1 1 0 1

There are several protocols of quantum key distribution. In Sect. 6.4.2 we first
consider a procedure that—contrary to the title of this chapter—does not use entan-
glement. Instead, it is based on the quantum mechanical phenomenon that in general
an observation, which can only result from a measurement, changes the state of the
observed system. In Sect. 6.4.3 we then exhibit a protocol which does utilize entan-
glement in that it makes use of the fact that the EPR correlations of BELL states
cannot be generated by classical random variables. These protocols are two exam-
ples of what has become known as quantum cryptography.

The currently most widespread classical cryptographic protocol is the asymmet-
ric cipher developed in 1978 by RIVEST, SHAMIR and ADLEMAN [78, 79], which
works with one part of the key being publicly known. This has since become known
as the RSA protocol, and we study it in more detail in Sect. 6.4.4. Its security relies
on the fact that, so far, it is too time-consuming to find the prime factors p and q of
a large number N = pq.

However, in Sect. 6.5 we present a quantum algorithm devised by SHOR, which—
if quantum computers are realized—allows to find prime factors much faster than
hitherto possible. Hence, quantum mechanics on the one hand would allow to com-
promise the security of RSA, while on the other hand permits to create key distribu-
tion protocols such as those presented in Sects. 6.4.2 and 6.4.3, which allow at least
the detection of eavesdropping.

6.4.2 Quantum Key Distribution without Entanglement

The following method to distribute a random bit sequence, which can be used as
an encryption key for the VERNAM-Code, was proposed in 1984 by BENNETT and
BRASSARD [1]. The protocol is thus denoted by the acronym BB84. It does not use
entanglement but instead relies on the fact that in quantummechanics measurements
alter the state in order to detect eavesdropping.
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The objective of the method is to generate a random bit sequence that is only
known to Alice and Bob and for which they can check if the transmission has been
listened to. This is achieved as follows.

Suppose Alice has a large number of qubits at her disposal. For each of them, she
randomly selects to measure either σz or σx. For each qubit, she records the measure-
ment result and then sends the qubit to Bob. He, too, randomly selects to measure
either σz or σx on the qubit received and also records the measurement result. Alice
and Bob then communicate via public channels for which of the qubits they hap-
pened to have measured the same observable, that is, either both σz or both σx. For
those qubits, the measurement results have to be the same. This is because, due to the
Projection Postulate 3, after the measurement of Alice, the qubit is in an eigenstate
of the measured observable corresponding to the observed eigenvalue. A measure-
ment of the same observable by Bob on the qubit in that eigenstate will result in
the same eigenvalue to be observed as a result of the measurement. From this set
of qubits, where they have measured the same observable, Alice and Bob select a
subset and publicly compare their measurement results. We shall show below that,
if these measurement results all agree, they can be (almost) certain that no third
party has gained knowledge of these measured values. In this case they can use the
measured values of those remaining qubits for which they have measured the same
observable, but have not not compared the measurement results, as a random bit
sequence only known to them. Table 6.4 illustrates the protocol under the assump-
tion that no attempt to intercept the information (aka eavesdropping) has been made.

What then, changes if Eve intercepts the qubits on the way from Alice to Bob
and attempts to listen in? The information that Eve wants to get is the random bit-
sequence that Alice and Bob have generated as outlined above. The only way for Eve
to get that information is to actually measure one3 of the incompatible observables
σz or σx. Since Alice randomly selects one of the incompatible observables σz or
σx, and Eve does not know which she has selected, Eve will not always happen to
measure the same observable that Alice measured.

For those qubits where Eve happens to measure the same observable as Alice,
Eve will indeed observe the same value as Alice since the qubit arrives in an
eigenstate of the observable. Moreover, this state will not be altered by Eve’s
measurement.

However, in those cases where Eve happens to measure a different observable
from the one Alice measured, the measurements by Eve will change the state of
some qubit because the two observables in question are incompatible. Hence, in
these cases the qubit arriving at Bob is in a different state from that which Alice
prepared. Consequently, the comparison by Alice and Bob of the values measured
in case they chose the same observable will reveal disagreeing values for a number
of qubits beyond what might reasonably be expected due to transmission errors.
Alice and Bob thus conclude that somebody has intercepted the qubits. Hence, they
do not use them but start all over again. Table 6.5 illustrates the protocol BB84 with
eavesdropping.

3Measuring both does not yield useful information for Eve because the observables are
incompatible.
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Table 6.4 Key distribution without eavesdropping according to BB84

For qubit no. 1 2 3 4 5 6 7 8 9 10 11 12 . . .

Alice chooses randomly one of the observables σz or σx. Suppose

she measures

Alice’s observable σx σx σx σz σx σx σx σz σz σx σx σz . . .

and observes

Alice’s value +1 −1 −1 +1 +1 −1 +1 −1 +1 +1 +1 +1 . . .

The qubit is then in the

qubit state | ↑x̂〉 | ↓x̂〉 | ↓x̂〉 | ↑ẑ〉 | ↑x̂〉 | ↓x̂〉 | ↑x̂〉 | ↓ẑ〉 | ↑ẑ〉 | ↑x̂〉 | ↑x̂〉 | ↑ẑ〉 . . .

Alice sends the qubits thus prepared to Bob. He chooses for each qubit

randomly one of the observables σz or σx. Suppose he measures

Bob’s observable σz σx σz σz σz σx σz σz σx σx σz σz . . .

and observes

Bob’s value −1 −1 −1 +1 +1 −1 +1 −1 +1 +1 −1 +1 . . .

Alice and Bob publicly compare for which qubit they have measured

which observable. But they do not reveal the outcome of the measure-

ment, that is, the observed value. They thus divide the qubits into a set

where they chose either the same observable or different ones. Measured

observables were �= = �= = �= = �= = �= = �= = . . .

If they have chosen the same observable, their measured values have to

agree. As a control they compare publicly every second of the observed

values where they measured the same observable:

control-value Alice +1 −1 +1 . . .

control-value Bob +1 −1 +1 . . .

100% agreement in comparison of control values implies:

with a probability increasing with the number of control values the

qubits have not been read between the measurements by Alice and Bob.

Use the observed values in the remaining cases where both measured

the same observable as joint, secret, and random

bit sequence: −1 −1 +1 . . .
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Table 6.5 Key distribution with eavesdropping according to BB84

For qubit no. 1 2 3 4 5 6 7 8 9 10 11 12 . . .

Alice randomly selects one of the observables σz or σx and measures

Alice’s observable σx σx σx σz σx σx σx σz σz σx σx σz . . .

and observes

Alice’s value +1 −1 −1 +1 +1 −1 +1 −1 +1 +1 +1 +1 . . .

The qubit is then in the

qubit state | ↑x̂〉 | ↓x̂〉 | ↓x̂〉 | ↑ẑ〉 | ↑x̂〉 | ↓x̂〉 | ↑x̂〉 | ↓ẑ〉 | ↑ẑ〉 | ↑x̂〉 | ↑x̂〉 | ↑ẑ〉 . . .

Alice sends the thus prepared qubits to Bob. Eve intercepts the qubit,

but does not know, in which state it is. Thus, Eve measures

Eve’s observable σz σx σx σz σz σx σz σx σx σx σz σz . . .

and observes

Eve’s value −1 −1 −1 +1 −1 −1 +1 −1 +1 +1 +1 +1 . . .

The qubit is then in the

qubit state | ↓ẑ〉 | ↓x̂〉 | ↓x̂〉 | ↑ẑ〉 | ↓ẑ〉 | ↓x̂〉 | ↑ẑ〉 | ↓x̂〉 | ↑x̂〉 | ↑x̂〉 | ↑ẑ〉 | ↑ẑ〉 . . .

and is passed on from Eve to Bob. He randomly selects one of the

observables σz or σx and measures

Bob’s observable σz σx σz σz σz σx σz σz σx σx σz σz . . .

He observes

Bob’s value −1 −1 −1 +1 −1 −1 +1 +1 +1 +1 +1 +1 . . .

Alice and Bob publicly compare for which qubit they have measured

which observable. But they do not reveal the outcome of the measure-

ment, that is, the observed value. They thus divide the qubits into a set

where they chose either the same observable or different ones. Measured

observables were �= = �= = �= = �= = �= = �= = . . .

If they have chosen the same observable, their measured values have to

agree and as a control they compare publicly every second of the

observed values where they measured the same observable:

control-value Alice +1 −1 +1 . . .

control-value Bob +1 +1 +1 . . .

33% disagreement in the control values implies eavesdropping.

Discard all qubits sent and start all over with a new sequence.
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Protocol BB84 does not allow to prevent eavesdropping per se, but it has a built-
in strategy to detect it and thus avoid it.4 The security against eavesdropping in
protocol BB84 rests on the fact that in quantum mechanics the measurement of an
observable changes the state, and that, in general, it is impossible to restore the state
prior to measurement unless it was known (in which case eavesdropping would have
unnecessary). This is in contrast to classical bits, which can be read without altering
them irreversibly.

The communication of the key, that is, the bit sequence, in protocol BB84
requires that qubits be sent from Alice to Bob without their state being altered since
modification to the state is taken as proof of eavesdropping. Such an undisturbed
delivery of qubits can be quite difficult in practice as it is notoriously difficult to iso-
late qubits from external disturbances in the environment and for the time required
in everyday applications. The alternative presented in Sect. 6.4.3 uses entanglement
and avoids the delivery of qubits during the generation of the key.

6.4.3 Quantum Key Distribution with Entanglement

In the following we describe how entanglement can be utilized to distribute keys
in such a way that no qubits need to be sent, provided Alice and Bob each have a
supply of single qubits that are part of a composite system in an entangled state. This
protocol exploits the CHSH version of the BELL inequality to detect eavesdropping.
It was first proposed in 1991 by EKERT [3], which is why we denote it by the
acronym EK91.

Suppose Alice and Bob each have qubits that are part of a set of composite two-
qubit systems that are prepared in the entangled BELL state

|Ψ−〉 = 1√
2
(|0〉⊗ |1〉− |1〉⊗ |0〉) =︸︷︷︸

(4.25)

1√
2
(| ↑n̂〉⊗ | ↓n̂〉− | ↓n̂〉⊗ | ↑n̂〉) ,

where, due to the result (4.25), any direction n̂ ∈ S1
R3 can be chosen to describe

the state. To avoid sending qubits, Alice and Bob could each pick up their qubit at a
time of their choosing from the source, which produces the composite system in the
state |Ψ−〉. The protocol then proceeds as follows.

Alice measures Σ A
n̂A = n̂A ·σ on her qubits by randomly selecting for each qubit

a direction n̂A from one of the three directions in {n̂1, n̂2, n̂4}, where the n̂i are
as defined in (4.38) together with (4.40) and shown in Fig. 4.1. For each qubit,
she randomly selects one of these three directions to measure Σ A

n̂A . For each of his

qubits, Bob also randomly selects a direction n̂B from one of the three directions
in {n̂2, n̂3, n̂4} and measures Σ B

n̂B on each of his qubits. Table 6.6 shows a fictitious
set of selected directions together with measurement results. For each pair of qubits

4Although permanent eavesdropping would prevent an exchange of keys.
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Table 6.6 Fictitious measurements by Alice and Bob in the protocol EK91 without eavesdrop-
ping. The cells in light gray show the results for qubits, where Alice and Bob have measured Σ A

n̂A

and Σ B
n̂B in different directions n̂A �= n̂B and for which they have publicly announced their mea-

surement results. With these results the left side of (4.41) can be calculated as given in (4.42). The
values shown here yield ≈ −2

√
2, which rules out eavesdropping. The cells in white, on the other

hand, show measurement results, where they have measured Σ A
n̂A and Σ B

n̂B in the same directions

n̂A = n̂B. These results are only known to Alice and Bob, and can be used as a random bit-sequence

qubit- Alice Bob
pair measures A

n̂A measures A
n̂B

no. in direction n̂A = in direction n̂B =
n̂1 n̂2 n̂4 n̂3 n̂2 n̂4

1 +1 −1
2 −1 +1
3 +1 −1
4 −1 −1
5 +1 −1
6 −1 −1
7 +1 −1
8 +1 −1
9 −1 +1

10 −1 +1
11 +1 +1
12 −1 −1
13 −1 +1
14 +1 −1
15 +1 −1
16 −1 −1
17 −1 +1
18 +1 −1
19 +1 +1
20 −1 −1
21 −1 +1
22 +1 −1
23 +1 −1
24 −1 −1
25 −1 +1
26 −1 +1
27 +1 −1
28 −1 −1
29 −1 +1
30 +1 +1
31 −1 +1
32 −1 +1

qubit- Alice Bob
pair measures A

n̂A measures A
n̂B

no. in direction n̂A = in direction n̂B =
n̂1 n̂2 n̂4 n̂3 n̂2 n̂4

33 +1 −1
34 −1 +1
35 +1 +1
36 −1 −1
37 −1 +1
38 +1 −1
39 −1 +1
40 −1 −1
41 +1 −1
42 +1 −1
43 −1 +1
44 +1 −1
45 +1 −1
46 −1 −1
47 −1 +1
48 +1 +1
49 −1 +1
50 +1 −1
51 +1 −1
52 −1 +1
53 −1 +1
54 +1 −1
55 +1 −1
56 −1 +1
57 −1 −1
58 +1 −1
59 −1 +1
60 +1 −1
61 +1 −1
62 +1 −1
63 +1 +1
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belonging to the same entangled state, Alice and Bob then inform each other via a
public channel in which directions n̂A and n̂B they have measured Σ A

n̂A and Σ B
n̂B for

each of their respective qubits in an entangled pair. However, they keep the observed
values, that is, the measurement results, secret. They divide the measurements (or
qubit-pairs) into two disjoint sets:

• one set, where they happened to have measured in the same direction

n̂A = n̂2 = n̂B or n̂A = n̂4 = n̂B

• a separate set, given by those measurement-pairs for which they happened to have
measured in different directions n̂A �= n̂B.

For the set where they have measured in the same direction, Alice and Bob will
always have measured different values as their qubits are parts of the composite
system in the state |Ψ−〉. In other words, when Alice has observed the value +1 for
her qubit, Bob will have observed −1 for his and vice versa. To see this, suppose
Alice measures the spin in the direction n̂2 and observes the value +1 (‘spin-up’).
The projector onto the corresponding eigenspace in the composite system is

Pn̂2,+1 = | ↑n̂2〉〈↑n̂2 |⊗1 .

From the Projection Postulate 3 we know that Alice’s measurement projects the
original state

|Ψ−〉 =︸︷︷︸
(4.25)

1√
2

(| ↑n̂2〉⊗ | ↓n̂2〉− | ↓n̂2〉⊗ | ↑n̂2〉
)

(6.9)

onto

|Ψn̂2,+1〉 :=
Pn̂2,+1|Ψ−〉∣∣∣∣∣∣Pn̂2,+1|Ψ−〉

∣∣∣∣∣∣ =
(| ↑n̂2〉〈↑n̂2 |⊗1

) |Ψ−〉∣∣∣∣(| ↑n̂2〉〈↑n̂2 |⊗1
)
Ψ−∣∣∣∣ = | ↑n̂2〉⊗ | ↓n̂2〉 ,

where we used that(| ↑n̂2〉〈↑n̂2 |⊗1
)|Ψ−〉

=︸︷︷︸
(6.9)

1√
2

(| ↑n̂2〉〈↑n̂2 | ↑n̂2〉︸ ︷︷ ︸
=1

⊗| ↓n̂2〉− | ↓n̂2〉〈↑n̂2 | ↓n̂2〉︸ ︷︷ ︸
=0

⊗| ↑n̂2〉
)

= 1√
2
| ↑n̂2〉⊗ | ↓n̂2〉 .

This means that Bob’s system will be described by the reduced density operator



6.4 Quantum Cryptography 265

ρB(|Ψn̂2,+1〉〈Ψn̂2,+1|
)

=︸︷︷︸
(3.57)

trA
(
|Ψn̂2,+1〉〈Ψn̂2,+1|

)

=︸︷︷︸
(4.22)

trA
((| ↑n̂2〉⊗ | ↓n̂2〉

)(〈↑n̂2 |⊗ 〈↓n̂2 |))

=︸︷︷︸
(3.36)

trA
(| ↑n̂2〉〈↑n̂2 |⊗ | ↓n̂2〉〈↓n̂2 |)

=︸︷︷︸
(3.57)

tr
(| ↑n̂2〉〈↑n̂2 |)︸ ︷︷ ︸

=1

| ↓n̂2〉〈↓n̂2 |

= | ↓n̂2〉〈↓n̂2 | ,

which is the density operator of the pure state | ↓n̂2〉. If Bob measures in the same
direction n̂2, he will observe the value −1, since the state | ↓n̂2〉 is an eigenvec-
tor of the observable Σ B

n̂2
with eigenvalue −1. Analogously, we find that Bob will

always observe the value +1 for his qubit if Alice has measured the value −1 on
her qubit. Hence, in the set of identical measurement directions the measurement
results of Alice and Bob are always (with certainty, that is) opposite to each other.
Since the measurement results are only known to them, they can thus use this set of
measurement results as a random and secret bit-sequence.

How could an eavesdropper called Eve possibly compromise the security of this
exchange and listen in? There are two ways for her to do this: the first consists of
performing measurements on at least one of the qubits of the entangled pair dis-
tributed to Alice and Bob; the second consists of manipulating the source of the
qubit-pair in such a way that she knows the states in which the qubits sent to Alice
and Bob are in. In the following we look at these possibilities in turn.

Alice and Bob do not exchange any qubits, hence, Eve cannot intercept anything.
Before Alice or Bob have performed measurements, the pair of qubits is in the entan-
gled state |Ψ−〉. The joint information, which Alice and Bob share, comes only into
being after their measurements. It is not available before that. We can assume that,
after their measurements, Alice and Bob dispose of their qubits so that no further
measurements can be performed on them. Hence, the only way for Eve to attempt to
access any information by a measurement is to observe, that is, to measure, the qubit
of Alice or Bob (or even both) before they perform their measurements. But after
any measurement by Eve, the qubits are no longer in an entangled state |Ψ−〉, just as
is the case after any measurements by Alice or Bob. Instead, after any measurement
by Eve, the qubits are in a separable state of the form | ↑n̂ϕ1 〉⊗ | ↓n̂ψ1 〉 =: |ϕ1 ⊗ψ1〉
for some directions n̂ϕ1 and n̂ψ1 that Eve has chosen.

If Eve would want to avoid making measurements, the only other way for her
to compromise the secrecy of the bit-sequence, would be for her to manipulate the
original composite state. However, as long as that composite state is entangled, the
information which Alice and Bob share, is only created when they measure their
qubits. To access information created this way, Eve would have to measure one of
the qubits and we are back in the first type of attack discussed above. Eve can only
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avoid falling back into this line of attack if she prepares the original composite state
as a separable state, which we denote by |ϕ2 ⊗ ψ2〉. This way, she knows for each
pair in which state the respective qubits of Alice and Bob are in.

Hence, in both possible types of eavesdropping attacks that Eve can attempt, the
composite system will be in a separable state |ϕ ⊗ψ〉 before Alice and Bob perform
their measurements. From Proposition 4.8 we know, however, that then

∣∣∣∣〈Σ A
n̂1

⊗Σ B
n̂2

〉
ϕ⊗ψ

−
〈

Σ A
n̂1

⊗Σ B
n̂3

〉
ϕ⊗ψ

+
〈

Σ A
n̂4

⊗Σ B
n̂2

〉
ϕ⊗ψ

+
〈

Σ A
n̂4

⊗Σ B
n̂3

〉
ϕ⊗ψ

∣∣∣∣≤ 2

(6.10)
holds. This can be used by Alice and Bob to detect eavesdropping as follows. As
they communicate the directions of their measurements to each other, they can deter-
mine the set of qubits where they have measured in different directions. For those
they also announce the results of the measurements to each other. With these results
sX

n̂i , where X ∈ {A,B} and i ∈ {1, . . . ,4}, they calculate the empirical expectation

values Σ A
n̂iΣ B

n̂ j according to (4.42). From Sect. 4.52 they know that in the state |Ψ−〉
for the directions n̂i with i ∈ {1, . . . ,4} given in (4.38) with (4.40) then

∣∣∣〈Σ A
n̂1

⊗Σ B
n̂2

〉
Ψ− −

〈
Σ A

n̂1
⊗Σ B

n̂3

〉
Ψ− +

〈
Σ A

n̂4
⊗Σ B

n̂2

〉
Ψ− +

〈
Σ A

n̂4
⊗Σ B

n̂3

〉
Ψ−

∣∣∣= 2
√
2

(6.11)
has to hold. But they will only find this outcome (6.11) if the original composite
state and their qubits have not been tampered with. In case eavesdropping has been
attempted, they would find (6.10) instead. Consequently, Alice and Bob can con-
clude if eavesdropping has occurred as follows:

If
∣∣∣Σ A

n̂1
Σ B

n̂2
−Σ A

n̂1
Σ B

n̂3
+Σ A

n̂4
Σ B

n̂2
+Σ A

n̂4
Σ B

n̂3

∣∣∣ ≈ 2
√
2 ⇒ exchange is secure,

if
∣∣∣Σ A

n̂1
Σ B

n̂2
−Σ A

n̂1
Σ B

n̂3
+Σ A

n̂4
Σ B

n̂2
+Σ A

n̂4
Σ B

n̂3

∣∣∣ ≤ 2 ⇒ eavesdropping
has occurred.

In the former case they use the bit-sequence from the set of qubit-pairs where they
happened to have measured in the same direction as a secret random bit-sequence
for a VERNAM cipher (see Example 6.4). In the latter case they have to repeat the
exchange, possibly within a new set-up, or abandon the key distribution.

6.4.4 RSA Public Key Distribution

Before we turn to SHOR’s prime factorization algorithm, let us have a closer look
at the widespread cipher devised by RIVEST, SHAMIR and ADLEMAN (RSA) [78,
79] using a combination of private and public keys. As we shall see and mentioned
before, the security of this protocol depends crucially on the fact that hitherto it
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is too time-consuming to determine the prime factors p and q of a publicly known
large number5 N = pq. It allows one party (the Receiver) to publish a part kpub of the
key k = (kpriv,kpub) with which anybody who wants to send an encrypted message
(the Sender(s)) can encrypt his plaintext message, and only the receiver can decrypt
the messages. Despite the public knowing one part of the key only, the Receiver is
able to decrypt the ciphertext.

As outlined after Definition 6.3, we assume that the plaintext m is an integer
satisfying

m =
nM−1

∑
j=0

s j2
j ∈ {0, . . . ,NM} ⊂ N0 ,

where nM is the bit-length of messages inM and NM = 2nM −1. The RSA protocol
then runs essentially as follows:

The Receiver

• picks two primes p �= q with p,q > NM,
• finds an a ∈ N with the property

gcd(a,(p−1)(q−1)) = 1 (6.12)

• calculates
N := pq ∈ N

• publishes the public key kpub = (a,N).

Any Sender

• encrypts his plaintext m ≤ NM < N by calculating

e(kpub,m) := ma modN (6.13)

• and sends the ciphertext c = e(kpub,m) on public channels to the Receiver.

The Receiver

• finds a b ∈ N such that

abmod (p−1)(q−1) = 1 (6.14)

(we will show in Lemma 6.5 below, that given (6.12) one can always find such a
b)

• takes kpriv = (b,N) as the private key
• and decrypts the ciphertext c by calculating

5Numbers which are the products of only two primes are also called half-primes.
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d(kpriv,c) := cb modN . (6.15)

In Theorem 6.6 we will show that then indeed

d(kpriv,e(kpub,m)) = m .

Hence, anyone who knows the public key kpub can encrypt a plaintext m by means
of (6.13), but only a person who knows a b satisfying (6.14) can decrypt the message
by applying (6.15). To find a b satisfying (6.14) requires the knowledge of p and q.
Certainly, the Receiver has this knowledge and can decrypt. But so does anyone
who can find p and q from the knowledge of N = pq, that is, who can factorize N.
Consequently, the security of the protocol depends crucially on factorization being
so hard that it takes an amount of resources (such as time and/or computing power)
normally not available.

With the help of some results from modular arithmetic, we show in Theorem 6.6
below that the decryption map (6.15) indeed reproduces the original plaintext m if
the ciphertext is used as an input. Before we prove this, however, we first show
that (6.12) guarantees that (6.14) has a solution b ∈ N.

Lemma 6.5 Let a ∈ N and p and q be two primes such that

gcd(a,(p−1)(q−1)) = 1 . (6.16)

Then there exists a b ∈ N that satisfies

ab mod (p−1)(q−1) = 1 . (6.17)

Proof Applying (D.12) in Theorem D.4 to a and (p − 1)(q − 1) and (6.16) yields
the existence of x,y ∈ Z with

ax+(p−1)(q−1)y = 1 , (6.18)

which implies
ax = 1− (p−1)(q−1)y

and ⌊
ax

(p−1)(q−1)

⌋
=
⌊

1
(p−1)(q−1)

− y

⌋
= −y .

From this it follows that there exists an x ∈ Z satisfying

ax−
⌊

ax
(p−1)(q−1)

⌋
(p−1)(q−1)= 1−y(p−1)(q−1)−(−y)(p−1)(q−1)= 1
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and thus
axmod (p−1)(q−1) = 1 .

If x > 0, we set b = x, if x < 0 (x = 0 is excluded due to (6.18)), we choose an l ∈ N

such that x+ l(p−1)(q−1)> 0 and set b = x+ l(p−1)(q−1). In either case then

abmod (p−1)(q−1) = 1

and we have shown that the assumption (6.16) guarantees the existence of a solution
b in (6.17). �

By construction, we have N = pq and e(kpub,m) = ma modN so that the decryp-
tion of the ciphertext c = e(kpub,m) is given as

d
(
kpriv,e(kpub,m)

)
= (ma mod pq)b mod pq .

With the result (D.22) of Exercise D.120, this becomes

d
(
kpriv,e(kpub,m)

)
= mab mod pq .

Hence, to verify that the decryption (6.15) transforms a ciphertext c = e(kpub,m)
into the original plaintext m, it remains to show that for a b that satisfies (6.14) then

mab mod pq = m , (6.19)

holds. This is shown in the following theorem, which makes use of results from
Appendix D.

Theorem 6.6 Let p and q be two different primes and let m ∈ N with m <
min{q, p}. Moreover, let a,b ∈ N be such that

ab mod (p−1)(q−1) = 1 .

Then we have
mab mod pq = m .

Proof To begin with, we note that because of abmod(p−1)(q−1) = 1, there exists
a k ∈ N such that ab = 1+ k(p−1)(q−1) and thus

mab = mmk(p−1)(q−1) = m
(

mk(p−1)
)q−1

= m
(

mk(q−1)
)p−1

. (6.20)
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Because m < min{q, p}, the prime factorization of m consists of primes that are
smaller than q and p. The same holds for mk(p−1) and mk(q−1), which then cannot
have a common divisor with q or p. From Corollary D.19 it then follows that

(
mk(p−1)

)q−1
modq = 1=

(
mk(q−1)

)p−1
mod p ,

and there exist r,s ∈ Z with 1+ rq = mk(p−1)(q−1) = 1+ sp. This implies

∃r,s ∈ Z : rq = sp .

The prime factorization of rq thus contains p, that is, there is an l ∈ Z with

rq = l pq

and thus mk(p−1)(q−1) = 1+ rq = 1+ l pq from which it follows that

mk(p−1)(q−1)mod pq = 1 . (6.21)

Together with (6.20), this implies

mab mod pq =︸︷︷︸
(6.20)

mmk(p−1)(q−1)mod pq

=︸︷︷︸
(D.21)

m(mk(p−1)(q−1)mod pq︸ ︷︷ ︸
=1

)mod pq

=︸︷︷︸
(6.21)

mmod pq = m ,

where the last equation is a consequence of m <min{p,q}. �

As shown in the discussion preceding (6.19), the statement in Theorem 6.6
assures that the decryption of an encrypted plaintext does indeed reproduce the
plaintext.

As mentioned before, the security of RSA depends on it being very time-
consuming to find the prime factors p and q of a sufficiently large number N = pq.
In order to verify this, RSA Laboratories, which is nowadays a part of the EMC
Corporation, posed a public challenge back in 1991 and offered a reward for the
factorization of half-primes, which are defined as the product of two primes [80].
One of these was the number RSA-768 with 232 decimals, which was successfully
factorized in 2009 [81, 82]:

RSA-768= 12301866845301177551304949583849627207728535695

95334792197322452151726400507263657518745202199

78646938995647494277406384592519255732630345373

15482685079170261221429134616704292143116022212
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40479274737794080665351419597459856902143413

= 33478071698956898786044169848212690817704794983

71376856891243138898288379387800228761471165253

1743087737814467999489

× 36746043666799590428244633799627952632279158164

34308764267603228381573966651127923337341714339

6810270092798736308917 .

The method used in this instance, which is believed to be currently the best classi-
cal method to factorize an arbitrary but very large number N ∈ N, is the (General)
Number Field Sieve (NFS) [83]. A heuristic estimate of the growth rate of the com-
putational steps SNFS(N) required in this method yields for N → ∞ [84, 85]

SNFS(N) ∈ O

(
exp

[(64
9

+o(1)
) 1

3
(
log2 N

) 1
3
(
log2 log2 N

) 2
3
])

,

where we have used the LANDAU symbols defined in Definition C.1.
This factorization of RSA-768 required, even with at times several hundred com-

puters, almost three years in real time. With a single 2.2 GHz 2 GB RAM Opteron
processor it is estimated to take around 2000 CPU-years [81]. Typically banks use
numbers N with around 250 decimals for their implementations of RSA. Breaking
it with a single PC would in general take more than 1500 years, which is why it is
considered secure.

As we shall show below in Sect. 6.5, however, SHOR in 1994 devised a quantum
algorithm that would allow the factorization of a large number N in a number of
computational steps which only grows polynomially in log2 N. If this algorithm can
be implemented, RSA will become insecure.

Hence, quantum mechanics on the one hand provides tools to break existing
ciphers. On the other hand, as we have shown in Sects. 6.4.2 and 6.4.3, it also pro-
vides methods to exchange keys in such a fashion that undetected eavesdropping is
impossible without violating the laws of (quantum) nature.

6.5 SHOR Factorization Algorithm

6.5.1 Generalities

In 1994 SHOR [19] showed that an algorithm using a quantum computer could factor
a number N that has at least two distinct prime factors in a number of computational
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steps which grow only polynomially with the input length6 log2 N. More precisely,
the number of computational steps SSHOR(N) in SHOR’s algorithm to factorize N
satisfies

SSHOR(N) ∈ O
(
(log2 N)3 log2 log2 N

)
for N → ∞ . (6.22)

The factorization of a number of the order of 101000 with a quantum computer would
thus require a number of steps of the order of 109.

SHOR’s algorithm rests on the facts

• that the factorization of a number N is equivalent to finding the period (see Defi-
nition 6.7) of a given function and

• that finding this period can be accelerated with the help of a quantum algorithm.

In the following Sect. 6.5.2 we thus show first how the factorization is accomplished
by finding the period, provided certain conditions are satisfied. This re-formulation
of the factorization as period-finding problem is based purely on known results
from number theory and does not make use of any quantum mechanical process or
property.

In Sect. 6.5.4 we present the proper quantum algorithm, which substantially
accelerates the finding of the period with the help of quantum mechanical phenom-
ena. The additional properties of the period required for the factorization to suc-
ceed are not guaranteed, however, and they only occur with a probability bounded
from below for which we need to establish the lower bound. This also implies that
the function may have to be changed and the quantum algorithm may have to be
repeated sufficiently often. SHOR’s algorithm is thus a probabilistic method and the
claim (6.22) about the asymptotic efficiency of the algorithm contains the estimated
number of repetitions to assure a success-probability close to 1.

However, only if N contains at least two distinct prime factors, can we estab-
lish adequate bounds on the relevant probabilities so that we can attain a success-
probability (of finding any of these prime factors) sufficiently larger than 0. In other
words, if N is the power of a prime N = pνp with νp ∈ N, and, in particular, if
it is just a prime number N = p, then the SHOR algorithm cannot deliver with a
sufficiently large enough probability the prime factor p or the statement that N is
prime.

Moreover, we can determine with at most log2 N divisions by 2 whether N con-
tains a prime power 2v2 of 2, where v2 ∈ N. Divisors of N of this type can thus be
found efficiently in no more than log2 N computational steps. Hence, we assume
that a search for divisors of N of the form 2ν2 with ν2 ∈ N has been performed and
any such divisors have been divided out, that is, we assume N to be odd.

Consequently, the claim (6.22) about the efficiency of the SHOR algorithm thus
only holds for odd N ∈ N with at least two distinct prime factors.

6Since log2 N is indicative of the digits in the binary representation of N it is called input length or
just length of the number N.
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6.5.2 The Algorithm

Let N ∈ N be an odd number with at least two distinct prime factors. Our goal is to
find a divisor of N. To begin with, we select a natural number b < N and apply the
EUCLID algorithm presented in Theorem D.4 to find out if N and b have common
divisors. As we can see from Theorem D.4, it is possible to do this in maximally b
computational steps. If indeed we happen to find common divisors of N and b < N,
then the task to find a divisor of N is completed, and we are done. Otherwise, we
move on to the next step and determine the period r of the function

fb,N : N0 −→ N0

n �−→ fb,N(n) := bn modN ,
(6.23)

where the period of a function f : N0 → N0 is defined as follows.

Definition 6.7 The period r of a function f : N0 → N0 is defined as

r :=min{m ∈ N | f (n+m) = f (n) ∀n ∈ N0} .

For the function fb,N defined in (6.23) the period coincides with the order of b
modulo N as defined in Definition D.20.

Exercise 6.69 Let b,N ∈ N with b < N and gcd(b,N) = 1. Furthermore, let r be the
period of the function fb,N defined in (6.23). Show that then

r = ordN(b) .

For a solution see Solution 6.69

Furthermore, it follows from EULER’s Theorem D.17 that in the case of gcd(N,b) =
1 functions as in (6.23) always have a finite period since r ≤ φ(N)< ∞ holds.

With the help of the quantum algorithm of SHOR, which we will describe in
more detail below, we can determine this period in a number of computational steps,
which for N → ∞ grows asymptotically as O

(
(log2 N)3

)
. If the period is odd, we

choose a different b with gcd(b,N) = 1 and again determine the period of fb,N . This
is repeated until a b is found such that fb,N has an even period r ∈ N. How probable
it is to find such a b that gives an even period will be determined in Theorem 6.11.

Suppose then r is an even period of fb,N . According to the result of Exercise 6.69,
we then have r = ordN(b), which, because of Definition D.20, leads to brmodN = 1.
Using 1modN = 1 and (D.2), this is equivalent to (br −1)modN = 0 and thus
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(b
r
2 +1)(b

r
2 −1)modN = 0 . (6.24)

From (6.24) and Lemma D.11 we conclude that N and b
r
2 +1 or b

r
2 −1 have com-

mon divisors. Hence, we can again apply EUCLID’s algorithm to N and b
r
2 + 1 or

b
r
2 −1 and thus obtain a factor of N. Without further restrictions, however, this factor

may be the trivial factor N itself. In (6.24) we can exclude the case

(b
r
2 −1)modN = 0

as a possible solution, since this would imply b
r
2 modN = 1 and thus r

2 would be a
period of fb,N , which contradicts the assumption that r as the period is the smallest
such number. If, however, (6.24) holds because

(b
r
2 +1)modN = 0 ,

then it follows that N |b r
2 +1 and

gcd(b
r
2 +1),N) = N,

that is, the greatest common divisor of b
r
2 +1 and N yields the trivial factor N. We

obtain a non-trivial factor of N as a consequence of (6.24) only in case we have
chosen b ∈ N with b < N so that the event

e1 :=
{[

r even
]
and

[
(b

r
2 +1)modN �= 0

]}
(6.25)

has occurred. In this case it follows from (6.24) that N divides the product (b
r
2 +

1)(b
r
2 −1) but none of the factors (b

r
2 ±1). Consequently, N must have non-trivial

common divisors with every factor (b
r
2 ±1).

In order to determine a non-trivial factor for an odd N ∈ N that is not a prime
power, we can thus execute the following algorithm.

SHOR Factorization Algorithm

Input: An odd natural number N that has at least two distinct prime factors
Step 1: Choose b ∈ N with b < N and determine gcd(b,N).

If

gcd(b,N)> 1, then gcd(b,N) is a non-trivial factor of N and
we are done. Go to Output and show
gcd(b,N) and N

gcd(b,N)
gcd(b,N) = 1, then go to Step 2

Step 2: Determine the period r of the function

fb,N : N0 −→ N0

n �−→ fb,N(n) := bn modN .
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If

r is odd, then start anew with Step 1
r is even, then go to Step 3

Step 3: Determine gcd(b
r
2 +1,N).

If

gcd(b
r
2 +1,N) = N, then start anew with Step 1

gcd(b
r
2 +1,N)< N, then with gcd(b

r
2 +1,N) we have found a non-

trivial factor of N. Calculate gcd(b
r
2 −

1,N) as a further factor of N. Go to Out-
put and show gcd(b

r
2 ±1,N)

Output: Two non-trivial factors of N

In the following sections we will present the details of the algorithm and, in par-
ticular, the computational effort required, that is, the growth rate of computational
steps necessary to carry out the algorithm as N → ∞.

In Sect. 6.5.3 we exhibit the effort for Step 1 to check if b and N are coprime, in
other words, have no common divisor.

As SHOR [19] has shown, the determination of the period of the function fb,N

in Step 2 can be accomplished with the help of quantum mechanics in a number of
steps that grows significantly slower for N → ∞ as hitherto known classical methods.
We will present this quantum mechanical method and its associated computational
effort in Sect. 6.5.4.

In Sect. 6.5.5 we show that for numbers with more than one prime factor the
probability to find a b so that the event e1, which is defined in (6.25) and which is
necessary for the algorithm to succeed, occurs, quickly approaches 1 with increasing
number of searches.

Finally, in Sect. 6.5.6 we aggregate the computational effort of all steps in the
algorithm to arrive at the claim (6.22) about the efficiency of the SHOR algorithm.

6.5.3 Step 1: Selection of b and Calculation of gcd(b,N)

For a given N we select a natural number b less than N. In order to calculate
gcd(b,N), we can apply the EUCLID algorithm described in TheoremD.4.We estab-
lished bounds on the growth of the number of computational steps required for this
algorithm as N → ∞ in (D.19). Hence, one has for the number of computational
steps SSHOR1(N) in Step 1 that

SSHOR1(N) ∈ O
(
(log2 N)3

)
for N → ∞.
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6.5.4 Step 2: Determining the Period with a Quantum
Computer

From Sect. 6.5.2 we know already that we can determine a factor of N if we man-
age to find a suitable b and the period r of the function fb,N(n) = bn modN such
that b and N are coprime, fb,N has an even period r and that (b

r
2 + 1)modN �= 0

holds. As we show below in Theorem 6.8, Step 2 in SHOR’s algorithm delivers the
period r of a function f : N0 → N0 with a probability of at least const

log2(log2 N) , and the

number of computational steps SSHOR2(N) in a quantum computer required for the
determination of the period grows at most with (log2 N)3 for N → ∞, that is,

SSHOR2(N) ∈ O
(
(log2 N)3

)
for N → ∞. (6.26)

The claim about the efficiency of Step 2 to find the period of a function f : N0 → N0

can be formulated in a slightly more general way (than in our special case f = fb,N)
for periodic functions f that satisfy the following conditions:

1. The function f can be implemented as a unitary transformation Uf on a suitable
HILBERT space so that the growth in the number of computational steps SUf

required to execute Uf is suitably bounded.
2. An upper bound of the period r in the form

r < 2
L
2 (6.27)

exists, where L ∈ N is known.
3. The function is injective within a period.

Regarding condition 1, we will show in Proposition 6.12 that for f = fb,N indeed
SUf ∈ O

(
(log2 N)3

)
holds. For our purposes, that is, for f = fb,N with fb,N(n) =

bn modN and gcd(b,N) = 1, condition 2 is satisfied since we know already that
r < N. Hence, we choose L such that N2 ≤ 2L ≤ 2N2 by setting L = �2log2 N�+1.
With the help of the result from Exercise 6.69 and the Definition D.20 of the order,
we can also verify that condition 3 is satisfied in our case.

The slightly generalized statement about the efficiency of Step 2 in SHOR’s algo-
rithm to find the period of a function can be formulated as follows.

Theorem 6.8 Let r,L ∈ N with 19 ≤ r < 2
L
2 and let r be the period of a

function f : N0 → N0 that is injective within one period and bounded by 2K.
Furthermore, let Uf be a unitary transformation that implements f as follows

Uf : ¶
H

⊗L ⊗ ¶
H

⊗K −→ ¶
H

⊗L ⊗ ¶
H

⊗K

|x〉⊗ |y〉 �−→ |x〉⊗ |y� f (x)〉 (6.28)



6.5 SHOR Factorization Algorithm 277

(where � is defined in Definition 5.31) and requires a number of computa-
tional steps SUf (L), which satisfies:

SUf (L) ∈ O
(
LKf

)
for L → ∞

for a Kf ∈ N. Then there exists a quantum mechanical algorithm A with which
we can find the period r with a probability of at least 1

10lnL . The number of
computational steps of this algorithm SA(L) satisfies

SA(L) ∈ O
(

Lmax{Kf ,3}
)

for L → ∞. (6.29)

In the case f = fb,N of interest to us we have L = �2log2 N�+1 and, as we show
in Proposition 6.12, we have Kf = 3. Consequently, (6.26) follows from (6.29).

Proof Tomake things more digestible, we partition the presentation of the algorithm
and the proof of Theorem 6.8 in the following paragraphs:

1. Preparation of the input register and the initial state
2. Exploiting massive quantum parallelism
3. Application of the quantum FOURIER transform
4. Probability in measurement of the input register
5. Probability to find r as the denominator in the continued fraction approximation
6. Aggregation of the number of computational steps

In what follows, we consider each of these items in more detail.

1. Preparation of the input register and the initial state

Let M := max
{

f (x)
∣∣ x ∈ {0, . . . ,2L − 1}} and K ∈ N with M < 2K and let ¶

H be
the usual qubit HILBERT space with basis {|0〉, |1〉}. With these we build the input
register

H
A := ¶

H
⊗L .

Analogously, we build
H

B := ¶
H

⊗K .

As the initial state, we define the state |Ψ0〉 in the product space H
A ⊗H

B

|Ψ0〉 := |0〉A ⊗|0〉B = |0〉⊗ · · ·⊗ |0〉︸ ︷︷ ︸
L−times

⊗|0〉⊗ · · ·⊗ |0〉︸ ︷︷ ︸
K−times

. (6.30)

We then apply the L-fold tensor product of the HADAMARD transform (see Defini-
tion 2.38) to the part of the initial state |Ψ0〉 in H

A to obtain
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|Ψ1〉 := H⊗L ⊗1B|Ψ0〉 =︸︷︷︸
(5.83)

1

2
L
2

2L−1

∑
x=0

|x〉A ⊗|0〉B . (6.31)

This transformation of |Ψ0〉 to |Ψ1〉 can be performed in a number of computa-
tional steps (consisting of the respective application of the HADAMARD transform
H) proportional to L. Hence, as a function of L, the number of computational steps
in the preparation SPrep(L) satisfies

SPrep(L) ∈ O(L) for L → ∞ . (6.32)

2. Exploiting massive quantum parallelism

By assumption, there exists a unitary transformationUf onH
A ⊗H

B that implements
the function f in the form

Uf
(|x〉A ⊗|y〉B) =︸︷︷︸

(6.28)

|x〉A ⊗|y� f (x)〉B =︸︷︷︸
(5.81)

|x〉A ⊗
0⊗

j=K−1

|y j
2⊕ f (x) j〉 , (6.33)

where the number of computational steps required SUf (L) satisfies:

SUf (L) ∈ O
(
LKf

)
for L → ∞ . (6.34)

As we shall show in Proposition 6.12, these assumptions are indeed satisfied for
f (x) = bx modN with Kf = 3.

Application of Uf to |Ψ1〉 yields

|Ψ2〉 :=Uf |Ψ1〉 =︸︷︷︸
(6.31)

Uf

(
1

2
L
2

2L−1

∑
x=0

|x〉A ⊗|0〉B

)
=︸︷︷︸

(6.33)

1

2
L
2

2L−1

∑
x=0

|x〉A ⊗| f (x)〉B . (6.35)

In this step we exploit the massive quantum parallelism that makes use of the
quantum mechanical superposition in order to generate, by a a single application
of Uf on a state |Ψ1〉, in one go a superposition of all 2L states of the form |x〉A ⊗
| f (x)〉B. As already discussed in Sect. 5.4.2, this is often viewed as a simultaneous
evaluation of the function f on the domain {0, . . . ,2L − 1}. But we cannot simply
read off the values f (x) from |Ψ2〉 in (6.35) in order to determine the period. Instead,
we will apply the quantum FOURIER transform to |Ψ2〉 and exploit the periodicity
of f to accomplish this. Before we do this, we use the periodicity of f to re-write
|Ψ2〉 in a form that will make the subsequent steps more transparent. For this we use
L and the period r of f to define
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J :=
⌊
2L −1

r

⌋
(6.36)

R := (2L −1)mod r . (6.37)

Then we have

|Ψ2〉 =

1

2
L
2

[
|0〉A ⊗ | f (0)〉B + · · · + |r −1〉A ⊗ | f (r −1)〉B

+ |r〉A ⊗ | f (r)〉B︸ ︷︷ ︸
=| f (0)〉B

+ · · · + |2r −1〉A ⊗ | f (2r −1)〉B︸ ︷︷ ︸
=| f (r−1)〉B

+
...

...
...

...
...

...

+ |(J −1)r〉A ⊗ | f ((J −1)r)〉B︸ ︷︷ ︸
=| f (0)〉B

+ · · · + |Jr −1〉A ⊗ | f (Jr −1)〉B︸ ︷︷ ︸
=| f (r−1)〉B

+ |Jr〉A ⊗ | f (Jr)〉B︸ ︷︷ ︸
=| f (0)〉B

· · · + |Jr+R〉A ⊗ | f (Jr+R)〉B︸ ︷︷ ︸
=| f (R)〉B

]

=
1

2
L
2

[
J−1

∑
j=0

r−1

∑
k=0

| jr+ k〉A ⊗| f (k)〉B +
R

∑
k=0

|Jr+ k〉A ⊗| f (k)〉B

]
.

Furthermore, defining for k ∈ N0

Jk :=
{

J if k ≤ R
J −1 if k > R,

(6.38)

allows us to write

|Ψ2〉 = 1

2
L
2

r−1

∑
k=0

Jk

∑
j=0

| jr+ k〉A ⊗| f (k)〉B . (6.39)

3. Application of the quantum FOURIER transform

We now apply the quantum FOURIER transform defined in Definition 5.48 to the
input register H

A

F : H
A −→ H

A

|x〉 �−→ F |x〉 = 1

2
L
2

∑2L−1
y=0 exp

(
2πi xy

2L

) |y〉 . (6.40)
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This transforms |Ψ2〉 ∈ H
A ⊗H

B to the state

|Ψ3〉 :=
(
F ⊗1B) |Ψ2〉

=
(
F ⊗1B)( 1

2
L
2

r−1

∑
k=0

Jk

∑
j=0

| jr+ k〉A ⊗| f (k)〉B

)

=︸︷︷︸
(6.39)

1

2
L
2

r−1

∑
k=0

Jk

∑
j=0

(
F | jr+ k〉A)⊗| f (k)〉B

=︸︷︷︸
(6.40)

1
2L

r−1

∑
k=0

Jk

∑
j=0

2L−1

∑
l=0

exp

(
2πi

l
2L ( jr+ k)

)
|l〉A ⊗| f (k)〉B. (6.41)

As to the number of computational steps SFOURIER(L) required for the quantum
FOURIER transform, we know from Corollary 5.57 that

SFOURIER(L) ∈ O
(
L2) for L → ∞ . (6.42)

4. Probability in measurement of the input register

In the next step we observe the input register H
A (see Definition 5.35) ignoring the

system H
B. Through this measurement we project the superposition of the states

in |Ψ3〉 onto a computational basis state |z〉 ∈ H
A, which we can determine as the

result of the measurement. The composite system is in the pure state |Ψ3〉, which,
expressed as a density operator, is given by ρΨ3 = |Ψ3〉〈Ψ3|. When observing the
system H

A alone that system is then in the state given by the partial trace

ρA(ρΨ3) =︸︷︷︸
(3.50)

trB (|Ψ3〉〈Ψ3|) . (6.43)

We denote probability to observe the state |z〉 in H
A for a given z ∈ {0, . . . ,2L −1}

when measuring |Ψ3〉 by

W (z) := P{State |z〉 detected after measurement of input register}

It is given by the probability to observe the value 1 when measuring the observable
|z〉〈z| in the state ρA(ρΨ3), that is,

W (z) =︸︷︷︸
(2.86)

tr
(
ρA(ρΨ3)|z〉〈z|

)
=︸︷︷︸

(6.43)

tr
(
trB (|Ψ3〉〈Ψ3|) |z〉〈z|

)

=︸︷︷︸
(3.48)

tr
(|Ψ3〉〈Ψ3|

(|z〉〈z|⊗1B)) . (6.44)
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Exercise 6.70 Show that

tr
(|Ψ3〉〈Ψ3|

(|z〉〈z|⊗1B))= ∣∣∣∣(|z〉〈z|⊗1B)|Ψ3〉
∣∣∣∣2 . (6.45)

For a solution see Solution 6.70

Using (6.45) in (6.44), we obtain

W (z) =
∣∣∣∣(|z〉〈z|⊗1B

)|Ψ3〉
∣∣∣∣2

=

∣∣∣∣∣
∣∣∣∣∣ 1
2L

r−1
∑

k=0

Jk

∑
j=0

exp
(
2πi z

2L ( jr+ k)
)

|z〉A ⊗| f (k)〉B

∣∣∣∣∣
∣∣∣∣∣
2

=︸︷︷︸
(6.41)

1
22L

r−1
∑

k1,k2=0

Jk1
,Jk2

∑
j1, j2=0

exp
(
2πi z

2L (( j2 − j1)r+ k2 − k1)
)

A〈z|z〉A︸ ︷︷ ︸
=1

B〈 f (k1)| f (k2)〉B︸ ︷︷ ︸
=δk1 ,k2

since 0≤ki<r

= 1
22L

r−1
∑

k=0

∣∣∣∣∣
Jk

∑
j=0

exp
(
2πi zr j

2L

)∣∣∣∣∣
2

.

Here the injectivity of f within a period has been used to conclude 〈 f (k1)| f (k2)〉=
δk1k2 . Using that for a ∈ C one has

D

∑
j=0

a j =

{
D+1 if a = 1
1−aD+1

1−a else,

we obtain
Jk

∑
j=0

exp

(
2πi

zr j
2L

)
=

⎧⎪⎨
⎪⎩

Jk +1 if zr
2L ∈ N0

1−exp
(
2πi

zr(Jk+1)
2L

)
1−exp

(
2πi zr

2L

) else

and thus

W (z) =

⎧⎪⎨
⎪⎩

W1(z) := 1
22L ∑r−1

k=0(Jk +1)2 if zr
2L ∈ N0

W2(z) := 1
22L ∑r−1

k=0

∣∣∣∣∣ 1−exp
(
2πi zr

2L (Jk+1)
)

1−exp
(
2πi zr

2L

)
∣∣∣∣∣
2

else.
(6.46)

For the next step in the factorization algorithm it is necessary that the measurement
of the input register resulted in finding a z for which there exists an l ∈ N0 such that

∣∣zr − l2L
∣∣≤ r

2
(6.47)

holds. Condition (6.47) is essential in order to exploit a property of continued frac-
tion approximations, which is used in the last step to determine r and which we
present in the next section.
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The objective of the following considerations is to find a suitable lower bound for
W (z) for a z that satisfies (6.47). From such a lower bound we can then determine
how often we may have to repeat starting again with the preparation of the input
register until we measure a z that satisfies (6.47).

In order to determine the lower bound, we first consider the case zr
2L ∈ N0 for

which (6.47) obviously holds. If, in addition 2L

r ∈ N holds, we obtain the following
result.

Exercise 6.71 Show that if 2L

r =: m ∈ N, then

W (z) =
{

1
r if z

m ∈ N

0 else.

For a solution see Solution 6.71

Now we consider the case zr
2L ∈ N0 (but not necessarily 2L

r ∈ N). With the defini-
tion (6.38) of the Jk, one obtains

1
22L

r−1

∑
k=0

(Jk +1)2 =
1
22L

(
R

∑
k=0

(Jk +1)2+
r−1

∑
k=R+1

(Jk +1)2
)

=
1
22L

(
(R+1)

(⌊
2L −1

r

⌋
+1

)2

+(r −1−R)
⌊
2L −1

r

⌋2)

≥ 1
r

(
r
2L

⌊
2L −1

r

⌋)2

.

Note that

r −1 ≥ (2L −1)mod r = (2L −1)−
⌊
2L −1

r

⌋
r

implies that

r
2L

⌊
2L −1

r

⌋
= 1− 1+(2L −1)mod r

2L ≥ 1− r
2L > 1− 1

2
L
2
, (6.48)

where we used assumption (6.27) in the last inequality. From (6.46), (6.48) and (6.48)
we thus have for the case zr

2L ∈ Z that

W1(z) ≥ 1
r

(
1− 1

2
L
2

)2

>
1
r

(
1− 1

2
L
2 −1

)
.
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Lastly, we look for a similar estimate in the case that (6.47) holds, but at the same
time zr

2L /∈ N. Given such a z, we know already from (6.46) that

W2(z) =
1
22L

r−1

∑
k=0

∣∣∣∣∣1− exp
(
2πi zr

2L (Jk +1)
)

1− exp
(
2πi zr

2L

)
∣∣∣∣∣
2

=
1
22L

r−1

∑
k=0

∣∣∣∣∣∣
1− exp

(
2πi zr−l2L

2L (Jk +1)
)

1− exp
(
2πi zr

2L

)
∣∣∣∣∣∣
2

=
1
22L

r−1

∑
k=0

⎛
⎝ sin

(
π zr−l2L

2L (Jk +1)
)

sin
(
π zr

2L

)
⎞
⎠

2

=
1
22L

r−1

∑
k=0

s(α)2 , (6.49)

where

s(α) :=
sin

(
α J̃k

)
sin(α)

α := π
zr − l2L

2L

J̃k := Jk +1

(6.50)

and α and J̃k satisfy

|α| = π
2L

(
zr − l2L) ≤︸︷︷︸

(6.47)

π
2L

r
2

<︸︷︷︸
(6.27)

π
2L 2

L
2 −1 =

π
2

L
2+1

� π
2

(6.51)

∣∣J̃k
∣∣ = Jk +1 ≤︸︷︷︸

(6.38)

J+1 =︸︷︷︸
(6.36)

⌊
2L −1

r

⌋
+1 ≤ 2L −1

r
+1<

2L

r
+1

as well as ∣∣α J̃k
∣∣< π

2L

r
2

(
2L

r
+1

)
<︸︷︷︸

(6.27)

π
2

(
1+

1

2
L
2

)
. (6.52)

To obtain a lower bound for the probability W2, we determine a lower bound of the
function s(α) defined in (6.50) for a suitable interval of α .

Exercise 6.72 Show that for |α| ≤ αmin with αmin = πr
2L+1 and s(·) as defined

in (6.50) one has
s(α)2 ≥ s(αmin)2 .
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For a solution see Solution 6.72

From Exercise 6.72 it follows that

s(α)2 ≥
sin2

(
πr

2L+1 (Jk +1)
)

sin2
(

πr
2L+1

)

and because of sin2 x ≤ x2 thus also

s(α)2 ≥
(
2L+1

πr

)2

sin2
( πr
2L+1 (Jk +1)

)
.

The definitions (6.36), (6.37) and (6.38) of J,R and Jk imply

⌊
2L−1

r

⌋
≤ Jk +1

⇒ r
2L

⌊
2L −1

r

⌋
︸ ︷︷ ︸

=1− R+1
2L

≤ r
2L (Jk +1)

⇒ 1− R+1
2L ≤ r

2L (Jk +1)

⇒ 1− r
2L ≤ r

2L (Jk +1) ,

such that

s(α)2 ≥ 22L+2

π2r2
sin2

(π
2
(1− r

2L )
)
.

Moreover, one has

sin
(π
2
(1+ x)

)
= cos

(πx
2

)
=

∞

∑
j=0

(−1) j

(2 j)!

(πx
2

)2 j
≥ 1− 1

2

(πx
2

)2

and thus

s(α)2 ≥ 22L+2

π2r2

(
1− 1

2

(π
2

r
2L

)2)2

≥ 22L+2

π2r2

(
1−

(π
2

r
2L

)2)

≥ 22L+2

π2r2

(
1−

(
π
2

1

2
L
2

)2
)

=
22L+2

π2r2

(
1− π2

2L+2

)
,

where in the last inequality, we used that according to the assumption (6.27) r < 2
L
2

holds. With (6.49) we thus obtain
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W2(z) ≥ 1
22L

r−1

∑
k=0

22L+2

π2r2

(
1− π2

2L+2

)
=

r
22L

22L+2

π2r2

(
1− π2

2L+2

)

=
4

π2r

(
1− π2

2L+2

)
.

For L ≥ 4 the lower bound for the probability to observe a z in the input register

that satisfies (6.47) is 4
π2r

(
1− π2

2L+2

)
. This is because, if L ≥ 4, it follows from

1

2
L
2 −1

≤ 1
2 <

5
9 < 1− 4

π2 that 1

2
L
2 −1

− 1
22L < 1− 4

π2 and thus

Wmin :=
4

π2r

(
1− π2

2L+2

)
≤ W2(z)<W1(z)<

1
r
. (6.53)

For each z ∈ {0, . . . ,2L −1} there exists either none or exactly one l ∈ N0 that satis-
fies (6.47). This is because for l1 �= l2 the distance between l12L and l22L is at least
2L > r, but they cannot be further apart than r if they are to satisfy (6.47) for the
same z. This is illustrated graphically in Fig. 6.3. There we also see that there are
exactly r such l ∈ N0 (namely l ∈ {0,1,2, . . . ,r−1}) so that a z ∈ {0,1,2, . . . ,2L −1}
with the property

∣∣zr − l2L
∣∣≤ r

2 can be found.
A measurement of the input register thus results in a z ∈ {0, . . . ,2L −1} for which

there is

• either no l ∈ N0 such that (6.47) is satisfied or
• exactly one lz ∈ {0, . . . ,r −1} such that (6.47) holds.

Let lz denote the element of {0, . . . ,r − 1} uniquely defined by z ∈ {0, . . . ,2L − 1}
such that (6.47) holds. It then follows from the assumption (6.27) that

∣∣∣∣ z
2L − lz

r

∣∣∣∣< 1
2r2

. (6.54)

We see from Fig. 6.3 that for any j ∈ {0, . . . ,r − 1} there is exactly one z ∈
{0, . . . ,2L − 1} such that

∣∣zr − j2L
∣∣ ≤ r

2 , that is, such that j = lz. Hence, the prob-
ability that for a given j ∈ {0, . . . ,r − 1} a z exists such that lz = j is equal to the

zr
1r 2r 3r (2L −1)r

0

· · ·

· · ·
2Lr

l2L

1×2L 2×2L (r −1)×2L

Fig. 6.3 Unique assignment of z ∈ {0,1, . . . ,2L − 1} to l ∈ N so that
∣∣zr − l2L

∣∣ ≤ r
2 holds. By

assumption, we have r < 2
L
2 . We see that, for example, for z = 1, no l can be found such that∣∣zr − l2L

∣∣≤ r
2 , whereas for z = 2 exactly one lz = 1 exists that satisfies this condition
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probability that (6.47) can be satisfied. This latter probability is bounded from below
by Wmin such that we have for all j ∈ {0, . . . ,r −1}

P
{∃z ∈ {0, . . . ,2L −1} : lz = j

}≥ 4
π2r

(
1− π2

2L+2

)
. (6.55)

5. Probability to find r as the denominator in the continued fraction approximation

In (6.54) the value of z as the result of the measurement of the input register and the
value of 2L used in the construction of the register are known and r is to be deter-
mined. In order to achieve this, we shall use results from the theory of continued
fractions, which are presented in detail in Appendix E. More precisely, we apply the
claim in Theorem E.9 to (6.54), which states that lz

r has to be a partial continued
fraction of z

2L .
From Theorem E.4 we know that the defining sequence (a j) j∈N0

for the contin-
ued fraction of z

2L is finite, that is

z
2L = a0+

1

a1+ 1
.. .+ 1

an

= [a0;a1, . . . ,an] . (6.56)

Since we know z and 2L, we can efficiently compute the elements a j of the defining
sequence with the continued fraction algorithm presented in Appendix E as follows.
Define r−1 := z and r0 := 2L and for j ∈ N as long as r j−1 > 0 define

r j := r j−2 mod r j−1 .

From (E.5) and (E.13) we infer that then the a j for j ∈ {1, . . . ,n} are given by

a j :=
⌊

r j−1

r j

⌋
.

According to (D.4), the number of computational steps required for this calculation
is of the order O

(
(log2max{r j−2,r j−1})2

)
. Since r−1,r0 ≤ 2L and the r j decrease

with increasing j, the number of computational steps required to compute one r j is
of the order O

(
L2
)
. The number of r j, which we have to compute, growths, accord-

ing to Corollary E.5, as a function of L as 2min{log2 2L, log2 z}+ 1 ≤ 2L+ 1. The
number of computational steps required to compute all r j is thus of the order O

(
L3
)
.

For the calculation of all a j we have to perform O(L) divisions, each of which
requires O(L) steps. Hence, the a j can be calculated in O

(
L2
)
steps, given the r j

have been computed before.
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With the help of the a j the partial continued fractions of z
L

p j

q j
:= a0+

1

a1+ 1
.. .+ 1

a j

for j ∈ {0, . . . ,n}

can be calculated. For this we have to carry out O(L) divisions, each of which
requires O(L) computational steps. We denote the set of the partial continued frac-
tions by

T
( z
2L

)
:=

{ p j

q j

∣∣ j ∈ {0, . . . ,n}} .
Given the a j, the computation of all elements in T

(
z
2L

)
thus requires a number of

steps of the order O
(
L2
)
. Altogether, the growth of the number of computational

steps needed to calculate the partial continued fractions SPart-CF(L) as a function of
L is of the order

SPart-CF(L) ∈ O
(
L3) for L → ∞ . (6.57)

According to Theorem E.9, one of these partial continued fractions satisfies

p j

q j
=

lz
r
. (6.58)

We now try to use this and our knowledge of every
p j
q j

∈ T
(

z
2L

)
to find r. Because

of (E.23) in Corollary E.8, the p j and q j in the left side of (6.58) satisfy gcd(q j, p j)=
1. We then check for all

p j
q j

∈ T
(

z
2L

)
if q j is a period of f . For this we successively

compute f (q j) for all
p j
q j

∈ T
(

z
2L

)
.

If we find f (q j) = 1 for a q j, then q j = vr has to hold for a v ∈ N, and (6.58)
implies p j = vlz. Because of gcd(q j, p j) = 1, it follows that v = 1 and q j = r, yield-
ing the period we have been after all along.

If, instead, we find f (q j) �= 1 for every
p j
q j

∈ T
(

z
2L

)
, we have either found a z in

our measurement of the input register that does not satisfy (6.54) for any l ∈ N0 or
such an lz that

gcd(lz,r)> 1 .

In the case f (q j) �= 1 we thus have to start anew with the initial state |Ψ0〉 in (6.30),
measure again the input register to find a new z, determine the partial continued
fractions of z

2L , and check if now one of the new q j is the period of f . The necessity
for this repetition increases with the probability that gcd(lz,r) > 1 for all possible
lz ∈ {0, . . . ,r −1}. The event
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e2 :=

⎧⎪⎨
⎪⎩

To measure a z ∈ {0,1, . . . ,2L −1} in the
input register such that there exists lz ∈ N0

with
∣∣∣ z
2L − lz

r

∣∣∣< 1
2r2

and gcd(lz,r) = 1

⎫⎪⎬
⎪⎭

thus guarantees that r can be found from a partial continued fraction
p j
q j

∈ T
(

z
2L

)
.

Using that, according to its definition (D.29), the EULER function φ gives the num-
ber φ(r) of numbers l ∈ {0, . . . ,r −1} with the property gcd(l,r) = 1, we can esti-
mate a lower bound for the probability of this event as follows.

P{e2} = ∑
l∈{0,...,r−1}
gcd(l,r)=1

P
{∃z ∈ {0, . . . ,2L −1} : lz = l

}

≥︸︷︷︸
(6.55)

∑
l∈{0,...,r−1}
gcd(l,r)=1

4
π2r

(
1− π2

2L+2

)

=
4

π2r

(
1− π2

2L+2

)
∑

l∈{0,...,r−1}
gcd(l,r)=1

1

︸ ︷︷ ︸
=φ(r)

=
φ(r)

r
4

π2

(
1− π2

2L+2

)
. (6.59)

In (6.59) we find separate lower bounds for the terms φ
r and 4

π2

(
1− π2

2L+2

)
.

In order to estimate φ
r we use the following theorem by ROSSER and SCHOEN-

FELD [86], which we quote without proof.

Theorem 6.9 For r ≥ 3 the following inequality holds

r
φ(r)

< exp(γ) ln lnr+
2.50637
ln lnr

,

where γ := 0.5772156649... denotes EULER’s constant.

In

g(r) := exp(γ) ln lnr+
2.50637
ln lnr

=
(
exp(γ)+

2.50637
(ln lnr)2

)
︸ ︷︷ ︸

=:h(r)

ln lnr ,
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the function h(r) is a decreasing function of r. For r ≥ 19 we have already h(r)< 4
and thus for r ≥ 19

r
φ(r)

< g(r)< 4ln lnr .

The period r we are looking for satisfies r < 2
L
2 by assumption. Hence, we have for

r ≥ 19
r

φ(r)
< g(r)< 4ln ln2

L
2 < 4lnL , (6.60)

which implies for r ≥ 19 that

φ(r)
r

>
1

4lnL
.

In order to estimate 4
π2

(
1− π2

2L+2

)
in (6.59) note that 4

π2 >
2
5 and for L ≥ 15 also

4
π2

(
1− π2

2L+2

)
≥ 2

5
= 40% . (6.61)

Since we are only interested in the asymptotic behavior for L → ∞, the restriction
L ≥ 15 is immaterial for us, and the estimate (6.61) suffices for our purposes.

For L ≥ 19 we obtain from (6.59), (6.60) and (6.61) for the success-probability
of measuring a z, such that the period r can be found as denominator of a partial
continued fraction, as

P{e2} >
2
5

1
4lnL

=
1

10lnL
. (6.62)

This completes the proof of the success-probability claimed in Theorem 6.8.

6. Aggregation of the number of computational steps

From Exercise C.117 we see that in general

O
(
LK1

)
+O

(
LK2

) ∈ O
(

Lmax{K1,K2}
)

for L → ∞ . (6.63)

The Steps 1 to 3 are executed successively and from (6.32), (6.34), (6.42) and (6.57)
we see that, because of (6.63), the total number SA(L) of computational steps for a
successful execution of the algorithm A satisfies

SA(L) ∈ SPrep(L)+SUf (L)+SFOURIER(L)+SPart-CF(L)

∈ O(L)+O
(
LKf

)
+O

(
L2)+O

(
L3)

∈ O
(

Lmax{Kf ,3}
)

for L → ∞ .

This completes the proof of Theorem 6.8. �
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6.5.5 Step 3: Probability of Selecting a Suitable b

We now show that already after a few repetitions it is highly likely that the choice
of a b < N will result in the event e1 defined in (6.25), which is essential for a
successful run of the algorithm. To show this, we first prove the following lemma.

Lemma 6.10 Let p be an odd prime, k ∈ N and s ∈ N0 and let b be selected
randomly from

{
c ∈ {1, . . . , pk −1} ∣∣ gcd(pk,c) = 1

}
with equally distributed

probability 1
φ(pk) . Then the probability that for a given triple (p,k,s) we find

ordpk(b) = 2st with an odd t satisfies

P
{
ordpk(b) = 2st with 2 � | t

}
≤ 1

2
.

Proof Let p,k and s be given. By Definition D.12 of the EULER function φ , the
number of elements in

{
c ∈ {1, . . . , pk − 1} ∣∣ gcd(pk,c) = 1

}
is given by φ(pk).

Furthermore, there exist uniquely determined u,v ∈ N with v odd such that

φ(pk) =︸︷︷︸
(D.30)

pk−1(p−1) = 2uv .

From Theorems D.25 and D.27 it follows that there exists a primitive root a ∈ N for
pk and from Theorem D.22 it follows that

{
b ∈ {1, . . . , pk −1} ∣∣ gcd(pk,b) = 1

}
=
{

a j mod pk
∣∣ j ∈ {1, . . . ,φ(pk)}} .

Hence, via the identification
b = a j mod pk ,

the random selection of one of the equally distributed b is the same as the random
selection of an equally distributed j ∈ {1, . . . ,φ(pk)}. Moreover, we know from
Theorem D.22 that

ordpk(b) =
φ(pk)

gcd( j,φ(pk))
, (6.64)

which means that the event ordpk(b) = 2st is the same as

2st =
2uv

gcd( j,2uv)
. (6.65)

From (6.65) we can deduce that the case s > u cannot occur because in that case we
would have



6.5 SHOR Factorization Algorithm 291

v = 2s−ut gcd( j,2uv)

and thus 2 |v, which would contradict the assumption of an odd v in φ(pk) = 2uv.
Thus, one has

P
{
ordpk(b) = 2st with 2 � | t and s > u

}
= 0 . (6.66)

For the case that s ≤ u, we can deduce that j has to be of the form j = 2u−sx, where
x is odd, as follows. Let

n = ∏
p∈Pri

pνp and m = ∏
p∈Pri

pμp

be the prime factorizations of n,m ∈ N. Then

gcd(n,m) = ∏
p∈Pri

pmin{νp,μp} (6.67)

holds. Suppose j = 2wx with x odd. It then follows from (6.67) that

gcd( j,2uv) = 2min{w,u} ∏
p∈Pri�{2}

pκp (6.68)

with suitably chosen κp. In order to have ordpk(b) = 2st, then (6.64) and (6.65)
require

gcd( j,2uv) = 2u−s v
t
. (6.69)

Since v and t are assumed odd, it follows that then v
t has to be odd, too. From (6.68)

and (6.69) it follows that min{w,u} = u − s and thus w = u − s. Because of this, j
has to be of the form j = 2u−sx with an odd x and belong to {1, . . . ,φ(pk) = 2uv}.
In this set there exist 2sv multiples of 2u−s, namely

{2u−s ×1,2u−s ×2, . . . ,2u−s ×2sv} .

Of these 2sv multiples of 2u−s only half are of the form j = 2u−sx with an odd x.
The fact that all j are chosen with the same probability implies

P
{
ordpk(b) = 2st with 2 � | t and s ≤ u

}
=

Number of possible j of the form j = 2u−sx2 with x odd
Number of possible j

=
1
22

sv

2uv
= 2s−u−1 ≤ 1

2

since s ≤ u. Together with (6.66), this yields
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P
{
ordpk(b) = 2st with t odd

}
= P

{
ordpk(b) = 2st with s > u and t odd

}
+P

{
ordpk(b) = 2st with s ≤ u and t odd

}
≤ 0+

1
2
=

1
2
. �

Lastly, in order to estimate the probability that our choice of b does not satisfy
the criteria in (6.25) and we have to select a new b, we need the following result.

Theorem 6.11 Let N ∈ N be odd with prime factorization N = ∏J
j=1 p

ν j
j

consisting of prime powers of J different prime factors p1, . . . , pJ and let
b ∈ {

c ∈ {0,1, . . . ,N −1} ∣∣ gcd(c,N) = 1
}

be randomly chosen. Then

P
{[

ordN(b) even
]
and

[(
b

ordN(b)
2 +1

)
mod N �= 0

]}≥ 1− 1
2J−1

holds.

Proof Since by assumption N is odd, all its prime factors p1, . . . , pJ have to be odd
as well, and we can apply Lemma 6.10 for their powers p

ν j
j . To abbreviate, we set

r := ordN(b) and show first

P
{[

r odd
]
or
[
(b

r
2 +1)modN = 0

]}≤ 1
2J−1 .

From Theorem D.28 we know that every b ∈ {1, . . . ,N −1} with gcd(b,N) = 1 cor-
responds uniquely to a set of b j := bmod p

ν j
j ∈ {1, . . . , p

ν j
j −1}with gcd(b j, p

ν j
j )= 1

for j ∈ {1, . . . ,J} and vice versa. An arbitrary selection of b is thus equivalent to an
arbitrary selection of the tuple (b1 = b mod pν1

1 , . . . ,bJ = b mod pνJ
J ).

According to Definition D.20, r = ordN(b) satisfies

br modN = 1 . (6.70)

From (6.70) it follows that there exists a z ∈ Z such that br = 1+zN = 1+z∏J
j=1 p

ν j
j

and thus also
br mod p

ν j
j = 1 . (6.71)

Furthermore, we set r j := ord
p

ν j
j
(b j) for every j ∈ {1, . . . ,J}. Then
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1 =︸︷︷︸
Def. r j

b
r j
j mod p

ν j
j =︸︷︷︸

Def. b j

(
bmod p

ν j
j

)r j mod p
ν j
j

=︸︷︷︸
(D.22)

br j mod p
ν j
j (6.72)

holds, and we have for every j ∈ {1, . . . ,J} in addition to (6.71) also

br j mod p
ν j
j = 1 . (6.73)

Since each r j is, by its definition, the smallest positive number satisfying the first
line in (6.72), it follows that it also is the smallest number satisfying (6.73). Together
with (6.71), this implies that for each j ∈ {1, . . . ,J} there exists a k j ∈ N with r =
k jr j. Conversely, every common multiple k of the r j satisfies bk modN = 1 since

bk −1

p
ν j
j

∈ Z ∀ j ∈ {1, . . . ,J}

implies, because of gcd(pi, p j) = 1 for i �= j, that also

bk −1

∏J
j=1 p

ν j
j

∈ Z

such that bk modN = 1. Since r is, by its definition, the smallest number satisfying
br modN = 1, it follows that it is the smallest common multiple (see Definition D.3)
of the r j, that is,

r = scm(r1, . . . ,rJ) . (6.74)

Now let r = 2st and r j = 2s j t j with s,s j ∈ N0 and t and t j odd. Because of (6.74), r
is odd (which is the same as s = 0) if and only if all r j are odd, which is the same as
s j = 0 for every j ∈ {1, . . . ,J}. Consequently, we have

r odd ⇔ s j = 0 ∀ j ∈ {1, . . . ,J} . (6.75)

Furthermore, because of (6.74) we have for all j ∈ {1, . . . ,J}

s j ≤ s .

Let us now consider the case where r is even and (b
r
2 +1)modN = 0, that is, where

there is an l ∈ N such that
b

r
2 +1= lN . (6.76)

Because of N = ∏J
j=1 p

ν j
j , it also follows that for every j there is an l j = l N

p
ν j
j

∈ N

such that
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b
r
2 +1= l j p

ν j
j . (6.77)

We know already that we must have s j ≤ s and now show that (6.76) furthermore
implies s j = s. To see this, suppose there is a j with s j < s, then it follows from

2st = r = k jr j = k j2
s j t j

that
k j = 2s−s j

t
t j

∈ N

and thus
r
2
= 2s−s j−1 t

t j︸ ︷︷ ︸
:=z j∈N

r j

since we are considering the case when r is even. Hence, for a j with s j < s there is
a z j ∈ N satisfying

r
2
= z jr j . (6.78)

Together with (6.72), this implies

b
r
2 mod p

ν j
j =︸︷︷︸

(6.78)

bz jr j mod p
ν j
j =︸︷︷︸

(D.22)

(
br j mod p

ν j
j

)z j
mod p

ν j
j =︸︷︷︸

(6.73)

1mod p
ν j
j

= 1 .

But this contradicts (6.77). Consequently, one has

(b
r
2 +1)modN = 0 ⇒ s j = s ∀ j ∈ {1, . . . ,J} . (6.79)

Note that with our choice of notations we have for every j ∈ {1, . . . ,J}

ord
p

ν j
j

(
bmod p

ν j
j

)
= r j = 2s j t j ,

where the t j are odd. Hence, a random selection of b entails a random selection of
the s j, and for the set of events under consideration the statements (6.75) and (6.79)
imply

{r odd } ⊂ {s j = 0 ∀ j}{
[r even] and [(b

r
2 +1)modN = 0]

} ⊂ {s j = s ∈ N ∀ j}

and thus
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r odd

]
or
[
[r even] and [(b

r
2 +1)modN = 0]

]}⊂ {s j = s ∈ N0 ∀ j} .

Since we can consider the choice of the s j as independent, we obtain for the proba-
bility that r is odd or r is even and at the same time (b

r
2 +1)modN = 0 holds

P
{[

r odd
]
or
[
[r even] and [(b

r
2 +1)modN = 0]

]}

≤ P
{

s j = s ∈ N0 ∀ j
}
= ∑

s∈N0

P
{

s j = s ∀ j
}
= ∑

s∈N0

J

∏
j=1

P
{

s j = s
}

= ∑
s∈N0

P{s1 = s}
J

∏
j=2

P
{

s j = s
}

= ∑
s∈N0

P{s1 = s}
J

∏
j=2

P
{

r j = 2st with 2 � | t}︸ ︷︷ ︸
≤ 1

2 from Lemma 6.10

≤ ∑
s∈N0

P{s1 = s}
︸ ︷︷ ︸

=1

1
2J−1 =

1
2J−1 .

From this we finally arrive at the probability for the event e1 defined in (6.25) as

P{e1} = P
{
[r even] and [(b

r
2 +1)modN �= 0]

}
= 1−P

{[
r odd

]
or
[
[r even] and [(b

r
2 +1)modN = 0]

]}
≥ 1− 1

2J−1 . (6.80)

�

For a number N with more than one prime factor, that is, for the case J ≥ 2,
this implies that the probability that with one selection we have found a b such that

ordN(b) is even and (b
ordN(b)

2 +1)modN �= 0 holds, is no less than 1
2 . For example,

after ten trials the probability to find such a b is already bounded from below by
1− 1

210
= 0.999.

If, however, N is a prime power, that is, if J = 1, we cannot derive any non-trivial
statements from (6.80) about the success-probability to find a b with the property
that r is even and (b

r
2 +1)modN �= 0 holds as well.
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6.5.6 Balance Sheet of Steps

Proposition 6.12 For fb,N(x)= bx modN there exists a unitary operator Ufb,N

on H
A ⊗H

B satisfying

Ufb,N

(|x〉A ⊗|0〉B)= |x〉A ⊗| fb,N(x)〉B (6.81)

and the number of computational steps SUfb,N
required for Ufb,N grows as a

function of L = �2log2 N�+1 as

SUfb,N
(L) ∈ O

(
L3) for L → ∞ . (6.82)

Proof The statement claiming (6.81) has been proven already in Corollary 5.47.
To show (6.82), we only need to gather the computational efforts required for the
operations which are used to build Ufb,N .

From Fig. 5.14 we see that for a quantum adderU+ to add two numbers a,b< 2L,
we need to execute Us,Uc and U∗

c each O(L) times. Hence, the number of compu-
tational steps scales for L → ∞ as SU+(L) ∈ O(L). The same holds for the quantum
subtractor as the inverse of the adder.

From Fig. 5.21 we see that the quantum adder modulo N requires a fixed number
of quantum adders U+ and subtractors U− that is independent of a,b and N. Conse-
quently, the number of computational steps for the quantum adder modulo N grows
for L → ∞ as SU+%N (L) ∈ O(L).

For a,b,c,N < 2L one has to perform O(L) additions U+ to execute the quan-
tum multiplier U×c%N modulo N defined in Definition 5.43. Thus, the number of
computational steps grows as SU×c%N (L) ∈ O

(
L2
)
for L → ∞.

In Fig. 5.23 we see that A fb,N for x < 2L is performed by executing O(L) quantum

multipliers U×β j%N . The calculation of the β j = b2
j
modN for j ∈ {0, . . . ,L − 1}

needed in the multipliers can be implemented classically in an efficient manner as
follows. Because of

b2
j
modN =︸︷︷︸

(D.22)

(
b2

j−1
modN

)2︸ ︷︷ ︸
<N2

modN

the calculation of the b2
0
modN, . . . ,b2

L−1
modN only requires L times the com-

putation of expressions of the form a mod N in which a < N2. According to
Lemma D.2, we need for each of these expressions O

(
(log2max{a,N})2) ∈ O

(
L2
)

steps. The number of computational steps for A fb,N thus scales altogether for L → ∞
as SA fb,N

(L) ∈ O
(
L3
)
.

Lastly, one sees from Fig. 5.11, that the construction used in Corollary 5.47
for Ufb,N requires the computation of A fb,N and A∗

fb,N
a fixed number of times,
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which is independent of N. We thus have also SUfb,N
(L) ∈ O

(
L3
)
for x,N < 2L and

L → ∞. �

With these preparations we can now formulate the claim about the efficiency of
the SHOR algorithm as follows.

Theorem 6.13 For the factorization of an odd number N ∈ N that has at least
two distinct prime factors with the SHOR algorithm, the number of required
computational steps SSHOR(N) satisfies

SSHOR(N) ∈ O
(
(log2 N)3 log2 log2 N

)
N → ∞ .

Proof First, we adapt the estimate (6.62) to a statement using N instead of L.
Because of L = �2log2 N�+1, we have

2log2 N < L ≤ 2log2 N +1 (6.83)

and thus
1
lnL

≥ 1
ln(2log2 N +1)

. (6.84)

Furthermore, because of (6.83) for L ≥ 15, we have at least log2 N ≥ 7. Such N

satisfy (log2 N)
17
12 ≥ 2log2 N +1 and we have

1
ln(2log2 N +1)

≥ 1
17
12 ln log2 N

=
1

17
12 ln2 log2 log2 N

>
1

log2 log2 N
,

where in the last inequality we have used 17
12 ln2 < 1. Together with (6.84), this

implies for L ≥ 15
1
lnL

>
1

log2 log2 N
,

and with (6.62), we have for L ≥ 15 that

P{e2} >
1

10log2 log2 N
.

The events relevant for the SHOR algorithm and their probabilities are collected once
more in Table 6.7. The algorithm together with the required computational effort is
then as follows:
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Table 6.7 Relevant events in the SHOR factorization algorithm and their respective probabilities

In step Event Description Probability

1 e1 b has been chosen such that r is even and
(b

r
2 +1)modN �= 0 holds

P{e1} ≥ 1
2

2 e2 In the measurement of the input register
H

A the state |z〉 for such a
z ∈ {0, . . . ,2L −1} has been measured,
that ∃lz ∈ {0, . . . ,r −1} with∣∣∣ z
2L − lz

r

∣∣∣< 1
2r2

and gcd(lz,r) = 1

P{e2} > 1
10log2 log2 N for

r ≥ 19

2 Follows from e2 A partial continued fraction
p j
q j

of z
2L has

a denominator q j = r which is a period
of fb,N

P{e2} > 1
10log2 log2 N for

r ≥ 19

3 e1
⋂
e2 A b < N has been chosen such that an

r = q j has been found that is an even
period of fb,N and for which
(b

r
2 +1)modN �= 0 holds

P{e1⋂e2} >
1

20log2 log2 N for r ≥ 19

SHOR Factorization Algorithm with Computational Effort

Input: An odd natural number N with at least two distinct prime factors
Step 1: Choose a b ∈ N with b < N and calculate gcd(b,N). The number of

computational steps required for this satisfies, according to (D.19),

SSHOR1(N) ∈ O
(
(log2 N)3

)
for N → ∞ .

If

gcd(b,N)> 1, then gcd(b,N) is a non-trivial factor of N and we are
done. Go to Output and show gcd(b,N) and N

gcd(b,N)
gcd(b,N) = 1, then go to Step 2

Step 2: Determine the period r of the function

fb,N : N0 −→ N0

n �−→ fb,N(n) := bn modN .

For this we first calculate fb,N 20 times by direct computation. Accord-
ing to (D.4), the number of computational steps required for this is of
the order O

(
(log2 N)2

)
. In case this evaluation reveals a period r < 19,

we continue with the case distinction following (6.85). Otherwise, we
use the quantum algorithm given in Theorem 6.8. The number of com-
putational steps required for this is, according to (6.29) together with
Proposition 6.12, of the order O

(
(log2 N)3

)
. Altogether, we have thus

SSHOR2(N) ∈ O
(
(log2 N)3

)
for N → ∞ . (6.85)



6.5 SHOR Factorization Algorithm 299

If

r is odd, then start anew with Step 1
r is even, then go to Step 3

Step 3: Calculate gcd(b
r
2 + 1,N). The number of computational steps required

for this satisfies, according to (D.19),

SSHOR3(N) ∈ O
(
(log2 N)3

)
for N → ∞ .

If

gcd(b
r
2 +1,N) = N, then start anew with Step 1

gcd(b
r
2 +1,N)< N, then with gcd(b

r
2 + 1,N) we have found a non-

trivial factor of N. Calculate gcd(b
r
2 − 1,N) as a further non-trivial

factor of N. Go to Output and show gcd(b
r
2 ±1).

Output: Two non-trivial factors of N

As we see from Table 6.7, the probability that b has been chosen such that the
event e1

⋂
e2 occurs and thus factors of N can be determined satisfies

P
{
e1
⋂

e2

}
>

1
20log2 log2 N

.

To find suitable b and r with a probability close to 1, it thus suffices to repeat Steps
1 to 3 approximately 20log2 log2 N times.

Altogether, the number of computational steps needed to factorize N with a
success-probability close to 1 growths as a function of N as

SSHOR(N) ∈ (SSHOR1(N)+SSHOR2(N)+SSHOR3(N))O(log2 log2 N)
∈ (

O
(
(log2 N)3

)
+O

(
(log2 N)3

)
+O

(
(log2 N)3

))
O(log2 log2 N)

∈︸︷︷︸
(C.2)

O
(
(log2 N)3 log2 log2 N

)
for N → ∞ .

�

Example 6.14 for the SHOR algorithm

Input: Given N = 143
Step 1: We choose b = 7 and find gcd(b,N) = 1. Hence, we proceed to Step 2.
Step 2: The evaluation of fb,N(x) = 7xmod143 for x ∈ {0, . . .20} shows that the

period r of fb,N is greater than 20. We set L = �2log2 N�+1= 15.
In case we had a quantum computer, we would prepare the initial state in
¶
H

⊗L, applyUfb,N andF and then observe the input register to read a z. The
probability distribution for observing a z has the form shown in Fig. 6.4.
We first find z = 7646 with a probability (6.46). The continued fraction
representation (6.56) of z

2L = 7646
215

is found to be



300 6 On the Use of Entanglement

Fig. 6.4 Probability W (z), to observe a z ∈ {0, . . . ,2L − 1 = 32767} in the input register. The
horizontal line shows the limit-probabilityWmin from (6.53). The vertical lines show the isolated z-
values, for which the observation-probability is greater than Wmin. For all other z ∈ {0, . . . ,32767}
the probabilities are smaller than 10−6. The two dots show the z-values 7646 and 16930 that we
have observed in the input register in this fictitious run of the algorithm

7646
215

= [0;4,3,1,1,272,2] .

From the partial continued fractions (6.58) we thus find as possible can-
didates lz

r

T

(
7646
215

)
=
{

p1
q1

, . . . ,
p6
q6

}
=
{
1
4
,
3
13

,
4
17

,
7
30

,
1908
8177

,
3823
16384

}
.

(6.86)
Applying fb,N to the q j from (6.86) yields fb,N(q j) �= 1 for all these q j,
in other words, none of the q j is the period of fb,N .
Hence, we prepare anew the initial state, apply Ufb,N and F and mea-
sure the input register once more. This time we observe z = 16930. The
continued fraction representation (6.56) of z

2L = 16930
215

is now given by

16930
215

= [0;1,1,14,1,1,67,1,3] .

For the partial continued fractions from (6.58) we now find as possible
candidates for lz

r

T

(
16930
215

)
=
{

p1
q1

, . . . ,
p8
q8

}
(6.87)
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=
{
1
1
,
1
2
,
15
29

,
16
31

,
31
60

,
2093
4051

,
2124
4111

,
8465
16384

}
.

Applying fb,N to the q j from (6.87) shows that fb,N(60) = 1. Conse-
quently, we have found an even period r = q5 = 60 and proceed to Step 3.

Step 3: In Step 2 we identified 60 as the period of fb,N . We thus calculate

gcd(730+1,143) = 13 and gcd(730 −1,143) = 11 .

These are non-trivial factors of 143. Indeed, one finds 143= 13×11.
Output: The factors 11 and 13 of 143

6.6 Generalizing: The Abelian Hidden Subgroup Problem

It turns out that SHOR’s factorization algorithm is a special case of a wider class of
quantum algorithms which solve what is known as the Hidden Subgroup Problem.
In the following we present the algorithm to solve this more general problem with a
quantum computer in the case of a finite abelian group.

We begin with a general definition of a function hiding a subgroup before we
turn to the special case of a finite abelian group. The group theoretical notions and
results required for all material in this section are presented in Appendix F, and the
reader unfamiliar with group theory is urged to read it prior to this section.

Definition 6.15 Let H be a subgroup of the group G and let S be a finite set.
We say that a function f : G → S hides the subgroup H if for any g1,g2 ∈ G

f (g1) = f (g2) ⇔ g−1
1 g2 ∈ H .

We can re-formulate the condition g−1
1 g2 ∈ H in terms of left cosets of H.

Exercise 6.73 LetH be a subgroup of the group G and f : G→ S, where S is a finite
set. Show that then

f hides H ⇔ ∀g1,g2 ∈ G f (g1) = f (g2) ⇔ g1H = g2H . (6.88)

For a solution see Solution 6.73
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Hence, f hides H if and only if it is constant on any given left coset and takes
different values on distinct left cosets of H. Consequently, if f hides a normal sub-
groupH, then it can be seen as an injective function on the quotient group G/H (see
Definition F.23).

The Hidden Subgroup Problem (HSP) is defined as the problem to identify H

as efficiently as possible with the help of f , that is, with as few evaluations of f as
possible.

Definition 6.16 Let f hide the subgroup H of the group G. The problem to
identify H with the help of f is called Hidden Subgroup Problem (HSP).

In case G is a finite abelian group it is called the Abelian Hidden Sub-
group Problem (AHSP).

In solving an HSP we would like to be as efficient as possible in the sense that we
require the smallest number of queries (or evaluations) of the function f in order to
determine H. Quantum algorithms have been developed to solve non-abelian HSPs
efficiently (see [87] for a review), but here we will restrict our presentation to the
AHSP, in which case

G= {g1, . . . ,g|G|} ,

where |G| denotes the order, that is, the number of elements of G. We define n :=
�log2 |G|� and identify each element gl of the group G with a vector |gl〉 of the
computational basis in a suitable HILBERT space ¶

H
⊗n, in other words, we choose a

subset of the computational basis states the elements of which are labeled by group
elements {|g1〉, . . . , |g|G|〉

}⊂ {|x〉 ∣∣ x ∈ {0, . . . ,2n −1}}⊂ ¶
H

⊗n ,

such that
〈gl |gk〉 = δlk . (6.89)

With the |gl〉 chosen this way we define

H
A := Span

{|g1〉, . . . , |g|G|〉
}⊂ ¶

H
⊗n (6.90)

such that the
{|gl〉

∣∣ l ∈ {1, . . . , |G|}} form an ONB in H
A.

Furthermore, we define m := |S| for the discrete and finite set S used for hiding
the subgroup H < G by a function f : G → S. We also assume that the set S can
be ordered and that we can identify each element s j ∈ S = {s0, . . . ,s|S|−1} with its
index. We denote this identification by ,̃ that is, we have the bijection

:̃ S −→ {0, . . . , |S|−1}
s j �−→ j

,
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which we use to identify each element s j ∈ S with a computational basis vector

|s̃ j〉 = | j〉 ∈ ¶
H

⊗m =: H
B .

Hence, for any g ∈Gwe have 0≤ f̃ (g)< 2m and | f̃ (g)〉 ∈{|y〉 ∣∣ y ∈ {0, . . . ,2m −1}}.
The first step in the quantum algorithm to solve the AHSP efficiently is then to

prepare the initial state

|Ψ0〉 := 1√|G| ∑
g∈G

|g〉A ⊗|0〉B ∈ H
A ⊗H

B . (6.91)

The precise computational effort required to prepare |Ψ0〉 depends on the group G

in question, but for the efficiency of our quantum algorithm it suffices to assume a
bound on the growths of the number of computational steps as follows.

AHSP Assumption 1 We assume that the number of computational steps S1
required to prepare |Ψ0〉 as given in (6.91) satisfies

S1(|G|) ∈ poly(log2(|G|) for |G| → ∞ .

In the second step of our quantum algorithm to solve the AHSP we want to
exploit massive quantum parallelism in order to evaluate f on all of G in one step.
Hence, we make the following assumption.

AHSP Assumption 2 For f : G → S there exists an implementation of a uni-
tary Uf defined by its action on the ONB

{|g〉⊗ |y〉 ∣∣ g ∈ G, 0 ≤ y < 2m}⊂ H
A ⊗H

B (6.92)

as
Uf : H

A ⊗H
B −→ H

A ⊗H
B

|g〉⊗ |y〉 �−→ |g〉⊗ |y� f̃ (g)〉 , (6.93)

and the number of computational steps S2 for the application of Uf satisfies

S2(|G|) ∈ poly(log2(|G|) for |G| → ∞ .

The second step of our quantum AHSP algorithm is then the application ofUf to
|Ψ0〉 to produce



304 6 On the Use of Entanglement

|Ψ1〉 := Uf |Ψ0〉 = 1√|G| ∑
g∈G

Uf
(|g〉⊗ |0〉)

=︸︷︷︸
(6.92)

1√|G| ∑
g∈G

|g〉⊗ | f̃ (g)〉 ∈ H
A ⊗H

B . (6.94)

After the first two steps in the algorithm the composite system is in the pure state
ρ = |Ψ1〉〈Ψ1|. We now ignore the sub-system H

B and only observe the sub-system
H

A. Theorem 3.17 tells us that we then have to describe sub-system H
A by the mixed

state
ρA =︸︷︷︸

(3.50)

trB (ρ) = trB (|Ψ1〉〈Ψ1|) ,

where we have

|Ψ1〉〈Ψ1| =︸︷︷︸
(6.94)

1
|G| ∑

g,k∈G

(|g〉⊗ | f̃ (g)〉)(〈k|⊗ 〈 f̃ (k)|)

=︸︷︷︸
(3.36)

1
|G| ∑

g,k∈G
|g〉〈k|⊗ | f̃ (g)〉〈 f̃ (k)| . (6.95)

The matrix elements of ρ = |Ψ1〉〈Ψ1| in the ONB of H
A ⊗H

B given in (6.92) thus
are

ρgy,kz =︸︷︷︸
(2.22)

〈g⊗ y|Ψ1〉〈Ψ1|k ⊗ z〉 =︸︷︷︸
(6.95)

1
|G| 〈y| f̃ (g)〉〈 f̃ (k)|z〉 . (6.96)

The matrix of ρA in the ONB {g | g ∈ G} of H
A is then given by

ρA
gk =︸︷︷︸

(3.52)

∑
y

ρgy,ky =︸︷︷︸
(6.96)

1
|G|

2m−1

∑
y=0

〈y| f̃ (g)〉〈 f̃ (k)|y〉

=
1
|G| 〈 f̃ (k)|

2m−1

∑
y=0

|y〉〈y| f̂ (g)〉 =︸︷︷︸
(2.20)

1
|G| 〈 f̃ (k)| f̂ (g)〉 . (6.97)

Since | f̃ (g)〉 and | f̃ (k)〉 are vectors of the computational basis in H
B, they satisfy

〈 f̂ (k)| f̂ (g)〉 =
{
1 if f (k) = f (g)
0 else.

We know from Exercise 6.73 that, because f hides H, we have that f (k) = f (g) if
and only if k and g belong to the same left coset, that is, there is a ǧ ∈ G such that
k,g ∈ ǧH. Since G is assumed abelian, left and right cosets coincide and we use the
notation [ǧ]H to denote the coset which contains ǧ ∈ G. Hence,
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〈 f̃ (k)| f̃ (g)〉 =
{
1 if ∃ǧ ∈ G : g,k ∈ [ǧ]H
0 else,

and since such cosets are elements of the quotient group G/H, (see Definition F.23)
the matrix element ρA

gk in (6.97) then becomes

ρA
gk =

1
|G| ∑

[ǧ]H∈G/H
s.th.: g,k∈[ǧ]H

1 , (6.98)

where the sum is over all cosets that contain g and k. The sub-system H
A is then

described by the mixed state

ρA =︸︷︷︸
(2.21)

∑
g,k∈G

|g〉ρA
gk〈k| =︸︷︷︸

(6.98)

∑
g,k∈G

1
|G| ∑

[ǧ]H∈G/H
s.th.: g,k∈[ǧ]H

|g〉〈k|

=
|H|
|G| ∑

[ǧ]H∈G/H

(
1√|H| ∑

g∈[ǧ]H
|g〉
)(

1√|H| ∑
k∈[ǧ]H

〈k|
)

.

We can express ρA more succinctly by defining for any g ∈ G what we might call
the coset state

|Ψ A
[g]H

〉 := 1√|H| ∑
k∈[g]H

|k〉 (6.99)

such that

ρA =
|H|
|G| ∑

[g]H∈G/H
|Ψ A

[g]H
〉〈Ψ A

[g]H
| . (6.100)

Exercise 6.74 Show that |Ψ A
[g]H

〉 as defined in (6.99) satisfies

〈Ψ A
[g1]H

|Ψ A
[g2]H

〉 =
{
1 if [g1]H = [g2]H
0 else.

(6.101)

For a solution see Solution 6.74

The next step in the algorithm is the application of the FOURIER transform as
defined in Definition F.51
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FG =
1√|G| ∑

g∈G
∑

χ∈Ĝ
χ(g)|χ〉〈g| , (6.102)

where we make use of
dimH

A =︸︷︷︸
(6.90)

|G| =︸︷︷︸
(F.70)

|Ĝ|

and assume just as for the group G that we can also identify each element of the dual
group

{
χl
∣∣ l ∈ {0, . . . , |G|}}= Ĝ with a vector of the computational basis, such that

{|χ1〉, . . . , |χ|Ĝ|〉
}
=
{|g1〉, . . . , |g|G|〉

}⊂ {|x〉 ∣∣ x ∈ {0, . . . ,2n −1}}⊂ ¶
H

⊗n ,

(6.103)
and we have FG : H

A → H
A.

Applying the FOURIER transform (6.102) to the sub-system H
A transforms the

state of this sub-system as
ρA �→ FGρAF∗

G .

Once more we make a generic assumption on the computational effort for this state
transformation.

AHSP Assumption 3 The number S3 of computational steps required to per-
form the state transformation ρA �→ FGρAF∗

G of sub-system H
A effected by the

FOURIER transform FG given in (6.102) satisfies

S3(|G|) ∈ poly(log2(|G|) for |G| → ∞ .

The state of sub-system H
A after applying the FOURIER transform is thus

FGρAF∗
G =︸︷︷︸
(6.100)

|H|
|G| ∑

[g]H∈G/H
FG|Ψ A

[g]H
〉〈Ψ A

[g]H
|F∗

G ,

where

FG|Ψ A
[g]H

〉 =︸︷︷︸
(6.102)

1√|G| ∑̌
g∈G

∑
χ∈Ĝ

χ(ǧ)|χ〉〈ǧ|Ψ A
[g]H

〉

=︸︷︷︸
(6.99)

1√|G||H| ∑̌
g∈G

∑
χ∈Ĝ

∑
k∈[g]H

χ(ǧ)|χ〉〈ǧ|k〉

=︸︷︷︸
(6.89)

1√|G||H| ∑̌
g∈G

∑
χ∈Ĝ

∑
k∈[g]H

χ(ǧ)|χ〉δǧ,k
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=
1√|G||H| ∑

χ∈Ĝ
∑

k∈[g]H
χ(k)|χ〉

=︸︷︷︸
(F.22)

1√|G||H| ∑
χ∈Ĝ

∑
h∈H

χ(gh)|χ〉 =︸︷︷︸
(F.43)

1√|G||H| ∑
χ∈Ĝ

∑
h∈H

χ(g)χ(h)|χ〉

=︸︷︷︸
(F.75)

√
|H|
|G| ∑

χ∈H⊥
χ(g)|χ〉 , (6.104)

such that the state of the sub-system H
A is eventually given by

FGρAF∗
G =

|H|
|G| ∑

[g]H∈G/H

⎛
⎝ ∑

χ∈H⊥
χ(g)|χ〉

⎞
⎠
⎛
⎝ ∑

ξ∈H⊥
ξ (g)〈ξ |

⎞
⎠ . (6.105)

Now, let ζ ∈ H⊥ and let |ζ 〉 be the corresponding basis state in H
A. Then Pζ =

|ζ 〉〈ζ | is the orthogonal projector onto that state. According to (2.86), the probabil-
ity to detect the state |ζ 〉 when observing system H

A, which has been prepared in
the state FGρAF∗

G, is

P
{
To observe |ζ 〉 for a ζ ∈ H⊥ in system H

A when
it has been prepared in the stateFGρAF∗

G

}
=︸︷︷︸

(2.86)

tr
(|ζ 〉〈ζ |FGρAF∗

G

)

=︸︷︷︸
(2.57)

∑
a

〈ea|ζ 〉〈ζ |FGρAF∗
Gea〉 ,

where we have used an ONB {ea} in H
A. Using (6.105), we thus obtain

P
{
To observe |ζ 〉 for a ζ ∈ H⊥ in system H

A when
it has been prepared in the stateFGρAF∗

G

}

= ∑
a

|H|
|G| ∑

[g]H∈G/H

⎛
⎜⎜⎝ ∑

χ∈H⊥
χ(g)〈ea|ζ 〉〈ζ |χ〉︸ ︷︷ ︸

=δζ χ

⎞
⎟⎟⎠
⎛
⎝ ∑

ξ∈H⊥
ξ (g)〈ξ |ea〉

⎞
⎠

=
|H|
|G| ∑

[g]H∈G/H
∑

ξ∈H⊥

(
∑
a

〈ea|ζ 〉〈ξ |ea〉
)

ζ (g)ξ (g)

=︸︷︷︸
(2.13)

|H|
|G| ∑

[g]H∈G/H
∑

ξ∈H⊥
〈ξ |ζ 〉︸ ︷︷ ︸
=δξ ζ

ζ (g)ξ (g) = ∑
[g]H∈G/H

ζ (g)ζ (g)
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=︸︷︷︸
(F.58)

|H|
|G| ∑

[g]H∈G/H
1 =︸︷︷︸
(F.36)

1 . (6.106)

Consequently, when observing the sub-system H
A after the third step of our algo-

rithm we will always find a state |ζ 〉 that corresponds to a character ζ ∈ H⊥.
Re-running the three steps of the algorithm L times, we can then apply Corol-

lary F.50 to our observations of ζ1, . . . ,ζL ∈ H⊥ to assert that

P
{
〈ζ1, . . . ,ζL〉 =H⊥

}
≥︸︷︷︸

(F.103)

1− |H⊥|
2L =︸︷︷︸

(F.83)

1− |G|
2L|H| .

Hence, after

L ≥ log2

( |G|
ε|H|

)

repetitions and observations, the probability that we have observed a generating set
of H⊥ is no less than 1− ε , that is,

P
{
〈ζ1, . . . ,ζL〉 =H⊥

}
≥ 1− ε .

Finally, it follows from Theorem F.44 that we can find the desired H from the
observed generating set by

H =
L⋂

l=1

Ker(ζl) .

Let us summarize the complete algorithm to solve the AHSP.

Abelian Hidden Subgroup Problem algorithm with computational effort

Input: A finite abelian group G and a function f : G → S that hides a subgroup
H ≤ G

Step 1: In H
A ⊗H

B, where

H
A = Span{|g1〉, . . . , |g|G|〉} ⊂ ¶

H
⊗n

with n = �log2 |G|� and
H

B = ¶
H

⊗m ,

with m = �log2 |S|�, prepare the initial state

|Ψ0〉 = 1√|G| ∑
g∈G

|g〉⊗ |0〉 ∈ H
A ⊗H

B .
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The computational effort required for this is assumed to satisfy

SAHSP Step 1(|G|) ∈ poly(log2 |G|) for |G| → ∞

Step 2: Apply Uf of (6.93) to |Ψ0〉 to produce

|Ψ1〉 =Uf |Ψ0〉 = 1√|G| ∑
g∈G

|g〉⊗ | f̃ (g)〉 ∈ H
A ⊗H

B .

The computational effort required for this is assumed to satisfy

SAHSP Step 2(|G|) ∈ poly(log2 |G|) for |G| → ∞

Step 3: Consider only sub-system H
A, which when disregarding sub-system H

B

will be in the mixed state

ρA =
|H|
|G| ∑

[g]H∈G/H
|Ψ A

[g]H
〉〈Ψ A

[g]H
| ,

where

|Ψ A
[g]H

〉 := 1√|H| ∑
h∈H

|gh〉 .

On this sub-system perform the quantum FOURIER transform FG to
transform sub-system H

A into the state

FGρAF∗
G =

√
|H|
|G| ∑

[g]H∈G/H

⎛
⎝ ∑

χ∈H⊥
χ(g)|χ〉

⎞
⎠
⎛
⎝ ∑

ξ∈H⊥
ξ (g)〈ξ |

⎞
⎠ .

The computational effort required for this satisfies

SAHSP Step 3(|G|) ∈ poly(log2 |G|) for |G| → ∞

Step 4: Observe the sub-system H
A to detect a ζ ∈ H⊥ with certainty.

The computational effort required for this is

SAHSP Step 4(|G|) ∈ poly(log2 |G|) for |G| → ∞

Step 5: Repeat Steps 1–4 for

L ≥ log2

( |G|
ε|H|

)
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times to determine ζ1, . . . ,ζL ∈ H⊥ and from this

L⋂
l=1

Ker(ζl) . (6.107)

The computational effort required for this is assumed to satisfy

SAHSP Step 5(|G|) ∈ poly(log2 |G|) for |G| → ∞

Output:

H =
L⋂

l=1

Ker(ζl)

with a probability no less than 1− ε

The total computational effort for the AHSP algorithm grows as function of |G|
as

SAHSP(|G|) =
5

∑
j=1

SAHSP Step j(|G|) ∈ poly(log2 |G|) for |G| → ∞ .

Quite a number of problems can be re-formulated as AHSPs [61, 87, 88]. Many of
those play a role in cryptography, and finding a discrete logarithm in a group is one
of them.

6.7 Finding the Discrete Logarithm as a Hidden Subgroup
Problem

As we shall see below, the discrete logarithm plays an essential role in some of
today’s most advanced cryptographic protocols. It is defined as follows.

Definition 6.17 Let G be a group and g,h ∈ G such that there exists a d ∈ N0

such that
h = gd . (6.108)

Then d is called the discrete logarithm of h to base g, and this is expressed
by the notation d = dlogg(h).

The task to find d = dlogg(h), when only g and and h satisfying (6.108)
are known, is called the Discrete Logarithm Problem (DLP).
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The use of discrete logarithms in cryptography is owed to the fact that, given g ∈
G and d ∈ N0, it is quite easy to calculate h = gd simply by taking the group product
of g with itself d times, but that it is generally extremely difficult to find d when
given only g and h. Hence, g and h can be published without revealing dlogg(h). This
is what is used in the DIFFIE–HELLMAN [89] public key cryptographic protocol,
which can be illustrated as follows.

DIFFIE–HELLMAN Cryptographic Protocol
Alice Bob Public knows

mutually agree a g ∈ G g

selects a ∈ N, calculates A = ga selects b ∈ N, calculates B = gb

and sends A to Bob and sends B to Alice A,B

calculates the shared but secret calculates the shared but secret
key K = Ba = gab key K = Ab = gab

At the end of the above protocol Alice and Bob share a secret key K. If, however,
calculating the discrete logarithm were feasible for Eve, her knowledge of A, B and
g would allow her to compute a = dlogg(A) and thus the key K = Ba as well.

As we now show, the discrete logarithm problem can be formulated as an AHSP
for a suitably chosen group, set and function in the AHSP. Hence, a working quan-
tum computer on which the AHSP algorithm is implemented would potentially ren-
der the DIFFIE–HELLMAN cryptographic protocols insecure.

The DLP that we solve with the help of the AHSP algorithm is as follows:

Given: (i) a group GDLP and an element g ∈ GDLP that has
order N = ord(g), that is N ∈ N is the smallest
number satisfying

gN = eGDLP (6.109)

(ii) an h ∈ GDLP such that for some unknown d ∈ N

h = gd (6.110)

Find: d = dlogg(h)

To find d, we set up a suitable AHSP and then execute the algorithm to solve
it. As before, all group theoretical notions used here are defined and explained in
Appendix F.

The group G of the AHSP is not the same as the group GDLP in which we want
to find the discrete logarithm. Rather, it is given as the direct product group of the
quotient group ZN , that is, we set

G := ZN ×ZN ,

where N is as given in (6.109). From Lemma F.5 it follows that |ZN | = N and from
(F.38) that then in the case at hand
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|G| = N2 . (6.111)

Any element g ∈ G is thus of the form g = ([x]NZ
, [y]NZ

), where [x]NZ
and [y]NZ

are cosets in ZN = Z/NZ. From (F.24) we know that for these cosets [x]NZ
=

[xmodN]NZ
. We use this to represent the elements of G as vectors in the HILBERT

space H
A given in (6.90) in the form

|g〉 = |([x]NZ
, [y]NZ

)〉 = |xmodN〉⊗ |ymodN〉 (6.112)

and thus
H

A = Span
{|u〉⊗ |v〉 ∣∣ u,v ∈ {0, . . . ,N −1}} . (6.113)

As the set S in the AHSP, we choose

S := 〈g〉 ≤ GDLP ,

which in itself is a cyclic group of order N.
For the function f we choose

f : G −→ S
([x]NZ

, [y]NZ
) �−→ hxgy , (6.114)

where [x]NZ
, [y]NZ

denote the cosets in the quotient group ZN = Z/NZ and h,g ∈
GDLP are as given in (6.110). Since h = gd , we find

f ([x]NZ
, [y]NZ

) = (gd)xgy = gdx+y ∈ 〈g〉 .

To determine the subgroup hidden by f , note that we have for any ([x]NZ
, [y]NZ

)∈ G

and ([u]NZ
, [v]NZ

) ∈ G

f
(
([x]NZ

, [y]NZ
) +G ([u]NZ

, [v]NZ
)
)
= f

(
[x]NZ

, [y]NZ

)
⇔︸︷︷︸

(F.35)

f
(
[x+u]NZ

, [y+ v]NZ

)
= f

(
[x]NZ

, [y]NZ

)

⇔︸︷︷︸
(6.110)

gd(x+u)+y+v = gdx+y

⇔ gdu+v = eG
⇔︸︷︷︸

(F.24)

(du+ v)modN = 0

⇔︸︷︷︸
(F.24)

[du+ v]NZ
= [0]NZ

⇔ [v]NZ
= [−du]NZ

.
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Exercise 6.75 Show that

H =
{
([u]NZ

, [−du]NZ
)
∣∣ [u]NZ

∈ ZN
}

(6.115)

is a subgroup of G= ZN ×ZN .

For a solution see Solution 6.75

Hence, H ≤ G as given in (6.115) is the subgroup hidden by the function f defined
in (6.114). For any g = ([x]NZ

, [y]NZ
) ∈ G its coset [g]H withH is then given by

[g]H =
{
([x+u]NZ

, [y−du]NZ
)
∣∣ [u]NZ

∈ ZN
}
.

Moreover, the number of elements in this H is equal to the number of elements in
ZN , and we have here

|H| = N . (6.116)

With this the coset state for a [g]H is given by

|Ψ A
[g]H

〉 =︸︷︷︸
(6.99),(6.112)

1√
N

∑
[u]NZ

∈ZN

|(x+u)modN〉⊗ |(y−du)modN〉 .

Using (F.59) and (F.71), we find that the characters of G are given by

χm,n : G −→ U(1)
([x]NZ

, [y]NZ
) �−→ e2πimx+ny

N
, (6.117)

where m,n ∈ {0, . . . ,N − 1}. As assumed in (6.103), we use this to represent the
elements of Ĝ as vectors in H

A in the form

|χm,n〉 = |m〉⊗ |n〉 for m,n ∈ {0, . . . ,N −1} . (6.118)

Using once more (6.99) and the fact that |G| = N2, the FOURIER transform (6.102)
then becomes

FG =
1
N ∑

m,n,v,w
∈{0,...,N−1}

e2πimv+nw
N |m〉⊗ |n〉〈v|⊗ 〈w|

Recall from Lemma F.39 thatH⊥ =
{

χ ∈ Ĥ
∣∣H⊂Ker(χ)

}
, and in the case at hand

H is given by (6.115) such that for m,n ∈ {0, . . . ,N −1} we have
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χm,n ∈ H⊥ ⇔ χm,n([u]NZ
, [−du]NZ

) = 1 ∀ [u]NZ
∈ ZN

⇔︸︷︷︸
(6.117)

e2πimu−ndu
N = 1 ∀u ∈ {0, . . . ,N −1}

⇔ m = dnmodN .

Consequently, we obtain

H⊥ =
{

χdnmodN,n
∣∣ [n]NZ

∈ ZN
}
. (6.119)

Moreover, H⊥ is actually a cyclic group generated by χd,1 as is shown in the fol-
lowing exercise.

Exercise 6.76 Show that
H⊥ = 〈χd,1〉 , (6.120)

where d = dlogg(h)< N.

For a solution see Solution 6.76

We illustrate these constructions with a simple example to be worked out in Exer-
cise 6.77.

Exercise 6.77 Write down H and H⊥ for the case N = 6 and d = 3 as well as
Ker(χm,n) for χm,n ∈ H⊥, and verify (6.120) in this particular case.

For a solution see Solution 6.77

The FOURIER transform of a coset state |Ψ A
[g]H

〉 given in (6.104) for the general
AHSP algorithm now becomes for the discrete logarithm problem at hand for a
g = ([x]NZ

, [y]NZ
)

FG|Ψ A
[g]H

〉 =︸︷︷︸
(6.104)

1√
N

∑
[n]NZ

∈ZN

χdnmodN,n([x]NZ
, [y]NZ

)|dnmodN〉⊗ |n〉

=︸︷︷︸
(6.117)

1√
N

∑
[n]NZ

∈ZN

e2πi dnx+ny
N |dnmodN〉⊗ |n〉 . (6.121)

For the mixed state (6.105) in which the sub-system H
A is, we obtain
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FGρAF∗
G = |H|

|G| ∑
[g]H∈G/H

FG|Ψ A
[g]H

〉〈Ψ A
[g]H

|F∗
G

=︸︷︷︸
(6.111),(6.116)

1
N ∑

[g]H∈G/H
FG|Ψ A

[g]H
〉〈Ψ A

[g]H
|F∗

G

=︸︷︷︸
(6.121)

1
N2 ∑

[g]H∈G/H
[n]NZ

,[m]NZ
∈ZN

e2πi dx+y
N (n−m)|dnmodN〉〈dmmodN|⊗ |n〉〈m| ,

(6.122)

where, as before, g = ([x]NZ
, [y]NZ

) ∈ G.

Exercise 6.78 Let u,v ∈ {0, . . . ,N −1} be such that

Pu,v =
(|u〉⊗ |v〉)(〈u|⊗ 〈v|) =︸︷︷︸

(3.36)

|u〉〈u|⊗ |v〉〈v| , (6.123)

in accordance with (6.113), is an orthogonal projector onto a state |u〉⊗ |v〉 ∈ H
A.

Show that then

tr
(
Pu,vFGρAF∗

G

)
=

|〈u|dvmodN〉|2
N

. (6.124)

For a solution see Solution 6.78

From (2.86) we know that the probability to measure the state |u〉⊗|v〉when observ-
ing the system H

A when it is described by FGρAF∗
G is given by the left side of

(6.124). From (6.118) and (6.119) we know that the states which represent char-
acters in H⊥ are of the form |dnmodN〉 ⊗ |n〉, where n ∈ {0, . . . ,N − 1}. Conse-
quently,

P

⎧⎨
⎩
When system H

A is prepared in
FGρAF∗

G and measured, a state cor-
responding to a χ ∈ H⊥ is detected

⎫⎬
⎭ =

N−1

∑
n=0

tr
(
PdnmodN,nFGρAF∗

G

)

=︸︷︷︸
(6.124)

N−1

∑
n=1

|〈dnmodN|dnmodN〉|2
N

= 1 ,

which tells us, as already ascertained in (6.106) for a general AHSP, that we will
always find a state corresponding to an element inH⊥.

Rather than employing (6.107) to find H and then d = dlogg(h), we can deter-
mine d more directly in the DLP version of the AHSP as follows. From (6.119) we
infer that finding a state corresponding to an element in H⊥ means that we have
found states of the computational basis of the form |dnmodN〉⊗ |n〉 ∈ H

A where
n ∈ {0, . . . ,N −1}. Hence, after one execution of the AHSP algorithm for the DLP
we know a pair of numbers (dnmodN,n) with n ∈ {0, . . . ,N −1}.
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Now, suppose gcd(n,N) = 1. From (D.19) we know that the computational effort
to calculate gcd(n,N) scales as poly(log2 |G|). The probability for gcd(n,N) = 1 to
occur can be bounded from below away from zero as can be seen from the following
theorem, which we quote without proof.

Theorem 6.18 ([90] Theorem 332) Let m ∈ N, and let p,q be selected inde-
pendently and with uniform probability from {0, . . . ,m − 1} ⊂ N. Then we
have

lim
m→∞

P{gcd(p,q) = 1} =
6

π2 > 0.6 .

From Lemma D.9 we then know that we can employ the extended EUCLID algo-
rithm to find the inverse of n modulo N, that is, the number denoted n−1 modN that
satisfies

(
(n(n−1 modN)

)
modN = 1. From (D.11) we can infer that the computa-

tional effort for this is of order poly(log2 |G|). Having obtained n−1 modN, we can
use it to compute d dlogg(h) as follows

(
(dnmodN)(n−1 modN)

)
modN =︸︷︷︸

(D.20)

(
dnn−1 modN

)
modN =︸︷︷︸

(D.8)

d modN

= d ,

where in the last step we used that from (6.109) we can infer that d < N.
If, however, gcd(n,N)> 1, we repeat the algorithm to find a second pair

(dmmodN,m) and determine gcd(n,m). If gcd(n,m) > 1, we repeat the algorithm
again and again until we find a pair, such that gcd(n,m) = 1. As can be seen once
more from Theorem 6.18, the probability for this to happen is greater than 3

5 , and
the number of potential repetitions of the algorithm does not alter the overall com-
putational effort from poly(log2 |G|).

Assuming then that we have a second pair (dmmodN,m) such that gcd(n,m)= 1,
we can employ the extended EUCLID algorithm of Theorem D.4 to find integers a,b
such that (D.12) ensures

an+bm = gcd(n,m) = 1 . (6.125)

Consequently, we have

a(dnmodN)+b(dmmodN) =︸︷︷︸
(D.1)

d(an+bm)−N

(
a

⌊
dn
N

⌋
+b

⌊
dm
N

⌋)

=︸︷︷︸
(6.125)

d −N

(
a

⌊
dn
N

⌋
+b

⌊
dm
N

⌋)



6.7 Finding the Discrete Logarithm as a Hidden Subgroup Problem 317

and thus, since 0< d < N, we can use the known integers dnmodN,dmmodN,a,b
to obtain (

a(dnmodN)+b(dmmodN)
)
modN =︸︷︷︸

(D.1)

d .

This shows that we can indeed use the AHSP algorithm to solve the DLP. We now
turn to show how such a solution of the DLP could potentially render the bitcoin
transaction signature protocol unsafe.

6.8 Breaking Bitcoin Signatures

In today’s digital world it becomes increasingly important to be able to sign doc-
uments digitally, in other words, to add a digital signature that cannot be forged
but which can be verified to a document. This is accomplished by so-called digital
signature algorithms (DSA), which constitute cryptographic protocols by which a
signer can authenticate a publicly known document and provide the public with a
means to verify the authentication. The scheme of such protocols is as follows.

Digital Signature Algorithm (DSA) Protocol
Signer Public knows

algorithm parameters A
verification statement v

chooses a private key k
creates a public verification key
by
computing a V =V (k,A)
and publishing it verification key V
signs document by
taking document d, document d
computing a signature s(d,A)
and publishing it signature s

and can verify by
checking the verification statement v(s,d,V,A) = TRUE?

The security of this protocol relies on the difficulty with which the secret private key
k can be obtained from the knowledge of the public verification keyV =V (k,A) and
the publicly known algorithm parameters A.

If k could be found by a fraudster, he could publish altered or new documents
with a valid signature by the signer and the public would be made to believe that
these documents were authenticated by the signer.

A widely used version of such a DSA is based on the difficulty to find discrete
logarithms for elements of elliptic curves (see Definition F.56). This is known as the
Elliptic Curve Digital Signature Algorithm (ECDSA), and a version of it is used for
creating the digital signature of transactions conducted with bitcoins [79, 91].
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With the help of a suitably chosen elliptic curve the ECDSA provides a document
authentication protocol for a document in the public domain. Prior to input into the
ECDSA these documents are standardized by a so-called hash function. Such
hash functions deterministically map input of arbitrary length to output of fixed bit-
string length. For cryptographic purposes it is desirable that small changes in input
produce significant changes in output and that it is extremely improbable that two
distinct inputs produce identical output.

Example 6.19 An example of a hash function provided by the NSA is the Secure
Hashing Algorithm SHA256 which converts any ASCII into a 64 digit hexadecimal
string. As an example consider the following text.
The SHA256 hash output of the text in this line in hexadecimal form displayed
across two lines is:

A3C431026DDD514C6D0C7E5EB253D424

B6A4AF20EC00A8C4CBE8E57239BBB848

Such a 64 digit hexadecimal string can be interpreted as a 256-bit natural number d,
which in our example would be (given in binary format first)

d

=(10100011110001000011000100000010011011011101110101010000000
00000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000000000

00000000000000000000)2

=7.407363459482995 · · ·×1076 < 2256 .

The hash functions used for pre-processing the documents are part of the algorithm
specification of the ECDSA in the public domain, and we may thus assume that the
document to be signed is given as a positive integer not exceeding a known upper
bound N, such as N = 2256 in the case of SHA256 in Example 6.19.

ECDSAs are usually based on elliptic curves E(Fp) for which p is a large prime.
From Corollary F.59 we know that for a prime p the elliptic curve E(Fp) over the
finite field Fp = Z/pZ together with the addition +E given in Theorem F.58 forms
a finite abelian group such that we can define addition of two points P,Q ∈ E(Fp).
In particular, we can add P to itself k ∈ N times to obtain

kP = P+E P+E · · ·+E P︸ ︷︷ ︸
k times

.
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In addition to the hash function, the protocol for ECDSA then requires the specifica-
tion of five publicly known parametersA= (p,A,B,P,q) consisting of the following
items.

ECDSA Parameters (p,A,B,P,q) in the Public Domain

1. A prime p specifying the finite field Fp

2. Two elements A,B ∈ Fp specifying the WEIERSTRASS equation

y2 = x3+Ax+B

of the elliptic curve E(Fp). This is an equation in the finite field Fp. The under-
lying set of Fp consists of cosets in Z/pZ ∼= Zp. From Lemma F.5 and Exam-
ple F.19 we know that any such coset (or equivalently element in Zp) can be
uniquely identified with a number in {0, . . . , p−1}. Hence, we consider A and B
and the components x and y of elements P = (x,y) ∈ E(Fp)�{0E} as elements
of the set {0, . . . , p−1}

3. An element
P = (xP,yP) ∈ E(Fp)�{0E} ⊂ Fp ×Fp ,

which is often called the base point of the ECDSA
4. The element P is chosen such that it has prime order, that is,

q = ord(P) :=min
{

n ∈ N
∣∣ nP = 0E ∈ E(Fp)

}
(6.126)

is a publicly known prime

Given a document d in the appropriate format, the process steps of ECDSA can then
be divided into the three sections Public Key Generation, Signature Generation and
Verification as follows [92].

ECDSA Public Key Generation

1. Select a private key
k ∈ {1, . . . ,q−1} ⊂ N

2. Compute the verification key

V = kP ∈ E(Fp)�{0E} . (6.127)

Note that V �= 0E since k < q, and q is the smallest number such that qP = 0E

3. Publish the verification key V ∈ E(Fp)�{0E}
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ECDSA Signature Generation

1. Select a natural number
a ∈ {1, . . . ,q−1} (6.128)

2. Compute
aP = (xaP,yaP) ∈ E(Fp)�{0E} , (6.129)

where, as above, we are guaranteed aP �= 0E since a < q, and we consider xaP ∈
Fp to be represented by a number in {0, . . . , p−1}

3. Compute
s1 = xaP modq ∈ {0, . . . ,q−1} (6.130)

4. If s1 = 0, go back to Step 1 of the signature generation and select a new a ∈
{1, . . . ,q−1}.
If s1 �= 0, calculate the multiplicative inverse of a modulo q

â = a−1 modq ∈ {1, . . . ,q−1} (6.131)

defined in Definition D.8, that is, the number â such that aâmodq = 1. Note that
since a ∈ {0, . . . ,q −1} and q is a prime, we always have gcd(a,q) = 1 and the
multiplicative inverse exists.
With â compute

s2 =
(
(d + ks1)â

)
modq ∈ {0, . . . ,q−1}

5. If s2 = 0, go back to Step 1 of the signature generation and select a new a ∈
{1, . . . ,q−1}.
Else, set the signature as

(s1,s2) ∈ {1, . . . ,q−1}×{1, . . . ,q−1}

6. Publish the signature (s1,s2)

Before we turn to the verification procedure, we first show that the statement which
will be tested in the verification query is indeed true. This is done in the following
proposition.

Proposition 6.20 Let (p,A,B,P,q) be parameters of an ECDSA with elliptic
curve E(Fp), let d ∈ N be the document to be signed, and let k,V,a, â,s1,s2
be as given in the ECDSA public key and signature generation. With
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ŝ2 = s−1
2 mod q

u1 = dŝ2 mod q

u2 = s1ŝ2 mod q

(6.132)

it then follows that
u1P+u2V = aP

and thus for (x,y) = u1P+u2V that

x mod q = s1 . (6.133)

Proof To begin with, we note that from (D.1) we know that for any b ∈ Z there is a
z ∈ Z such that b = bmodq+ zq and thus

bP = (bmodq)P+ zqP =︸︷︷︸
(6.126)

(bmodq)P . (6.134)

Next, we have

u1P+u2V =︸︷︷︸
(6.127)

u1P+u2kP = (u1+u2k)P

=︸︷︷︸
(6.134)

(
(u1+u2k)modq

)
P . (6.135)

The coefficient of P in the last equation of (6.135) can be evaluated as follows

(u1+u2k)modq =︸︷︷︸
(6.132)

(
dŝ2 modq+(s1ŝ2 modq)k

)
modq

=︸︷︷︸
(D.20)−(D.23)

(
(d + s1k)ŝ2

)
modq

=︸︷︷︸
(6.132)

(
(d + s1k)((d + s1k)â)−1 modq

)
modq

=︸︷︷︸
(D.8)

â−1 modq =︸︷︷︸
(6.131)

amodq

=︸︷︷︸
(6.128)

a ,

which, inserted into (6.135), shows that u1P+u2V = aP. This in turn implies that

(xaP,yaP) =︸︷︷︸
(6.129)

aP = u1P+u2V = (x,y)

such that the claim (6.133) follows immediately from (6.130). �
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Note that the left side of (6.133) can be calculated from the publicly available
information p,A,B,P,q,V,d,s1,s2 and the right side s1 is also publicly known.
Hence, the veracity of (6.133) can be verified with the help of publicly available
information and it constitutes the verification statement.

ECDSA Verification

1. Compute
ŝ2 = s−1

2 modq

u1 = dŝ2 modq

u2 = s1ŝ2 modq

and with these calculate
(x,y) = u1P+u2V

2. Check if
xmodq

?= s1

is true. If it is, then (s1,s2) constitutes a valid signature of the document d. Oth-
erwise, it does not

An ECDSA protocol can be summarized as follows [79].

Elliptic Curve Digital Signature (ECDSA) Protocol
Signer Public knows

algorithm parameters A:
large prime p
elliptic curve E(Fp)
public point P ∈ E(Fp)�{0E}
with a large prime order q

creates key by
choosing a secret signing key k ∈ N

with 1< k < q,
computing the verification key V = kP
and publishing it verification key V
signs document by
taking document d and a random a ∈ N with a < q, document d
computing

aP ∈ E(Fp)�{0E}
s1 = xaP modq
s2 =

(
(d + ss1)(a−1 modq)

)
modq

and publishing the signature (s1,s2) signature (s1,s2)
and verifies by
computing

u1 =
(
d(s−1

2 modq)
)
modq

u2 =
(
s1(s−1

2 modq)
)
modq

(x,y) = u1P+E u2V ∈ E(Fp)�{0E}
and checking the verification statement

is xmodq = s1 TRUE?
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In Definition 6.17 we defined for any V,P ∈ E(Fp) such that V = kP

k = dlogP(V )

as the discrete logarithm in E(Fp) ofV to base P. The security of ECDSA depends
on the fact that it is very hard to calculate the discrete logarithm for this group. If
it were feasible to calculate the discrete logarithm in a relatively short time span,
then ECDSA would become insecure. This is because V and P are in the public
domain, and anyone who can calculate the elliptic curve discrete logarithm from
the publicly known V and P would obtain the the secret signing key k. With this
key any fraudster could forge the signature of the signer. In other words, they could
publish an alternative document d̃, perform the signing procedure on this document
d̃, publish the new signature (s̃1, s̃2), and the public would believe it were from the
signer who has publishedV . For example, in the context of bitcoins a fraudster could
submit a new transaction to the blockchain claiming that the signer has transferred
bitcoins to him.

Example 6.21 Bitcoins use the secp256k1 ECDSA [93] protocol with the WEIER-
STRASS equation defined by A = 0 and B = 7, that is,

y2 = x3+7 ,

the prime
p = 2256 −232 −29 −28 −27 −26 −24 −1 (6.136)

and the public point P = (xP,yP) given by

xP = 550662630222773436695787188951685343262506034537775941755001

87360389116729240

yP = 326705100207588169780830851305070431844712733806592432759389

04335757337482424 .

The best known classical method to calculate k = dlogP(V ) for E(Fp) requires
O
(√

p
)
computational steps and thus for the bitcoin ECDSA of the order of O

(
1077

)
computational steps. In contrast, a quantum computer could potentially calculate
k = dlogP(V ) for E(Fp) requiring only

O(polynomial in log2(p)) =︸︷︷︸
(6.136)

O(polynomial in 256)

computational steps and thus render the bitcoin signature insecure.
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6.9 GROVER Search Algorithm

The search algorithm developed in 1996 by GROVER [21] describes a method in
which known objects (‘needles’) can be found in a large unordered set (‘haystack’)
of N objects. The method achieves a success-probability greater than 50% in
O
(√

N
)
steps. Previously known methods required O

(
N
2

)
steps to find the object

with such a probability.
For example, if we wanted to find the name belonging to a given phone number

in a phone book of four million entries, the GROVER search algorithm would have
a success-probability greater than 50% after O

(
2×103

)
steps, whereas the previ-

ously known methods would require O
(
2×106

)
steps to achieve the same success-

probability.
The GROVER search algorithm begins by representing the objects as quantum

states, in other words, normalized vectors in a suitable HILBERT space. The vec-
tors of the objects which we try to find span a subspace in this HILBERT space
and the algorithm constructs operators that successively transform (or ‘rotate’) a
given initial state into a state which has a maximal component in the subspace of
desired objects. This implies that, when measuring the rotated states, we have a
greater probability of detecting a state which lies in the subspace of desired objects.
This method of rotating the initial state into the solution space is also used in other
quantum algorithms and has become known as amplitude amplification.

In the following we first present this method in Sect. 6.9.1 for the case where
the number of objects we are searching for (aka ‘solutions’) is known. In case the
number of possible solutions is not known, a modification of the algorithm allows
to perform a search with a success-probability of at least 25%. This is discussed in
more detail in Sect. 6.9.2.

6.9.1 Search Algorithm for Known Number of Objects

We assume that the objects of the unordered list in which we search can be identified
by numbers in {0,1, . . . , |L|}. In case the cardinality |L| of the list is less than 2n,
we supplement the list with 2n − |L| placeholder objects such that, without loss
of generality, we may consider a search in the set {0, . . . ,2n − 1} with cardinality
N := 2n. Since every number x ∈ {0, . . . ,2n −1} can be uniquely associated with a
vector in the computational basis of ¶

H
⊗n, we can execute the search in ¶

H
⊗n if we

succeed to suitably identify the objects we are looking for in this HILBERT space.
We denote the set of the m objects we are looking for by S. By allowing m ≥ 1

we also permit the case where there is more than one solution.
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Definition 6.22 Let S denote the set of objects we are searching for, and let
m ≥ 1 be the cardinality of this set. The set S is called solution set, and we
call its elements solutions. For the algorithm to search an x ∈ S ⊂ {0, . . . ,N −
1}, where N = 2n, we define the input and output register as H

I/O = ¶
H

⊗n.
Furthermore, we denote the set of objects that are not a solution by

S⊥ := {0, . . .N −1}�S

and define the subspaces

HS := Span
{|x〉 ∣∣ x ∈ S

}⊂ H
I/0

HS⊥ := Span
{|x〉 ∣∣ x ∈ S⊥}⊂ H

I/0

and the operators
PS := ∑

x∈S
|x〉〈x|

PS⊥ := ∑
x∈S⊥

|x〉〈x| = 1⊗n −PS
(6.137)

on H
I/O as well as the vectors

|ΨS〉 := 1√
m ∑

x∈S
|x〉

|ΨS⊥〉 := 1√
N −m ∑

x∈S⊥
|x〉

(6.138)

in H
I/O.

The subspace HS is spanned by vectors corresponding to objects in the solution
set S. The operator PS is a projection onto this subspace because PS|Ψ〉 = |Ψ〉 for
any |Ψ〉 ∈ HS, and it satisfies the requirements of an orthogonal projection given in
Definition (2.11), that is,

P∗
S =

(
∑
x∈S

|x〉〈x|
)∗

= ∑
x∈S

(|x〉〈x|)∗ =︸︷︷︸
(2.36)

∑
x∈S

|x〉〈x| = PS

as well as

P2
S = ∑

x,y∈S
|x〉〈x|y〉〈y| =︸︷︷︸

(3.24)

∑
x,y∈S

|x〉δxy〈y| = ∑
x∈S

|x〉〈x| = PS.
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Analogously, PS⊥ is a projection onto the subspace HS⊥ spanned by vectors corre-
sponding to objects which are outside of the solution set S.

The state |ΨS〉 is an equally weighted linear combination of those vectors |x〉 of
the computational basis that are solutions x ∈ S. An observation (see Definition 5.35)
of this state will reveal a solution with certainty.

Because of S∪S⊥ = {0, . . . ,2n −1}, every state |Ψ〉 ∈ H
I/O can be expanded in

the computational basis as follows

|Ψ〉 = (
PS⊥ +PS

)|Ψ〉 = ∑
x∈S⊥

Ψx|x〉+ ∑
x∈S

Ψx|x〉 , (6.139)

where Ψx ∈ C. An observation of the input/output register H
I/O in a state |Ψ〉, that

is, a measurement of the observable Σ j
z defined in Definition 5.35, projects this state

onto a |x〉 and yields an observed x. It is the goal of the algorithm to create states |Ψ〉
for which the probability to observe an x ∈ S is maximized. This is accomplished
by starting from an initial state |Ψ0〉 and by applying suitable transformations (aka
‘rotations’) which increase the component inHS. The probability to observe an x ∈ S
when observing |Ψ〉 is given by

P
{
Observation of |Ψ〉 projects
onto a state |x〉 with x ∈ S

}
=︸︷︷︸

(2.62)

||PS|Ψ〉||2 =︸︷︷︸
(6.137)

∣∣∣∣∣
∣∣∣∣∣∑x∈SΨx|x〉

∣∣∣∣∣
∣∣∣∣∣
2

=︸︷︷︸
(2.14)

∑
x∈S

|Ψx|2 . (6.140)

The search algorithm consists of a construction of a sequence of transformations that
generate a |Ψ〉 from an initial |Ψ0〉 such as to maximize the right side of (6.140).

Before we can discuss this in more detail, we need to introduce a method to
identify solutions. For this we assume that we can decide in a limited number of
computational steps, which is independent of N, whether an x ∈ {0, . . . ,N − 1} is
a solution. We assume that this decision is accomplished by the application of a
function g which yields g(x) = 1 if x is a solution and g(x) = 0 otherwise. Fur-
thermore, we assume that this function can be implemented on a suitable HILBERT

space with the help of an operator which also can be executed with a limited number
of computational steps that is independent of N.

Definition 6.23 Let S be the set of solutions with cardinality m ≥ 1. For the
algorithm to search for an x ∈ S ⊂ {0, . . . ,N − 1}, where N = 2n, we define
the function

g : {0, . . . ,N −1} −→ {0,1}
x �−→ g(x) :=

{
0 if x ∈ S⊥
1 if x ∈ S

(6.141)
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as the oracle-function of the search problem. With the help of the auxiliary
register H

W = ¶
H we define on H

I/O ⊗ H
W the oracle Ûg via the following

action on the computational basis

Ûg (|x〉⊗ |y〉) := |x〉⊗ |y�g(x)〉 . (6.142)

By linear continuation, Ûg is then defined for all vectors in H
I/O ⊗H

W .

As mentioned above, we assume that the oracle Ûg can be efficiently executed,
that is, with a finite number of computational steps independent of N. According
to Definition 5.29 and Theorem 5.28 we can implement with Ûg an operator on the
sub-system H

I/O.

Lemma 6.24 For the oracle Ûg and the state

|ωi〉 = |ω f 〉 = |−〉 := |0〉− |1〉√
2

in the auxiliary register H
W one has for arbitrary |Ψ〉 ∈ H

I/O

Ûg (|Ψ〉⊗ |−〉) = (RS⊥|Ψ〉)⊗|−〉 , (6.143)

where

RS⊥|Ψ〉 = ∑
x∈S⊥

Ψx|x〉− ∑
x∈S

Ψx|x〉

= (1⊗n −2PS)|Ψ〉 . (6.144)

Proof To begin with, we have

Ûg (|x〉⊗ |0〉) =︸︷︷︸
(6.142),(5.81)

|x〉⊗ |g(x)〉 =︸︷︷︸
(6.141)

{ |x〉⊗ |0〉, if x ∈ S⊥
|x〉⊗ |1〉, if x ∈ S

Ûg (|x〉⊗ |1〉) =︸︷︷︸
(6.142),(5.81)

|x〉⊗ |1 2⊕ g(x)〉 =︸︷︷︸
(6.141)

{ |x〉⊗ |1〉, if x ∈ S⊥
|x〉⊗ |0〉, if x ∈ S.

(6.145)

The oracle Ûg then acts on the states

|x〉⊗ |−〉 = |x〉⊗
( |0〉− |1〉√

2

)
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in H
I/O ⊗H

W as follows

Ûg (|x〉⊗ |−〉) =︸︷︷︸
(6.145)

{ |x〉⊗ |−〉, if x ∈ S⊥
−|x〉⊗ |−〉, if x ∈ S

= (−1)g(x)|x〉⊗ |−〉 . (6.146)

Together with (6.139) it thus follows for a |Ψ〉 ∈ H
I/O that

Ûg (|Ψ〉⊗ |−〉) =︸︷︷︸
(6.139),(6.146)

(
∑

x∈S⊥
Ψx|x〉− ∑

x∈S
Ψx|x〉

)
⊗|−〉

=︸︷︷︸
(6.137)

(
(PS⊥ −PS)|Ψ〉)⊗|−〉 .

Because of PS⊥ +PS = 1⊗n this implies (6.144). �

Note that RS⊥ reverses the component PS|Ψ〉 of |Ψ〉 in the space Span
{|x〉 ∣∣ x ∈

S
}
in the opposite direction −PS|Ψ〉. This can be viewed as a reflection about HS⊥ ,

where a reflection about a subspace is generally defined as follows.

Definition 6.25 Let Hsub be a subspace of the HILBERT space H, and let Psub
be the projection onto this subspace. The reflection about the subspace Hsub

is defined as the operator

Rsub := 2Psub −1 . (6.147)

If the subspace is one-dimensional and spanned by a |Ψ〉 ∈ H, we simply
write RΨ and call this a reflection about |Ψ〉.

Note that the projection onto the orthogonal complement Hsub⊥ of Hsub is given
by Psub⊥ = 1−Psub such that the reflection Rsub⊥ about Hsub⊥ becomes

Rsub⊥ =︸︷︷︸
(6.147)

2Psub⊥ −1 = 2
(
1−Psub

)−1 = 1−2Psub =︸︷︷︸
(6.147)

−Rsub .

Figure 6.5 illustrates the geometry of these constructions.
For the start of the search algorithm we have to initialize the input/output register.

Definition 6.26 Let S be the solution set with cardinality m ≥ 1. For the algo-
rithm to search for an x ∈ S ⊂ {0, . . . ,N − 1}, where N = 2n, we define the
initial state in the input/output register as
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Hsub

Hsub⊥

| 〉

Psub| 〉 Psub| 〉

1
−
P s

ub
) |

〉

−| 〉R
H
sub | 〉

−2Psub| 〉

| 〉 R
H
sub⊥ | 〉

Fig. 6.5 Geometry of the reflections of a vector |Ψ〉 ∈ H about a subspace Hsub and its orthogonal
complement Hsub⊥

|Ψ0〉 := 1√
N

N−1

∑
x=0

|x〉 ∈ H
I/O . (6.148)

Moreover, we define the angle

θ0 := arcsin

(√
m
N

)
∈
[
0,

π
2

]
, (6.149)

and with the help of |Ψ0〉 we define the operator

RΨ0 = 2|Ψ0〉〈Ψ0|−1⊗n (6.150)

on H
I/O as well as the initial state in the composite system

|Ψ̂0〉 := |Ψ0〉⊗ |−〉 ∈ H
I/O ⊗H

W . (6.151)

The initialization of the input/output register in the state |Ψ0〉 can be performed
as described in Sect. 5.4.1 with the help of the HADAMARD transform as shown
in (5.83).

Exercise 6.79 Show that

|Ψ0〉 = cosθ0|ΨS⊥〉+ sinθ0|ΨS〉 (6.152)

holds and that RΨ0 is a reflection about |Ψ0〉.

For a solution see Solution 6.79

The transformation that increases the component of |Ψ0〉 in HS is defined as follows.
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Definition 6.27 The GROVER iteration is defined as the operator

Ĝ :=
(
RΨ0 ⊗1

)
Ûg

on H
I/O ⊗H

W .

As we will now show, the GROVER iteration Ĝ transforms separable states in
H

I/O ⊗H
W of the form |Ψ̂j〉 = |Ψj〉⊗ |−〉 to separable states |Ψ̂j+1〉 = |Ψj+1〉⊗ |−〉

of a similar form. We will see that in the input/output register H
I/O an application

of Ĝ can then be viewed as a rotation of 2θ0 in H
I/O in the direction of |ΨS〉.

Consequently, repeated application of Ĝ increases the component along |ΨS〉 in the
resulting state and thus the probability to find a solution upon observation of the
input/output register.

Proposition 6.28 For j ∈ N0 let

|Ψ̂j〉 := Ĝ j|Ψ̂0〉 .

Then we have for all j ∈ N0

|Ψ̂j〉 = |Ψj〉⊗ |−〉 (6.153)

with |Ψj〉 ∈ H
I/O and

|Ψj〉 = cosθ j|ΨS⊥〉+ sinθ j|ΨS〉 , (6.154)

where
θ j = (2 j+1)θ0 . (6.155)

Proof We show this by induction in j, which we start at j = 0. From the definition
of |Ψ̂0〉 in (6.151) and the result (6.152) we know that (6.153)–(6.155) are already
satisfied for j = 0.

For the inductive step from j to j+1 assume that for a j ∈ N0

|Ψ̂j〉 =
(
cosθ j|ΨS⊥〉+ sinθ j|ΨS〉

)⊗|−〉

holds with θ j = (2 j+1)θ0. Then we have
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|Ψ̂j+1〉 = Ĝ|Ψ̂j〉
=

(
RΨ0 ⊗1

)
Ûg

[(
cosθ j|ΨS⊥〉+ sinθ j|ΨS〉

)⊗|−〉
]

=︸︷︷︸
(6.143)

(
RΨ0 ⊗1

)[(
cosθ j|ΨS⊥〉− sinθ j|ΨS〉

)⊗|−〉
]

=︸︷︷︸
(6.150)

((
2|Ψ0〉〈Ψ0|−1⊗n)(cosθ j|ΨS⊥〉− sinθ j|ΨS〉

))⊗|−〉

=
(
cosθ j

(
2|Ψ0〉〈Ψ0|ΨS⊥〉− |ΨΨ

S⊥ 〉)
−sinθ j

(
2|Ψ0〉〈Ψ0|ΨS〉− |ΨS〉

))⊗|−〉
= |Ψj+1〉⊗ |−〉

with

|Ψj+1〉 = cosθ j
(
2|Ψ0〉〈Ψ0|ΨS⊥〉︸ ︷︷ ︸

=cosθ0

−|ΨS⊥〉)− sinθ j
(
2|Ψ0〉〈Ψ0|ΨS〉︸ ︷︷ ︸

=sinθ0

−|ΨS〉
)

=︸︷︷︸
(6.152)

cosθ j

(
2
(
cosθ0|ΨS⊥〉+ sinθ0|ΨS〉

)
cosθ0 −|ΨS⊥〉

)

−sinθ j

(
2
(
cosθ0|ΨS⊥〉+ sinθ0|ΨS〉

)
sinθ0 −|ΨS〉

)
=

(
cosθ j

(
2cos2 θ0 −1︸ ︷︷ ︸

=cos2θ0

)− sinθ j 2cosθ0 sinθ0︸ ︷︷ ︸
=sin2θ0

)
|ΨS⊥〉

+
(
cosθ j 2cosθ0 sinθ0︸ ︷︷ ︸

=sin2θ0

+sinθ j
(
1−2sin2 θ0︸ ︷︷ ︸

=cos2θ0

))|ΨS〉

=
(
cosθ j cos2θ0 − sinθ j sin2θ0

)|ΨS⊥〉
+
(
cosθ j sin2θ0+ sinθ j cos2θ0

)|ΨS〉
= cos(θ j +2θ0)|ΨS⊥〉+ sin(θ j +2θ0)|ΨS〉
= cosθ j+1|ΨS⊥〉+ sinθ j+1|ΨS〉

and thus finally

θ j+1 = θ j +2θ0 = (2 j+1)θ0+2θ0 =
(
2
(

j+1
)
+1

)
θ0 .

Hence, (6.153)–(6.155) also hold for j+1. �

The geometry of the sequence of the |Ψj〉 is graphically illustrated for an example
in Fig. 6.6.

As shown in Proposition 6.28, the j GROVER iterations transform the composite
system H

I/O ⊗ H
W from the initial state |Ψ̂0〉 = |Ψ0〉 ⊗ |−〉 to the separable state

|Ψ̂j〉 = |Ψj〉 ⊗ |−〉. From Theorem 3.17 we know that then the sub-system in the
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| 0〉
0 Span{| S⊥〉}

Span{| S〉}

2 0

| 1〉

. . .

| 5〉
| 6〉

| jN 〉

Fig. 6.6 Geometry of the GROVER iteration in the input/output register with m = 5,N = 210

and jN = 11. In the two-dimensional subspace Span{|ΨS⊥〉, |ΨS〉} the initial state |Ψ0〉 is rotated
towards |ΨS〉. The illustrated transition from |Ψ5〉 to |Ψ6〉 shows that Ĝ in the sub-system I/O first
performs a reflection about |ΨS⊥〉 and then a reflection about |Ψ0〉. The vector immediately to the
right of |ΨjN 〉 is |ΨS〉 and is a state in the subspace HS of the solution set. We can see that |ΨjN 〉
comes close to that

input/output register is described by the reduced density operator

ρ I/O =︸︷︷︸
(3.50)

trW
(
|Ψ̂j〉〈Ψ̂j|

)
= trW (|Ψj〉⊗ |−〉〈Ψj|⊗ 〈−|)

=︸︷︷︸
(3.36)

trW (|Ψj〉〈Ψj|⊗ |−〉〈−|) =︸︷︷︸
(3.57)

tr(|−〉〈−|) |Ψj〉〈Ψj|

= |Ψj〉〈Ψj| , (6.156)

where in the last equation we used that {|±〉} is an ONB in H
W = ¶

H and thus
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tr(|−〉〈−|) =︸︷︷︸
(2.57)

〈−|−〉〈−|−〉+ 〈+|−〉〈−|+〉 = 1 .

From (6.156) we see that the sub-system in the input/output register H
I/O after j

GROVER iterations is described by the pure states |Ψj+1〉. We can thus ignore the
auxiliary register H

W and restrict our considerations to the input/output register.
When observing the input/output register in state |Ψj〉 the probability to find a

state |x〉 for which x is a solution is determined by the projection of |Ψj〉 onto the
sub-space HS spanned by vectors corresponding to the solution set. Using (6.154)
we obtain

P
{
Observation of |Ψj〉 projects
onto a state |x〉 with x ∈ S

}
=
∣∣∣∣PS|Ψj〉

∣∣∣∣2 =︸︷︷︸
(6.137),(6.138),

(6.154)

sin2 θ j . (6.157)

To optimize the success-probability of the search, we need to determine the number
j of applications of Ĝ on |Ψ̂0〉 that maximizes sin2 θ j, which, as shown in (6.157), is
the probability to find a solution. The following lemma gives a lower bound for this
probability if we determine j such that θ j is as close as possible to π

2 .

Lemma 6.29 Let S be the solution set with cardinality m ≥ 1, and let N = 2n

be the number of objects in which we search for solutions. If we apply the
GROVER iteration Ĝ

jN :=

⌊
π

4arcsin
(√m

N

)
⌋

(6.158)

times to |Ψ̂0〉 and observe the state |ΨjN 〉 in the input/output register, then the
probability to observe in the sub-system H

I/O a state |x〉 with x ∈ S satisfies

P
{

Observation of |Ψj〉 projects
onto a state |x〉 with x ∈ S

}
≥ 1− m

N
. (6.159)

Proof Because of θ0 = arcsin
(√m

N

)
, the choice (6.158) is equivalent to

jN =
⌊

π
4θ0

⌋
.

With this choice we have
jN ≤ π

4θ0
< jN +1

and thus
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−θ0 ≤ π
2

− (2 jN +1)θ0 < θ0,

which implies
π
2

−θ0 < θ jN ≤ π
2
+θ0 . (6.160)

For the probability that the observation of |Ψj〉 finds an x ∈ S it follows that

∣∣∣∣PS|ΨjN 〉∣∣∣∣2 = sin2 θ jN

≥︸︷︷︸
(6.160)

sin2
(π
2
+θ0

)
= 1− cos2

(π
2
+θ0

)

= 1− sin2 θ0 =︸︷︷︸
(6.149)

1− m
N
.

�

From (6.158) we see that the number jN of GROVER iterations decreases with an
increase in the number m of solutions. However, at first sight it might seem strange
that also the lower bound in (6.159) of the probability to find a solution decreases
with an increase in the number m of possible solutions. The reason for both is that θ0
is an increasing function of m and thus an increase in m means that, while we need
fewer GROVER iterations to reach θ jN , the possible distance of θ jN to π

2 increases
and the lower bound of sin2 θ jN decreases. But for m much smaller than N this latter
effect is almost negligible.

To see how the number of GROVER iterations grows with a large and increasing
cardinality N of the search set, we use that the TAYLOR expansion of arcsin(y)
around y = 0 is given by

arcsin(y) = y+
∞

∑
k=1

∏k
l=1(2l −1)

∏k
j=1(2 j)

y2k+1

2k+1
,

which implies that

lim
N→∞

√
N arcsin

(√
m
N

)
=

√
m

and thus

lim
N→∞

jN√
N

=
π

4
√

m
.

Consequently, we have

jN = O

(√
N
m

)
for N → ∞ ,
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that is, the optimal number jN of iterations scales for N → ∞ with O
(√

N
m

)
.

In the case where the number m of possible solutions in S is known, the GROVER

search algorithm to find an x ∈ S in a total set of N = 2n objects consists of the
following steps.

GROVER Search Algorithm for Known Number of Solutions

Input: A set {0, . . . ,N −1} of N = 2n objects that contains a subset S of m ≥ 1
objects to be searched for and an oracle-function g : {0, . . . ,N − 1} →
{0,1} that takes the value 1 in S and the value 0 elsewhere

Step 1: In H
I/O ⊗ H

W = ¶
H

⊗n ⊗ ¶
H prepare the composite system in the state

|Ψ̂0〉 = |Ψ0〉⊗ |−〉 with

|Ψ0〉 = 1√
N

N−1

∑
x=0

|x〉 .

The number of computational steps required for Step 1 scales for N → ∞
with

SGROVER1(N) ∈ O(1)

Step 2: With θ0 = arcsin
(√m

N

)
apply the transform Ĝ = (RΨ0 ⊗1)Ûg

jN =
⌊

π
4θ0

⌋

times to |Ψ̂0〉 in order to transform the composite system to the state

|Ψ̂jN 〉 = Ĝ jN |Ψ̂0〉 .

The number of computational steps required for Step 2 scales for N → ∞
with

SGROVER2(N) ∈ O

(√
N
m

)

Step 3: Observe the sub-system H
I/O and infer from the observed state |x〉 the

value x ∈ {0, . . . ,N − 1}. The number of computational steps required
for Step 3 scales for N → ∞ with

SGROVER3(N) ∈ O(1)

Step 4: By evaluating g(x), check if x ∈ S. The number of computational steps
required for Step 4 scales for N → ∞ with
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SGROVER4(N) ∈ O(1)

Output: A solution x ∈ S with probability no less than 1− m
N

Altogether, the number of computational steps required for one run of the algo-
rithm, which finds a solution x ∈ S with a probability of at least 1− m

N , satisfies

SGROVER(N) =
4

∑
i=1

SGROVERi(N) ∈ O

(√
N
m

)
for N → ∞ .

We collect these results in the following theorem.

Theorem 6.30 Let S ⊂ {0, . . . ,N − 1} be the solution set with cardinality
m ≥ 1, and let N = 2n be the number of objects in which we search for solu-
tions. Let the elements of S be identified with an oracle-function g as given
in (6.141), and let the corresponding oracle Ûg be as given in (6.142) such that
g and Ûg require a limited number of computational steps independent of N.
Then the success-probability of a search in {0, . . . ,N − 1} with the GROVER

search algorithm to find a solution in S satisfies

P{The algorithm finds an x ∈ S} ≥ 1− m
N
.

The number of computational steps required for the algorithm scales as a
function of N as

SGROVER(N) ∈ O

(√
N
m

)
for N → ∞ . (6.161)

In particular, in the case m
N < 1

2 we have for the success-probability

P{The algorithm finds an x ∈ S} >
1
2
.

On the other hand, the case m
N ≥ 1

2 does not require any algorithm since a plain
search of m ≥ N

2 solutions in N objects will yield a solution with probability greater
than 1

2 .

Note that he determination of the optimal number jN of GROVER iterations Ĝ
requires knowledge of N as well as m, in other words, we not only need to know in
how many objects N we have to search, but also how many solutions m are among
them.
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6.9.2 Search Algorithm for Unknown Number of Objects

There is, however, an extended version [94] of the algorithm that does not require
prior knowledge of the number m of solutions present among the N objects. We need
a few intermediate results before we can introduce this version.

Exercise 6.80 Let J ∈ N and α ∈ R. Show that

J−1

∑
j=0

cos((2 j+1)α) =
sin(2Jα)
2sinα

. (6.162)

For a solution see Solution 6.80

Lemma 6.31 Let N ∈ N be the number of objects, among which an unknown
—but non-zero—number m ∈ N of solutions exists, and let θ0 ∈ [0, π

2 ] be such
that sin2 θ0 = m

N . For a J ∈ N let j be selected randomly from {0, . . . ,J − 1}
with equal probability 1

J and let |Ψ̂j〉 be the state obtained after j GROVER

iterations have been applied to |Ψ̂0〉 as described in Proposition 6.28. Then
the probability for the event

e3 :=
{
Observation of the input/output reg-
ister yields an x ∈ S

}

is given as

P{e3} =
1
2

− sin(4Jθ0)
4J sin(2θ0)

. (6.163)

In particular, in the case J ≥ 1
sin(2θ0)

we have

P{e3} ≥ 1
4
. (6.164)

Proof The probability of the event e3 can be decomposed as

P{e3} =
J−1

∑
j=0

P
{

j has been
selected

}
P
{
Observation of |Ψj〉 in H

I/O

yields a solution x ∈ S

}
. (6.165)

Because of the assumed distribution of the j we have



338 6 On the Use of Entanglement

P
{

j has been
selected

}
=

1
J
, (6.166)

and using the results of Proposition 6.28, we find

P
{
Observation of |Ψj〉 in H

I/O

yields a solution x ∈ S

}
=︸︷︷︸

(6.157)

sin2 θ j =︸︷︷︸
(6.155)

sin2((2 j+1)θ0)

=
1− cos(2(2 j+1)θ0)

2
. (6.167)

Inserting (6.166) and (6.167) into (6.165) yields

P{e3} =
J−1

∑
j=0

1
J

(
1− cos(2(2 j+1)θ0)

2

)

=
1
2

− 1
2J

J−1

∑
j=0

cos(2(2 j+1)θ0)

=︸︷︷︸
(6.162)

1
2

− sin(4Jθ0)
4J sin(2θ0)

, (6.168)

which proves (6.163).
If J ≥ 1

sin(2θ0)
holds, it follows that

sin(4Jθ0) ≤ 1 ≤ J sin(2θ0)

and thus
sin(4Jθ0)
4J sin(2θ0)

≤ 1
4
,

which, together with (6.168), implies the claim (6.164). �

In case we know that at least one solution x ∈ S �= /0 exists but do not know the
cardinality of the solutions set S, the following variant of the GROVER search algo-
rithm provides a method to find a solution with a probability of at least 1

4 . As before,
we assume that {0, . . . ,2n −1} is the set in which we search and that N = 2n is the
cardinality of this set.

Modified GROVER Algorithm for Unknown Cardinality of S �= /0

Input: A set {0, . . . ,N −1} of N = 2n objects that contains a subset S of m ≥ 0
objects to be searched for and an oracle-function g : {0, . . . ,N − 1} →
{0,1} that takes the value 1 in S and the value 0 elsewhere

Step 1: Randomly select an x ∈ {0, . . . ,N − 1} and check if x ∈ S. If it is not a
solution, go to Step 2. Otherwise, we have already found a solution. The
number of computational steps required for this scales for N → ∞ as
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S
˜GROVER1

(N) ∈ O(1)

Step 2: In H
I/O ⊗ H

W = ¶
H

⊗n ⊗ ¶
H prepare the composite system in the state

|Ψ̂0〉 = |Ψ0〉⊗ |−〉 with

|Ψ0〉 = 1√
N

N−1

∑
x=0

|x〉 .

The number of computational steps required for Step 2 scales for N → ∞
as

S
˜GROVER2

(N) ∈ O(1)

Step 3: Set J :=
⌊√

N
⌋
+1 and randomly select an integer j ∈ {0, . . . ,J−1}with

equal probability 1
J . Apply j times the GROVER iteration Ĝ = (RΨ0 ⊗

1)Ûg to |Ψ̂0〉 to transform the composite system to the state

|Ψ̂j〉 = Ĝ j|Ψ̂0〉 .

Because of j ≤ ⌊√
N
⌋
, the number of computational steps required for

Step 3 scales for N → ∞ as

S
˜GROVER3

(N) ∈ O
(√

N
)

Step 4: Observe the input/output register ¶
H

I/O and read off the observed x ∈
{0, . . . ,N − 1}. The number of computational steps required for Step 4
scales for N → ∞ as

S
˜GROVER4

(N) ∈ O(1)

Step 5: Check if x ∈ S by evaluating g(x). The number of computational steps
required for Step 5 scales for N → ∞ as

S
˜GROVER5

(N) ∈ O(1) .

Output: In case S �= /0, a solution x ∈ S with probability no less than 1
4

In case at least one solution exists in {0, . . . ,N − 1}, we can formulate the effi-
ciency and success-probability of the modified algorithm as follows.

Theorem 6.32 Let N = 2n, and let the solution set S⊂ {0, . . . ,N −1} be non-
empty. Let the elements of S be identified with the help of an oracle-function g
as given in (6.141), and let the corresponding oracle be Ûg as in (6.142) such
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that g and Ûg require a finite number of computational steps independent
of N. Then the search in {0, . . . ,N − 1} with the modified GROVER search
algorithm finds a solution with a probability

P{The algorithm finds an x ∈ S} ≥ 1
4
.

The number of computational steps required for this algorithm scales as a
function of N as

S
˜GROVER

(N) ∈ O
(√

N
)

for N → ∞ .

Proof We show the claim about the success-probability first. Let m ∈ N be the
unknown number of solutions in {0,1, . . . ,N −1}. We distinguish two cases:

if m > 3N
4 , the purely random choice of an x ∈ {0, . . . ,N − 1} in Step 1 of the

modified algorithm has already a success-probability of at least 3
4 >

1
4 ;

if 1 ≤ m ≤ 3N
4 , we have for θ0 with sin2 θ0 = m

N > 0 at first

1
sin(2θ0)

=
1

2sinθ0 cosθ0
=

1

2
√

sin2 θ0(1− sin2 θ0)

=
N

2
√

m(N −m)
. (6.169)

The case assumption 1 ≤ m ≤ 3N
4 implies 1

4m ≤ 1
4 as well as 4

3 ≤ N
m . From the

former it follows that 1− 1
4m ≥ 3

4 and thus

1 ≤ (
1− 1

4m

)
N
m

⇒ 4m2 ≤ (4m−1)N
⇒ N ≤ 4mN −4m2 = 4m(N −m)
⇒ 1

2
√

m(N−m)
≤ 1√

N

⇒ N
2
√

m(N−m)
≤ √

N ≤ ⌊√
N
⌋
+1= J

⇒︸︷︷︸
(6.169)

1
sin(2θ0)

≤ J

holds. Hence, the number J =
⌊√

N
⌋
+1 used in Step 3 of the modified algorithm

satisfies the assumptions for (6.164) in Lemma 6.31, and the success-probability
for a run through the Steps 1 to 5 of the algorithm is at least 1

4 in the case 1 ≤
m ≤ 3N

4 as well.
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The total number of computational steps required for a run of the modified
GROVER algorithm satisfies

S
˜GROVER

(N) =
5

∑
i=1

S
˜GROVERi

(N) = O
(√

N
)

for N → ∞ .

�

In the case m ≥ 1, Theorem 6.32 tells us that the probability of failure in one run
through the search algorithm is less than 3

4 . After s searches it is less than
(
3
4

)s
and

thus after 20 searches already smaller than 0.32%.
If it is not known if any solution exists at all, that is, if m = 0 is possible, and after

s searches we have not found a solution, we can only say that with a probability of
1− (

3
4

)s
no solution exists.

6.10 Further Reading

A rather comprehensive and up-to-date list of quantum algorithms of all types,
including adiabatic ones, is maintained online by JORDAN in the Quantum Algo-
rithm Zoo [95]. Each of the more than 60 entries contains a brief description of the
algorithm along with extensive references.

A more detailed albeit more selective overview on algorithms for algebraic prob-
lems, including the non-abelian hidden subgroup problem, is given by CHILDS and
VAN DAM [87]. A more condensed version of this can be found in the paper by VAN

DAM and SASAKI [96].
A slightly more comprehensive overview of quantum algorithms, which contains

nice summaries of each algorithm, is given by MOSCA [88].
An accessible and modern introduction to cryptography, covering most of the

current methods, is given by HOFFSTEIN, PIPHER and SILVERMAN [79].
For a treatise on elliptic curves the reader may consult the book by WASHING-

TON [97]. Details about settings of the elliptic curve digital signature can be found
online at [93].



Chapter 7
Error Correction

7.1 What Can Go Wrong?

Already the classical computational process is not free of errors and extensive meth-
ods and protocols have been developed to detect and correct them. Ideally, these
methods should enable us to recover the non-erroneous state of the process. We
introduce the basics of classical error correcting codes in Sect. 7.2.

As any physical implementation of quantum computation will in most cases be
based on devices which are very sensitive to disturbances, the possibility of states
being corrupted by errors is even bigger than in classical computation. Hence, the
need for error correcting methods without which quantum computation will be
infeasible. The sources or causes of errors in quantum computation can be divided
roughly into the following categories [98].

Decoherence By far the most common and important cause of errors is that the
system interacts with its environment in a way that is not in accordance with the
planned computational process. This can happen if the system is not perfectly
isolated and will introduce an error in that it changes the state in an uncontrolled
way. To ensure the integrity of the computation, it is necessary that any such
errors be corrected and the uncorrupted state be restored as faithfully as possible.

Coherent Errors We expect gates to perform certain unitary transformations of
the states. Unlike the transformation of a classical state, which is of binary nature,
unitary operators form a continuous set. Hence, it is possible that instead of
performing the desired U , the implementation of the gate actually performs U ′
which, even though being close toU , is nonetheless different.

Corrupt Input The initial state of a computation may not have been prepared
as required. Rather than starting from the desired state |ψini〉, our preparation
mechanism may not work with perfect precision, and the state |ψ ′

ini〉 is prepared
instead.

© Springer Nature Switzerland AG 2019
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Leakage In most cases our qubit HILBERT space ¶
H will be a subspace of a larger

HILBERT space H, and we assume that once a system is in a state |ψ〉 ∈ ¶
H, all

our interactions are such that it remains in that subspace ¶
H, in other words,

remains a qubit state. For example, our qubit system may be comprised of the
two lowest energy eigenstates of an atom, and the next higher energy eigenstate
is at a substantially higher energy level than those two. If none of our interactions
with the system imparts sufficient energy to make the system transition to the
higher energy eigenstates, we are effectively dealing with a two state system
as desired. However, uncontrolled (by us) interactions of the system with the
environment or insufficient control of our interactions may cause the system to
transition to a higher energy level state and thus leave the qubit HILBERT space.
This phenomenon is called leakage.

To model these errors, we will utilize quantum operations (see Sect. 3.5), that is, we
assume that any error can be described by a suitable (possibly non-trace-preserving)
quantum operation.

However, in order to detect if an error has occurred, we face the obstacle that any
measurement of a quantum system can change it in an irreversible way as described
in the Projection Postulate 3. This prevents us from applying a simple measurement
to find out if an error has corrupted the state.

A second obstacle particular to quantum systems is that we cannot copy an
unknown quantum state as the Quantum No-Cloning Theorem 4.11 tells us. In other
words, we cannot produce multiple copies of our state which we could use to detect
and correct errors.

Fortunately, both these obstacles can be overcome by building in suitable redun-
dancy in our description. This is similar to the classical approach to error correction
where a single bit is encoded into several bits. We briefly review the basics of clas-
sical error correction in Sect. 7.2.

In quantum error correction redundancy will result in representing a single qubit
by several qubits. This will enable us to perform measurements on this enlarged
representation to detect potential errors but without obtaining information about the
state of the original single qubit. It is to be emphasized that building in redundancy
does not mean duplication and is no violation of the Theorem 4.11.

Quantum error correction is a large field within quantum computing and it is
impossible to present all aspects in an introductory text. Nevertheless, the selection
of topics presented in this chapter should provide the reader with a good understand-
ing of the basic issues and methods of the field.

For the group theoretic notions used in this chapter, and in particular for the
stabilizer formalism, the reader is advised to consult Appendix F in general and
Sect. F.5 on the PAULI group in particular.
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7.2 Classical Error Correction

Here we briefly review how errors are detected and corrected in classical comput-
ing before we present error detection and correction in the quantum setting in the
following section.

The principle means to devise systems allowing for the detection and correction
of errors is to build in redundancy. In our treatment of classical error correction
we always work in the binary alphabet consisting of the finite field F2 (see Corol-
lary F.55). This means that the letters of the alphabet F2 are the by now familiar bit
values 0 and 1 and that we can perform addition and multiplication on these letters
in accordance with the rules for the finite field F2, namely, we have for any letters
a, b ∈ F2 in our alphabet

a+F2 b = a
2⊕ b =
︸︷︷︸

(5.2)

(a+ b) mod 2

a ·F2 b = ab = (ab) mod 2

a
2⊕ b = 0 ⇔ a = b.

(7.1)

As in normal language, letters in F2 can be strung together to form words.

Definition 7.1 A word of length k ∈ N in F2 is defined as the vector

w =

⎛

⎜

⎝

w1
...
wk

⎞

⎟

⎠ ∈ F
k
2 ,

where F
k
2 = F2 × · · · F2 denotes the vector space over F2 comprised of the

k-fold cartesian product of the field F2.
The binary sum of two vectors u, v ∈ F

k
2 is defined as

u
2⊕ v =

⎛

⎜

⎜

⎜

⎝

u1
2⊕ v1
...

uk
2⊕ vk

⎞

⎟

⎟

⎟

⎠

∈ F
k
2 , (7.2)

where a
2⊕ b is as defined in (5.2).

Hence, words of length k are bit-strings of length k which we can add or multiply
with 0 or 1. Note that the vector space F

k
2 is comprised of a a finite set of vectors.
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Linear independence in this vector space and its dimension are defined in the usual
way.

Definition 7.2 Let k ∈ N and I be a finite subset of N. A set of vectors
{wi | i ∈ I} ⊂ F

k
2 is said to be linearly independent if for any set {ai | i ∈ I} ⊂

F2

∑
i∈I

aiwi = 0 ⇒ ai = 0 ∀i ∈ I .

For any set of vectors {wi | i ∈ I} ⊂ F
k
2 the dimension of the linear space

Span{wi | i ∈ I} =
{

∑
i∈I

aiwi
∣

∣ ai ∈ F2
}

is defined as the maximal number of linearly independent vectors in this
space. Any such set of vectors is called a basis in this space.

Using the usual basis vectors

e1 =

⎛

⎜

⎜

⎜

⎝

1
0
...
0

⎞

⎟

⎟

⎟

⎠

, . . . , ek =

⎛

⎜

⎜

⎜

⎝

0
...
0
1

⎞

⎟

⎟

⎟

⎠

∈ F
k
2 ,

we see immediately that they are linearly independent and form a basis in F
k
2 such

that dimF
k
2 = k. A word of caution, though: not every set of vectors linearly inde-

pendent over R is linearly independent over F2 as the following example shows.

Example 7.3 Consider the vectors

a =

⎛

⎝

1
0
1

⎞

⎠ ,b =

⎛

⎝

0
1
1

⎞

⎠ , c =

⎛

⎝

1
1
0

⎞

⎠

in R
3. Then any a, b, c ∈ R such that

aa+ bb+ cc =

⎛

⎝

a+ c
b+ c
a+ b

⎞

⎠ =

⎛

⎝

0
0
0

⎞

⎠

satisfy a = b = c = 0. Hence, a,b, c when viewed as vectors of R
3, are linearly

independent. However, when viewed as elements of F
3
2 we see that for a = b = c = 1
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we have

a
2⊕ b

2⊕ c =

⎛

⎜

⎜

⎝

1
2⊕ 1

1
2⊕ 1

1
2⊕ 1

⎞

⎟

⎟

⎠
=

⎛

⎝

0
0
0

⎞

⎠ ,

and thus a,b, c are not linearly independent as vectors in F
3
2.

The vector space F
k
2 can be made into a metric space by endowing it with a

suitable distance function.

Definition 7.4 A metric space is a set M for which there exists a mapping
d : M × M → R satisfying

(i)
d(u, v) ≥ 0

(ii)
d(u, v) = 0 ⇔ u = v

(iii)
d(u, v) = d(v, u)

(iv)
d(u, v) ≤ d(u, v) + d(v,w) . (7.3)

The function d is called the distance function of the metric space.

Exercise 7.81 Let k ∈ N. Show that the function

dH : F
k
2 × F

k
2 −→ N0

(u, v) −→ ∑k
j=1 u j

2⊕ v j

satisfies the defining properties of a distance function given in Definition 7.4 and
makes F

k
2 a metric space.

For a solution see Solution 7.81.
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Definition 7.5 Let k ∈ N. The distance function

dH : F
k
2 × F

k
2 −→ N0

(u, v) −→ ∑k
j=1 u j

2⊕ v j
(7.4)

is called the HAMMING distance between the words u and v in the alphabet
F2. The function

wH : F
k
2 −→ N0

u −→ dH(u, 0) (7.5)

is called the HAMMING weight for words of length k in the alphabet F2.

Obviously,

wH(u) = dH(u, 0) =
k

∑
j=1

u j

is just the number of bits with the value 1 in the bit-string (word) u ∈ F
k
2. The

HAMMING distance of two words u and v is equal to the weight of their binary sum
since

dH(u, v) =
︸︷︷︸

(7.4)

k

∑
j=1

u j
2⊕ v j =

︸︷︷︸

(7.2)

k

∑
j=1

(u
2⊕ v) j =

︸︷︷︸

(7.4)

dH(u
2⊕ v, 0)

=
︸︷︷︸

(7.5)

wH(u
2⊕ v) . (7.6)

Altogether, there are 2k words we can write in F
k
2. In order to enable redundancy,

the words are embedded in a larger space F
n
2 with n > k. This is called encoding the

words and formally given by a map

Cc : F
k
2 −→ F

n
2

w −→ Cc(w)
.

Encoding does not mean copying the word but only adding redundancy to it as
we encode k bits with n > k bits. One straightforward—and perhaps computation-
ally most efficient—way is a linear encoding which is determined by specifying
a matrix G ∈ Mat(n × k, F2) such that Cc(w) = Gw. We want the encoding to be
injective since otherwise the original word w could no longer be retrieved (decoded)
uniquely from the encoded word Cc(w). The following definition formalizes these
requirements.
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Definition 7.6 Let n, k ∈ N with n > k. An injective map

Cc : F
k
2 −→ F

n
2

w −→ Cc(w)

is called a classical [[n, k]]c code or encoding Cc with alphabet F2. The images
Cc(w) are called (classical) codewords.

If the map Cc is linear and specified by a matrix G ∈ Mat(n × k, F2) of
maximal rank k such that Cc(w) = Gw, then the code is called linear and the
matrix G is called the generator of the code. The distance of the code Cc is
defined as

dH(Cc) := min
{

dH(u, v)
∣

∣ u, v ∈ G{F
k
2},u �= v

}

. (7.7)

Note that because of (7.6), the distance of a linear [[n, k]]c code Cc can be given
in the alternative form

dH(Cc) =
︸︷︷︸

(7.6)

min
{

wH(u
2⊕ v)

∣

∣ u, v ∈ G{F
k
2},u �= v

}

= min
{

wH(u)
∣

∣ u ∈ G{F
k
2},u �= 0

}

.

For a linear [[n, k]]c code with alphabet F2 the set of all codewords {Gw | w ∈ F
k
2}

forms a linear subspace

G{F
k
2} = Span

{

Gw
∣

∣ w ∈ F
k
2

}

of F
n
2 of dimension k. Since F

n
2 is of dimension n > k, the elements of G{F

k
2} have

to satisfy n − k independent linear equations

n

∑
l=1

H jl(Gw)l = 0 for j ∈ {1, . . . , n − k} .

These equations are called parity check equations. Independence of the equations
means that the the matrix H ∈ Mat

(

(n − k) × n, F2) is of maximal rank.

Definition 7.7 Let G be the generator of a linear [[n, k]]c code with alphabet
F2. A matrix H ∈ Mat

(

(n − k) × n, F2) with the property

Ker(H) = G{F
k
2} (7.8)

is called a parity check matrix of the code.
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Any vector u ∈ F
n
2 satisfying Hu = 0 is a valid codeword, namely, it is the image

u = Gw of some word w ∈ F
k
2. Vectors v ∈ F

n
2 for which H v �= 0 do not lie in the

image of the encoding G and are thus corrupted by some error.
As is to be shown in the following exercise, the parity check matrix is necessarily

of rank n − k but not unique.

Exercise 7.82 Let H be a parity check matrix of a linear [[n, k]]c code with generator
G. Show that then

(i)
HG = 0

(ii)
dimH{F

n
2} = n − k (7.9)

(iii) H is not unique.

For a solution see Solution 7.82.

Note, however, that even though parity check matrices of a code are not unique, it
follows from (7.8) that their kernels have to coincide.

Example 7.8 Consider the linear [[7, 4]]c code with generator

G =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 1
0 1 0 1
1 1 0 1
0 0 1 1
1 1 1 0
0 0 0 1
1 0 1 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎝

rT1
...
rT7

⎞

⎟

⎠ .

To show that r1, . . . , r4 are linearly independent let a1, . . . , a4 ∈ F2 be such that

4

∑
j=1

a jr j = 0 ,

which is equivalent to

a1

⎛

⎜

⎜

⎝

1
0
0
1

⎞

⎟

⎟

⎠

2⊕ a2

⎛

⎜

⎜

⎝

0
1
0
1

⎞

⎟

⎟

⎠

2⊕ a3

⎛

⎜

⎜

⎝

1
1
0
1

⎞

⎟

⎟

⎠

2⊕ a4

⎛

⎜

⎜

⎝

0
0
1
1

⎞

⎟

⎟

⎠
=

⎛

⎜

⎜

⎜

⎜

⎝

a1
2⊕ a3

a2
2⊕ a3
a4

a1
2⊕ a2

2⊕ a3
2⊕ a4

⎞

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

0
0
0
0

⎞

⎟

⎟

⎠
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and results in a1 = · · · = a4 = 0. Hence, G is of maximal rank 4. A parity check
matrix for this code is given by

H =

⎛

⎝

0 1 1 1 0 1 1
0 1 0 0 1 1 1
1 0 0 1 0 0 1

⎞

⎠ =

⎛

⎝

hT1
hT2
hT3

⎞

⎠ ,

and, as above for r1, . . . , r4, it can be verified for h1,h2,h3 that they are linearly
independent. It follows that H is of maximal rank 3. We also have

HG =

⎛

⎝

0 1 1 1 0 1 1
0 1 0 0 1 1 1
1 0 0 1 0 0 1

⎞

⎠

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

1 0 0 1
0 1 0 1
1 1 0 1
0 0 1 1
1 1 1 0
0 0 0 1
1 0 1 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

1
2⊕ 1 1

2⊕ 1 1
2⊕ 1 1

2⊕ 1
2⊕ 1

2⊕ 1

1
2⊕ 1 1

2⊕ 1 1
2⊕ 1 1

2⊕ 1

1
2⊕ 1 0 1

2⊕ 1 1
2⊕ 1

⎞

⎟

⎟

⎠

=

⎛

⎝

0 0 0 0
0 0 0 0
0 0 0 0

⎞

⎠ .

Finally, the reader may verify in a similar manner that

˜H =

⎛

⎝

0 0 1 1 1 0 0
0 1 0 0 1 1 1
1 0 0 1 0 0 1

⎞

⎠

also satisfies dim ˜H{F
7
2} = 3 and ˜HG = 0.

A parity check matrix is a means to detect errors in the encoded words c = Gw
as follows. Any encoded word c = Gw has to satisfy

H c = HGw =
︸︷︷︸

(7.8)

0 . (7.10)

Suppose the codeword c has been corrupted in transmission or while stored by an
error ε such that the received or retrieved codeword is

c′ = c
2⊕ ε ∈ F

n
2 .

This implies

H c′ = H c
2⊕ H ε =

︸︷︷︸

(7.10)

H ε .



352 7 Error Correction

Comparing this with (7.10) shows that H c′ �= 0 indicates that the codeword c′ has
been corrupted, in other words, it is not the image Gw of a word w ∈ F

k
2. This

motivates the following definition.

Definition 7.9 Let H be a parity check matrix of a linear [[n, k]]c code with
alphabet F2. The map

sync : F
n
2 −→ F

n−k
2

a −→ H a
(7.11)

is called a syndrome mapping of the code. The vector H a is called a syn-
drome of a.

It follows from (7.11) that uncorrupted codewords c ∈ G{F
k
2} = Ker(H) have

vanishing syndrome sync(c) = H c = 0, namely that

Ker(H) = Ker(sync) . (7.12)

Exercise 7.83 Show that sync, as defined in Definition 7.9, satisfies for any a,b ∈
F
n
2

sync(a
2⊕ b) = sync(a)

2⊕ sync(b)

such that sync is a homomorphism, that is,

sync ∈ Hom(Fn
2, F

n−k
2 ) .

For a solution see Solution 7.83.

For c′ = c
2⊕ ε , where c ∈ G{F

k
2} = Ker(H), we find that

sync(c
′) = H(c

2⊕ ε) = H(ε) = sync(ε) ,

and sync(c
′) = sync(ε) �= 0 tells us that c′ has been corrupted by an error. Hence,

a non-vanishing syndrome is sufficient for error detection. However, in general
the knowledge of c′ or sync(c′) is not sufficient for unmistakable error correction
since it does not suffice to uniquely determine ε and thus the original uncorrupted
codeword c. This is because

sync(a
2⊕ h) = sync(a) ⇔ h ∈ Ker(H)

such that the knowledge of sync(ε) only determines the coset (see Definition F.18)
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[ε] = [ε]Ker(H) =
{

ε
2⊕ h
∣

∣ h ∈ Ker(H)
}

.

From Lemma F.30 we know that Ker(H) = Ker(sync) is a normal subgroup of F
n
2,

and thus the quotient group F
n
2/Ker(sync) defined in Definition F.23 exists. The syn-

drome mapping provides an isomorphism between the quotient group F
n
2/Ker(sync)

and F
n−k
2 .

Proposition 7.10 For a linear [[n, k]]c code with parity check matrix H and
syndrome sync the map

ŝync : F
n
2/Ker(H) −→ F

n−k
2

[a] −→ sync(a)

is an isomorphism.

Proof From (7.9) we know that H has maximal rank. This implies that for any
b ∈ F

n−k
2 there exists an a ∈ F

n
2 such that b = H a = sync(a) proving that F

n−k
2 =

sync{F
n
2}. Since Ker(H) = Ker(sync), the claim then follows immediately from the

First Group Isomorphism Theorem F.31. �

Proposition 7.10 tells us that there is a bijection between syndromes in F
n−k
2

and cosets in F
n
2/Ker(H) such that ŝync

−1 uniquely identifies a coset from a given
syndrome. Let c ∈ Ker(H) = G{F

k
2} be a valid codeword sent or stored, and let

c̃ = c
2⊕ ε be what has been received or retrieved. Therefore, any potential error ε

satisfies

ε = ε
2⊕ c

2⊕ c = c̃
2⊕ c ∈

︸︷︷︸

c∈Ker(H)
[c̃]Ker(H) (7.13)

such that

dH(c̃, c) =
︸︷︷︸

(7.6)

wH(c̃
2⊕ c) =

︸︷︷︸

(7.13)

wH(ε) . (7.14)

How do we then go about to recover the uncorrupted codeword c from the corrupted
version c̃? The codeword known to us is c̃. From this we can infer sync(c̃) and
thus [c̃]Ker(H) by applying ŝyn−1. We also know from (7.13) that ε ∈ [c̃]Ker(H), in
other words, the error which corrupted c is an element of the coset determined by c̃.
Our error correction strategy is then to find the r ∈ [c̃]Ker(H) with the smallest weight
and to attempt to recover c by adding r to c̃. Choosing r ∈ [c̃]Ker(H) with the smallest
weight is based on the assumption that in the coset [c̃] the most likely error which
corrupted c is the one which changed the least number of bits. From (7.14) we see
that for a given syndrome this would mean the smallest distance between observed c̃
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and the presumed original codeword c. Our classical error detection and correction
protocol is thus as follows:

Classical Error Detection and Correction Protocol

1. Determine sync(c̃) = H c̃ by applying the parity check matrix H to c̃
2. Determine [c̃]Ker(H) = ŝync

−1( sync(c̃)
)

3. Determine the set of elements in this coset with minimal weight

Rmin
c [c̃]Ker(H) :=

{

a ∈ [c̃]Ker(H)
∣

∣ wH(a) ≤ wH(b) ∀b ∈ [c̃]Ker(H)
}

4. Select a random element
r ∈ Rmin

c [c̃]Ker(H)

5. Calculate c̃
2⊕ r and proceed with this as the presumed original codeword for c.

Note that the case where we leave c̃ unchanged is included in this protocol as the
case where sync(c̃) = 0. In this case [c̃]Ker(H) = Ker(H) and Rmin

c [c̃]Ker(H) = {0}.
In general, however, the set Rmin

c [c̃]Ker(H) may contain more than one element.
In that case it is not possible to guarantee that the protocol will always recover
the original codeword c with certainty. This is why this type of recovery method is
called maximum-likelihood or nearest neighbor decoding. The name originates
from the assumption that the most likely error is the one that corrupts the fewest
number of bits.

However, if the error does not change too many bits relative to the distance of the
code, then the original codeword can be recovered with certainty as the following
proposition shows.

Proposition 7.11 LetCc be a linear [[n, k]]c code, let c ∈ Ker(H) = G{F
k
2} be

a valid codeword sent or stored, and let c̃ = c
2⊕ ε be the received or retrieved

word corrupted by ε . Then c can be correctly recovered from c̃ with certainty
if

wH(ε) ≤
⌊

dH(Cc) − 1
2

⌋

, (7.15)

where �b� denotes the integer part of b ∈ R.

Proof Let
Br

F
n
2
(a) :=

{

v ∈ F
n
2

∣

∣ dH(a, v) ≤ r
}

(7.16)

denote the ball of radius r ≥ 0 centered at a in F
n
2. We will show that the intersection

of all codewords G{F
k
2} with the ball of radius dH (Cc)

2 centered at c̃ only contains c.
To begin with, we have
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dH(c̃, c) =
︸︷︷︸

(7.14)

wH(ε) <
︸︷︷︸

(7.15)

dH(Cc)
2

such that (7.16) implies

c ∈ BdH (Cc)/2
F
n
2

(c̃) . (7.17)

Next, let a ∈ G{F
k
2} � {c}. Then we find

dH(Cc) ≤
︸︷︷︸

(7.7)

dH(c, a) ≤
︸︷︷︸

(7.3)

dH(c, c̃) + dH(c̃, a)

=
︸︷︷︸

(7.14)

wH(ε) + dH(c̃, a) ≤
︸︷︷︸

(7.15)

⌊

dH(Cc) − 1
2

⌋

+ dH(c̃, a)

<
dH(Cc)

2
+ dH(c̃, a)

such that dH (Cc)
2 < dH(c̃, a) for any a ∈ G{F

k
2} � {c}, which implies

a /∈ BdH (Cc)/2
F
n
2

(c̃) (7.18)

for any such a. From (7.17) and (7.18) it follows that

G{F
k
2} ∩ BdH (Cc)/2

F
n
2

(c̃) = {c} .

Certain recovery of c from the knowledge of c̃ is then accomplished by finding the
unique element of G{F

k
2} in a ball of radius dH(Cc)/2 centered at c̃. �

Proposition 7.11 is often stated by saying that a linear code Cc can correct any
errors ε satisfying (7.15). We will obtain similar results for quantum error correction
to which we turn in the next section.

7.3 Quantum Error Correction

7.3.1 Correctable Errors

Any quantum system is quite easily changed by interactions with its environment,
and in general it is very difficult to avoid this. In the context of quantum computation
any such unwanted interaction is likely to introduce errors which need correcting if
the computation is to succeed.
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Just as in the classical case, the first ingredient for quantum error correction is
a means to create redundancy. This is achieved by what is generally described as a
quantum code.

Definition 7.12 A quantum error correcting code (QECC) is specified
with the help of an injective and norm-preserving operator

Cq : H
K → H

N

called encoding between HILBERT spaces H
K and H

N with dimH
K <

dimH
N < ∞. The space H

N is called the quantum encoding space, and the
image of the encoding

H
Cq := Cq

{

H
K}

� H
N

is called a quantum code (or quantum code space). The elements of H
Cq are

called codewords. A convex-linear map

Dq : D
(

H
Cq
)→ D

(

H
K)

satisfying
Dq
(

Cq |ψ〉〈ψ|Cq
∗ ) = |ψ〉〈ψ| ∀|ψ〉 ∈ H

K

is called decoding.
If H

K = ¶
H

⊗k and H
N = ¶

H
⊗n with k < n, then the QECC is called an

[[n, k]]q QECC and the images

|Ψx〉 := Cq |x〉 ∈ H
Cq

of the computational basis states |x〉 ∈ H
K are called basis codewords.

In the case k = 1 of a single qubit H
K = ¶

H, the basis codewords Cq |0〉
and Cq |1〉 are called logical qubits, and the single qubit-factors ¶

H

in H
N = ¶

H
⊗n are referred to as physical qubits.

We will often use the symbol Cq of the encoding operator to denote the QECC.
Note that just like in the classical case, the code is a subspace H

Cq of dimension
2k of the larger encoding space H

N , which has dimension 2n. The redundancy for
potential error correction is provided by the 2n − 2k extra dimensions in H

N . Enlarg-
ing the original system in this way, means that we are combining it with a system of
ancillas (see Figs. 7.1 or 7.3 for examples) to a larger composite system. Decoding
is then accomplished by discarding, that is, tracing out, these ancillas. This is why
the decoding map has to be formulated on the density operators.
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Lemma 7.13 Let Cq be an [[n, k]]q QECC. Then the set of its basis codewords
{|Ψx〉

∣

∣ x ∈ {0, . . . , 2k − 1}} is an ONB in H
Cq .

Proof To begin with, note that since Cq is by definition injective, it follows
that |ϕ1〉 − |ϕ2〉 �= 0 for any |ϕ1〉, |ϕ2〉 ∈ H

K implies Cq(|ϕ1〉 − |ϕ2〉) �= 0. Hence,
we have

Cq |ϕ〉 = 0 ⇔ |ϕ〉 = 0 . (7.19)

Next, we show that the |Ψx〉 = Cq |x〉 are linearly independent. For x ∈ {0, . . . , 2k −
1} let ax ∈ C. Then we have the following chain of implications

2k−1

∑
x=0

ax|Ψx〉 = 0 ⇒
2k−1

∑
x=0

ax Cq |x〉 = Cq

(

2k−1

∑
x=0

ax|x〉
)

= 0

⇒
︸︷︷︸

(7.19)

2k−1

∑
x=0

ax|x〉 = 0

⇒ ax = 0 ∀x ∈ {0, . . . , 2k − 1} ,

where for the last implication we used that the computational basis {|x〉} is an ONB
in H

K . This shows that the |Ψx〉 are linearly independent.
Now, for every |Φ〉 ∈ H

Cq = Cq{H
K} there exists a |ϕ〉 ∈ H

K such that |Φ〉 =
Cq |ϕ〉. Using again that that the {|x〉} form an ONB in H

K , we thus find

|Φ〉 = Cq |ϕ〉 = Cq

(

2k−1

∑
x=0

ϕx|x〉
)

=
2k−1

∑
x=0

ϕx Cq |x〉 =
2k−1

∑
x=0

ϕx|Ψx〉 ,

which shows that every |Φ〉 ∈ H
Cq can be expressed as a linear combination of the

|Ψx〉.
Finally, to show that the |Ψx〉 = Cq |x〉 are orthonormal, we use that by definition

Cq satisfies
∣

∣

∣

∣Cq |ϕ〉∣∣∣∣ = ||ϕ|| for all |ϕ〉 ∈ H
K to obtain

〈Ψx|Ψy〉 =
︸︷︷︸

(2.9)

1
4

(
∣

∣

∣

∣ |Ψx〉 + |Ψy〉
∣

∣

∣

∣
2 − ∣∣∣∣ |Ψx〉 − |Ψy〉

∣

∣

∣

∣
2

+ i
∣

∣

∣

∣ |Ψx〉 − i|Ψy〉
∣

∣

∣

∣
2 − i

∣

∣

∣

∣ |Ψx〉 + i|Ψy〉
∣

∣

∣

∣
2
)

=
1
4

(
∣

∣

∣

∣Cq(|x〉 + |y〉) ∣∣∣∣2 − ∣∣∣∣Cq(|x〉 − |y〉) ∣∣∣∣2

+ i
∣

∣

∣

∣Cq(|x〉 − i|y〉) ∣∣∣∣2 − i
∣

∣

∣

∣Cq(|x〉 + i|y〉) ∣∣∣∣2
)
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=
1
4

(

|| |x〉 + |y〉 ||2 − || |x〉 − |y〉 ||2 + i || |x〉 − i|y〉 ||2 − i || |x〉 + i|y〉 ||2
)

=
︸︷︷︸

(2.9)

〈x|y〉 =
︸︷︷︸

(3.24)

δxy . �

Before we consider our first example, we remind the reader that here as through-
out this book we use all three notations

σ0 = 1 , σ1 = σx = X , σ2 = σy = Y , σ3 = σz = Z .

for the PAULI matrices/operators.

Example 7.14 As first examples, we consider two [[3, 1]]q QECCs in which one log-
ical qubit is encoded with three physical qubits. The first QECC, which we denote
by [[3, 1]]q1, is given by the encoding map

Cq1 :
¶
H

ı→ ¶
H

⊗3 A→ ¶
H

⊗3 , (7.20)

where
ı : ¶

H −→ ¶
H

⊗3

|ψ〉 −→ |ψ〉 ⊗ |0〉 ⊗ |0〉

and
A = |1〉〈1| ⊗ X ⊗ X + |0〉〈0| ⊗ 1 ⊗ 1 . (7.21)

The circuit for this encoding is given in Fig. 7.1
For the [[3, 1]]q1 basis codewords |Ψ0〉, |Ψ1〉 ∈ ¶

H
⊗3 we thus find

|Ψ0〉 = Cq1 |0〉 = A|000〉 = |000〉
|Ψ1〉 = Cq1 |1〉 = A|100〉 = |1〉 ⊗ X |0〉 ⊗ X |0〉 = |111〉 ,

(7.22)

Fig. 7.1 Circuit for the
encoding of the first [[3, 1]]q1
QECC given in (7.20)

Cq1

ı A

| 〉

|0〉
⊗
|0〉
⊗
| 〉

H
K = ¶

H

X

X

H
N = ¶

H
⊗3
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such that the code is

H
Cq1 = Span{|000〉, |111〉} ⊂ ¶

H
⊗3 . (7.23)

Note that

A2 =
︸︷︷︸

(7.21)

|1〉〈1| ⊗ X2 ⊗ X2 + |0〉〈0| ⊗ 1 ⊗ 1 = |1〉〈1| ⊗ 1 ⊗ 1+ |0〉〈0| ⊗ 1 ⊗ 1

= 1⊗3 . (7.24)

Hence, the decoding of any

|Ψ〉 = Cq1 |ψ〉 = A
(|ψ〉 ⊗ |0〉 ⊗ |0〉) = A

(|ψ〉 ⊗ |00〉) ∈ ¶
H

⊗3 (7.25)

can be given as a map on its density matrix by

Dq1 : D
(

¶
H

⊗3
) A(·)A∗

−→ D
(

¶
H

⊗3
) tr2(·)−→ D(¶

H)
ρ|Ψ〉 = |Ψ〉〈Ψ | −→ A|Ψ〉〈Ψ |A∗ −→ |ψ〉〈ψ|

,

where tr2 (·) denotes tracing out the two ancilla qubits introduced by ı. This is
because

Dq1 ρ|Ψ〉 = tr2 (A|Ψ〉〈Ψ |A∗) =
︸︷︷︸

(7.25)

tr2
(

AA
(|ψ〉 ⊗ |00〉〈ψ| ⊗ 〈00|)A∗A∗)

=
︸︷︷︸

(7.24),(3.36)

tr2 (|ψ〉〈ψ| ⊗ |00〉〈00|) =
︸︷︷︸

(3.57)

tr (|00〉〈00|)
︸ ︷︷ ︸

=1

|ψ〉〈ψ|

= |ψ〉〈ψ| .

The decoding circuit is depicted in Fig. 7.2.

Fig. 7.2 Circuit for the
decoding of the first [[3, 1]]q1
QECC given in (7.20)

Dq1

tr2 (·)A

| 〉

|0〉
⊗
|0〉
⊗

| 〉

H
N = ¶

H
⊗3

X

X

H
K = ¶

H
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The second QECC, which we denote by [[3, 1]]q2, is given by the encoding map

Cq1 :
¶
H

ı→ ¶
H

⊗3 A→ ¶
H

⊗3 H⊗3→ ¶
H

⊗3 ,

where H denotes the HADAMARD transformation defined in Definition 2.38. It has
the property

H|0〉 =
︸︷︷︸

(2.160)

|0〉 + |1〉√
2

= |+〉 and H|1〉 =
︸︷︷︸

(2.161)

|0〉 − |1〉√
2

= |−〉 . (7.26)

For the [[3, 1]]q2 basis codewords |Φ0〉, |Φ1〉 ∈ ¶
H

⊗3 we thus find

|Φ0〉 = Cq2 |0〉 = H⊗3A|000〉 =
︸︷︷︸

(7.22)

H⊗3|000〉 =
︸︷︷︸

(7.26)

| +++〉

|Φ1〉 = Cq2 |1〉 = H⊗3A|100〉 =
︸︷︷︸

(7.22)

H⊗3|111〉 =
︸︷︷︸

(7.26)

| − −−〉 (7.27)

such that the code is

H
Cq2 = Span{| +++〉, | − −−〉} ⊂ ¶

H
⊗3 . (7.28)

To illustrate the point that the encoding creates redundancy and not duplication,
we consider the [[3, 1]]q1 code of Example 7.14. There we have

Cq1(a|0〉 + b|1〉) =
︸︷︷︸

(7.22)

a|000〉 + b|111〉 �= (a|0〉 + b|1〉)⊗3
,

where the state to the right of the inequality shows what a three-fold copy of the ini-
tial state would look like. Hence, a quantum encoding does not constitute a violation
of the Quantum No-Cloning Theorem 4.11.

Another code with more redundancy than those of Example 7.14 is due to
SHOR [99]. It requires nine physical qubits to encode one logical qubit. As we will
show later, it corrects all one-qubit errors.

Example 7.15 In SHOR’s nine qubit [[9, 1]]q QECC, which we denote by CqS, one
qubit is encoded with a logical qubit consisting of a tensor product state of nine
(physical) qubits. The encoding map is given by

CqS :
¶
H

ı→ ¶
H

⊗9 A→ ¶
H

⊗9 , (7.29)
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Fig. 7.3 Circuit for the
encoding of SHOR’s [[9, 1]]q
QECC given in (7.29) as
CqS = A3A2A1ı

CqS

ı A1 A2 A3

H
K = ¶

H H
N = ¶

H
⊗9

| 〉 | 〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉

H

X

X

X H

X

X

X H

X

X

where
ı : ¶

H −→ ¶
H

⊗9

|ψ〉 −→ |ψ〉 ⊗ |0〉8 (7.30)

and A = A3A2A1 with

A1 = |1〉〈1| ⊗ 1⊗2 ⊗ X ⊗ 1⊗2 ⊗ X ⊗ 1⊗2 + |0〉〈0| ⊗ 1⊗8

A2 =
(

H ⊗ 1⊗2)⊗3

A3 =
(|1〉〈1| ⊗ X ⊗ X + |0〉〈0| ⊗ 1⊗2)⊗3

(7.31)

and, as usual X = σx, and H denotes the HADAMARD operator given in Defini-
tion 2.38. The circuit for this encoding is given in Fig. 7.3.

Exercise 7.84 Show that

CqS

(

a|0〉 + b|1〉) = a

( |000〉 + |111〉√
2

)⊗3

+ b

( |000〉 − |111〉√
2

)⊗3

. (7.32)
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For a solution see Solution 7.84.

It follows from (7.32) that the basis codewords are

|Ψ0〉 = CqS |0〉 =
( |000〉 + |111〉√

2

)⊗3

|Ψ1〉 = CqS |1〉 =
( |000〉 − |111〉√

2

)⊗3

,

(7.33)

and the code is given by

H
CqS = Span

{
( |000〉 + |111〉√

2

)⊗3

,

( |000〉 − |111〉√
2

)⊗3
}

⊂ ¶
H

⊗9 .

Exercise 7.85 Show that the Ai for i ∈ {1, 2, 3} defined in (7.31) satisfy

A2
i = 1⊗9 . (7.34)

For a solution see Solution 7.85.

The statement (7.34) of Exercise 7.85 implies that

A1A2A3A3A2A1 = 1⊗9 (7.35)

and thus

A1A2A3 CqS |ψ〉 =
︸︷︷︸

(7.29)

A1A2A3A3A2A1ı|ψ〉 =
︸︷︷︸

(7.35)

ı|ψ〉 =
︸︷︷︸

(7.30)

|ψ〉 ⊗ |0〉8 .

The decoding DqS : D
(

¶
H

⊗9
)→ D(¶

H) is then given by

DqS(ρ) = tr8 (A1A2A3ρA3A2A1) ,

where we have made use of the fact that A∗
i = Ai for i ∈ {1, 2, 3}. The circuit for

this decoding is shown in Fig. 7.4.

Each basis codeword |Ψx〉 ∈ H
Cq is the image of a unique un-encoded word

|x〉 ∈ H
K , which can be recovered by the decoding Dq. Generally, the more redun-

dancy the encoding provides, the more errors will be detectable. On the other hand,
the more redundancy is encoded, the more computational resources are required.

We wish to create a mechanism by which errors corrupting the codewords can be
corrected. In doing so, we need to specify which type of errors we consider acting
in H

Cq and how we can construct recovery mechanisms for these errors.
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Fig. 7.4 Circuit for the
decoding of SHOR’s [[9, 1]]q
QECC

DqS

tr2 (·)A1A2A3

H
K = ¶

HH
N = ¶

H
⊗9

|〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉
⊗
|0〉

H

X

X

XH

X

X

H X

X

X

Of course, the encoding Cq and the decoding Dq themselves could be prone to
error, that is, the methods to correct errors can suffer from errors. The treatment
of such combined errors belongs to the realm of fault tolerant quantum computa-
tion [100, 101], which we will not address here. In our discussion we will only
consider errors corrupting (encoded) codewords, in other words, we assume errors
occur after encoding and before decoding. This is illustrated in Fig. 7.5 with the
[[3, 1]]q1 code of Example 7.14.

The situation we are trying to describe by modeling the occurrence of errors in
quantum systems is then as follows. We first consider the case of pure states in the
code space H

Cq and then the case of mixed states in D
(

H
Cq
)

. Let us assume our
system is initially in the uncorrupted pure state |Ψ〉 ∈ H

Cq ⊂ H
N . We then need to

specify which possible errors may occur. We do this by specifying so-called error
operators Êa ∈ L

(

H
N
)

, where a ∈ I ⊂ N0 and I is a set indexing the errors covered
by our error model. The original uncorrupted states are in H

Cq , but the effect of an
error will in general take them out of the code space. Therefore, the error operators
are elements of L

(

H
N
)

.
If the error indexed by a occurs, then the system ends up in a state Êa|Ψ〉 ∈ H.

Since this is a random event, we need to assign it a probability of occurring, which
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Encoding

ı A

| 〉

|0〉
⊗
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⊗
| 〉

H
K = ¶

H

X

X

H
N = ¶

H
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Error

Error
detection

and
correction

Decoding

tr2 (·)A

| 〉
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⊗
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⊗

| 〉

H
N = ¶

H
⊗3

X

X

H
K = ¶

H

Fig. 7.5 Illustrating our assumption of error occurrence between en- and decoding for the [[3, 1]]q1
code

we denote by pa. We also allow for the possibility of no error by always including
the ‘error’ operator Ê0 = 1 and by specifying the probability of no error with p0.
After the error is assumed to have occurred, our computational state is given by a
statistical ensemble of states Êa|Ψ〉 each of which occurs with a probability pa. As
discussed after the proof of Theorem 2.24, such a system is described by the mixed
state

E(ρΨ ) = ∑
a∈I

paÊa|Ψ〉〈ÊaΨ | =
︸︷︷︸

(2.33)

∑
a∈I

paÊa|Ψ〉〈Ψ |Ê∗
a

=
︸︷︷︸

(2.89)

∑
a∈I

paÊaρΨ Ê∗
a = ∑

a∈I
Ea ρΨ E∗

a , (7.36)

where we set Ea =
√
paÊa in the last equation.

The very same arguments apply if our original uncorrupted system is in a truly
mixed state ρ ∈ D

(

H
Cq
)

. In this case each error a produces a new mixed state
ÊaρÊ∗

a with probability pa. The resulting statistical ensemble of mixed state is
described as in (7.36) with ρΨ replaced by ρ .

From Definition 3.26 and Theorem 3.24 we know that any quantum operation K
can be expressed in terms of its operation elements (aka KRAUS operators) Ka by

K(ρ) = ∑
a
KaρK∗

a ,

which is precisely of the form (7.36). Moreover, most errors are caused by interac-
tions of H

N with the environment, and quantum operations have an environmental
representation reflecting this. These considerations lead us to model the effect of
errors occurring in a system H

N with the help of a quantum operation (see Sect. 3.5)

E : D
(

H
N
) −→ D≤

(

H
N
)

ρ −→ E(ρ) = ∑a∈I Ea ρ E∗
a

, (7.37)
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where the operation elements Ea are of the form Ea =
√
paÊa and satisfy

∑
a∈I

E∗
a Ea ≤ κ1 (7.38)

for some κ ∈]0, 1]. From Corollary 3.25 we know that equality in (7.38) is equiv-
alent to tr (E(ρ)) = κ for all ρ ∈ D

(

H
N
)

. For reasons which will become obvi-
ous once we have introduced recovery operations correcting errors, we will have to
restrict quantum operations classified as errors to this category of constant trace.

While the quantum operation E in (7.37) is defined on all of H
N , we are only

interested in the effect of E on ρ ∈ D
(

H
Cq
)

. However, since H
Cq � H

N there is a
natural embedding D

(

H
Cq
)

↪→ D
(

H
N
)

given as follows. From Theorem 2.24 we
know that for any ρ ∈ D

(

H
Cq
)

there exists an ONB {|Θ j〉} in H
Cq and q j ∈ [0, 1]

with ∑ j q j = 1 such that
ρ = ∑

j
q j|Θ j〉〈Θ j| . (7.39)

Any ONB in H
Cq � H

N can be extended to an ONB in H
N and thus ρ in (7.39) can

be viewed as an element of D
(

H
N
)

.
We finally arrive at the following definition of an error operation and related

notions.

Definition 7.16 Let H
N be the encoding space of a QECC with code H

Cq .
An error operation in the code H

Cq is defined as a quantum operation

E : D
(

H
N
) −→ D≤

(

H
N
)

ρ −→ ∑a∈I Ea ρ E∗
a

(7.40)

with operation elements Ea ∈ L
(

H
N
)

, where a ∈ I and I is some index set.
An error operation in an [[n, k]]q QECC is called anm-qubit error operation

if all its operation elements are m-local (see Definition 3.21).
To model a set of errors indexed by a ∈ I which change the states by acting

with Êa ∈ L
(

H
N
)

and which occur with probabilities pa ∈ [0, 1], we choose
operation elements in the form

Ea =
√
paÊa ,

where the pa satisfy ∑a∈I pa = 1. The operators Êa ∈ L
(

H
N
)

are called error
operators. They include the ‘no error’ operator Ê0 = 1.

We will often write E = {Ea} to denote the error operation and its operation
elements at the same time. Just as we saw in Corollary 3.27 that the operation
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elements for a given quantum operation are not unique, the operation elements for a
given error operation are not unique either as is to be re-confirmed in the following
exercise.

Exercise 7.86 Let E = {Ea} be an error operation, U ∈ U(m) a unitary m × m
matrix with matrix elementsUab and

˜Ea =
m

∑
b=1

Uab Eb . (7.41)

Show that then ˜E = {˜Ea} generates the same error operation, that is,

˜E(ρ) = ∑
a

˜Eaρ˜E
∗
a = ∑

b

Eb ρ E∗
b = E(ρ) ∀ρ ∈ D

(

H
N)

and

∑
a

˜E
∗
a
˜Ea = ∑

b

E∗
b Eb .

For a solution see Solution 7.86.

To illustrate the naming convention used in connection with certain error opera-
tors, let us consider for a moment the case of a single qubit-space ¶

H only by assum-
ing n = 1. In ¶

H consider an error operation E with the error operators Êα = σα and
the following operation elements

Eα =
√
pα σα =

︸︷︷︸

(2.74)

√
pα σ∗

α = E∗
α for α ∈ {0, . . . , 3} , (7.42)

where we require pα ≥ 0. Then we find

3

∑
α=0

E∗
α Eα =

︸︷︷︸

(7.42)

3

∑
α=0

pα σ2
α =
︸︷︷︸

(2.76)

(

3

∑
α=0

pα

)

1 .

It follows from Corollary 3.25 that

∑
α

pα = 1 ⇔ tr (E(ρ)) = 1 ∀ρ ∈ D(¶
H) .

The error operation E generated by these error operators transforms the density oper-
ator of a pure state ρψ = |ψ〉〈ψ| ∈ D(¶

H) to the corrupted density operator
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E(ρψ) =
3

∑
α=0

Eα ρψ E∗
α =
︸︷︷︸

(7.42)

3

∑
α=0

pα σα |ψ〉〈ψ|σ∗
α .

Therefore, the error operation
{

Eα =
√
pα σα

∣

∣ α ∈ {0, . . . , 3}}, leaves the state
|ψ〉 unchanged (no error) with probability p0 and transforms the state |ψ〉 to a cor-
rupted state σ j|ψ〉 for j ∈ {1, 2, 3} with respective probabilities p j.

Due to their action on single qubits, the error operators σ j for j ∈ {1, 2, 3} have
been given the following intuitive names.

The bit-flip error X = σx ‘flips’ the qubits since it acts as

X(a|0〉 + b|1〉) = a|1〉 + b|0〉

The phase-flip error Z = σz changes the phase since it acts as

Z(a|0〉 + b|1〉) = a|0〉 − b|1〉

The bit-phase-flip error Y = σy flips the qubits and changes their phase since it
acts as

Y (a|0〉 + b|1〉) = i
(

a|1〉 − b|0〉) .

Returning to the general case of H
N = ¶

H
⊗n with n > 1, a one-qubit error opera-

tion E affecting only qubits in the factor space ¶
H j can be comprised of the error

operators

Ê(α, j) = Σ j
α = 1⊗n−1− j ⊗ σα ⊗ 1⊗ j for α ∈ {0, . . . , z} . (7.43)

Here we use the observable Σ j
α introduced in Definition 5.35, where

j denotes the j-th qubit counted from the right starting with j = 0 and α ∈
{0, . . . , z} with σ0 = 1. This counting convention is chosen to remain consistent
with our previous counting convention (3.18) introduced in Definition 3.5 of the
computational basis, where it was adapted to mimic the binary representation of
natural numbers.

One-qubit error operations of the form

E =
{

E(α, j) =
√
pα Σ j

α
∣

∣ α ∈ {0, . . . , z}} ,

transform a state

|Ψ〉 = |ψn−1〉 ⊗ · · · ⊗ |ψ j+1〉⊗ |ψ j〉 ⊗|ψ j−1〉 ⊗ · · · ⊗ |ψ0〉
to states

Σ j
α |Ψ〉 = |ψn−1〉 ⊗ · · · ⊗ |ψ j+1〉⊗ σα |ψ j〉 ⊗|ψ j−1〉 ⊗ · · · ⊗ |ψ0〉

with respective probabilities pα . Error operators of the form

Ê(α1, j1),...,(αl , jl) = Σ j1
α1 · · · Σ jl

αl
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describe l-qubit error operations. They affect up to l qubits when they occur with
a probability p(α1, j1),...,(αl , jl). An example of a 2 qubit-error operation is given by
error operators of the form

Ê(α1, j1),(α2, j2) = Σ j1
α1Σ j2

α2 = 1⊗n−1− j2 ⊗ σα2 ⊗ 1⊗ j2−1− j1 ⊗ σα1 ⊗ 1⊗ j1 ,

where we have assumed j1 ≤ j2 in displaying the rightmost equation. These error
operators have non-trivial action with probability p(α1, j1),(α2, j2) in at most two of the
factor spaces ¶

H j1 and
¶
H j2 if α1 �= 0 �= α2.

Example 7.17 Consider the two QECCs [[3, 1]]q1 and [[3, 1]]q2 from Example 7.14.
The [[3, 1]]q1 code has the code space

H
[[3,1]]q1 =

︸︷︷︸

(7.23)

Span{|000〉, |111〉} = Span{|Ψ0〉, |Ψ1〉} .

The one-qubit bit-flip error operation Ebf =
{

Ebf
st

∣

∣ s, t ∈ {0, 1}} is generated by
the error operators

Êbf
00 = 1 ⊗ 1 ⊗ 1 Êbf

01 = 1 ⊗ 1 ⊗ σx

Êbf
10 = 1 ⊗ σx ⊗ 1 Êbf

11 = σx ⊗ 1 ⊗ 1 .
(7.44)

Recalling that σx|0〉 = |1〉 and σx|1〉 = |0〉, we see that these errors transform the
[[3, 1]]q1-basis codewords as follows

Êbf
01|Ψ0〉 = Êbf

01|000〉 = |001〉 Êbf
01|Ψ1〉 = Êbf

01|111〉 = |110〉
Êbf
10|Ψ0〉 = Êbf

10|000〉 = |010〉 Êbf
10|Ψ1〉 = Êbf

10|111〉 = |101〉
Êbf
11|Ψ0〉 = Êbf

11|000〉 = |100〉 Êbf
11|Ψ1〉 = Êbf

11|111〉 = |011〉 .

(7.45)

The one-qubit phase-flip error operation Epf =
{

E
pf
st

∣

∣ s, t ∈ {0, 1}} is given by the
error operators

Ê
pf
00 = 1 ⊗ 1 ⊗ 1 Ê

pf
01 = 1 ⊗ 1 ⊗ σz

E
pf
10 = 1 ⊗ σz ⊗ 1 Ê

pf
11 = σz ⊗ 1 ⊗ 1 .

(7.46)

Using that σz|0〉 = |0〉 and σz|1〉 = −|1〉, we see that their action on the [[3, 1]]q1-
basis codewords is quite simple

Ê
pf
st |Ψ0〉 = Ê

pf
st |000〉 = |000〉 = |Ψ0〉

Ê
pf
st |Ψ1〉 = Ê

pf
st |111〉 = −|111〉 = −|Ψ1〉 .

(7.47)

The [[3, 1]]q2 code has the code space
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H
[[3,1]]q2 =

︸︷︷︸

(7.28)

Span{| +++〉, | − −−〉} = Span{|Φ0〉, |Φ1〉} .

In the [[3, 1]]q2 code the situation between bit-flip Ebf and phase-flip Epf is reversed,
that is, we have

Êbf
st |Φ0〉 = Êbf

st | +++〉 = | +++〉 = |Φ0〉
Êbf
st |Φ1〉 = Êbf

st | − −−〉 = −| − −−〉 = −|Φ1〉
(7.48)

but

Ê
pf
01|Φ0〉 = Ê

pf
01| +++〉 = | ++−〉 Ê

pf
01|Φ1〉 = Ê

pf
01| − −−〉 = | − −+〉

Ê
pf
10|Φ0〉 = Ê

pf
10| +++〉 = | + −+〉 Ê

pf
10|Φ1〉 = Ê

pf
10| − −−〉 = | − +−〉

Ê
pf
11|Φ0〉 = Ê

pf
11| +++〉 = | − ++〉 Ê

pf
11|Φ1〉 = Ê

pf
11| − −−〉 = | + −−〉 .

(7.49)
Two qubit-flips are generated by error operators of the form

Ê2bf
l, j = Σ l

xΣ j
x

and we have, for example,

Ê2bf
2,0 |Ψ0〉 = Ê2bf

2,0 |000〉 = |101〉 . (7.50)

Now that we have defined the type of possible errors we will consider in our
theory of error correction, we need to identify means to rectify them. We begin this
by defining the recovery or correction operation.

Definition 7.18 Let H
N be the encoding space of a QECC with code H

Cq

and E an error operation in the code H
Cq . A recovery operation is a trace-

preserving quantum operation

R : D
(

H
N
) −→ D

(

H
N
)

ρ −→ ∑r Rr ρ R∗
r

.

The operation elements Rr ∈ L
(

H
N
)

are called recovery operators. A recov-
ery operation R is said to recover or correct an error operation E in H

Cq

if

R

(

E(ρ)
tr (E(ρ))

)

= ρ ∀ρ ∈ D
(

H
Cq
)

. (7.51)

An error operation E in the code H
Cq is said to be correctable if a recovery

operation for it exists.
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Just like for the error operation, we will often write R = {Rr} to denote the
recovery operation and its recovery operators at the same time.

The condition (7.51) for an error operation E to be corrected by a recovery oper-
ation R is quite intuitive. It states that any state ρ ∈ H

Cq in the code which is cor-
rupted by E is recovered by R. It also gives a first condition for an error to be
correctable as the next lemma shows.

Lemma 7.19 For an error operation E in the code H
Cq of a QECC to be

correctable it is necessary that it satisfies

tr (E(ρ)) = const = κE ∈ [0, 1] ∀ρ ∈ D
(

H
Cq
)

.

Proof The claim follows from the result in the following exercise.

Exercise 7.87 Let H be a HILBERT space and S and T quantum operations on
D(H). Show that then

T

(

S(ρ)
tr (S(ρ))

)

= ρ ∀ρ ∈ D(H) ⇒ tr (S(ρ)) = const ∀ρ ∈ D(H) .

For a solution see Solution 7.87.

�
As it stands, however, (7.51) is not so useful in determining if an error operation

E is recovered by R since we have to check it for all ρ . Fortunately, there exist
equivalent conditions for an error operation to be correctable that can be stated in
terms of the error and recovery operators.

The first such characterization given in Theorem 7.20 is in the form of necessary
and sufficient conditions which the operation elements Ea of an error operation E

and recovery operators Rr have to satisfy for R to correct E. The second formulation
given in Theorem 7.22 states such necessary and sufficient conditions in terms of
the operation elements Ea and the code alone.

Theorem 7.20 Let E =
{

Ea
∣

∣ a ∈ {1, . . . , l}} ⊂ L
(

H
N
)

be an error oper-
ation in the code H

Cq of a QECC, and let R =
{

Rr
∣

∣ r ∈ {1, . . . ,m}} ⊂
L
(

H
N
)

be a recovery operation. Then the following equivalence holds.
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The error operation
E = {Ea} in H

Cq

is correctable by R

}

⇔

⎧

⎪
⎪
⎨

⎪
⎪
⎩

∃Z ∈ Mat(m × l, C) such that
∀Rr ∈ R and Ea ∈ E :

(

Rr Ea −Zra1
)∣

∣

H
Cq = 0 ,

and, if these statements are true, we also have

tr (Z∗Z) = tr (E(ρ)) ∀ρ ∈ D
(

H
Cq
)

. (7.52)

Proof To prove ⇒, let E be correctable. Then we know from Lemma 7.19 that

tr (E(ρ)) = κE ∀ρ ∈ D
(

H
Cq
)

. (7.53)

Since R is by definition trace-preserving, that is, tr (R(ρ)) = 1 for all ρ , Corol-
lary 3.25 implies that

1
κE

∑
a
E∗
a Ea = 1 = ∑

r
R∗
r Rr . (7.54)

Moreover, using the fact that E and R are quantum operations with operator-sum
representations, we have for any ρ ∈ D

(

H
Cq
)

ρ =
︸︷︷︸

(7.51)

R

(

E(ρ)
κE

)

=
︸︷︷︸

(3.97)

∑
r
Rr

E(ρ)
κE

R∗
r =

1
κE

∑
r
Rr E(ρ)R∗

r =
︸︷︷︸

(3.97)

1
κE

∑
r,a

Rr Ea ρ E∗
a R

∗
r

such that
κEρ = ∑

r,a
Rr Ea ρ E∗

a R
∗
r ∀ρ ∈ D

(

H
Cq
)

.

For ρ = |Ψ〉〈Ψ | with |Ψ〉 ∈ H
Cq such that ||Ψ || = 1 this becomes

κE|Ψ〉〈Ψ | = ∑
r,a

Rr Ea |Ψ〉〈Ψ |E∗
a R

∗
r =
︸︷︷︸

(2.47)

∑
r,a

Rr Ea |Ψ〉〈Ψ |(Rr Ea)∗ (7.55)

such that

κE = κE ||Ψ ||4
︸ ︷︷ ︸

=1

=
︸︷︷︸

(2.5)

κE〈Ψ |Ψ〉〈Ψ |Ψ〉 =
︸︷︷︸

(7.55)

∑
r,a

〈Ψ |Rr EaΨ〉〈Ψ |(Rr Ea)∗Ψ〉

=
︸︷︷︸

(2.30),(2.31)

∑
r,a

〈Ψ |Rr EaΨ〉〈Rr EaΨ |Ψ〉

=
︸︷︷︸

(2.1)

∑
r,a

|〈Ψ |Rr EaΨ〉|2 . (7.56)
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Exercise 7.88 Show that for any HILBERT space H, operator A ∈ B(H) and vector
|ψ〉 ∈ H with ||ψ|| = 1 one has

∣

∣

∣

∣

(

A − 〈ψ|Aψ〉)|ψ〉∣∣∣∣2 = 〈ψ|A∗Aψ〉 − |〈ψ|Aψ〉|2 . (7.57)

For a solution see Solution 7.88.

Using the result of Exercise 7.88 in our case for H = H
Cq , the operator A = Rr Ea

and the vector |ψ〉 = |Ψ〉 ∈ H
Cq we obtain

∣

∣

∣

∣

(

Rr Ea −〈Ψ |Rr EaΨ〉)|Ψ〉∣∣∣∣2 =
︸︷︷︸

(7.57)

〈Ψ |(Rr Ea)∗ Rr EaΨ〉 − |〈Ψ |Rr EaΨ〉|2

=
︸︷︷︸

(2.47)

〈Ψ |E∗
a R

∗
r Rr EaΨ〉 − |〈Ψ |Rr EaΨ〉|2

such that

∑
r,a

∣

∣

∣

∣

(

Rr Ea −〈Ψ |Rr EaΨ〉)|Ψ〉∣∣∣∣2 = ∑
r,a

〈Ψ |E∗
a R

∗
r Rr EaΨ〉 − ∑

r,a
|〈Ψ |Rr EaΨ〉|2

=
︸︷︷︸

(7.56)

〈Ψ |∑
a
E∗
a
(

∑
r
R∗
r Rr

)

EaΨ〉 − κE

=
︸︷︷︸

(7.54)

0 .

As the left side is a sum of non-negative terms, this can only be true if each term
vanishes, and it follows that for every Rr ∈ R, Ea ∈ E and |Ψ〉 ∈ H with ||Ψ || = 1
we have

Rr Ea |Ψ〉 = 〈Ψ |Rr EaΨ〉)|Ψ〉 . (7.58)

Exercise 7.89 Let H be a HILBERT space and A ∈ B(H). Show that then

A|ψ〉 = 〈ψ|Aψ〉|ψ〉 ∀|ψ〉 ∈ S1
H

⇔ ∃a ∈ C : A = a1 ,

where S1
H
denotes the unit sphere (vectors of norm 1) in H.

For a solution see Solution 7.89.

Using (7.58), we see that the statement in Exercise 7.89 then implies for A = Rr Ea

that for each Rr ∈ R and Ea ∈ E there exists a Zra ∈ C such that for all |Ψ〉 ∈ H
Cq
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Rr Ea |Ψ〉 = Zra|Ψ〉 . (7.59)

Therefore, we have

|Zra|2 ||Ψ ||2 =
︸︷︷︸

(2.7)

||Zra|Ψ〉||2 =
︸︷︷︸

(7.59)

||Rr Ea |ψ〉||2 =
︸︷︷︸

(2.5)

〈Rr EaΨ |Rr EaΨ〉

=
︸︷︷︸

(2.31),(2.30)

〈Ψ |E∗
a R

∗
r Rr EaΨ〉 , (7.60)

and in summing over r and a, we obtain for any |Ψ〉 �= 0

m

∑
r=1

l

∑
a=1

|Zra|2 =
︸︷︷︸

(7.60)

1

||Ψ ||2 〈Ψ |
l

∑
a=1

E∗
a

(
m

∑
r=1

R∗
r Rr
)

EaΨ〉 =
︸︷︷︸

(7.54)

κE . (7.61)

On the other hand, we have

tr (Z∗Z) =
︸︷︷︸

(2.57)

∑
a
(Z∗Z)aa = ∑

r,a
Z∗
arZra =

︸︷︷︸

(2.34)

∑
r,a

ZraZra = ∑
r,a

|Zra|2 =
︸︷︷︸

(7.61)

κE

=
︸︷︷︸

(7.53)

tr (E(ρ))

for all ρ ∈ D
(

H
Cq
)

, which completes the proof of ⇒ and the claim (7.52).
To show ⇐, let each Rr ∈ R and Ea ∈ E be such that there exists a Zra ∈ C so

that for all |Ψ〉 ∈ H
Cq

Rr Ea |Ψ〉 = Zra|Ψ〉 . (7.62)

Then it follows that for any |Φ〉 ∈ H
Cq

〈Φ |E∗
a R

∗
r =
︸︷︷︸

(2.47)

〈Φ |(Rr Ea)∗ =
︸︷︷︸

(2.33)

〈Rr Ea Φ | =
︸︷︷︸

(7.62)

〈ZraΦ | =
︸︷︷︸

(2.33),(2.32)

Zra〈Φ | .

(7.63)

Since R is by definition trace-preserving, Corollary 3.25 implies that ∑r R
∗
r Rr = 1

and thus

∑
r,a

|Zra|2 〈Φ |Ψ〉 =
︸︷︷︸

(7.62),(7.63)

〈Φ |∑
a
E∗
a

(

∑
r
R∗
r Rr
)

EaΨ〉 =
︸︷︷︸

(2.47)

〈Φ |∑
a
E∗
a EaΨ〉 .

As this holds for any |Φ〉, |Ψ〉 ∈ H
Cq , it follows that ∑a E

∗
a Ea =

(

∑r,a |Zra|2
)

1, and
Corollary 3.25 implies that then
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tr (E(ρ)) =
(

∑
r,a

|Zra|2
) ∀ρ ∈ D

(

H
Cq
)

. (7.64)

Now, let ρ ∈ D
(

H
Cq
)

. Then we know from Theorem 2.24 that there exist p j ∈ [0, 1]
with ∑ j p j = 1 and an ONB {|Θ j〉} in H

Cq such that

ρ = ∑
j
p j|Θ j〉〈Θ j| . (7.65)

Therefore, we have

R

(

E(ρ)
tr (E(ρ))

)

=
︸︷︷︸

(3.97)

∑
r
Rr

∑a Ea ρ E∗
a

tr (E(ρ))
R∗
r =

1
tr (E(ρ)) ∑

r,a
Rr Ea ρ E∗

a R
∗
r

=
︸︷︷︸

(7.65)

1
tr (E(ρ)) ∑

r,a, j
p j Rr Ea |Θ j〉〈Θ j|E∗

a R
∗
r

=
︸︷︷︸

(7.62),(7.63)

1
tr (E(ρ)) ∑

r,a, j
p j |Zra|2 |Θ j〉〈Θ j| = ∑r,a |Zra|2

tr (E(ρ)) ∑
j
p j|Θ j〉〈Θ j|

=
︸︷︷︸

(7.64),(7.65)

ρ ,

and E is correctable. �
An almost direct consequence of Theorem 7.20 is that if E = {Ea} is correctable

by R, then the error operation generated by any linear combination of the Ea is also
correctable by R.

Corollary 7.21 Let Ê =
{

Êa
∣

∣ a ∈ {1, . . . , l}} and Ě =
{

Ěs
∣

∣ s ∈ {1, . . . , t}}
be two error operations in the code H

Cq of a QECC which are both cor-
rectable by R =

{

Rr | r ∈ {1, . . . ,m}}. Furthermore, let V ∈ Mat(v × l, C)
and W ∈ Mat(v × t, C), and let E =

{

Eu
∣

∣ u ∈ {1, . . . , v}} be the error
operation in H

Cq given by operation elements

Eu =
l

∑
a=1

VauÊa +
t

∑
s=1

WsuĚs . (7.66)

Then E is also correctable by R.

Proof From Theorem 7.20 we know that, since Ê and Ě are correctable by R, there
exist Ẑ ∈ Mat(m × l, C) and Ž ∈ Mat(m × t, C) such that for any Rr, Êa, Ěs and
|Ψ〉 ∈ H

Cq

Rr Êa|Ψ〉 = Ẑra|Ψ〉 and Rr Ěs|Ψ〉 = Žrs|Ψ〉 . (7.67)
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Therefore, we have for every Rr ∈ R, Eu ∈ E and |Ψ〉 ∈ H
Cq

Rr Eu |Ψ〉 =
︸︷︷︸

(7.66)

∑
a
Vau Rr Êa|Ψ〉 + ∑

s
Wsu Rr Ěs|Ψ〉

=
︸︷︷︸

(7.67)

∑
a
VauẐra|Ψ〉 + ∑

s
WsuŽrs|Ψ〉 = (ẐV + ŽW

)

ru|Ψ〉

= Zru|Ψ〉 ,

and it follows from Theorem 7.20 that E is correctable by R. �

Note that since we would like E to be an error operation, the matricesV andW in
(7.66) cannot be completely arbitrary as we still want to ensure that tr (E(ρ)) ≤ 1.
As long as this is assured, however, any linear combination of operation elements
generates an error operation which remains correctable by R.

The result of Theorem 7.20 allows us to determine from the error and recovery
operators if the error operation is correctable. However, it suffers from the shortcom-
ing that we need to know the recovery operators Rr in order to determine whether
E is correctable. The next theorem alleviates this in that it provides necessary and
sufficient conditions for an error operation E in H

Cq to be correctable, where the
conditions are given in terms of its operation elements Ea and the code H

Cq .

Theorem 7.22 Let E =
{

Ea
∣

∣ a ∈ {1, . . . , l}} ∈ L
(

H
N
)

be an error opera-
tion in the code H

Cq of an [[n, k]]c QECC, and let
{|Ψw〉 ∣∣ w ∈ {0, . . . , 2k −

1}} be the ONB of basis codewords in H
Cq . Then the following equivalence

holds.

The error operation
E = {Ea} in H

Cq

is correctable

}

⇔

⎧

⎪
⎨

⎪
⎩

∃C ∈ Mat(l × l, C) such that C∗ = C and
∀Ea,Eb ∈ E and |Ψx〉, |Ψy〉 ∈ {|Ψw〉} :

〈EaΨx|EbΨy〉 = Cabδxy , (7.68)

and, if these statements are true, we also have

tr (C) = tr (E(ρ)) ∀ρ ∈ D
(

H
Cq
)

.

Proof To prove ⇒, let E be correctable. Then there exists a recovery operation
R =

{

Rr ∈ L
(

H
N
) ∣

∣ r ∈ {1, . . . ,m}}, which is a trace-preserving quantum opera-
tion satisfying

m

∑
r=1

R∗
r Rr = 1 (7.69)

and which corrects E. Theorem 7.20 implies that there exist Zra ∈ C satisfying
(7.52) such that for all |Ψ〉 ∈ H

Cq
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Rr Ea |Ψ〉 = Zra|Ψ〉 . (7.70)

Hence, we have for any basis codewords |Ψx〉, |Ψy〉 ∈ H
Cq

〈EaΨx|EbΨy〉 =
︸︷︷︸

(7.69)

〈EaΨx|
(

m

∑
r=1

R∗
r Rr
)

EbΨy〉 =
m

∑
r=1

〈EaΨx|R∗
r Rr EbΨy〉

=
︸︷︷︸

(2.30),(2.31)

m

∑
r=1

〈Rr EaΨx|Rr EbΨy〉 =
︸︷︷︸

(7.70)

m

∑
r=1

〈ZraΨx|ZrbΨy〉

=
︸︷︷︸

(2.4),(2.6)

m

∑
r=1

ZraZrb 〈Ψx|Ψy〉
︸ ︷︷ ︸

=δxy

= Cabδxy ,

where in the last equation we used Lemma 7.13, and whereCab = ∑r ZraZrb is such
that

C∗
ab =
︸︷︷︸

(2.34)

Cba =
m

∑
r=1

ZrbZra =
m

∑
r=1

ZraZrb = Cab .

Moreover, we obtain

tr (C) =
︸︷︷︸

(2.57)

l

∑
a=1

Caa =
l

∑
a=1

m

∑
r=1

ZraZra =
l

∑
a=1

m

∑
r=1

|Zra|2 =
︸︷︷︸

(7.52)

tr (E(ρ)) . (7.71)

To prove ⇐, let
〈EaΨx|EbΨy〉 = Cabδxy , (7.72)

where C ∈ Mat(l × l, C). Then it follows for any |Ψx〉 that

C∗
ab =
︸︷︷︸

(2.34)

Cba =
︸︷︷︸

(7.72)

〈EbΨx|EaΨx〉 =
︸︷︷︸

(2.1)

〈EaΨx|EbΨy〉 =
︸︷︷︸

(7.72)

Cab .

Since C is self-adjoint, it can be diagonalized by a unitary l × l matrixU such that

l

∑
b,c=1

U∗
abCbcUcd = Caδad , (7.73)

where the Ca are the eigenvalues of the matrix C. With the matrix U we define the
operators

˜Ea =
l

∑
b=1

Uba Eb ∈ L
(

H
N) , (7.74)
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and from Corollary 3.27 we know that the operators {˜Ea} generate the same quan-
tum operation as the {Ea}, that is, we have

˜E(ρ) = E(ρ) ∀ρ ∈ D
(

H
N) . (7.75)

Moreover, we find

〈˜EaΨx|˜EbΨy〉 =
︸︷︷︸

(7.74)

〈∑
c
Uca EcΨx|∑

d

Udb Ed Ψy〉 =
︸︷︷︸

(2.4),(2.6)

∑
c,d

UcaUdb〈EcΨx|Ed Ψy〉

=
︸︷︷︸

(7.72),(2.34)

∑
c,d

U∗
acCcdUdbδxy =

︸︷︷︸

(7.73)

Caδabδxy , (7.76)

and we can conclude that

Ca =
︸︷︷︸

(7.76)

〈˜EaΨx|˜EaΨx〉 ≥
︸︷︷︸

(2.2)

0 .

Also note that since the trace does not depend on the basis (see Exercise 2.16), we
have

l

∑
a=1

Ca = tr (C) =
︸︷︷︸

(7.71)

tr (E(ρ)) . (7.77)

We divide the index set ˜I = {1, . . . , l} indexing the operation elements ˜Ea into two
sets

I0 = {a ∈ ˜I | Ca = 0} and I> = {a ∈ ˜I | Ca > 0} . (7.78)

For a ∈ I0 we have for any basis codeword |Ψx〉 ∈ H
Cq that

∣

∣

∣

∣

∣

∣
˜EaΨ

∣

∣

∣

∣

∣

∣

2
= Ca = 0 and

thus
˜Ea
∣

∣

H
Cq = 0 ∀a ∈ I0 . (7.79)

For every a ∈ I> and basis codeword |Ψx〉 ∈ H
Cq we define a vector

|Φa,x〉 = 1√
Ca

˜Ea|Ψx〉 . (7.80)

The |Φa,x〉 ∈ H
Cq ⊂ H

N satisfy

〈Φa,x|Φb,y〉 =
︸︷︷︸

(7.80)

1√
CaCb

〈˜EaΨx|˜EbΨy〉 =
︸︷︷︸

(7.76)

Caδabδxy√
CaCb

= δabδxy . (7.81)
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Hence, they form a set of orthonormal vectors in H
N and we can extend them to an

ONB of H
N , namely, we can find |Ξp〉 ∈ H

N such that
{|Φa,y〉, |Ξp〉

}

form an ONB
in H

N satisfying in addition to (7.81)

〈Φa,x|Ξp〉 = 0 and 〈Ξp|Ξs〉 = δps . (7.82)

With the |Φa,x〉 and |Ξp〉 we define recovery operators R0,Ra ∈ L
(

H
N
)

as

R0 := ∑
p

|Ξp〉〈Ξp| and ∀a ∈ I> : Ra := ∑
x

|Ψx〉〈Φa,x| , (7.83)

such that
R∗
0 = ∑

p
(|Ξp〉〈Ξp|)∗ =

︸︷︷︸

(2.36)

∑
p

|Ξp〉〈Ξp| = R0

R∗
a = ∑

x
(|Ψx〉〈Φa,x|)∗ =

︸︷︷︸

(2.36)

∑
x

|Φa,x〉〈Ψx|
(7.84)

and thus

R∗
0 R0+ ∑

a∈I>
R∗
a Ra =

︸︷︷︸

(7.83),(7.84)

∑
p,s

|Ξp〉 〈Ξp|Ξs〉
︸ ︷︷ ︸

=δps

〈Ξs| + ∑
a∈I>

∑
x,y

|Φa,x〉 〈Ψx|Ψy〉
︸ ︷︷ ︸

=δxy

〈Φa,y|

= ∑
p

|Ξp〉〈Ξp| + ∑
a∈I>

∑
x

|Φa,x〉〈Φa,x|

= 1H
N

since
{|Φa,x〉, |Ξp〉

}

is an ONB in H
N . Corollary 3.25 then implies that the R0 and

Ra can be taken as operation elements to construct a trace-preserving quantum oper-
ation R. It remains to show that this operation corrects E. Since {|Ψw〉} forms an
ONB of the basis codewords in H

Cq , we can write any ρ ∈ D
(

H
Cq
)

in the form

ρ = ∑
x,y

ρxy|Ψx〉〈Ψy| . (7.85)

such that

˜Eaρ˜E
∗
a = ∑

x,y
ρxy
˜Ea|Ψx〉〈Ψy|˜E∗

a =
︸︷︷︸

(7.79),(7.80)

{

0 if a ∈ I0
Ca ∑x,y ρxy|Φa,x〉〈Φa,y| if a ∈ I>

and thus

E(ρ) =
︸︷︷︸

(7.75)

˜E(ρ) =
︸︷︷︸

(7.40)

∑
a

˜Eaρ˜E
∗
a = ∑

a∈I>
Ca ∑

x,y
ρx,y|Φa,x〉〈Φa,y| .
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With this we find

R0 E(ρ)R∗
0 =
︸︷︷︸

(7.84)

∑
p,s

∑
a∈I>

∑
x,y

Caρxy|Ξp〉〈Ξp|Φa,x〉〈Φa,y|Ξs〉〈Ξs| =
︸︷︷︸

(7.82)

0 (7.86)

as well as

∑
b∈I>

Rb E(ρ)R∗
b =
︸︷︷︸

(7.83),(7.84)

∑
b∈I>

∑
x′,y′

∑
a∈I>

∑
x,y

Caρi j|Ψx′ 〉〈Φb,x′ |Φa,x〉〈Φa,y|Φb,y′ 〉〈Ψy′ |

=
︸︷︷︸

(7.81)

∑
a∈I>

∑
x,y

Caρxy|Ψx〉〈Ψy| =
︸︷︷︸

(7.85)

(

∑
a∈I>

Ca
)

ρ =
︸︷︷︸

(7.78)

(
l

∑
a=1

Ca)ρ

=
︸︷︷︸

(7.77)

tr (E(ρ))ρ . (7.87)

Setting I = {0} ∪ I>, we thus have created a recovery operation R = {Rα | α ∈ I}
that satisfies for any ρ ∈ D

(

H
Cq
)

R

(

E(ρ)
tr (E(ρ))

)

=
︸︷︷︸

(3.97)

∑
α∈I

Rα
E(ρ)

tr (E(ρ))
R∗

α =
1

tr (E(ρ)) ∑
α∈I

Rα E(ρ)R∗
α

=
︸︷︷︸

(7.86),(7.87)

ρ ,

and the R we have constructed corrects E. �

With Theorem 7.22 we can determine if an error operation E = {Ea} in a code
H

Cq is correctable. This determination can be made with information from the oper-
ation elements Ea and the codeword basis {|Ψx〉} alone. To give a rationale for the
condition (7.68), it is worthwhile to consider the equivalent operation elements ˜Ea

constructed in the proof from the matrix diagonalizingC. The ˜Ea generate the same
error operation E as the Ea. If a ∈ I0, then we have ˜Ea

∣

∣

H
Cq = 0. If a ∈ I>, then the

˜Ea|Ψx〉 give rise to orthonormal basis vectors |Φa,x〉 ∈ H
N , and we have

〈˜EaΨx|˜EbΨy〉 = Caδabδxy .

This states that the operation elements ˜Ea generating E map orthogonal codewords
|Ψx〉 to orthogonal subspaces (spanned by the |Φa,x〉). This means that after different
elements ˜Ea �= ˜Eb have acted on any pair of codewords, the probability to observe
˜Ea|Ψx〉 when the system is in the state ˜Eb|Ψy〉 is zero if a �= b or x �= y. If this were
not the case, it would be impossible to uniquely recover any codeword after an error
has occurred. Therefore, the condition (7.68) guarantees that after E has corrupted
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any codeword, the corrupted state is sufficiently ‘distant’ from any other corrupted
state so that we can recover the uncorrupted codeword uniquely.

Another important feature of the condition (7.68) is that the matrix C does not
depend on the basis vectors |Ψx〉 of the code, namely, it implies

〈EaΨx|EbΨx〉 = Cab ∀|Ψx〉 ∈ {|Ψw〉} , (7.88)

whereCab does not depend on x. IfCab were to depend on x, it would reveal informa-
tion about the codeword |Ψx〉. This is akin to observing |Ψx〉 and if the encoded states
are part of an entangled state, any such entanglement would be destroyed rendering
the computational process useless.

Example 7.23 Consider the two QECCs [[3, 1]]q1 and [[3, 1]]q2 from Examples 7.14
and 7.17. The basis codewords in the [[3, 1]]q1 code were determined in (7.22) to be

|Ψ0〉 = |000〉 and |Ψ1〉 = |111〉

and those for the [[3, 1]]q2 code were determined in (7.27) as

|Φ0〉 = | +++〉 and |Φ1〉 = | − −−〉 .

We find for the bit-flip error operators Ebf
st and phase-flip operators E

pf
st in the [[3, 1]]q1

code that

〈Êbf
stΨu|Êbf

lmΨv〉 =
︸︷︷︸

(7.44),(7.45)

Cbf
st,lmδuv (7.89)

〈Êpf
00Ψ0|Êpf

01Ψ0〉 =
︸︷︷︸

(7.46),(7.47)

−〈Êpf
00Ψ1|Êpf

01Ψ1〉 . (7.90)

From (7.89) we see that the bit-flip error operation Ebf satisfies condition (7.68) in
Theorem 7.22 in the code [[3, 1]]q1 and is thus correctable in this code. On the other
hand, (7.90) shows that the phase-flip error operation Epf does not satisfy (7.68)
in the code [[3, 1]]q1 because it violates (7.88). Therefore, phase-flip errors are not
correctable in this code.

Likewise, we find in the [[3, 1]]q2 code that

〈Êpf
st Φu|Êpf

lmΦv〉 =
︸︷︷︸

(7.46),(7.49)

Cpf
st,lmδuv (7.91)

〈Êbf
00Φ0|Êbf

01Φ0〉 =
︸︷︷︸

(7.44),(7.48)

−〈Êbf
00Φ1|Êbf

01Φ1〉 . (7.92)
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Here the situation is reversed, and (7.91) shows that the phase-flip operation Epf is
correctable in the [[3, 1]]q2 code, whereas (7.92) shows that the bit-flip operation E

bf

is not correctable in this code. In summary:

• one-qubit bit-flip errors are correctable in the [[3, 1]]q1 code, but not in the [[3, 1]]q2
code.

• one-qubit phase-flip errors are correctable in the [[3, 1]]q2 code, but not in the
[[3, 1]]q1 code.

Moreover, we see from (7.45) and (7.50) that

〈Êbf
01Ψ1|Ê2bf

2,0Ψ0〉 �= 0 ,

and it follows from Theorem 7.22 that error operations with more than one-qubit-flip
error are not correctable in the [[3, 1]]q1 code either.

We mentioned already that condition (7.68) ensures that the corrupted states are
sufficiently ‘distant’ from each other so that we can recover the uncorrupted code-
word. Similar to the classical world, it is thus useful to define the notion of a distance
of a quantum code. Its definition incorporates the condition (7.68) by making use of
the fact that H

Cq ⊂ H
N = ¶

H
⊗n and that the n-fold PAULI group Pn (see Sect. F.5)

acts on H
⊗n.

Definition 7.24 Let Cq be an [[n, k]]q QECC, and let {|Ψw〉} be the ONB of
basis codewords in H

Cq . The distance of Cq is defined as

dP(Cq) := min
{

wP(g)
∣

∣

∣

all g ∈ Pn such that there exist |Ψx〉, |Ψy〉 ∈
{|Ψw〉} satisfying 〈Ψx|gΨy〉 �= f (g)δxy for
every f : Pn → C

}

,

where wP(g) is the weight as defined in Definition F.63. An [[n, k]]q QECC Cq

with distance d = dP(Cq) is called an [[n, k, d]]q code.

Exercise 7.90 Show that for the SHOR’s [[9, 1]]q code CqS of Example 7.15 there
exist g ∈ P9 with wP(g) = 3 such that

〈Ψx|gΨy〉 �= f (g)δxy

but that for any h ∈ P9 with wP(h) ≤ 2 we have instead

〈Ψx|hΨy〉 = f (h)δxy ,

and conclude that this code has distance three, namely that
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dP(CqS) = 3 . (7.93)

For a solution see Solution 7.90.

Next, we establish the useful fact that any linear operator on H
N = ¶

H
⊗n can be

written as a linear combination of elements in the PAULI group.

Lemma 7.25 Any A ∈ L(¶
H

⊗n) can be written as a finite linear combination
of the form

A = ∑
j
a jh j ,

where a j ∈ C and h j ∈ Pn.

Proof From Exercise 3.45 we know that any A ∈ L(¶
H

⊗n) can be written in the form

A = ∑
jn−1,..., j0

a jn−1,..., j0Ajn−1 ⊗ · · · ⊗ Aj0 , (7.94)

where a jn−1,..., j0 ∈ C and Ajl ∈ L(¶
H), and from Exercise 2.35 we know that any

Ajl ∈ L(¶
H) can be written in the form

Ajl =
3

∑
α jl

=0
zα jl

σα jl
. (7.95)

Inserting (7.95) into (7.94) yields

A = ∑
jn−1,..., j0

a jn−1,..., j0

⎛

⎝

3

∑
α jn−1=0

zα jn−1
σα jn−1

⎞

⎠⊗ · · · ⊗
⎛

⎝

3

∑
α j0=0

zα j0
σα j0

⎞

⎠

= ∑
jn−1,..., j0

3

∑
α jn−1 ,...,α j0=0

ã jn−1,..., j0σα jn−1
⊗ · · · ⊗ σα j0

,

where Definition F.63 tells us that σα jn−1
⊗ · · · ⊗ σα j0

∈ Pn. �

Since for [[n, k]]q codes we have H
N = ¶

H
⊗n, the operation elements Ea of any

error operation belong to L(H⊗n), and it follows from Lemma 7.25 that any oper-
ation element can be expressed as a linear combination of elements of the PAULI

group. If the elements h j of the PAULI group used in the linear combination
Ea = ∑ j a jh j are correctable by some recovery R, then Corollary 7.21 tells us that
the error generated by the Ea remains correctable by the same recovery. This way it
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suffices to study errors in the PAULI group: its elements generate all linear operators
of H

N and correctability is preserved under linear combination. This also explains
why in the stabilizer formalism to be presented in Sect. 7.3.3 it suffices to consider
error correction on the n-fold PAULI group Pn.

The following proposition is in some way a quantum analogue of Proposi-
tion 7.11.

Proposition 7.26 Let Cq be an [[n, k]]q QECC and E = {Ea} a u-qubit error
in H

Cq such that

u ≤
⌊

dP(Cq) − 1
2

⌋

. (7.96)

Then E is correctable.

Proof From Lemma 7.25 we know that every operation element Ea ∈ L
(

H
N
)

of E
can be written as

Ea = ∑
j
a jh j (7.97)

with a j ∈ C and h j ∈ Pn. By assumption E is a u-qubit error. It follows from Def-
inition 7.16 and 3.21 that each h j can act non-trivially on at most u qubits, and we
must have for any Ea ∈ E and all the PAULI group operators h j in their expansion
(7.97) that

wP(h j) ≤ u . (7.98)

With Eb = ∑l blhl this implies for all Ea,Eb ∈ E and their PAULI group expansion
operators h j and hl that

wP

(

h∗
jhl
) ≤

︸︷︷︸

(F.136),(F.135)

wP

(

h j
)

+ wP

(

hl
) ≤
︸︷︷︸

(7.98)

2u <
︸︷︷︸

(7.96)

dP(Cq) . (7.99)

It follows for any Ea,Eb ∈ E and any basis codewords |Ψx〉, |Ψy〉 ∈ H
Cq that

〈EaΨx|EbΨb〉 =
︸︷︷︸

(2.31),(2.30)

〈Ψx|E∗
a EbΨy〉 = 〈Ψx|

(

∑
j
a jh j

)∗(
∑
l

blhl
)

Ψy〉

=
︸︷︷︸

(2.32),(2.4)

∑
j,l

a jbl〈Ψx|h∗
jhlΨy〉 =

︸︷︷︸

(7.99),
Def. 7.24

∑
j,l

a jbl f (h∗
jhl)

︸ ︷︷ ︸

=Cab

δxy

= Cabδxy

and thus from Theorem 7.22 that E is correctable. �
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Proposition 7.26 allows us to make a statement about the error correcting capa-
bilities of SHOR’s [[9, 1]]q code.

Corollary 7.27 SHOR’s [[9, 1]]q code CqS of Example 7.15 corrects all
one-qubit errors.

Proof The claim follows immediately from the result (7.93) of Exercise 7.90 and
Proposition 7.26. �

7.3.2 Detection and Correction

Having defined error and recovery operations together with their operation elements,
we now proceed to establish a process to detect and subsequently correct an error.
When trying to correct an error in the code, we cannot apply all recovery operators
as this would in general apply more changes than are needed. Rather, we need to take
into account which error has occurred and gear our recovery operation accordingly.
Finding out which error has actually occurred is called error detection.

Error detection is accomplished with the so-called error syndrome. The syndrome
will serve to point to the error operator which has corrupted the code. This informa-
tion is subsequently used to select the appropriate recovery operator to correct the
error identified.

Definition 7.28 Let Cq be an [[n, k]]q QECC and E = {Ea ∈ L
(

H
N
) | a ∈ I ⊂

N0} be an error operation in H
Cq such that it includes the non-error E0 =√

p01⊗n and its operational elements satisfy for all a ∈ I

Ea =
√
paÊa , pa ∈ [0, 1] , ∑

a
pa ≤ 1 , Êa ∈ U

(

H
N) . (7.100)

Furthermore, let H
S be a HILBERT space of dimension dimH

S = |I| and
{|ϕa〉 | a ∈ I} be an ONB in H

S. We define the syndrome detection operator
for E as a norm-preserving operator SE : H

N → H
N ⊗ H

S which satisfies

SE(Êa|Ψ〉) = Êa|Ψ〉 ⊗ |ϕa〉 ∀Ea ∈ E and |Ψ〉 ∈ H
Cq . (7.101)
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The space H
S is called a syndrome space for E and the state |ϕa〉 the syndrome

state for Êa. Observing H
S to detect |ϕa〉 and determine a is called syndrome

extraction, and we call a = synq(Êa) the syndrome of Êa.

With the help of syndrome detectors we can then formulate a quantum error
detection and correction protocol for a given error operation E in an [[n, k]]q QECC
as follows:

Quantum Error Detection and Correction Protocol

1. Let | ˜Ψ〉 ∈ H
N be a (possibly corrupted) codeword

2. Apply the syndrome detection gate SE for the error operation E to | ˜Ψ〉 to obtain
SE | ˜Ψ〉

3. In the syndrome space H
S measure the mutually commuting observables

Pa = |ϕa〉〈ϕa|

for all a ∈ I in the state

ρS = trN
(

SE | ˜Ψ〉〈 ˜Ψ |S∗
E

)

∈ D
(

H
S)

until one observation yields the (eigen-)value 1. Let ã ∈ I be the single value in
I for which this is the case

4. Apply the recovery operator
Rã := Ê∗

ã (7.102)

to the state
ρN = trS

(

SE | ˜Ψ〉〈 ˜Ψ |S∗
E

)

∈ D
(

H
N)

to obtain the corrected state

R(ρN) = Rã ρN R∗
ã , (7.103)

and proceed with this as the state of the presumed original uncorrupted codeword
|Ψ〉.
The proof of the following proposition shows how the detection and correction

protocol indeed corrects errors belonging to the error operation E.

Proposition 7.29 Let Cq be an [[n, k]]q QECC and E = {Ea | a ∈ I} a cor-
rectable error operation in H

q with error operators Êa. Moreover, let |Ψ〉 ∈
H

Cq be a valid codeword, and let
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| ˜Ψ〉 = Êã|Ψ〉 (7.104)

be the state after some error operator Êã has corrupted it.
Then the error detection and correction protocol recovers |Ψ〉 from | ˜Ψ〉.

Proof After the detection operator SE is applied to the corrupted state | ˜Ψ〉 the com-
bined system is in the state (written as a density operator)

ρSE | ˜Ψ〉 =
︸︷︷︸

(2.89)

SE | ˜Ψ〉〈 ˜Ψ |S∗
E =

︸︷︷︸

(7.104),(7.101)

Êã|Ψ〉 ⊗ |ϕa〉〈Ψ |Ê∗
ã ⊗ 〈ϕa|

=
︸︷︷︸

(3.36)

Êã|Ψ〉〈Ψ |Ê∗
ã ⊗ |ϕa〉〈ϕa| .

From Theorem 3.17 we know that then the sub-system H
N describing the encoded

system is in the state

ρN =
︸︷︷︸

(3.50)

trS
(

Êã|Ψ〉〈Ψ |Ê∗
ã ⊗ |ϕa〉〈ϕa|

)

=
︸︷︷︸

(3.57)

=1
︷ ︸︸ ︷

tr (|ϕã〉〈ϕã|) Êã|Ψ〉〈Ψ |Ê∗
ã

= Êã|Ψ〉〈Ψ |Ê∗
ã ,

where we used that {|ϕa〉} is an ONB in H
S such that

tr (|ϕã〉〈ϕã|) =
︸︷︷︸

(2.57)

∑
a

〈ϕa|ϕã〉
︸ ︷︷ ︸

=δaã

〈ϕã|ϕa〉
︸ ︷︷ ︸

=δaã

= 1 .

Similarly, we know from Corollary 3.20 that the syndrome sub-system H
S is in the

state

ρS =
︸︷︷︸

(3.50)

trN
(

Êã|Ψ〉〈Ψ |Ê∗
ã ⊗ |ϕa〉〈ϕa|

)

=
︸︷︷︸

(3.57)

=1
︷ ︸︸ ︷

tr
(

Êã|Ψ〉〈Ψ |Ê∗
ã

)

|ϕã〉〈ϕã|

= |ϕã〉〈ϕã| , (7.105)

where we used that by assumption (7.100) we have Êa ∈ U
(

H
N
)

such that

tr
(

Êã|Ψ〉〈Ψ |Ê∗
ã

)

=
︸︷︷︸

(2.58)

tr
(

|Ψ〉〈Ψ |Ê∗
ãÊã

)

=
︸︷︷︸

(2.37)

tr (|Ψ〉〈Ψ |) =
︸︷︷︸

(3.50)

tr (ρΨ ) = 1 .

From (7.105) we see that with Pa = |ϕa〉〈ϕa| we find that
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PaρSPa =
︸︷︷︸

(7.105)

|ϕa〉 〈ϕa|ϕã〉
︸ ︷︷ ︸

=δaã

〈ϕã|ϕa〉
︸ ︷︷ ︸

=δaã

〈ϕa| = δaãPã ,

and only a measurement of Pã in this state will yield a value of 1. Therefore, we will
find ã as the error syndrome of Step 3 of the protocol. Consequently, we obtain for
the state corrected by Rã = Ê∗

ã of Step 4 of the protocol that

R(ρN) =
︸︷︷︸

(7.103)

Rã ρN R∗
ã =
︸︷︷︸

(7.102)

Ê∗
ãρN Êã =

︸︷︷︸

(7.105)

Ê∗
ãÊã|Ψ〉〈Ψ |Ê∗

ãÊã =
︸︷︷︸

Êã∈U(HN)

|Ψ〉〈Ψ |

=
︸︷︷︸

(2.89)

ρΨ .

�

The above mentioned error detection and correction protocol is thus designed to
recover from the errors which occur in the error operation E. Errors caused by oper-
ators which do not belong to E will in general not be corrected by this procedure.
This is the case when the error is caused by an error operator ̂ξ ∈ U

(

H
N
)

which has
the same syndrome as an error in E but is not part of E. In other words, whenever
syndrome detection yields synq(̂ξ ) = synq(Êã) = ã but ̂ξ �= zÊa for all z ∈ C and
Ea ∈ E, then the correction protocol fails to recover the original codeword |Ψ〉 from

| ˜Ψ〉 = ̂ξ |Ψ〉 .

This is because having detected the syndrome ã, the recovery operation will apply
the recovery operator Rã = Ê∗

ã and produce

Ê∗
ã| ˜Ψ〉 = Ê∗

ã
̂ξ

︸︷︷︸

�=1⊗n

|Ψ〉 �= |Ψ〉 .

Therefore, we ought to collect the most probable errors in E first and correct them.
In this case errors like the aforementioned ̂ξ would be less likely and more of a
rare event. A much better strategy, however, is to expand the error operation to
include such ̂ξ . In general this also requires that we enlarge the code such that the
enlarged error operation remains correctable. An example for this is provided by
the QECCs [[3, 1]]q1 and [[3, 1]]q2 of Examples 7.23 vs. the SHOR-code [[9, 1]]qS of
Example 7.15. From Example 7.23 we know that in [[3, 1]]q1 all one-qubit-flips are
correctable, but not the phase-flips, whereas in [[3, 1]]q2 all one-qubit phase-flips are
correctable, but not the bit-flips. On the other hand, we know from Corollary 7.27
that [[9, 1]]qS corrects all one-qubit errors. But then this code also requires a much
larger redundancy.
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Example 7.30 We illustrate the error detection and correction protocol for the one-
qubit-flip error Ebf in (7.44) with the QECC [[3, 1]]q1 of the previous Examples 7.14,
7.17 and 7.23.

In this case we have H
N = ¶

H
⊗3 and Ebf contains four operational elements with

the four error operators given in (7.44). Hence, we set H
S = ¶

H
⊗2 as our syndrome

space and select the basis |ϕst〉 = |st〉, where s, t ∈ {0, 1}. A syndrome detection
operator

SEbf : H
N = ¶

H
⊗3 → H

N ⊗ H
S = ¶

H
⊗3 ⊗ ¶

H
⊗2

is given by
SEbf = (|111〉〈111| + |000〉〈000|) ⊗ |00〉

+(|110〉〈110| + |001〉〈001|) ⊗ |01〉
+(|101〉〈101| + |010〉〈010|) ⊗ |10〉
+(|100〉〈100| + |011〉〈011|) ⊗ |11〉 .

(7.106)

Any valid codeword is of the form

|Ψ〉 =
︸︷︷︸

(7.23)

a|000〉 + b|111〉 ∈ ¶
H

⊗3 (7.107)

with a, b ∈ C such that ||Ψ || = 1. Suppose then this is corrupted by the error oper-
ator

Êbf
10 = 1 ⊗ σx ⊗ 1

such that the corrupted state is

| ˜Ψ〉 = Êbf
10|Ψ〉 =

︸︷︷︸

(7.107)

aÊbf
10|000〉 + bÊbf

10|111〉 =
︸︷︷︸

(7.45)

a|010〉 + b|101〉 . (7.108)

Applying the syndrome detection SEbf , we see that the correct syndrome 10 is
detected:

SEbf | ˜Ψ〉 =
︸︷︷︸

(7.108)

aSEbf |010〉 + bSEbf |101〉 =
︸︷︷︸

(7.106)

(

a|010〉 + b|101〉)⊗ |10〉

such that according to the protocol we apply R10 = Ê∗
10 to | ˜Ψ〉 = Êbf

10|Ψ〉 and
recover |Ψ〉 as desired.

Figure 7.6 shows the circuit for detection and correction of one-qubit-flip errors
in the [[3, 1]]q1 code.
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Fig. 7.6 Illustrating the
error detection, syndrome
extraction and correction
process between en- and
decoding for the [[3, 1]]q1
code and the bit-flip error
operation Ebf. The error
operators for this error
operation are given in (7.44).
Measurement of σz ⊗ σz on
the ancillas reveals the
syndrome (s1 s0) which is
then used to control which
recovery operator Rs1 s0 is
applied
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Exercise 7.91 Show that the operator S = B2B1A2A1 in Fig. 7.6 is given by

S = (|111〉〈111| + |000〉〈000|) ⊗ 1 ⊗ 1

+(|110〉〈110| + |001〉〈001|) ⊗ 1 ⊗ X

+(|101〉〈101| + |010〉〈010|) ⊗ X ⊗ 1

+(|100〉〈100| + |011〉〈011|) ⊗ X ⊗ X .

(7.109)

For a solution see Solution 7.91.

To illustrate that errors ̂ξ not in Ebf will in general not be properly corrected by
this code and protocol, let us now assume that the valid codeword as in (7.107) is
corrupted by a two qubit-error ̂ξ = Êbf

11Ê
bf
10 such that the corrupted state is

| ˜Ψ〉 = Êbf
11Ê

bf
10|Ψ〉 =

︸︷︷︸

(7.107)

aÊbf
11Ê

bf
10|000〉 + bÊbf

11Ê
bf
10|111〉

=
︸︷︷︸

(7.45)

aÊbf
11|010〉 + bÊbf

11|101〉 =
︸︷︷︸

(7.44)

a|110〉 + b|001〉 . (7.110)

Applying the syndrome detection SEbf , we see that the syndrome 01 is detected:

SEbf | ˜Ψ〉 =
︸︷︷︸

(7.110)

aSEbf |110〉 + bSEbf |001〉 =
︸︷︷︸

(7.106)

(

a|110〉 + b|001〉)⊗ |01〉

such that, according to the protocol, we apply R01 = Ê∗
01 to | ˜Ψ〉 and obtain

Ê∗
01| ˜Ψ〉 =

︸︷︷︸

(7.110)

Ê∗
01

(

a|110〉 + b|001〉) =
︸︷︷︸

(7.44)

a|111〉 + b|000〉 �=
︸︷︷︸

(7.107)

|Ψ〉 .

7.3.3 Stabilizer Formalism

The stabilizer formalism provides a neat and compact way to describe QECCs with
the help of group theory [102, 103]. Due to the fact proven in Corollary 7.21 that
correctability is preserved under linear combinations of operation elements, and
because any operation element can be expressed as a linear combination of ele-
ments of the PAULI group, it is sufficient to consider only operation elements which
are elements of the PAULI group.
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All necessary group theoretical notions required for this section are provided in
Appendix F.

From Definition F.27 we recall that the left action Λ of a group G on a set M is
defined as the map

Λ : G × M −→ M
(g,m) −→ g.m

satisfying for all g, h ∈ G and m ∈ M

eG.m = m

(gh).m = g.(h.m) .

and that the stabilizer of any subset Q ⊂ M is defined as

StaG(Q) =
{

g ∈ G
∣

∣ g.m = m ∀m ∈ Q
}

.

Moreover, from Exercise F.130 we know that any such stabilizer is a subgroup of G.
In the context of QECCs these notions are applied as follows

G = Pn

M = H
N = ¶

H
⊗n

Q = H
Cq .

The code is then determined by the specification of a suitable subgroup S < Pn.
This subgroup in turn determines the code space. Our first task is to establish that
the space determined in this fashion has the right properties to serve as the code
space H

Cq of a QECC.

Theorem 7.31 Let k, n ∈ N with k < n and let S be an abelian subgroup of
Pn generated by independent {g1, . . . , gn−k} satisfying −1⊗n /∈ S, that is,

−1⊗n /∈ S = 〈g1, . . . , gn−k〉 < Pn .

Then
Span

{|Ψ〉 ∈ ¶
H

⊗n
∣

∣ g|Ψ〉 = |Ψ〉 ∀g ∈ S
}

is a subspace of ¶
H

⊗n of dimension 2k.

Proof We begin by establishing that the gl only have the two eigenvalues ±1.
From Proposition F.62 we know that every g ∈ Pn < U(¶

H
⊗n) satisfies g2 = ±1⊗n

and g∗g = 1⊗n. Since by assumption −1⊗n /∈ 〈g1, . . . , gn−k〉, it follows that every
gl ∈ {g1, . . . , gn−k} satisfies g2l = 1⊗n. Furthermore, if we had g∗

l = −gl , it would
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follow that −g2l = 1⊗n and thus g2l = −1⊗n. But this would contradict −1⊗n /∈
〈g1, . . . , gn−k〉, and it follows that we must have g∗

l = gl . Consequently, gl ∈
Bsa(¶

H
⊗n), and the eigenvalues of all gl are real. Moreover, since g ∈ U(¶

H
⊗n), we

infer from (iii) in Exercise 2.8 that any such eigenvalue satisfies |λl | = 1. Hence,
every gl has only the two eigenvalues λl = ±1.

For each (n − k)-tuple (λ1, . . . , λn−k) ∈ {±1}n−k we define the subspace

H(λ1,...,λn−k) := Span
{|Ψ〉 ∈ ¶

H
⊗n
∣

∣ gl |Ψ〉 = λl |Ψ〉 ∀l ∈ {1, . . . , n − k}} ,
(7.111)

which by definition satisfy

H(λ1,...,λn−k) ⊂ Eig(gl , λl) ∀l ∈ {1, . . . , n − k} . (7.112)

It follows from (7.112) that for (λ1, . . . , λn−k) �= (μ1, . . . , μn−k) the subspaces
H(λ1,...,λn−k) and H(μ1,...,μn−k) are orthogonal. This is because there must be at least
one l such that λl �= μl , and since eigenspaces of self-adjoint operators for different
eigenvalues are orthogonal, we have

H(λ1,...,λn−k) ⊂
︸︷︷︸

(7.112)

Eig(gl , λl) ⊥ Eig(gl , μl) ⊃
︸︷︷︸

(7.112)

H(μ1,...,μn−k) .

From Proposition F.72 we know that there exist h j ∈ Pn for j ∈ {1, . . . , n − k} such
that for every l ∈ {1, . . . , n − k}

glh j = (−1)δl j h jgl .

Hence, for |Ψ〉 ∈ H(λ1,...,λn−k) we have

glh j|Ψ〉 = (−1)δl j h jgl |Ψ〉 = (−1)δl jλlh j|Ψ〉 =
{

λlh j|Ψ〉 if j �= l

−λlh j|Ψ〉 if j = l .

such that for all |Ψ〉 ∈ H(λ1,...,λn−k)

h j|Ψ〉 ∈ H(λ1,...,λ j−1,−λ j ,λ j+1,...,λn−k) . (7.113)

Since h j ∈ U(¶
H

⊗n) it follows that

dimH(λ1,...,λn−k) = dimH(λ1,...,λ j−1,−λ j ,λ j+1,...,λn−k) . (7.114)

Moreover, (7.113) shows that by application of a suitable set of h j we can unitarily
map any H(λ1,...,λn−k) to any H(μ1,...,μn−k). Together with (7.114) this implies that all
these subspaces have the same dimension, namely

dimH(λ1,...,λn−k) = J ∀(λ1, . . . , λn−k) ∈ {±1}n−k .
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Altogether we have thus 2n−k mutually orthogonal subspaces of equal dimension J
which together comprise ¶

H
⊗n. It follows that J2n−k = dim ¶

H
⊗n = 2n and thus

2k = J = dimH(λ1,...,λn−k) ∀(λ1, . . . , λn−k) ∈ {±1}n−k .

Finally, note that g = ga11 · · · gan−k
n−k for any g ∈ S = 〈g1, . . . , gn−k〉, where a j ∈

{0, 1} since g2 = 1⊗n for any g ∈ S. Consequently,

H(+1,...,+1) =
︸︷︷︸

(7.111)

Span
{|Ψ〉 ∈ ¶

H
⊗n
∣

∣ gl |Ψ〉 = |Ψ〉 ∀l ∈ {1, . . . , n − k}}

=
{|Ψ〉 ∈ ¶

H
⊗n
∣

∣ ∀g ∈ S : g|Ψ〉 = |Ψ〉} .

�

We thus define the notion of a stabilizer (error correcting) code as follows.

Definition 7.32 An [[n, k]]q QECC Cq with code H
Cq is called a stabilizer

code if there exists an abelian subgroup S of Pn that is generated by indepen-
dent {g1, . . . , gn−k} and satisfies −1⊗n /∈ S such that the code H

Cq is given
by

H
Cq =

{|Ψ〉 ∈ H
N
∣

∣ g|Ψ〉 = |Ψ〉 ∀g ∈ S
}

. (7.115)

The subgroup

S = StaPn(H
Cq) =

{

g ∈ Pn
∣

∣ g|Ψ〉 = |Ψ〉 ∀|Ψ〉 ∈ H
Cq
}

is called the stabilizer of the code.

The reason −1⊗n is excluded from S is that including it would result in a trivial
H

Cq . This is because (7.115) would imply for g = −1⊗n for all |Ψ〉 ∈ H
Cq that

|Ψ〉 = −|Ψ〉, resulting in H
Cq = {0}.

In the stabilizer formalism it is the subgroup S of the n-PAULI group Pn which
determines the code H

Cq . In general S will be specified and H
Cq is then given as

the subspace of H
N consisting of all vectors which are invariant under the action of

every g ∈ S. Hence, any |Ψ〉 ∈ H
N for which there exists at least one g ∈ S such

that g|Ψ〉 �= |Ψ〉 cannot be in the code H
Cq .

Example 7.33 Consider the two [[3, 1]]q codes of Examples 7.14, 7.17 and 7.23. The
code [[3, 1]]q1, which can correct bit-flip errors, has the basis codewords

|Ψ0〉 = |000〉 and |Ψ1〉 = |111〉

and the bit-flip error operators
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Êbf00 = 1 ⊗ 1 ⊗ 1 , Êbf01 = 1 ⊗ 1 ⊗ σx , Êbf10 = 1 ⊗ σx ⊗ 1 , Êbf11 = σx ⊗ 1 ⊗ 1 .

The stabilizer of this code is S1 = 〈g1, g2〉, where

g1 = σz ⊗ σz ⊗ 1 and g2 = σz ⊗ 1 ⊗ σz .

On the other hand, the code [[3, 1]]q2, which corrects phase-flip errors, has the basis
codewords

|Φ0〉 = | +++〉 and |Φ1〉 = | − −−〉

and the phase-flip error operators

Ê
pf
00 = 1 ⊗ 1 ⊗ 1 , Ê

pf
01 = 1 ⊗ 1 ⊗ σz , Ê

pf
10 = 1 ⊗ σz ⊗ 1 , Ê

pf
11 = σz ⊗ 1 ⊗ 1 .

The stabilizer of this code is S2 = 〈h1, h2〉, where

h1 = σx ⊗ σx ⊗ 1 and h2 = σx ⊗ 1 ⊗ σx .

Lemma 7.34 Let Cq be an [[n, k]]q QECC with stabilizer S < Pn and N(S)
the normalizer of S. Furthermore, let {|Ψw〉} be the ONB of basis codewords
in H

N, and define

M�= :=
{

g ∈ Pn

∣

∣

∣

there exist |Ψx〉, |Ψy〉 ∈ {|Ψw〉} such that
〈Ψx|gΨy〉 �= f (g)δxy for every f : Pn → C

}

. (7.116)

Then we have
M�= ⊂ N(S) � S . (7.117)

Proof Recall first that by Definitions F.27 and F.16

S =
{

g ∈ Pn
∣

∣ g|Ψ〉 = |Ψ〉 ∀|Ψ〉 ∈ H
Cq
}

N(S) =
{

g ∈ Pn
∣

∣ gS = Sg
}

,

and that Exercises F.130 and F.126 showed that they are subgroups, that is, S is the
subgroup of Pn which leaves every vector in H

Cq unchanged, and the normalizer
N(S) is the subgroup of all elements in Pn which commute with every element of S.

We show the inclusion by proving the contrapositive. First let g ∈ S. Then it
follows for any two basis codewords that
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〈Ψx|gΨy〉 =
︸︷︷︸

g∈S
〈Ψx|Ψy〉 = δxy

and thus g /∈ M�=.
Now suppose g /∈ N(S) such that gS �= Sg, which implies that there exists at

least one h ∈ S such that for all ˜h ∈ S we have gh �= ˜hg. This also holds for ˜h = h.
It follows that for any g ∈ N(S) � S there exists at least one h ∈ S that satisfies

gh �= hg .

But from Proposition F.70 we know that for any g, h ∈ Pn either gh = hg or
gh = −hg. Hence, for the g and h at hand we must have

gh = −hg , (7.118)

and thus any pair |Ψx〉, |Ψy〉 ∈ H
Cq of basis codewords satisfies

〈Ψx|gΨy〉 =
︸︷︷︸

h∈S
〈Ψx|ghΨy〉 =

︸︷︷︸

(7.118)

−〈Ψx|hgΨy〉 =
︸︷︷︸

(2.30)

−〈h∗Ψx|gΨy〉 . (7.119)

Any h ∈ Pn satisfies h∗h = 1⊗n and thus h∗ = h−1. From Exercise F.130 we know
that S is a subgroup of Pn, and since h ∈ S, it follows that h∗ = h−1 ∈ S. Hence, h∗
leaves every vector in H

Cq invariant. Consequently, we obtain

〈Ψx|gΨy〉 =
︸︷︷︸

(7.119)

−〈h∗Ψx|gΨy〉 =
︸︷︷︸

h∗∈S
−〈Ψx|gΨy〉 ,

which implies
〈Ψx|gΨy〉 = 0 = f (g)δxy

with f (g) ≡ 0 and thus g /∈ M�=. We have shown that

g ∈ S ⇒ g /∈ M�= and g /∈ N(S) ⇒ g /∈ M�=

and the contrapositive yields g ∈ M�= ⇒ g ∈ N(S) � S, which implies (7.117). �

The following theorem gives a group theoretic criterion for an error to be cor-
rectable.

Theorem 7.35 Let Cq be an [[n, k]]q QECC with stabilizer S < Pn and E =
{Ea} an error in the code H

Cq with operation elements Ea ∈ Pn. Moreover,
let N(S) = NorPn(S) denote the normalizer of S in Pn. Then we have
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∀Ea,Eb ∈ E : E∗
a Eb /∈ N(S) � S ⇒ E = {Ea} is correctable in H

Cq .

Proof Let E∗
a Eb /∈ N(S) � S. Then it follows from Lemma 7.34 that E∗

a Eb /∈ M�=
and, therefore, that for all basis codewords |Ψx〉, |Ψy〉 ∈ H

Cq

〈EaΨx|EbΨy〉 =
︸︷︷︸

(2.30),(2.31)

〈Ψx|E∗
a EbΨy〉 = f (E∗

a Eb)δxy = Cabδxy ,

and Theorem 7.22 implies that E = {Ea} is correctable in H
Cq . �

From Proposition F.70 we know that any two elements of the n-fold PAULI group
either commute or anti-commute. Therefore, the following definition is meaningful.

Definition 7.36 Let Cq be an [[n, k]]q QECC with stabilizer

S = 〈g1, . . . , gn−k〉 < Pn . (7.120)

We define the syndrome map of the stabilizer QECC Cq as

synq : Pn −→ F
n−k
2

g −→ (

l1(g), . . . , ln−k(g)
) , (7.121)

where

l j(g) =

{

0 if gg j = g jg

1 if gg j = −g jg
(7.122)

for j ∈ {1, . . . , n − k}.

Note that the syndrome map depends on Cq since the component functions l j are
defined with the help of the generators of the stabilizer of Cq.

Example 7.37 Consider first the code [[3, 1]]q1 with generators g1 and g2 given in
Example 7.33. From Example 7.23 we know that this code corrects single-qubit
bit-flip errors. The bit-flip error operators Êbf

st for s, t ∈ {0, 1} have the syndromes
shown in Table 7.1.

From Example 7.23 we also know that the code [[3, 1]]q2 with generators h1 and
h2 given in Example 7.33 corrects phase-flips. The phase-flip error operators Êbf

st for
s, t ∈ {0, 1} have the syndromes shown in Table 7.2.
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Definition 7.36 is the quantum equivalent of the classical syndrome defined in
Definition 7.9. The following lemma establishes the quantum analogue of (7.12).

Lemma 7.38 Let S be the stabilizer of an [[n, k]]q QECC Cq and synq the
syndrome map of Cq, and let N(S) denote the normalizer of S. Then we have

N(S) = Ker(synq) . (7.123)

Proof Let h ∈ N(S). By Definition F.16 this implies hS = Sh, which means

∀g ∈ S ∃g̃ ∈ S : hg = g̃h . (7.124)

On the other hand, we know from Proposition F.70 that for any h, g ∈ Pn either
hg = −gh or hg = gh. Suppose hg = −gh. Then it follows from (7.124) that g̃ =
−g and thus

−1⊗n = g̃g−1 ∈ S .

But −1⊗n ∈ S contradicts the defining assumption in Definition 7.32 of S being a
stabilizer of the QECC Cq. Therefore we must have g̃ = g and thus

Table 7.1 [[3, 1]]q1-syndromes for one-qubit bit-flip errors

g gg1 = ±g1g gg2 = ±g2g l1(g) l2(g)

Êbf
00 Êbf

00g1 = g1Êbf
00 Êbf

00g2 = g2Êbf
00 0 0

Êbf
01 Êbf

01g1 = g1Êbf
01 Êbf

01g2 = −g2Êbf
01 0 1

Êbf
10 Êbf

10g1 = −g1Êbf
10 Êbf

10g2 = g2Êbf
10 1 0

Êbf
11 Êbf

11g1 = −g1Êbf
11 Êbf

11g2 = −g2Êbf
11 1 1

Table 7.2 [[3, 1]]q2-syndromes for the one-qubit phase-flip errors

g gh1 = ±h1g gh2 = ±h2g l1(g) l2(g)

Ê
pf
00 Ê

pf
00h1 = h1Ê

pf
00 Ê

pf
00h2 = h2Ê

pf
00 0 0

Ê
pf
01 Ê

pf
01h1 = h1Ê

pf
01 Ê

pf
01h2 = −h2Ê

pf
01 0 1

Ê
pf
10 Ê

pf
10h1 = −h1Ê

pf
10 Ê

pf
10h2 = h2Ê

pf
10 1 0

Ê
pf
11 Ê

pf
11h1 = −h1Ê

pf
11 Ê

pf
11h2 = −h2Ê

pf
11 1 1
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hg = gh ∀g ∈ S = 〈g1, . . . , gn−k〉
⇔
︸︷︷︸

(7.120)

hg j= g jh ∀g j ∈ {g1, . . . , gn−k}

⇔
︸︷︷︸

(7.122)

l j(h) = 0 ∀ j ∈ {1, . . . , n − k}

⇔
︸︷︷︸

(7.121)

synq(h) = 0 ,

(7.125)

which implies h ∈ Ker(synq) and thus

N(S) ⊂ Ker(synq) . (7.126)

To prove the converse inclusion, let h ∈ Ker(synq) such that synq(h) = 0. Then it
follows from (7.125) that hS = Sh and thus h ∈ N(S). Therefore, Ker(synq) ⊂ N(S)
and together with (7.126) thus N(S) = Ker(synq). �

The following Exercise 7.92 is the quantum analogue of Exercise 7.83.

Exercise 7.92 Show that synq as defined in Definition 7.36 satisfies for any h1, h2 ∈
Pn

synq(h1h2) = synq(h1)
2⊕ synq(h2)

such that synq is a homomorphism, that is,

synq ∈ Hom(Pn, F
n−k
2 ) . (7.127)

For a solution see Solution 7.92.

Lemma 7.39 Let S be the stabilizer of an [[n, k]]q QECC Cq. Then the nor-
malizer N(S) of S is a normal subgroup of Pn, that is,

N(S) � Pn .

Proof From (7.127) and (7.123) we infer thatN(S) is the kernel of a homomorphism
from Pn to F

n−k
2 . The claim then follows immediately from Lemma F.30. �

Having established that N(S) � Pn, it follows from Proposition F.22 that the quo-
tient group Pn/N(S) exists. This allows us to formulate the following proposition,
which is the quantum equivalent of Proposition 7.10 and which will enable us to
establish a quantum error correction protocol similar to the one presented after that
proposition.
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Proposition 7.40 Let synq : Pn → F
n−k
2 be the syndrome map for an [[n, k]]q

QECC Cq with stabilizer S, and let N(S) be the normalizer of S. Then

ŝynq : Pn/N(S) −→ F
n−k
2

[g]N(S) −→ synq(g)

is an isomorphism.

Proof From Lemma 7.38 we know that N(S) = Ker(synq) and from Exercise 7.92

that synq ∈ Hom(Pn, F
n−k
2 ). If we can show that F

n−k
2 = synq{Pn}, then the claim

follows immediately from the First Group Isomorphism Theorem F.31.
To show that F

n−k
2 = synq{Pn}, let a ∈ F

n−k
2 . Suppose am = 1 for some

m ∈ {1, . . . , n − k}. From Proposition F.72 we know that there exists an hm ∈ Pn

such that for all j ∈ {1, . . . , n − k}

g jhm = (−1)δ jmhmg j =

{

(−1)amhmg j if m = j

hmg j if m �= j .
(7.128)

For each m ∈ {1, . . . , n − k} for which am = 1 let hm be one of those that satisfy
(7.128). For those m ∈ {1, . . . , n − k} for which am = 0, set hm = 1⊗n. Then we
have for

h = ha11 · · · han−k
n−k (7.129)

that

g jh =
︸︷︷︸

(7.129)

g jh
a1
1 · · · han−k

n−k =
︸︷︷︸

(7.128)

ha11 · · · ha j−1
j−1 g jh

a j
j · · · han−k

n−k

=
︸︷︷︸

(7.128)

ha11 · · · ha j−1
j−1 (−1)a jha jj g jh

a j+1
j+1 · · · han−k

n−k =
︸︷︷︸

(7.128)

(−1)a jha11 · · · han−k
n−k g j

=
︸︷︷︸

(7.129)

(−1)a jhg j .

Hence, (7.122) implies l j(h) = a j, and it follows from (7.121) that synq(h) = a,
which implies synq{F

n
2} = F

n−k
2 and completes the proof. �

Similar to the classical case with sync of Definition 7.9, we would like to use
the quantum syndrome synq for detection of errors and subsequent correction in a
quantum code. To see how this can be achieved with a stabilizer QECC [[n, k]]q with
stabilizer S, let Ê ∈ Pn be an error operator having corrupted a codeword |Ψ〉 ∈
H

Cq = ¶
H

n−k such that
| ˜Ψ〉 = Ê|Ψ〉 (7.130)
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is the codeword received or retrieved. Then we have for any generator g j ∈ S used
to determine the syndrome

g j| ˜Ψ〉 =
︸︷︷︸

(7.130)

g jÊ|Ψ〉 =
︸︷︷︸

(7.122)

(−1)l j(Ê)Êg j|Ψ〉 =
︸︷︷︸

g j∈S
(−1)l j(Ê)Ê|Ψ〉 =

︸︷︷︸

(7.130)

(−1)l j(Ê)| ˜Ψ〉 ,

that is, the corrupted codeword | ˜Ψ〉 is an eigenstate of each generator g j with

eigenvalue (−1)l j(Ê). Therefore, we can measure the the observables g j, where
j ∈ {1, . . . , n − k}, without changing the corrupted state | ˜Ψ〉 to obtain the mea-

surement results (−1)l j(Ê). Taken together, all these measurement results reveal the
syndrome of Ê:

synq(E) =
(

l1(Ê), . . . , ln−k(Ê)
) ∈ F

n−k
2 .

But Proposition 7.40 tells us that synq(Ê) does not uniquely identify the error E.

It only determines the coset
[

Ê
]

N(S)
to which the error operator Ê belongs. We

can then use the isomorphism provided by ŝynq to identify this coset
[

Ê
]

N(S)
. We

assume that the error which changes the smallest number of qubits is the most likely

to have occurred. Therefore, we pick an element g ∈
[

Ê
]

N(S)
which has the min-

imal weight in the coset. Having chosen g ∈
[

Ê
]

N(S)
means that there exists an

h ∈ N(S) such that g = Êh. We then apply a gate implementing g∗ to | ˜Ψ〉 to correct
the corrupted codeword. This way, we obtain the codeword

g∗| ˜Ψ〉 = (Êh)∗| ˜Ψ〉 =
︸︷︷︸

(2.48)

h∗Ê∗| ˜Ψ〉 =
︸︷︷︸

(7.130)

h∗Ê∗Ê|Ψ〉 =
︸︷︷︸

(F.131)

h∗|Ψ〉 .

Exercise 7.93 shows that the result h∗|Ψ〉 of our correcting transformation | ˜Ψ〉 →
g∗| ˜Ψ〉 is again a valid codeword in H

Cq .

Exercise 7.93 Let S be the stabilizer of a QECC Cq with code H
Cq , and let N(S)

be the normalizer of S. Show that then for any h ∈ N(S) and |Ψ〉 ∈ H
Cq

h|Ψ〉 ∈ H
Cq .

For a solution see Solution 7.93.

Since N(S) is a subgroup of Pn and h ∈ N(S), it follows that h∗ = h−1 ∈ N(S) as
well. Moreover, since the original codeword |Ψ〉 was an element of H

Cq , the result
of Exercise 7.93 tells us that h∗|Ψ〉 ∈ H

Cq and is thus a valid codeword. In general,
however, we have no guarantee that h∗|Ψ〉 = |Ψ〉 and the original codeword is fully
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recovered. Only if we have been lucky enough to have selected h in g = Êh from
the stabilizer, namely such that h ∈ S < N(S), would we end up with h∗|Ψ〉 = |Ψ〉.

In summary, our quantum error detection and correction protocol is thus as fol-
lows:

Quantum Error Detection and Correction Protocol for Stabilizer QECC

1. Let | ˜Ψ〉 ∈ H
N be a (possibly corrupted) codeword

2. Determine ˜l1, . . . ,˜ln−k by observing all generators g j of S = 〈g1, . . . , gn−k〉 in
the state | ˜Ψ〉, which satisfies

g j| ˜Ψ〉 = (−1)˜l j | ˜Ψ〉 ,

and set synq(Ê) =
(

˜l1, . . . ,˜ln−k
)

3. Determine
[

Ê
]

N(S)
= ŝynq

−1( synq(Ê)
)

4. Determine the set of elements in this coset with minimal weight

Rmin
q

[

Ê
]

N(S)
:=
{

h ∈
[

Ê
]

N(S)

∣

∣ wP(h) ≤ wP(g) ∀g ∈
[

Ê
]

N(S)

}

5. Select a random element
g ∈ Rmin

q

[

Ê
]

N(S)

6. Transform | ˜Ψ〉 → g∗| ˜Ψ〉 and proceed with g∗| ˜Ψ〉 as the presumed original code-
word for |Ψ〉.

Note that, whenever the measurement of all generators g j of S = 〈g1, . . . , gn−k〉
reveals synq(Ê) = 0, the identification of the coset by ŝynq

−1 yields
[

Ê
]

N(S)
=

N(S). Since N(S) is a subgroup, it contains 1⊗n. Therefore, we have in this case

Rmin
q

[

Ê
]

N(S)
=
{

h ∈
[

Ê
]

N(S)

∣

∣ wP(h) = 0
}

=
︸︷︷︸

(F.134)

Ctr(Pn) ,

and the action of g∗ is at most only an irrelevant phase multiplication of ia, where
a ∈ {0, . . . , 3}, in other words, the error correction procedure leaves the state | ˜Ψ〉
unchanged if the syndrome vanishes.

We conclude this chapter on error correction with a result which is a quantum
analogue of Proposition 7.11 and a stabilizer version of Proposition 7.26. It gives
yet another sufficient condition for correctability, this time in terms of the weight of
error operators and the distance of the code.
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Corollary 7.41 Let Cq be an [[n, k]]q stabilizer QECC and E = {Ea} an error
in H

Cq with operation elements Ea ∈ Pn. Then we have

wP(Ea) ≤
⌊

dP(Cq) − 1
2

⌋

∀Ea ∈ E ⇒ E is correctable in H
Cq .

Proof Let

wP(Ea) ≤
⌊

dP(Cq) − 1
2

⌋

(7.131)

hold for all Ea ∈ E. Since �x� ≤ x, we obtain for any Ea,Eb ∈ E that

wP(E∗
a Eb) ≤

︸︷︷︸

(F.136)

wP(E∗
a) + wP(Eb) ≤

︸︷︷︸

(F.135)

wP(Ea) + wP(Eb)

≤
︸︷︷︸

(7.131)

2

⌊

dP(Cq) − 1
2

⌋

≤ 2
dP(Cq) − 1

2

< dP(Cq) =
︸︷︷︸

Def. 7.24, (7.116)

min
{

wP(g)
∣

∣ g ∈ M�=
}

.

Therefore, we must have E∗
a Eb /∈ M�=, and (7.117) implies that then E∗

a Eb /∈
N(S) � S. It follows from Theorem 7.35 that E is correctable in H

Cq . �

7.4 Further Reading

An introduction to classical error correction can be found in the book by PLESS [104].
For a more introductory and less mathematical exposition the reader may consult

the review article by STEANE [105] or the more recent one by DEVITT, MUNRO and
NEMOTO [98], which also references a great many of the original contributions.

More mathematical, albeit without proofs, but nonetheless eminently readable,
is the review by GOTTESMANN [100]. A good comprehensive and mathematical
treatise on the subject of quantum error correction is the book by GAITAN [106].

The voluminous collection edited by by LIDAR and BRUN [101] covers a very
wide range of topics related to quantum error correction and fault tolerant quantum
computing including more recent developments. This book also contains a chapter
on topological quantum codes first proposed by KITAEV [36, 107, 108].



Chapter 8
Adiabatic Quantum Computing

8.1 Introduction

In exploring how the laws of quantum mechanics can be utilized to improve algo-
rithms, we have essentially looked at what happens when we replace classical logic
gates or circuits with their quantum versions. We call this circuit (or gate) based
computation or computational model. Adiabatic quantum computation is an alto-
gether different, albeit equivalent, way to harness quantum effects for the benefit of
computation. Even though both the circuit based and adiabatic quantum computa-
tional model utilize the laws of quantum mechanics, they differ substantially in their
approach.

The circuit based model (see Definition 5.27) uses a finite number L of gates
U1, . . . ,UL to build a circuit U = ULUL−1 · · ·U2U1. For pure states this circuit U
then acts on an initial state |Ψini〉 to produce the desired final state

|Ψfin〉 = U |Ψini〉 = ULUL−1 · · ·U2U1|Ψini〉

as the output of the computation.
In contrast, the adiabatic quantum computation uses a time-dependent Hamilto-

nian H(t) to generate a time evolution U(tfin, tini) that transforms the initial pure
state |Ψini〉 into a state close enough to the desired final state |Ψfin〉, that is,

|| |Ψfin〉 −U(tfin, tini)|Ψini〉 || � 1

such that after |Ψini〉 has been subject to the time evolution we should find |Ψfin〉 with
a high enough probability.

The quality of the adiabatic method then depends on finding a suitable H(t) that
generates a time evolution such that U(tfin, tini)|Ψini〉 is as close as possible to the
desired final state |Ψfin〉. However, the transition time T = tfin − tini required for this
should not become too large, so as not to suffer from decoherence effects. We shall
explore all these aspects in this chapter, which is organized as follows.

© Springer Nature Switzerland AG 2019
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In Sect. 8.2 we state the assumptions underlying the adiabatic method and derive
important results about the quality of the adiabatic approximation, which is at the
heart of this method. In doing so, we make use of the Quantum Adiabatic Theorem,
for which we give a thorough proof in AppendixG.

A generic version of the adiabatic method is presented in Sect. 8.3. As an appli-
cation of this, we then look in Sect. 8.4 at a search algorithm using the adiabatic
method. There we also show that with a suitably adapted algorithm the efficiency of
the GROVER search algorithm of Sect. 6.9 can be obtained.

Since both the adiabatic and circuit based method produce the final state, the
question arises if one method might be more efficient than the other. In Sects. 8.5 and
8.6 we shall show that the two approaches are indeed equivalent in their efficiency.
More precisely, we shall show:

(i) in Sect. 8.5 that adiabatic quantum computation can efficiently approximate
any circuit computation, in other words, the final state UL · · ·U1|Ψini〉 of a cir-
cuit computation with L gates

{
Uj
∣
∣ j ∈ {1, . . . ,L}} can be obtained via an

adiabatic quantum computation with a probability 1−ε2
L+1 , and a transition time

T ∈ O
(
1
ε L

6
)
is sufficient to achieve this;

(ii) in Sect. 8.6 that the circuit based approach can efficiently approximate any adia-
batic quantum computation, that is, the adiabatic time evolutionU(T + tini, tini)
can be approximated up to an error of δ by a circuit of J gates, where

J ∈ O
((

T
δ
)2)

.

Throughout this chapter we often use notions and results from AppendixG, which
the reader is encouraged to consult.

8.2 Starting Point and Assumptions

Ever since its first formulation by BORN and FOCK [109] in 1928, the Quantum
Adiabatic Theorem has been recast in various guises. Here we follow the approach
first developed by KATO [110], which has been refined numerous times, and adopted
to the context of quantum computing by JANSEN et al. [111].

All these formulations concern the following situation: we are given a quantum
system with

• an initial Hamiltonian Hini at some initial time tini
• a final Hamiltonian Hfin at some final time tfin
• a time dependent Hamiltonian

H : [tini, tfin] −→ Bsa(H)
t �−→ H(t)
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such that

H(tini) = Hini and H(tfin) = Hfin , (8.1)

and the time evolution between tini and tfin is generated by H(t), that is, the time
evolution operator U(t, tini) for the system is given as the solution of the initial
value problem

i
d
dt
U(t, tini) = H(t)U(t, tini)

U(tini, tini) = 1 .
(8.2)

Any initial state |Ψ(tini)〉 evolves into the stateU(t, tini)|Ψ(tini)〉 at a later time t ≥ tini.
Let the system be prepared initially at time tini in the jth eigenstate |Φj(tini)〉 of the

initial Hamiltonian Hini, and then let it evolve according to the time evolution gen-
erated by H(t) until tfin. The question the Quantum Adiabatic Theorem addresses is
the following: how well does this time-evolved stateU(tfin, tini)|Φj(tini)〉 agree with
with the jth eigenstate |Φj(tfin)〉 of the final Hamiltonian Hfin? Figure 8.1 illustrates
this setup and the question for j = 0.

Fig. 8.1 Schematic representation of the question the Quantum Adiabatic Theorem addresses,
where we consider the case of the ground state; in this illustration the left side depicts the eigen-
values, in other words, the ‘energy levels’ of the initial Hamiltonian H(tini); the right side depicts
the energy levels of the final Hamiltonian H(tfin); the curve emanating from |Φ0(tini)〉 represents
the time evolutionU(tfin, tini) generated by H(t) for this state and attempts to illustrate that it need
not coincide with the ground state of H(tfin)
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The Quantum Adiabatic Theorem tells us that under certain conditions these two
states can be made made arbitrarily close to each other. One of these conditions is
that the system exhibits no eigenvalue crossing during the time evolution. Another
condition is that the transition from Hini to Hfin is sufficiently slow.

Before we proceed to make these statements more exact and ponder their rel-
evance for quantum computing, we introduce some further notation. For the for-
mulation of the Quantum Adiabatic Theorem it is helpful to define time-rescaled
objects.

Definition 8.1 We denote the time elapsed between tini and tfin ≥ tini by

T := tfin − tini (8.3)

and define the rescaled Hamiltonian by

HT : [0, 1] −→ Bsa(H)
s �−→ HT (s) := H(tini + sT ) . (8.4)

Similarly, we introduce the time-rescaled evolution operator

UT : [0, 1] −→ B(H)
s �−→ UT (s) := U(tini + sT , tini)

. (8.5)

As a consequence of this definition, we have that

HT

(
t − tini
T

)
=︸︷︷︸
(8.4)

H(t)

HT (0) =︸︷︷︸
(8.4)

H(tini) =︸︷︷︸
(8.1)

Hini

HT (1) =︸︷︷︸
(8.4)

H(tfin) =︸︷︷︸
(8.1)

Hfin .

Lemma 8.2 The time-rescaled evolution operator UT (·) satisfies

i
d
ds
UT (s) = THT (s)UT (s)

UT (0) = 1

UT (1) = U(tfin, tini) .

(8.6)
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Proof We have

i
d
ds
UT (s) =︸︷︷︸

(8.5)

i
d
ds
U(tini + sT , tini)

= iT
d
dt
U(t, tini)

∣
∣
∣
t=tini+sT

=︸︷︷︸
(8.2)

T [H(t)U(t, tini)]
∣
∣
t=tini+sT

= TH(tini + sT )U(tini + sT , tini)
=︸︷︷︸

(8.4),(8.5)

THT (s)UT (s) ,

which proves (8.6). Moreover,

UT (0) =︸︷︷︸
(8.5)

U(tini, tini) =︸︷︷︸
(8.2)

1

and
UT (1) =︸︷︷︸

(8.5)

U(tini + T , tini) =︸︷︷︸
(8.3)

U(tfin, tini) .

�

We denote the jth eigenvalue of HT (s) by Ej(s), where the index j belongs to
some index set I ⊂ N0. Each eigenvalue Ej(s) may have a finite, dj-fold degener-
acy. The corresponding orthonormalized eigenvectors are thus denoted by |Φj,α(s)〉,
where j ∈ I and α ∈ {1, . . . , dj}. For j, k ∈ I ,α ∈ {1, . . . , dj} and β ∈ {1, . . . , dk}
they satisfy

〈Φj,α(s)|Φk,β (s)〉 = δj,kδα,β

and
HT (s)|Φj,α(s)〉 = Ej(s)|Φj,α(s)〉 . (8.7)

The eigenvalues Ej(s) are often referred to as ‘instantaneous’ eigenvalues and the
eigenvectors |Φj,α(s)〉 as instantaneous eigenvectors. Generally, the instantaneous
jth eigenvector |Φj,α(s)〉 does not coincide with the state reached by time evolution
from the initial state |Φj,α(0)〉. That is, in general we have that

|Φj,α(s)〉 
= UT (s)|Φj,α(0)〉 = U(tini + sT , tini)|Φj,α(0)〉 ,

and the goal of the adiabatic method is to design HT such that, at least for a partic-
ular j, this difference is as small as possible. In fact, what the Quantum Adiabatic
Theorem provides is a bound on their difference.
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Whereas t carries the physical dimension of time, the evolution parameter s is
a pure number in [0, 1] and is dimensionless. Using HT (s) and UT (s) for s ∈ [0, 1]
instead of H(t) and U(t, tini) for t ∈ [tini, tfin] is a matter of pure convenience. We
can always obtain H(t) andU(t, tini) from HT (s) andUT (s) by the substitution s =
t−tini
T and vice versa by substituting t = tini + sT . For example, the Ej

( t−tini
T

)
are the

instantaneous eigenvalues of H(t) and |Φj,α
( t−tini

T

)〉 their respective eigenvectors
since (8.4) implies

H(t) = HT

(
t − tini
T

)

and thus

H(t)|Φj,α

(
t − tini
T

)
〉 = HT

(
t − tini
T

)
|Φj,α

(
t − tini
T

)
〉

=︸︷︷︸
(8.7)

Ej

(
t − tini
T

)
|Φj,α

(
t − tini
T

)
〉 .

For convenience, we shall mostly use the formulation in terms of s. For any s depen-
dent object A(s) we also use the abbreviation

.
A =

.
A(s) :=

d
ds

A(s) .

Exercise 8.94 Let
A : [0, 1] −→ B(H)

s �−→ A(s)

be differentiable with respect to s. Show that then

( .
A(s)

)∗
=
(

d
ds

A(s)
)∗

=
d
ds

(
A(s)∗

)
=
(
A(s)∗

).

such that, in particular, if A(s)∗ = A(s), then also

.
A(s)∗ =

.
A(s) .

For a solution see Solution 8.94.
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Throughout this chapter we always assume that during the time evolution between
s = 0 and s = 1 (or, equivalently, between t = tini and t = tfin) the instantaneous
eigenvalues Ej(s) do not cross. In other words, we make the following assumptions,
which we collectively denote by the term Adiabatic Assumption.

Adiabatic Assumption (AA). We assume that

HT : [0, 1] −→ Bsa(H)
s �−→ HT (s)

is such that

(i) HT (s) is at least twice differentiable with respect to every s ∈]0, 1[
(ii) HT (s) has purely discrete spectrum {Ej(s) | j ∈ I ⊂ N0} for every s ∈

[0, 1]; the eigenvalues may be dj(s)-fold degenerate, where the degenera-
cies dj(s) are constant for s ∈]0, 1]

(iii) the eigenvalues Ej(s) of HT (s) do not cross, that is, for s ∈]0, 1] we have

E0(s) < E1(s) < · · · < Ej(s) < Ej+1(s) < · · · .

In some cases the Adiabatic Assumption (AA) (in particular item (iii)) may not
be satisfied when considering HT (s) on the whole HILBERT space H. However, it
may hold only on a subspace Hsub ⊂ H. If this subspace is left invariant by HT , that
is, if HT (s) {Hsub} ⊂ Hsub for all s ∈ [0, 1], then the Quantum Adiabatic Theorem
and its implications still hold for the restriction HT |Hsub : Hsub → Hsub.

Exercise 8.95 Let |Φ〉, |Ψ〉 ∈ H with ||Φ || = 1 = ||Ψ || and let ε ∈ R be such that

|| |Φ〉 − |Ψ〉 || ≤ ε . (8.8)

Show that then
|〈Φ |Ψ〉|2 ≥ 1 − ε2 .

For a solution see Solution 8.95.

With the help of our version of the Quantum Adiabatic TheoremG.15 we can now
make a statement about the probability of finding a system in an eigenstate of Hfin

if it was initially prepared in the corresponding eigenstate of Hini.
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Corollary 8.3 Let HT be as defined in Definition 8.1 and be such that it sat-

isfies the Adiabatic Assumption (AA). Moreover, let εj :=
Cj(1)
T , where Cj(s)

is as defined in (G.45). Let a system initially be prepared in an eigenstate |Ξj〉
of Hini with eigenvalue Ej(0) and then subject to the time evolution generated
by HT (s) for s ∈ [0, 1].

Then the probability to find that system at time tfin an eigenstate of Hfin

with the eigenvalue Ej(1) is given by
∣
∣
∣
∣Pj(1)UT (1)Ξj

∣
∣
∣
∣2 and satisfies

∣
∣
∣
∣Pj(1)UT (1)Ξj

∣
∣
∣
∣2 ≥ 1 − ε2j , (8.9)

that is, we have

P

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

To observe an eigenstate of Hfin for
the eigenvalue Ej(1) at time tfin,
if system was in an eigenstate |Ξj〉
of Hini for the eigenvalue Ej(0) at
time tini

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

=
∣
∣
∣
∣Pj(1)UT (1)Ξj

∣
∣
∣
∣2 ≥ 1 − ε2j .

Proof Note that since HT (1) = Hfin, Pj(1) is the projector onto the eigenspace of
Hfin for the eigenvalue Ej(1). Moreover, by Lemma 8.2 we have

UT (1) = U(tfin, tini) ,

whereU(t, tini) is the time evolution generated by H(t). Starting from an initial state
|Ξj〉, the system evolves to the stateU(tfin, tini)|Ξj〉 = UT (1)|Ξj〉 at tfin.

The statement that
∣
∣
∣
∣Pj(1)UT (1)Ξj

∣
∣
∣
∣2 is the probability to observe an eigen-

state of Hfin for the eigenvalue Ej(1), when the system is in the time evolved state
UT (1)|Ξj〉, is the content of Postulate 2. It thus remains to show (8.9).

For this let
|Φ(s)〉 = UA,j(s)Pj(0)|Ξj〉 = UA,j(s)|Ξj〉
|Ψ(s)〉 = UT (s)Pj(0)|Ξj〉 = UT (s)|Ξj〉 ,

(8.10)

where UA,j(s) is the adiabatic intertwiner defined in DefinitionG.9. Consequently,
we have

|| |Φ(s)〉 − |Ψ(s)〉 || =
∣
∣
∣
∣(UA,j(s) −UT (s)

)
Pj(0)Ξj

∣
∣
∣
∣

≤︸︷︷︸
(2.51)

∣
∣
∣
∣(UA,j(s) −UT (s)

)
Pj(0)

∣
∣
∣
∣
∣
∣
∣
∣Ξj

∣
∣
∣
∣

︸ ︷︷ ︸
=1

≤︸︷︷︸
(G.44)

Cj(s)
T

= εj(s) .
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The result of Exercise 8.95 then implies

|〈Φ(s)|Ψ(s)〉|2 ≥ 1 − εj(s)2 . (8.11)

With this we can show claim (8.9) as follows. For any s ∈ [0, 1] we have

∣
∣
∣
∣Pj(s)UT (s)Ξj

∣
∣
∣
∣2 =︸︷︷︸

(2.37)

∣
∣
∣
∣UA,j(s)∗Pj(s)UT (s)Ξj

∣
∣
∣
∣2

=︸︷︷︸
(G.23)

∣
∣
∣
∣Pj(0)UA,j(s)∗UT (s)Ξj

∣
∣
∣
∣2 . (8.12)

Since |Ξj〉 is assumed to be an eigenstate of Hini = HT (0) for the eigenvalue
Ej(0), we can form an ONB of the eigenspace for this eigenvalue that contains

|Ξj〉 as one basis vector, that is, we form an ONB
{|Φ̃j,α(0)〉

∣
∣ α ∈ {1, . . . dj}

}
of

Eig
(
HT (0),Ej(0)

)
, where |Φ̃j,1(0)〉 = |Ξj〉. This means that we can express the pro-

jector Pj(0) onto the eigenspace Eig
(
HT (0),Ej(0)

)
in the form

Pj(0) =
dj

∑
α=1

|Φ̃j,α(0)〉〈Φ̃j,α(0)| = |Ξj〉〈Ξj| +
dj

∑
α=2

|Φ̃j,α(0)〉〈Φ̃j,α(0)| .

Moreover, as the
{|Φ̃j,α(0)〉

∣
∣ α ∈ {1, . . . dj}

}
are mutually orthogonal, it follows

for any |Ω〉 ∈ H that

∣
∣
∣
∣Pj(0)Ω

∣
∣
∣
∣2 =︸︷︷︸

(2.15)

dj

∑
α=1

∣
∣
∣〈Φ̃j,α(0)|Ω〉

∣
∣
∣
2 ≥ ∣

∣〈Ξj|Ω〉∣∣2 . (8.13)

Setting |Ω〉 = UA,j(s)∗UT (s)|Ξj〉, we obtain from (8.12) that

∣
∣
∣
∣Pj(s)UT (s)Ξj

∣
∣
∣
∣2 ≥︸︷︷︸

(8.13)

∣
∣〈Ξj|UA,j(s)∗UT (s)Ξj〉

∣
∣2

=︸︷︷︸
(2.30)

∣
∣〈UA,j(s)Ξj|UT (s)Ξj〉

∣
∣2

=︸︷︷︸
(8.10)

|〈Φ(s)|Ψ(s)〉|2

≥︸︷︷︸
(8.11)

1 − εj(s)2

and the claim (8.9) follows from taking s = 1. �
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Another way to use the result of TheoremG.15 is to derive a lower bound for
the transition time T if we want to achieve a given minimal success-probability to
find an eigenstate of Hfin = HT (1) at the end of the transition. In other words, The-
oremG.15 tells us how slowly we have to change Hini = HT (0) into Hfin = HT (1)
if we want to find the system in an eigenstate of Hfin, given that it was initially
prepared in the corresponding eigenstate of Hini. This is made more precise in the
following corollary.

Corollary 8.4 Let HT be defined as in Definition 8.1 and such that it satisfies
the Adiabatic Assumption (AA), and let Cj(s) be defined as in (G.45). Let a
system initially be prepared in an eigenstate |Ξj〉 of Hini with eigenvalue Ej(0)
and then subject to the time evolution generated by HT (s) for s ∈ [0, 1].

If the time T for the transition from Hini to Hfin satisfies

T ≥ Cj(1)√
1 − pmin

(8.14)

for pmin ∈ [0, 1[, then the probability to find that system at time tfin in an eigen-
state of Hfin with the eigenvalue Ej(1) is bounded from below by pmin, that is,

P

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

To observe an eigenstate of Hfin for
the eigenvalue Ej(1) at time tfin,
if system was in an eigenstate |Ξj〉
of Hini for the eigenvalue Ej(0) at
time tini

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

≥ pmin .

Proof This is a direct consequence of Corollary 8.3 since the success-probability in
question is given by

∣
∣
∣
∣Pj(1)UT (1)Ξj

∣
∣
∣
∣2 and satisfies

∣
∣
∣
∣Pj(1)UT (1)Ξj

∣
∣
∣
∣2 ≥︸︷︷︸

(8.9)

1 −
(
Cj(1)
T

)2

≥︸︷︷︸
(8.14)

pmin .

�

We recall from (G.45) that Cj(1) is given as

Cj(1) =

∣
∣
∣
∣
∣
∣

.
HT (1)

∣
∣
∣
∣
∣
∣

gj(1)2
+

∣
∣
∣
∣
∣
∣

.
HT (0)

∣
∣
∣
∣
∣
∣

gj(0)2
+
∫ 1

0

⎛

⎜
⎝

∣
∣
∣
∣
∣
∣

..
HT (u)

∣
∣
∣
∣
∣
∣

gj(u)2
+ 10

∣
∣
∣
∣
∣
∣

.
HT (u)

∣
∣
∣
∣
∣
∣
2

gj(u)3

⎞

⎟
⎠ du . (8.15)

In many versions of the Adiabatic Theorem quoted in the literature [33, 112, 113]
this expression for Cj(1) is further simplified by using
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gj,min := min
s∈[0,1]

{gj(s)} (8.16)

and ∣
∣
∣
∣
∣
∣
.
H
∣
∣
∣
∣
∣
∣
max

:= max
s∈[0,1]

{∣∣
∣
∣
∣
∣

.
HT (s)

∣
∣
∣
∣
∣
∣
}

to obtain an upper bound on Cj(1). As we shall see when considering the adia-
batic quantum search in Sect. 8.4, this may be too generous, and, instead, making

use of more explicit expressions for
∣
∣
∣
∣
∣
∣

.
HT (s)

∣
∣
∣
∣
∣
∣ ,
∣
∣
∣
∣
∣
∣

..
HT (s)

∣
∣
∣
∣
∣
∣ and gj(s) can give much

improved bounds for Cj(1).

8.3 Generic Adiabatic Algorithm

How can the results of the previous section be of help in solving problems via quan-
tum computation? To see this, let us look at how an algorithm based on adiabatic
time evolution can be utilized to solve a problem, the solution of which is given by
some state |Ψs〉 in some HILBERT space H. For example, the solution of our prob-
lem may be some natural number x < 2n for some n ∈ N. Then it could be obtained
by devising a solution-algorithm that finds the corresponding computational basis
state |x〉 ∈ H = ¶

H
⊗n.

For such problems we can describe a generic adiabatic algorithm as follows:

Generic Adiabatic Algorithm

Input: A problem for which the solution can be obtained through knowledge of
a state |Ψs〉 in some HILBERT space H

Step 1: Find a Hamiltonian Hfin such that the solution state |Ψs〉 is an eigenstate
of Hfin for some eigenvalue Efin,j, that is, |Ψs〉 ∈ Eig

(
Hfin,Efin,j

)
. Typi-

cally, one chooses Efin,j = Efin,0 to be the lowest eigenvalue such that the
solution is a ground state of Hfin

Step 2: Find a Hamiltonian Hini for which an eigenstate |Φini,j〉 with the same j
as in Step 1 is known and can easily be prepared

Step 3: Find a time dependent Hamiltonian H(t) such that

H(tini) = Hini

H(tfin) = Hfin

and HT (s) = H(tini + sT ), where T = tfin − tini, satisfies the Adiabatic
Assumption (AA)

Step 4: Prepare the quantum system in the initial state |Φini,j〉 at time tini
Step 5: Evolve the system from time tini for a period of length T until tfin with

the time evolutionU(t, tini) generated by H(t) according to (8.2)
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Step 6: Observe the final state

U(tfin, tini)|Φini,j〉 = UT (1)|Φini,j〉 .

From Corollary 8.3 we know that the probability to find a state in

Eig
(
Hfin,Efin,j

)
) is bounded from below by 1 −

(
Cj(1)
T

)2

Output: A solution state |Ψs〉 ∈ Eig
(
Hfin,Efin,j

)
with a probability of at least 1 −

(
Cj(1)
T

)2

From this algorithm we see that we can increase the probability of finding our
desired solution state |Ψs〉 by increasing T , which is akin to performing the time evo-
lution more slowly. One might be tempted to think that by making T large enough
we could bring our success-probability arbitrarily close to 1. The reason that this
does not work is that we cannot isolate quantum systems an arbitrarily large time
from its environment, and the natural decoherence time puts a limit on how large we
can make T .

Another way, however, to increase the success-probability is to make Cj(1) as
small as possible. From (8.15) we see that one way to contribute to this is by choos-
ing the eigenvalue Ej with the largest gap gj. Typically, this is the lowest eigenvalue
Eini,0 of Hini, and the corresponding eigenstate is its ground state.

From (8.15) we also see that another way to decrease Cj(1) consists of finding a

time dependent HT (s) such that
∣
∣
∣
∣
∣
∣

.
HT (s)

∣
∣
∣
∣
∣
∣ and

∣
∣
∣
∣
∣
∣

..
HT (s)

∣
∣
∣
∣
∣
∣ are small. However, slow-

ing down the transition will inevitably increase T .

Definition 8.5 If in an adiabatic algorithm t �→ H(t) is a convex combination
of Hini and Hfin such that it results in

HT (s) =
(
1 − f (s)

)
Hini + f (s)Hfin , (8.17)

where f : [0, 1] → [0, 1] is at least twice differentiable with
.
f > 0 and satis-

fies f (0) = 0 as well as f (1) = 1, then the function f is called the adiabatic
schedule of the adiabatic algorithm.

If HT (s) is a convex combination of the initial Hini and the final Hfin, then

reducing
∣
∣
∣
∣
∣
∣

.
HT (s)

∣
∣
∣
∣
∣
∣ and

∣
∣
∣
∣
∣
∣

..
HT (s)

∣
∣
∣
∣
∣
∣ means finding an optimal schedule f (s). In The-

orem 8.16 in Sect. 8.4 we will encounter an example where the gap gj(s) is known
explicitly and where we can then optimize the schedule f (s) to attain a small Cj(1).
The following corollary gives a general expression for Cj(s) in the case of a convex
combination.



8.3 Generic Adiabatic Algorithm 415

Corollary 8.6 Let HT (s) be a convex combination of Hini,Hfin ∈ Bsa(H) of
the form

HT (s) =
(
1 − f (s)

)
Hini + f (s)Hfin (8.18)

with adiabatic schedule f : [0, 1] → [0, 1]. Then Cj(s) for s ∈ [0, 1] as defined
in Theorem G.15 and used in Corollaries 8.3 and 8.4 is given by

Cj(s) =
∣
∣
∣
∣Hfin − Hini

∣
∣
∣
∣
[ .

f (s)
gj(s)2

+

.
f (0)
gj(0)2

(8.19)

+
∫ s

0

⎛

⎝

∣
∣
∣
..
f (u)

∣
∣
∣

gj(u)2
+ 10

∣
∣
∣
∣Hfin − Hini

∣
∣
∣
∣ (

.
f (u))2

gj(u)3

⎞

⎠ du

⎤

⎦ ,

and an upper bound for it can be given by replacing
∣
∣
∣
∣Hfin − Hini

∣
∣
∣
∣ in (8.19)

by
∣
∣
∣
∣Hfin

∣
∣
∣
∣+ ||Hini||.

Proof From (8.18) it follows that

.
HT (s) =

.
f (s)

(
Hfin − Hini

)
and

..
HT (s) =

..
f (s)

(
Hfin − Hini

)
.

Using
.
f > 0, we thus obtain

∣
∣
∣
∣
∣
∣

.
HT (s)

∣
∣
∣
∣
∣
∣ =

.
f (s) ||Hfin − Hini|| and

∣
∣
∣
∣
∣
∣

..
HT (s)

∣
∣
∣
∣
∣
∣ =

∣
∣
∣
..
f (s)

∣
∣
∣ ||Hfin − Hini|| .

The claim (8.19) then follows by inserting these expressions for the norms of
the derivatives into (G.45), and the last statement in Corollary 8.6 follows from
(2.53). �

Since it is notoriously difficult to obtain the explicit form of gj(s), it may be
necessary to replace it by a lower bound, such as its minimum as defined in (8.16)
if at least that can be found.

It may happen that, although we can specify and (hopefully) implement a time
dependent Hamiltonian H(·) starting at Hini and ending at Hfin, the eigenvalues Ej(·)
along its path do not satisfy the Adiabatic Assumption (AA) on the full HILBERT

space H. Hence, the preconditions of the Adiabatic Theorem G.15 would not be
satisfied.
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If, however, the Adiabatic Assumption (AA) is satisfied on a subspace Hsub ⊂ H

and if H(·) leaves this subspace invariant, then we can apply Theorem G.15 and its
Corollaries 8.3, 8.4 and 8.6 to the reduced setup, in other words, consider only the
restriction of H(·) to Hsub.

Before we encounter such a situation in the context of the adiabatic search algo-
rithm, we make the above statements more precise with the following lemma, which
shows that if H(·)maps vectors of Hsub into Hsub, then the time evolution generated
by H(·) does too. This lemma will be useful in the construction of an adiabatic
version of GROVER’s search algorithm to which we turn in Sect. 8.4.

Lemma 8.7 Let H : [tini, tfin] → Bsa(H) be a time-dependent Hamiltonian
which generates the time evolution U such that

i
d
dt
U(t, tini) = H(t)U(t, tini)

U(tini, tini) = 1 .
(8.20)

Moreover, let Hsub ⊂ H be a subspace of H and Psub the projection onto this
subspace. If Psub is such that for all t ∈ [tini, tfin] we have

[
H(t),Psub

]
= 0 , (8.21)

then
U(t, tini)

{
Hsub

} ⊂ Hsub

holds for t ∈ [tini, tfin].

Proof The claim is proven, if we can show that

U(t, tini)∗PsubU(t, tini) = Psub (8.22)

holds for all t ∈ [tini, tfin]. This is because (8.22) impliesU(t, tini)Psub = PsubU(t, tini)
and thus for any |Ψ〉 ∈ Hsub

U(t, tini)|Ψ〉 = U(t, tini)Psub|Ψ〉 = PsubU(t, tini)|Ψ〉 ∈ Hsub .

From (8.20) we see that (8.22) is obviously true for t = tini. To show that it holds
for every t ∈ [tini, tfin], we show that the left side of (8.22) is constant:
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d
dt

(
U(t, tini)∗PsubU(t, tini)

)

=
dU(t, tini)∗

dt
PsubU(t, tini) +U(t, tini)∗Psub

dU(t, tini)
dt

=︸︷︷︸
(8.20),(2.73)

i
(
U(t, tini)∗H(t)PsubU(t, tini) −U(t, tini)∗PsubH(t)U(t, tini)

)

=︸︷︷︸
(2.46)

iU(t, tini)∗
[
H(t),Psub

]
U(t, tini)

=︸︷︷︸
(8.21)

0 ,

which completes the proof of (8.22). �

Before we turn to the adiabatic search, we illustrate how the adiabatic method
may be used to solve commonly occurring quadratic binary optimization problems.

Definition 8.8 (QUBO) A Quadratic Unconstrained Binary Optimiza-
tion (QUBO) problem is defined as follows: for n ∈ N and a given Q ∈
Mat(n×, n,R) find the extremum of the function

B : {0, 1}n −→ R

(x0, . . . , xn−1) �−→ ∑n−1
i,j=0 xiQijxj .

Example 8.9 As an example of how the adiabatic method might be applied to solve
a QUBO minimization problem for

B(x) = B(x0, . . . , xn−1) =
n−1

∑
i,j=0

xiQijxj , xi ∈ {0, 1} (8.23)

with a given Q ∈ Mat(n × n,R), we consider the Hamiltonian

HT (s) =
(
1 − f (s)

)
Hini + f (s)Hfin

on ¶
H

⊗n, where f : [0, 1] → [0, 1] is an adiabatic schedule as given in Definition 8.5.
To find the minimum for B, we choose the initial and final Hamiltonians as
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Hini =
n−1

∑
j=0

Σ j
z

Hfin =
n−1

∑
j=0

KjΣ j
z +

n−1

∑
i,j=0
i 
=j

JijΣ i
zΣ j

z + c1⊗n
(8.24)

with Σ j
z as defined in Definition 5.35 and

Jij =
1
4
Qij for i 
= j

Kj = −1
4

n−1

∑
i=0
i 
=j

(Qij + Qji) − 1
2
Qjj

c =
1
4

n−1

∑
i,j=0
i 
=j

Qji +
1
2

n−1

∑
j=0

Qjj .

(8.25)

Recall that σz|0〉 = |0〉 and σz|1〉 = −|1〉, which we can write succinctly as

σz|xj〉 = (1 − 2xj)|xj〉 for xj ∈ {0, 1}

such that for any computational basis vector |x〉 = |xn−1 . . . x0〉 ∈ ¶
H

⊗n we have

Σ j
z|x〉 = (1 − 2xj)|x〉 . (8.26)

Exercise 8.96 Show that Hini as given in (8.24) has the eigenvalues

Eini,l = −n+ 2l for l ∈ {0, . . . , n}

with degeneracy dl =
(n
l

)
such that its lowest eigenvalue Eini,0 = −n is non-degene-

rate and its ground state is given by

|Φ0〉 = |11 . . . 1〉 = |2n − 1〉 .

For a solution see Solution 8.96.
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The result of Exercise 8.96 shows that the ground state of Hini is easy to prepare.
The result of the next exercise shows that the computational basis states {|x〉 | x ∈
N0, x < 2n} of ¶

H
⊗n are the eigenstates of Hfin with the eigenvalues given by B(x).

Exercise 8.97 Show that for Hfin as given in (8.24) and (8.25) and B as given in
(8.23) any computational basis state |x〉 = |xn−1 . . . x0〉 ∈ ¶

H
⊗n satisfies

Hfin|x〉 = B(x)|x〉 . (8.27)

For a solution see Solution 8.97.

We can thus easily prepare the system in the initial ground state |Φini,0〉 = |11 . . . 1〉
of HT (0) = Hini and then subject the system to the time evolution generated by
HT (s) for s = 0 �→ s = 1. Provided that the Adiabatic Assumption (AA) is satis-
fied, Corollary 8.4 tells us that if T satisfies (8.14), the system will end up in the
ground state, that is, the eigenstate with the lowest eigenvalue of HT (1) = Hfin, with
a probability of at least pmin. From (8.27) we see that this is the lowest possible value
of B(x). Hence, observing the time-evolved state UT (1)|Φ0〉 will reveal a solution
of the QUBO minimization problem with a probability of at least pmin.

8.4 Adiabatic Quantum Search

We illustrate the adiabatic method by using it for the search problem which we dealt
with in the GROVER algorithm in Sect. 6.9. This means that we are trying to find
one ofm elements of S, which is the set of ‘solutions’, by the adiabatic method [111,
113, 114]. In other words, we are trying to find an

x ∈ S ⊂ {0, 1, . . . ,N − 1} ,

where N = 2n. For the adiabatic search we initially prepare the system in the state

|Ψ0〉 = 1√
N

N−1

∑
x=0

|x〉 ∈ ¶
H

⊗n =: H ,

which is the eigenstate for the eigenvalue 0 of the initial Hamiltonian operator

Hini = 1 − |Ψ0〉〈Ψ0| .

For all vectors |Ψ〉 ∈ H|Ψ0〉⊥ orthogonal to |Ψ0〉 we have
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Hini|Ψ〉 = |Ψ〉 ,

that is, they are eigenvectors of Hini with eigenvalue 1. Whereas the eigenspace
for the eigenvalue 0 is one-dimensional and spanned by |Ψ0〉, the eigenspace for
the eigenvalue 1 is (N − 1)-dimensional and given by the orthogonal comple-
ment of |Ψ0〉.

The final Hamiltonian Hfin of our adiabatic search is given by

Hfin = 1 − PS ,

where PS is defined in (6.137) as the projection onto the subspace spanned by basis
vectors |x〉 of the objects x ∈ S we are searching for. Note that

|ΨS〉 = 1√
m ∑

x∈S
|x〉

as an equal superposition of all solution states is in the subspace onto which PS

projects.
With S and S⊥ as defined in Definition 6.22, S is assumed to have m elements,

and since
Hfin|x〉 = 0 ∀x ∈ S ,

the eigenspace of Hfin for the eigenvalue 0 is m-fold degenerate. On the other hand,
we have

Hfin|x〉 = |x〉 − PS|x〉 =︸︷︷︸
(6.137)

|x〉 ∀x ∈ S⊥ ,

which means that Hfin also has 1 as an eigenvalue and that the eigenspace of Hfin for
this eigenvalue 1 is spanned by the N − m computational basis vectors |x〉 for which
x ∈ S⊥. Hence, the eigenvalue 1 of Hfin is (N − m)-fold degenerate.

Definition 8.10 LetN = 2n − 1 andm ∈ Nwithm < N . An adiabatic search
algorithm for the search of m objects (aka ‘solutions’) x ∈ S ⊂ {0, . . . ,N −
1} consists of subjecting a system in H := ¶

H
⊗n between the times tini and

tfin = tini + T to the time evolution generated by the time dependent Hamil-
tonian

H(t) = HT

(
t − tini
T

)
=
[
1 − f

(
t − tini
T

)]
Hini + f

(
t − tini
T

)
Hfin ,

where f [0, 1] → [0, 1] is an adiabatic schedule of the time evolution. We
define

Hini := 1 − |Ψ0〉〈Ψ0| (8.28)
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with

|Ψ0〉 = 1√
N

N−1

∑
x=0

|x〉〈x| ∈ H (8.29)

as the initial and
Hfin := 1 − PS (8.30)

with
PS = ∑

x∈S
|x〉〈x| (8.31)

as the final Hamiltonian of the adiabatic search algorithm.

Since we are only interested in the time evolution between tini and tfin, it is more
convenient to work with the rescaled Hamiltonian as defined in (8.4), that is,

HT (s) = H(tini + sT ) =
(
1 − f (s)

)
Hini + f (s)Hfin , (8.32)

where s ∈ [0, 1].

Exercise 8.98 Show that Hini,Hfin and HT (s) are all self-adjoint and positive.

For a solution see Solution 8.98.

Theorem 8.11 The eigenvalues and eigenspaces of the Hamiltonian HT (s)
of an adiabatic search algorithm with schedule f for the search of m solutions
in N = 2n objects can be characterized as follows:

(i) HT (0) has

(a) an eigenvalue E−(0) = 0, which is non-degenerate with eigenstate
spanned by |Ψ0〉

(b) and an eigenvalue E+(0) = E1(0) = E2(0) = 1, which is N − 1 fold
degenerate

(ii) HT (s) for s ∈]0, 1[ has
(a) two distinct non-degenerate eigenvalues E±(s)
(b) an eigenvalue E1(s), which is (m − 1)-fold degenerate
(c) an eigenvalue E2(s), which is (N − m − 1)-fold degenerate
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and these eigenvalues satisfy

E−(s) < E1(s) < E+(s) < E2(s)

(iii) HT (1) has

(a) an eigenvalue E−(1) = E1(1) = 0, which is m-fold degenerate
(b) an eigenvalue E+(1) = E2(1) = 1, which is (N − m)-fold degener-

ate

(iv) The eigenvalues Ej(·) : [0, 1] → [0, 1] for j ∈ {+,−, 1, 2} mentioned in
(i)–(iii) are given by

E±(s) =
1
2

± 1
2

√

m̃+ 4(1 − m̃)
(
f (s) − 1

2

)2

(8.33)

E1(s) = 1 − f (s)
E2(s) = 1 ,

where m̃ = m
N .

Proof To begin with, we have for HT (s) that

HT (s) =︸︷︷︸
(8.5)

(
1 − f (s)

)
Hini + f (s)Hfin

=︸︷︷︸
(8.28),(8.30)

(
1 − f (s)

)(
1 − |Ψ0〉〈Ψ0|

)
+ f (s)

(
1 − PS

)

= 1 − (
1 − f (s)

)|Ψ0〉〈Ψ0| − f (s)PS . (8.34)

As before, let |Φj,α(s)〉, where α ∈ {1, . . . , dj}, denote the eigenvectors of HT (s)
for the eigenvalue Ej(s), that is,

HT (s)|Φj,α(s)〉 = Ej(s)|Φj,α(s)〉 . (8.35)

These can be expressed in the computational basis
{|x〉 ∣∣ x ∈ {0, . . . ,N − 1}} (see

Sect. 3.2.2) in H with the help of their components Φj,α(s)x ∈ C as

|Φj,α(s)〉 =
N−1

∑
x=0

Φj,α(s)x|x〉 . (8.36)
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Hence,

HT (s)|Φj,α(s)〉 =︸︷︷︸
(8.34)

|Φj,α(s)〉 − (
1 − f (s)

)|Ψ0〉〈Ψ0|Φj,α(s)〉

− f (s)PS|Φj,α(s)〉

=︸︷︷︸
(8.29),(8.31),

(8.36)

N−1

∑
x=0

(
Φj,α(s)x − (

1 − f (s)
) 1√

N
〈Ψ0|Φj,α(s)〉

)
|x〉

− f (s) ∑
x∈S

Φj,α(s)x|x〉 ,

and the eigenvalue equation (8.35) implies

(
1 − f (s) − Ej(s)

)
Φj,α(s)x =

1 − f (s)√
N

〈Ψ0|Φj,α(s)〉 ∀x ∈ S (8.37)

(
1 − Ej(s)

)
Φj,α(s)x =

1 − f (s)√
N

〈Ψ0|Φj,α(s)〉 ∀x ∈ S⊥ . (8.38)

We distinguish the three cases listed in the theorem, and in the case 0 < s < 1 we
consider first the subcase 〈Ψ0|Φj,α(s)〉 = 0 and then 〈Ψ0|Φj,α(s)〉 
= 0.

(i) First, let s = 0. In this case Definition 8.5 of a schedule implies f (0) = 0 and
thus (8.34) gives

HT (0) = 1 − |Ψ0〉〈Ψ0|

from which it follows that

HT (0)|Ψ0〉 = 0

HT (0)|Ψ〉 = |Ψ〉 ∀ |Ψ〉 ∈ H|Ψ0〉⊥ .

Hence, HT (0) has the eigenvalues 0 and 1. The eigenspace for 0 is one-
dimensional and spanned by |Ψ0〉. The eigenspace for the eigenvalue 1 con-
sists of the orthogonal complement H|Ψ0〉⊥ of |Ψ0〉. This forms an (N − 1)-
dimensional subspace of H and the eigenvalue 1 is thus (N − 1)-fold degen-
erate.

(ii) Next, let s ∈]0, 1[. If 〈Ψ0|Φj,α(s)〉 = 0, then (8.37) and (8.38) become

(
1 − f (s) − Ej(s)

)
Φj,α(s)x = 0 ∀x ∈ S (8.39)

(
1 − Ej(s)

)
Φj,α(s)x = 0 ∀x ∈ S⊥ , (8.40)

which allow two solutions for the eigenvalues. The first is

E1(s) = 1 − f (s) .
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Since f (s) 
= 0 for s ∈]0, 1[, it follows that 1 − E1(s) 
= 0 and (8.40) implies
Φ1,α(s)x = 0 for all x ∈ S⊥. Hence, the eigenvectors for the eigenvalue E1(s)
satisfy

|Φ1,α(s)〉 = ∑
x∈S

Φ1,α(s)x|x〉 . (8.41)

Since the set S hasm elements, the subspace Span
{|x〉 ∣∣ x ∈ S

}
ism-dimensional.

However, the eigenvectors also have to satisfy the starting assumption of this
subcase, namely 〈Ψ0|Φ1,α(s)〉 = 0, which together with (8.29) and (8.41) trans-
lates to

∑
x∈S

Φ1,α(s)x = 0

and reduces the dimension by 1. Consequently, the eigenspace of the eigenvalue
E1(s) is the (m − 1)-dimensional subspace Span

{|x〉 ∣∣ x ∈ S
} ∩ H|Ψ0〉⊥ .

The other solution for the eigenvalue implied by (8.39) and (8.40) is

E2(s) = 1 .

Then it follows from (8.39) and f (s) 
= 0 for s ∈]0, 1[ that Φ2,α(s)x = 0 for all
x ∈ S. Therefore, the eigenvectors for the eigenvalue E2(s) satisfy

|Φ2,α(s)〉 = ∑
x∈S⊥

Φ2,α(s)x|x〉 .

Since the set S⊥ has N − m elements, the subspace Span
{|x〉 ∣∣ x ∈ S⊥} is

(N − m)-dimensional. As before, the eigenvectors also have to satisfy the start-
ing assumption of this subcase, that is, 〈Ψ0|Φ2,α(s)〉 = 0, which reduces the
dimension by 1. Consequently, the eigenspace of the eigenvalue E2(s) is the
(N − m − 1)-dimensional subspace Span

{|x〉 ∣∣ x ∈ S⊥} ∩ H|Ψ0〉⊥ .
If, instead 〈Ψ0|Φj,α(0)〉 
= 0, we first observe that since f is injective on [0, 1]
and f (1) = 1, it follows that 1 − f (s) 
= 0 for ∈]0, 1[. Consequently, (8.37) and
(8.38) imply (

1 − f (s) − Ej(s)
)(
1 − Ej(s)

) 
= 0

and thus

Φj,α(s)x =
1 − f (s)√

N
(
1 − f (s) − Ej(s)

) 〈Ψ0|Φj,α(s)〉 ∀x ∈ S

Φj,α(s)x =
1 − f (s)√

N
(
1 − Ej(s)

) 〈Ψ0|Φj,α(s)〉 ∀x ∈ S⊥
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such that

〈Ψ0|Φj,α(s)〉 =︸︷︷︸
(8.29),(8.36)

1√
N

N−1

∑
x=0

Φj,α(s)x

=

(
1 − f (s)

)〈Ψ0|Φj,α(s)〉
N

(

∑
x∈S

1
1 − f (s) − Ej(s)

+ ∑
x∈S⊥

1
1 − Ej(s)

)

=

(
1 − f (s)

)〈Ψ0|Φj,α(s)〉
N

(
m

1 − f (s) − Ej(s)
+

N − m
1 − Ej(s)

)
.

Since the starting assumption in this subcase is 〈Ψ0|Φj,α(s)〉 
= 0, it follows that

1 =
(
1 − f (s)

)
(

m̃
1 − f (s) − Ej(s)

+
1 − m̃

1 − Ej(s)

)
, (8.42)

where m̃ = m
N . The solutions of (8.42) for Ej(s) are

E±(s) =
1
2

± 1
2

√

m̃+ 4
(
1 − m̃

)(
f (s) − 1

2

)2
. (8.43)

Here we make use of the claim about the ordering of Ej(s) for j ∈ {−, 1,+, 2},
which is to be shown in Exercise 8.99.

Exercise 8.99 Show that for s ∈]0, 1[

E−(s) < E1(s) < E+(s) < E2(s) .

For a solution see Solution 8.99.

Hence, E1(s),E2(s) and E±(s) are four distinct eigenvalues and since we know
already that

dimEig(HT (s),E1(s)
)
= m − 1

dimEig
(
HT (s),E2(s)

)
= N − m − 1 ,

it follows that E+(s) and E−(s) are each eigenvalues with one-dimensional eigen-
spaces. We can thus drop the degeneracy index α , and the components of the asso-
ciated eigenvectors |Φ±(s)〉 are given by
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Φ±(s)x =
1 − f (s)√

N
(
1 − f (s) − E±(s)

) 〈Ψ0|Φ±(s)〉 ∀x ∈ S

Φ±(s)x =
1 − f (s)√

N
(
1 − E±(s)

) 〈Ψ0|Φ±(s)〉 ∀x ∈ S⊥

with E±(s) as given in (8.43). With the help of the vectors |ΨS〉 and |ΨS⊥〉 defined
in (6.138) we can write the eigenvectors as

|Φ±(s)〉 = a±(s)|ΨS⊥〉 + b±(s)|ΨS〉 , (8.44)

where

a±(s) :=
(1 −

√
m̃)
(
1 − f (s)

)
(
1 − E±(s)

) 〈Ψ0|Φ±(s)〉

b±(s) :=

√
m̃
(
1 − f (s)

)
(
1 − f (s) − E±(s)

) 〈Ψ0|Φ±(s)〉 .
(8.45)

(iii) Finally, let s = 1. From Definition 8.5 we know that a schedule function f has
to satisfy f (1) = 1. Hence, (8.34) gives

HT (1) = 1 − PS .

Consequently, HT (1) has the two eigenvalues 0 and 1. The former has the
eigenspace PS

{
H
}
, which has dimensionm. The eigenspace for the eigenvalue

1 is PS⊥
{
H
}
=
(
PS

{
H
})⊥

and has dimension N − m.

�
Recall from Proposition 6.28 that in GROVER’s search algorithm the states after

the jth step
|Ψj〉 = cos θj|ΨS⊥〉 + sin θj|ΨS〉

are obtained from the initial state

|Ψ0〉 = 1√
N

N−1

∑
x=0

|x〉 =︸︷︷︸
(6.138)

√
1 − m̃|ΨS⊥〉 +

√
m̃|ΨS〉 (8.46)

by rotating in the subspace

Hsub := Span
{|ΨS⊥〉, |ΨS〉

}
(8.47)

by an angle θj = (2j + 1)θ0, where

θ0 = arcsin

(√
m
N

)
= arcsin

(√
m̃
)
.
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In the adiabatic version of the search algorithm we have a very similar situation as
the following corollary shows.

Corollary 8.12 Let HT (·) be the time-rescaled adiabatic Hamiltonian of the
search algorithm for the search of m solutions x ∈ S ⊂ {0, . . . ,N − 1} as
defined in Definition 8.10. Moreover, define

θ0 := arcsin
(√

m̃
) ∈ [0,

π
2
[ (8.48)

and
|Φ̂−(s)〉 := cos θ(s)|ΨS⊥〉 + sin θ(s)|ΨS〉
|Φ̂+(s)〉 := sin θ(s)|ΨS⊥〉 − cos θ(s)|ΨS〉 ,

(8.49)

where

θ(s) =

{
arctan

(
1−E−(s)

1−f (s)−E−(s) tan θ0
)

∈ [θ0, π
2 [ for s ∈ [0, 1[

lims↗1 θ(s) for s = 1 .
(8.50)

Then we have θ(0) = θ0 and θ(1) = π
2 as well as for s ∈ [0, 1]

|Φ̂±(s)〉 ∈ Eig
(
HT (s),E±(s)

)
. (8.51)

Proof To begin with, note that the definition of |ΨS⊥〉 and |ΨS〉 in (6.138) implies
〈ΨS⊥|ΨS〉 = 0. It then follows from (8.49) that also 〈Φ̂+(s)|Φ̂−(s)〉 = 0 for all s ∈
[0, 1].

First, consider s = 0 for which we have f (0) = 0 = E−(0) and thus θ(0) = θ0
such that

|Φ̂−(0)〉 =︸︷︷︸
(8.49)

cos θ0|ΨS⊥〉 + sin θ0|ΨS〉 =︸︷︷︸
(8.48)

√
1 − m̃|ΨS⊥〉 +

√
m̃|ΨS〉 =︸︷︷︸

(8.46)

|Ψ0〉 ,

and we know from (i) in Theorem 8.11 that |Ψ0〉 ∈ Eig
(
HT (0),E−(0)

)
. This proves

(8.51) for |Φ̂−(0)〉. Moreover, (i) in Theorem 8.11 also states that E−(0) is non-
degenerate and E+(0) is (N − 1)-fold degenerate. Hence, any vector orthogonal to
Eig

(
HT (0),E−(0)

)
is an eigenvector of E+(0), which proves (8.51) for |Φ̂+(0)〉.

For s ∈]0, 1[ we recall from (8.44) that

|Φ±(s)〉 = a±(s)|ΨS⊥〉 + b±(s)|ΨS〉 (8.52)
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with a±(s) and b±(s) as given in (8.45). The latter shows that a±(s) and b±(s)
have the same complex phase, which we denote by ω±(s). This, together with
〈ΨS⊥|ΨS〉 = 0 and ||ΨS||2 = ||ΨS⊥||2 = ||Φ±(s)||2 = 1, implies that we can write
a±(s) and b±(s) in the form

a±(s) = eiω±(s) cos θ±(s) and b±(s) = eiω±(s) sin θ±(s) .

Using this and the fact that eigenvectors for different eigenvalues are orthogonal, we
obtain

0 = 〈Φ+(s)|Φ−(s)〉
= ei

(
ω−(s)−ω+(s)

)(
cos θ+(s) cos θ−(s) + sin θ+(s) sin θ−(s)

)

= ei
(

ω−(s)−ω+(s)
)
cos

(
θ+(s) − θ−(s)

)
,

which requires

θ+(s) = θ−(s) ± (2k + 1)
π
2

for a k ∈ Z. Setting θ(s) = θ−(s) yields

a−(s) = eiω−(s) cos θ(s)

b−(s) = eiω−(s) sin θ(s)
(8.53)

such that (8.52) gives

|Φ−(s)〉 = eiω−(s)( cos θ(s)|ΨS⊥〉 + sin θ(s)|ΨS〉
) ∈ Eig

(
HT (s),E−(s)

)
.

It follows that

|Φ̂−(s)〉 =︸︷︷︸
(8.49)

cos θ(s)|ΨS⊥〉 + sin θ(s)|ΨS〉= e−iω−(s)|Φ−(s)〉 ∈ Eig
(
HT (s),E−(s)

)
,

proving (8.51) for |Φ̂−(s)〉, where s ∈]0, 1[. We will show below that θ(s) has the
form given in (8.50). Noting that the choice θ(s) = θ−(s) implies

cos θ+(s) = cos
(

θ(s) ± (2k + 1)
π
2

)
= ∓(−1)k sin θ(s)

sin θ+(s) = sin
(

θ(s) ± (2k + 1)
π
2

)
= ±(−1)k cos θ(s) ,



8.4 Adiabatic Quantum Search 429

we therefore also obtain

a+(s) = eiω+(s) cos θ+(s) = ∓(−1)keiω+(s) sin θ(s)

= eiω̃+(s) sin θ(s)

b+(s) = eiω+(s) sin θ+(s) = ±(−1)keiω+(s) cos θ(s)

= −eiω̃+(s) cos θ(s) ,

(8.54)

where ω̃+ is such that ∓(−1)keiω+(s) = eiω̃+(s). Using (8.54) in (8.52) gives

|Φ+(s)〉 = eiω̃+(s)
(
sin θ(s)|ΨS⊥〉 − cos θ(s)|ΨS〉

) ∈ Eig
(
HT (s),E+(s)

)
,

which implies

|Φ̂+(s)〉 =︸︷︷︸
(8.49)

sin θ(s)|ΨS⊥〉 − cos θ(s)|ΨS〉 = e−iω̃+(s)|Φ+(s)〉 ∈ Eig
(
HT (s),E+(s)

)

and proves (8.51) for |Φ̂+(s)〉, where s ∈]0, 1[.
Before we consider the case s = 1, we prove (8.50). We know already that

θ(0) = θ0. For s ∈]0, 1[ we have

tan θ(s) =︸︷︷︸
(8.53)

b−(s)
a−(s)

=︸︷︷︸
(8.45)

1 − E−(s)
1 − f (s) − E−(s)

√
m̃√

1 − m̃

=︸︷︷︸
(8.48)

1 − E−(s)
1 − f (s) − E−(s)

tan θ0 , (8.55)

and we have thus verified (8.50) for s ∈ [0, 1[.
As for s = 1, we know that f (1) = 1 and from (8.33) that E−(1) = 0. To show

that then (8.50) implies θ(1) = π
2 , it suffices to note that tan θ0 > 0 and to use the

result of the following exercise when considering the lims↗1 of the right side of
(8.55).

Exercise 8.100 Show that 0 ≤ f (s) ≤ 1 implies

1 − f (s) − E−(s) ≥ 0 .

For a solution see Solution 8.100.
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It follows that then lims↗1 tan θ(s) = +∞ and thus θ(1) = π
2 . With this the claims

(8.51) for s = 1 take the form

|Φ̂−(1)〉 =︸︷︷︸
(8.49)

|ΨS〉 ∈ Eig
(
HT (1),E−(1)

)

|Φ̂+(1)〉 =︸︷︷︸
(8.49)

|ΨS⊥〉 ∈ Eig
(
HT (1),E+(1)

)
,

which we know to be true since |ΨS〉 is an eigenvector of HT (1) = Hfin = 1 − PS

with eigenvalue E−(1) = 0, and |ΨS⊥〉 is an eigenvector for the eigenvalue E+(1) =
1. �

Corollary 8.12 essentially states that the adiabatic time evolutionUT (·) generated
by the Hamiltonian HT (·) rotates the initial state |Ψ0〉 within the two-dimensional
subspace Hsub to the state |ΨS〉, which is an equally weighted superposition of all
solution basis states |x〉, where x ∈ S.

Let us briefly summarize what we have learned of the adiabatic search algorithm
so far: among the eigenvalues of HT (s) we have E±(s), which satisfy 0 ≤ E−(s) <
E+(s) ≤ 1, and their eigenspaces are contained in Hsub = Span

{|ΨS〉, |ΨS⊥〉}.
From Lemma 8.7 we know that if HT (s) leaves Hsub invariant, then this is also

true for the time evolution it generates. In this case we can then apply the adiabatic
estimates of Corollaries 8.3 and 8.4 to the two-dimensional problem in Hsub. As the
following lemma shows, HT (s) for the adiabatic search indeed leaves the subspace
Hsub invariant.

Lemma 8.13 For HT (s) as defined in (8.32) and Hsub as defined in (8.47) we
have for all s ∈ [0, 1] that

[HT (s),Psub] = 0 . (8.56)

Proof As we have already seen in (8.34), HT (s) can be written as

HT (s) = 1 − (
1 − f (s)

)|Ψ0〉〈Ψ0| − f (s)PS , (8.57)

where
PS = ∑

x∈S
|x〉〈x| . (8.58)

From (8.46) we obtain

|Ψ0〉〈Ψ0| = (1 − m̃)|ΨS⊥〉〈ΨS⊥| + m̃|ΨS〉〈ΨS|
+
√
m̃(1 − m̃)

(|ΨS⊥〉〈ΨS| + |ΨS〉〈ΨS⊥|) . (8.59)
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On the other hand, since Hsub = Span
{|ΨS〉, |ΨS⊥〉}, the projector onto this sub-

space is given by
Psub = |ΨS〉〈ΨS| + |ΨS⊥〉〈ΨS⊥| (8.60)

such that together with (8.59) we evidently have

|Ψ0〉〈Ψ0|Psub = |Ψ0〉〈Ψ0| = Psub|Ψ0〉〈Ψ0| (8.61)

and thus [
1 − (

1 − f (s)
)|Ψ0〉〈Ψ0|,Psub

]
= 0 . (8.62)

Moreover, we find

PSPsub =︸︷︷︸
(8.58),(8.60)

(

∑
x∈S

|x〉〈x|
)
(|ΨS〉〈ΨS| + |ΨS⊥〉〈ΨS⊥|)

= |ΨS〉〈ΨS| = PsubPS . (8.63)

Hence, [
f (s)PS,Psub

]
= 0 ,

and together with (8.62) and (8.57) this proves the claim (8.56). �

As a consequence of Lemmas 8.7 and 8.13 we can now restrict all considerations
to the subspace Hsub since it is in this subspace where the initial state |Ψ0〉 at tini
resides and where we remain until tfin = tini + T . This means that instead of HT we
only need to consider its restriction to the subspace Hsub

HT (s)
∣
∣
Hsub

= PsubHT (s)Psub , (8.64)

where Psub is as given in (8.60) and when multiplying HT (s) on the right is viewed
as an operator Psub : Hsub → H, whereas when multiplying on the left as Psub : H →
Hsub. Because of (8.56) and P2

sub = Psub we also have

PsubHT (s)Psub = PsubHT (s) = HT (s)Psub ,

but the right side of (8.64) is more suggestive of the fact that we are dealing with an
operator on Hsub only.

Exercise 8.101 Show that for s ∈ [0, 1]

HT (s)
∣
∣
Hsub

|Φ̂±(s)〉 = E±(s)|Φ̂±(s)〉

such that the spectrum of HT (s), when restricted to Hsub, is given by
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σ
(
HT (s)

∣
∣
Hsub

)
=
{
E±(s)

}
. (8.65)

For a solution see Solution 8.101.

Note that Hsub being two-dimensional implies that the two distinct eigenvalues
E±(s) of HT (s)

∣
∣
Hsub

are non-degenerate. Consequently, we only need to consider

the eigenvalues E±(s) and the eigenstates |Φ̂±(s)〉 of HT (s). From Theorem (8.11)
we know that E−(s) is the lower of these and it is also the eigenvalue which has the
initial state |Ψ0〉 as its eigenstate at s = 0.

Corollary 8.4 tells us that if we want to find the eigenstate |Φ̂−(1)〉 = |ΨS〉 of
E−(1)—and thus a solution searched for—with a minimal probability pmin, then the
transition time T has to satisfy

T ≥ C−(1)√
1 − pmin

.

In order to know how T grows for N → ∞, or equivalently m̃ = m
N → 0, we thus

need to determine the growth of C−(1) as a function of m̃ → 0.
From Corollary 8.6 we see that C−(1) is determined by ||Hfin − Hini|| and the

functions g− and f . The value of the first of these three is given in Exercise 8.102.

Exercise 8.102 Let Hini and Hfin be as defined in Definition 8.10, and let Psub be as
in (8.60). Show that then

∣
∣
∣
∣
∣
∣
(
Hfin − Hini

)∣∣
Hsub

∣
∣
∣
∣
∣
∣ =

√
1 − m̃ . (8.66)

For a solution see Solution 8.102.

This determines one ingredient of C−(1). Before we consider the schedule f in more
detail below, let us have a look at the gap function g−(s). From Definition G.4 of the
gap function we see that for the eigenvalue E−(s) of the reduced operatorHT (s)

∣
∣
Hsub

it is given by

g−(s) =︸︷︷︸
(G.8)

min
{ ∣∣Ej(s) − E−(s)

∣
∣
∣
∣ Ej ∈ σ

(
HT (s)

∣
∣
Hsub

)
� {E−(s)}

}

=︸︷︷︸
(8.65)

E+(s) − E−(s)

=︸︷︷︸
(8.33)

√

m̃+ 4(1 − m̃)
(
f (s) − 1

2

)2

.
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With the help of the function

g : [0, 1] −→ [0, 1]

u �−→ g(u) =
√
m̃+ 4(1 − m̃)

(
u − 1

2

)2 (8.67)

we can write g− in the form

g−(s) = g
(
f (s)

)
.

The next proposition shows that if we choose a linear schedule f (s) = s, then we
end up requiring a transition time T ∈ O

(
N
m

)
for N → ∞ if we want to guarantee to

find the solution with a given minimal probability. This does not reflect the quadratic
speedup seen in (6.161) for the circuit based version of GROVER’s search algorithm.
As we shall see later, a more suitable choice of the schedule f allows us to replicate
the efficiency of the GROVER’s search algorithm in the adiabatic setting.

Proposition 8.14 In an adiabatic search with schedule f (s) = s the success-
probability of finding a solution after the time evolution from tini to tfin =
tini + T can be bounded from below by pmin ∈]0, 1[ if

T ∈ O

(
N
m

)
for N → ∞ . (8.68)

Proof For the linear schedule f (s) = s we have g−(s) = g(s) with g as defined in
(8.67). Inserting this and the result (8.66) of Exercise 8.102 into (8.19) yields

C−(1) =
√
1 − m̃

(
1

g(1)2
+

1
g(0)2

+ 10
√

1 − m̃
∫ 1

0

du
g(u)3

)
, (8.69)

where we have used that
.
f (s) = 1 and

..
f (s) = 0 for s ∈ [0, 1]. Using

∫
du

(
au2 + bu + c

)3/2 =
2(2au + b)

(4ac − b2)
√
au2 + bu + c

,

we find ∫ 1

0

du
g(u)3

=
∫ 1

0

du
(
m̃+ 4(1 − m̃)

(
u − 1

2

)2)3/2
=

1
m̃
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With this and g(1) = 1 = g(0) it follows from (8.69) that

C−(1) = 2
√

1 − m̃++10
1 − m̃
m̃

∈ O

(
1
m̃

)
for m̃ → 0 .

From Corollary 8.4 we know that in order to ensure that the success-probability is
no less than pmin, the transition time T must satisfy

T ≥ C−(1)√
1 − pmin

.

Since m̃ = m
N it follows that for N → ∞

T ∈ O(C−(1)) ∈ O

(
N
m

)
.

�

The result of Proposition 8.14 shows that using a linear schedule leads to a tran-
sition time that is of the same order as the usual search, in other words, grows
linearly with N . It turns out, however, that by judiciously choosing the schedule f
we can improve on (8.68) to the extent that we indeed obtain the quadratic GROVER

speedup T ∈ O

(√
N
m

)
. In order to show this, we need the following preparatory

lemma [111].

Lemma 8.15 Let 0 < m̃ < 1 and g : [0, 1] → [0, 1] be such that

g(u) :=

√

m̃+ 4(1 − m̃)
(
u − 1

2

)2

. (8.70)

Then the following hold.

(i) For a ∈ R with a > 1 we have

∫ 1

0
g(u)−adu ∈ O

(
m̃

1−a
2

)
for m̃ → 0 . (8.71)

(ii) For b ∈ R with 1 < b < 2 we have

∫ 1

0
g(u)b−3

∣
∣ .g(u)

∣
∣ du ∈ O

(
m̃

b−2
2

)
for m̃ → 0 . (8.72)
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Proof (i) In

∫ 1

0
g(u)−adu =

∫ 1

0

du
(
m̃+ 4(1 − m̃)

(
u − 1

2

)2)a/2

= m̃− a
2

∫ 1

0

du
(
1+ 4( 1

m̃ − 1)
(
u − 1

2

)2)a/2

we substitute z = 2
√

1
m̃ − 1

(
u − 1

2

)
such that

∫ 1

0
g(u)−adu =

m̃
1−a
2

2
√
1 − m̃

∫
√

1
m̃−1

−
√

1
m̃−1

dz

(1+ z2)a/2
=

m̃
1−a
2√

1 − m̃

∫
√

1
m̃−1

0

dz

(1+ z2)a/2

≤ m̃
1−a
2√

1 − m̃

∫ ∞

0

dz

(1+ z2)a/2
.

Here we can use that for a > 1

∫ ∞

0

dz

(1+ z2)a/2
= D < ∞ .

Hence, we have

∫ 1

0
g(u)−adu ≤ D

m̃
1−a
2√

1 − m̃

and thus

∫ 1

0
g(u)−adu ∈ O

(
m̃

1−a
2

)
for m̃ → 0

as claimed.
(iii) From (8.70) we find

.
g(u) =

4(1 − m̃)
(
u − 1

2

)

g(u)

and since g(u) > 0 thus

∣
∣ .g(u)

∣
∣ =

{
− .
g(u) for u ∈ [0, 12 ]

.
g(u) for u ∈ [ 12 , 0] .
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Hence, using again g(1) = 1 = g(0) and g
(
1
2

)
=

√
m̃, we obtain

∫ 1

0
g(u)b−3

∣
∣ .g(u)

∣
∣ du =

∫ 1

1
2

g(u)b−3 .
g(u)du −

∫ 1
2

0
g(u)b−3 .

g(u)du

=
1

b − 2

(
g(u)b−2

∣
∣
∣
1

1
2

− g(u)b−2
∣
∣
∣
1
2

0

)

=
2

2 − b

(
1 − m̃

2−b
2

)
m̃

b−2
2

<
2

2 − b
m̃

b−2
2 ,

where we used the assumption 1 < b < 2 in the last inequality. Consequently,

∫ 1

0
g(u)b−3

∣
∣ .g(u)

∣
∣ du ∈ O

(
m̃

b−2
2

)
for m̃ → 0

holds as claimed.
�

The next theorem shows that if we suitably adapt the schedule f to the function

g, we can indeed achieve T ∈ O

(√
N
m

)
.

Theorem 8.16 ([111]) Let 0< m̃ = m
N < 1 and g be defined as in Lemma 8.15.

For 1 < b < 2 define

κb :=
∫ 1

0
g(u)−bdu (8.73)

and let f : [0, 1] → R be defined as the solution of the initial value problem

.
f (s) = κbg

(
f (s)

)b

f (0) = 0 .
(8.74)

Then the following hold.

(i) f is a permissible schedule, in other words, it is a strictly increasing func-
tion from [0, 1] onto itself satisfying f (0) = 0 and f (1) = 1.

(ii) In the adiabatic search with schedule f we can guarantee to find a
solution with a given minimal success-probability if the transition time
T = tfin − tini grows as

T ∈ O

(√
N
m

)

for N → ∞ . (8.75)
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Proof Note that existence and uniqueness of a solution to (8.74) is guaranteed
because the function y �→ κbg(y)b is LIPPSCHITZ-continuous [115].

(i) From its definition in (8.70) we see that g > 0, and thus (8.73) implies that
κb > 0 as well. It then follows from (8.74) that also

.
f > 0. Hence, f is strictly

increasing on [0, 1] and by its defining property (8.74) satisfies f (0) = 0. To
show that also f (1) = 1, consider that in general

∫ f (1)

f (0)
g(u)−bdu =

∫ 1

0
g
(
f (s)

)−b .
f (s)ds . (8.76)

Using the defining properties of f and κb we thus obtain

∫ f (1)

0
g(u)−bdu =︸︷︷︸

(8.74),(8.76)

∫ 1

0
g
(
f (s)

)−bκbg
(
f (s)

)b
ds = κb =︸︷︷︸

(8.73)

∫ 1

0
g(u)−bdu .

Since g > 0, we must have f (1) = 1, and altogether f is a permissible schedule
as it satisfies the requirements of Definition 8.5.

(ii) From Corollary 8.4 we know that the transition time T needed to guarantee a
success probability of at least pmin has to satisfy

T ≥ C−(1)√
1 − pmin

. (8.77)

In order to ascertain the growth of T as a function of N , we thus need to examine
C−(1) in this respect. Inserting the result of Exercise 8.102 into (8.19) yields

C−(1) =
√
1 − m̃

( .
f (1)

g−(1)2
+

.
f (0)

g−(0)2
(8.78)

+
∫ 1

0

∣
∣
∣
..
f (u)

∣
∣
∣

g−(u)2
du + 10

√
1 − m̃

∫ 1

0

.
f (u)2

g−(u)3
du

⎞

⎠ .

We now consider each term in (8.78) in turn. Using first that per definition

.
f (s) = κbg

(
f (s)

)b
and g−(s) = g

(
f (s)

)
(8.79)

together with f (0) = 0, f (1) = 1 and g(0) = 1 = g(1) yields

.
f (1) = κbg

(
f (1)

)
= κbg(1) = κb ,

.
f (0) = κbg

(
f (0)

)
= κbg(0) = κb ,

g−(1) = g
(
f (1)

)
= g(1) = 1 , g−(0) = g

(
f (0)

)
= g(0) = 1
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such that .
f (1)

g−(1)2
+

.
f (0)

g−(0)2
= 2κb . (8.80)

Next, consider that

..
f (u) =

d
du

.
f (u) =︸︷︷︸

(8.74)

d
du

(
κbg

(
f (u)

)b) = bκbg
(
f (u)

)b−1 .
g
(
f (u)

) .
f (u)

=︸︷︷︸
(8.74)

bκ2
b g
(
f (u)

)2b−1 .
g
(
f (u)

)
.

Hence, we obtain

∣
∣
∣
..
f (u)

∣
∣
∣ = bκ2

b g
(
f (u)

)2b−1 ∣∣ .g
(
f (u)

)∣∣ , (8.81)

and thus

∫ 1

0

∣
∣
∣
..
f (u)

∣
∣
∣

g−(u)2
du =︸︷︷︸

(8.79),(8.81)

bκ2
b

∫ 1

0

g
(
f (u)

)2b−1 ∣∣ .g
(
f (u)

)∣∣

g
(
f (u)

)2 du

= bκ2
b

∫ 1

0
g
(
f (u)

)2b−3 ∣∣ .g
(
f (u)

)∣∣ du . (8.82)

In the last integral we make the substitution z = f (u), which implies

dz =
.
f (u)du =︸︷︷︸

(8.74)

κbg
(
f (u)

)b
du . (8.83)

Consequently, we have

∫ 1

0

∣
∣
∣
..
f (u)

∣
∣
∣

g−(u)2
du =︸︷︷︸

(8.82),(8.83)

bκ2
b

∫ 1

0
g(z)2b−3

∣
∣ .g(z)

∣
∣ dz

κbg(z)b

= bκb

∫ 1

0
g(z)b−3

∣
∣ .g(z)

∣
∣ dz . (8.84)

Lastly, consider

∫ 1

0

.
f (u)2

g−(u)3
du =︸︷︷︸

(8.74)

∫ 1

0

(
κbg

(
f (u)

)b)2

g
(
f (u)

)3 du = κ2
b

∫ 1

0
g
(
f (u)

)2b−3
du .
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Making again the substitution z = f (u) and using (8.83) results in

∫ 1

0

.
f (u)2

g−(u)3
= κ2

b

∫ 1

0
g(z)2b−3 dz

κbg(z)b

= κb

∫ 1

0
g(z)b−3dz . (8.85)

Inserting (8.80), (8.84) and (8.85) into (8.78) yields

C−(1) =
√

1 − m̃κb

(
2+ b

∫ 1

0
g(z)b−3

∣
∣ .g(z)

∣
∣ dz + 10

√
1 − m̃

∫ 1

0
g(z)b−3dz

)
.

(8.86)

From the definition (8.73) of κb and Lemma 8.15 (i) we deduce that

κb ∈ O
(
m̃

1−b
2

)
for m̃ → 0

and thus √
1 − m̃κb ∈ O

(
m̃

1−b
2

)
for m̃ → 0 . (8.87)

From Lemma 8.15 (ii) we see that

∫ 1

0
g(z)b−3

∣
∣ .g(z)

∣
∣ dz ∈︸︷︷︸

(8.72)

O
(
m̃

b−2
2

)
for m̃ → 0 . (8.88)

Setting a = 3 − b, we find that then 1 < a < 2 and that Lemma 8.15 (i) implies

∫ 1

0
g(z)b−3dz =

∫ 1

0
g(z)−adz ∈︸︷︷︸

(8.71)

O
(
m̃

1−a
2

)
= O

(
m̃

b−2
2

)
for m̃ → 0

and thus

√
1 − m̃

∫ 1

0
g(z)b−3dz ∈ O

(
m̃

b−2
2

)
for m̃ → 0 . (8.89)

Using (8.87)–(8.89) in (8.86) and applying the properties (C.1) and (C.2) of the
LANDAU symbols, we finally have

C−(1) ∈ O
(
m̃

1−b
2 m̃

b−2
2

)
= O

(
m̃− 1

2

)
= O

(√
N
m

)

for m̃ → 0 .

The claim (8.75) then follows from (8.77).

�
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Fig. 8.2 Graph of functions g(s) of (8.70) with N = 210,m = 4 such that m̃ = 2−8 and f (s) of
(8.74) for b = 3

2

Figure 8.2 shows g(s) in the case m̃ = 2−8 together with a numerical solution
f (s) of (8.74) for a schedule with b = 3

2 .
With the proof that the efficiency of the gate based search algorithm can be repli-

cated by its adiabatic version we conclude our investigations of quantum adiabatic
search algorithms, and we turn to the question of equivalence between gate based
and adiabatic algorithms on a general level. First, we show that any gate based
computation can be replicated with similar efficiency as an adiabatic computation,
before we then show the reverse, namely, that any adiabatic quantum computation
can be replicated with similar efficiency by a suitable gate based version.

8.5 Replicating a Circuit Based by an Adiabatic
Computation

We consider the situation where we are given a circuitU which acts on n qubits and
which is comprised of L gatesU1, . . . ,UL, that is,

U = UL · · ·U1 :
¶
H

⊗n → ¶
H

⊗n ,

where L is the length of the circuit U (see Definition 5.27). It helps to simplify the
notation in subsequent expressions if we also use the trivial gate

U0 = 1⊗n .
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The circuit U is used to perform a quantum computation by transforming a given
initial state |Ψini〉 to a final output state

|Ψfin〉 = U |Ψini〉 .

In this section we shall show that given any input state |Ψini〉, the final output state
|Ψfin〉 can also be produced by means of a suitable adiabatic quantum computation
with similar efficiency [34, 114]. Comparable efficiency here means that the transi-
tion time T in the adiabatic computation grows only polynomially in the length L of
the circuit, namely that T ∈ poly (L).

How do we then go about constructing |Ψfin〉 = U |Ψini〉 in the adiabatic com-
putation? As we assume that we have |Ψini〉 at our disposal, we can construct
Hini = 1 − |Ψini〉〈Ψini| as the initial Hamiltonian that has |Ψini〉 as its eigenstate. But
we cannot do the same to construct the final Hamiltonian, since we do not have
|Ψfin〉 directly available to us.1

However, we assume that we do have the gatesU1, . . . ,UL of the circuitU at our
disposal. The following Exercise 8.103 serves to illustrate the idea how to utilize the
gatesUj to construct |Ψfin〉 in the adiabatic computation.

Exercise 8.103 Let L ∈ N, a1, . . . , aL ∈ R � {0} and let A ∈ Mat
(
(L+ 1) × (L+

1),R
)
be given as

A =

⎛

⎜
⎜
⎜⎜
⎜
⎜
⎜
⎜⎜
⎜
⎜
⎜⎜
⎜
⎜
⎝

1 −(a1)−1 0 · · · 0
−a1 2 −(a2)−1 0
0 −a2 2 −(a3)−1

...
. . .

. . .
. . .

...
−aj−1 2 −(aj)−1

...
. . .

. . .
. . .

...
−aL−2 2 −(aL−1)−1 0

−aL−1 2 −(aL)−1

0 · · · 0 −aL 1

⎞

⎟
⎟
⎟⎟
⎟
⎟
⎟
⎟⎟
⎟
⎟
⎟⎟
⎟
⎟
⎠

.

Show that A has the eigenvalue 0 with eigenvector

1If we had, then there would be no need to perform the adiabatic computation.
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e0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
a1
a2a1
...

aj−1aj−2 · · · a2a1
...

aL−2aL−3 · · · a2a1
aL−1aL−2 · · · a2a1
aLaL−1 · · · a2a1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

∈ R
L+1 .

For a solution see Solution 8.103.

In order to illustrate the idea underlying the replication of a gate based computa-
tion with an adiabatic one, we use the result of Exercise 8.103 for the following
analogy: imagine that in A we replace the aj with the operators Uj of the gates of
our circuit, and in e0 we replace 1 with |Ψini〉 as well as a1 with U1|Ψini〉, and the
remaining aj in e0 are replaced again with theUj. What the claim of Exercise 8.103
then would tell us is that the eigenstate e0 of A for the eigenvalue 0 has in its last
component ULUL−1 · · ·U1|Ψini〉 = U |Ψini〉, which is the final state |Ψfin〉 we are try-
ing to construct. Hence, we would have identified the desired state |Ψfin〉 as part of
an eigenstate of an operator A which has been built by using the individual gatesUj

of our circuitU . This is the idea behind replicating a gate based quantum computa-
tion with an adiabatic computation, where the role of A will be taken by a suitable
Hamiltonian. The remainder of this section is devoted to making this more precise.

In our analogy the jth component of e0 isUjUj−1 · · ·U1|Ψini〉 and constitutes that
state in the circuit after which the jth gate has been applied. Therefore, we interpret
the basis states ⎛

⎜
⎜
⎜
⎜
⎜
⎝

1
0
0
...
0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

,

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
1
0
...
0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

,

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
0
1
...
0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, . . . ,

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0
0
0
...
1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

as the analogues of states of a computer clock advancing with each new gate that is
applied in the circuit. A first ingredient required for the adiabatic equivalent is then
the ‘clock’ or ‘counter’ space and its states.
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Definition 8.17 Let L ∈ N, and for l ∈ {0, . . . ,L} define

x(l) :=

{
0 if l = 0

∑L−1
k=L−l 2

k if l > 0 .

We define the clock space as H
C := ¶

H
⊗L and the clock or counter states as

the subset of the computational basis states given by

|x(l)〉 = |x(l)L−1 . . . x(l)0〉 ∈ H
C ,

where

x(l)k =

{
0 if 0 ≤ k < L − l

1 if L − l ≤ k ≤ L − 1 .
(8.90)

Note that for l ∈ {0, . . . ,L} each |x(l)〉 is a basis vector of the computational
basis and that

x(l) = x(m) ⇔ l = m

as well as
〈x(l)|x(m)〉 = δlm . (8.91)

Moreover, we have

|x(0)〉 = | 0 . . . 0︸ ︷︷ ︸
L times

〉 , |x(1)〉 = |1 0 . . . 0︸ ︷︷ ︸
L−1 times

〉 , . . . ,

|x(l)〉 = | 1 . . . 1︸ ︷︷ ︸
l times

0 . . . 0︸ ︷︷ ︸
L−l times

〉, . . . , |x(L)〉 = | 1 . . . 1︸ ︷︷ ︸
L times

〉 . (8.92)

Since by Definition 8.17

x(l + 1) = x(l) + 2L−l−1 ,

we find that the difference between |x(l)〉 and |x(l + 1)〉 is that only x(l)L−l−1 = 0
changes to x(l + 1)L−l−1 = 1. Hence, stepping through the finite sequence (|x(0)〉,
|x(1)〉, . . . , |x(L)〉) constitutes a GRAY-coded transition (see Definition 5.22).

The reason that we chose the |x(l)〉 as the counter states in this form is that each
‘time-step’, that is, ‘advancing the clock’ from |x(l)〉 to |x(l + 1)〉 remains 3-local
(see Definition 3.21). Had we chosen a simple counter, such as the computational
basis states |0〉, |1〉, |2〉, . . . , |L〉 in ¶

H
⊗J with J = �log2 L� + 1, to count down time,

then advancing the clock, for example from
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|2J−1 − 1〉 = |
J−2

∑
j=0

2j〉 = |0 1 . . . 1︸ ︷︷ ︸
J−1 times

〉 ,

by one step to the clock state

|2J−1〉 = |1 0 . . . 0︸ ︷︷ ︸
J−1 times

〉 ,

would require the change of altogether J qubits. Hence, the clock Hamiltonian
would have to be J -local and thus ultimately be O(log2 L) local.

Equipped with the clock states |x(l)〉, we proceed to define various other states
which will be used to construct the adiabatic approximation to a given circuit [34].

Definition 8.18 Let U be a plain circuit of length L as defined in Defini-
tion 5.27 acting on n qubits

U = UL · · ·U1U0 ∈ U
(¶

H
⊗n) ,

where we set U0 := 1⊗n and each Ul is 2-local. We call H
U := ¶

H
⊗n the

circuit space. Let |Ψini〉 := |0〉n ∈ H
U be the initial circuit state, and for

l ∈ {0, . . .L} define the states

|Ξ(l)〉 := Ul · · ·U1U0|Ψini〉 ∈ H
U . (8.93)

In the combined circuit and clock system described by states in the combined
circuit and clock space H

U ⊗ H
C we define

|Γ (l)〉 := |Ξ(l)〉 ⊗ |x(l)〉 ∈ H
U ⊗ H

C (8.94)

and

|Γ 〉 := 1√
L+ 1

L

∑
m=0

|Γ (m)〉 ∈ H
U ⊗ H

C . (8.95)

Exercise 8.104 Show that

||Ξ(l)|| = 1 (8.96)

〈Γ (l)|Γ (m)〉 = δlm . (8.97)

For a solution see Solution 8.104.
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From (8.94) and (8.97) we see that the
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} are a set of

orthonormal vectors in the combined circuit and clock space H
U ⊗ H

C . With their
help we define the following subspace

Hsub := Span
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} ⊂ H

U ⊗ H
C . (8.98)

In order to construct an adiabatic quantum computation, we need to specify its initial
and final Hamiltonian. This is done in the following rather lengthy definition [34].
The rationale behind the various terms will be given later after some of their prop-
erties have been shown.

Definition 8.19 For l ∈ {0, . . . ,L} letUl be the gates of a circuitU of length
L as in Definition 8.18. On the combined circuit and clock space H

U ⊗ H
C

we define the following Hamiltonians

Hini := Hc-ini + Hinput + Hclock (8.99)

Hfin := Hprop + Hinput + Hclock , (8.100)

where

Hc-ini := 1⊗n ⊗ |1〉〈1| ⊗ 1⊗L−1 (8.101)

Hinput :=
n

∑
j=1

1⊗j−1 ⊗ |1〉〈1| ⊗ 1⊗n−j ⊗ |0〉〈0| ⊗ 1⊗L−1 (8.102)

Hclock := 1⊗n ⊗
L−2

∑
l=0

1⊗l ⊗ |0〉〈0| ⊗ |1〉〈1| ⊗ 1⊗L−l−2 (8.103)

Hprop :=
1
2

L

∑
l=1

Hl . (8.104)

The Hl in the propagation Hamiltonian Hprop are defined for the cases l = 1,
1 < l < L and l = L as follows:

H1 :=
[
1⊗n ⊗ (|00〉〈00| + |10〉〈10|) (8.105)

−U1 ⊗ |10〉〈00| −U∗
1 ⊗ |00〉〈10|

]
⊗ 1⊗L−2

Hl :=
[
1⊗n+l−2 ⊗ (|100〉〈100| + |110〉〈110|) (8.106)

−Ul ⊗ 1⊗l−2 ⊗ |110〉〈100| −U∗
l ⊗ 1⊗l−2 ⊗ |100〉〈110|

]
⊗ 1⊗L−l−1

HL := 1⊗n+L−2 ⊗ (|10〉〈10| + |11〉〈11|) (8.107)

−UL ⊗ 1⊗L−2 ⊗ |11〉〈10| −U∗
L ⊗ 1⊗L−2 ⊗ |10〉〈11| .
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The reason for the particular form of Hprop comes from the illustrative results
derived in Exercise 8.103. The discussion subsequent to that exercise shows that
with Hprop as defined in Definition 8.19, we can expect to find the desired state
UL · · ·U1|Ψini〉 as a component of the ground state of Hfin. This will be confirmed
in Theorem 8.23, where we show that |Γ 〉, which is the analogue of e0 in Exer-
cise 8.103, is a ground state of Hfin. The rationale for the particular forms of
Hc-ini,Hinput and Hclock will be easier to explain with the proof of Lemma 8.20 in
hand.

It turns out that |Γ (0)〉 is the ground state of Hini, in other words, it is an eigen-
vector of Hini for the lowest possible eigenvector, which for Hini is zero.

Lemma 8.20 The operators Hc-ini,Hinput,Hclock and Hini as defined in Defi-
nition 8.19 are self-adjoint and positive.

Moreover, the lowest eigenvalue of Hini is 0. This eigenvalue is non-
degenerate and has |Γ (0)〉 = |0〉n ⊗ |0〉L as an eigenvector, that is, Eig(Hini, 0)
= Span{|Γ (0)〉}.

Proof To begin with, we have, for example,

H∗
clock =︸︷︷︸

(8.103)

(
1⊗n ⊗

L−2

∑
l=0

1⊗l ⊗ |0〉〈0| ⊗ |1〉〈1| ⊗ 1⊗L−l−2
)∗

=︸︷︷︸
(3.31)

1⊗n ⊗
L−2

∑
l=0

1⊗l ⊗ (|0〉〈0|)∗ ⊗ (|1〉〈1|)∗ ⊗ 1⊗L−l−2

=︸︷︷︸
(2.36)

1⊗n ⊗
L−2

∑
l=0

1⊗l ⊗ |0〉〈0| ⊗ |1〉〈1| ⊗ 1⊗L−l−2

=︸︷︷︸
(8.103)

Hclock .

Similarly, one shows that Hc-ini and Hinput are self-adjoint. Then Hini as a sum of
self-adjoint operators is self-adjoint as well.

To show their positivity, consider the computational basis (see Definition 3.8)
vectors

|ξ 〉 = |ξn−1 . . . ξ0〉 = |ξn−1〉 ⊗ · · · ⊗ |ξ0〉 ∈ H
U

with ξ = ∑n−1
j=0 ξj2j, where ξj ∈ {0, 1}, and

|x〉 = |xn−1 . . . x0〉 = |xn−1〉 ⊗ · · · ⊗ |x0〉 ∈ H
C
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with x = ∑L−1
j=0 xj2j, where xj ∈ {0, 1}. The set of vectors

{|ξ 〉 ⊗ |x〉 ∣∣ 0 ≤ ξ <

2n, 0 ≤ x < 2L
}
form an ONB in H

U ⊗ H
C , and any vector |Ψ〉 ∈ H

U ⊗ H
C can

be written in the form

|Ψ〉 =
2n−1

∑
ξ=0

2L−1

∑
x=0

Ψξx|ξ 〉 ⊗ |x〉 .

In the following we will often use that

〈0|ξj〉 = (1 − ξj) and 〈1|ξj〉 = ξj (8.108)

and likewise for |xj〉. Hence, we can write

Hc-ini

(
|ξ 〉 ⊗ |x〉

)
=︸︷︷︸

(8.101)

(
1⊗n ⊗ |1〉〈1| ⊗ 1⊗L−1)|ξ 〉 ⊗ |x〉

= |ξ 〉 ⊗ |1〉 〈1|xL−1〉︸ ︷︷ ︸
=xL−1

⊗|xL−2〉 ⊗ · · · ⊗ |x0〉

= xL−1|ξ 〉 ⊗ |1〉 ⊗ |xL−2〉 ⊗ · · · ⊗ |x0〉
= xL−1|ξ 〉 ⊗ |x〉 (8.109)

such that for any |Ψ〉 ∈ H
U ⊗ H

C

〈Ψ |Hc-iniΨ〉 = ∑
ζ ,y

∑
ξ ,x

ΨζyΨξxxL−1 〈ζ |ξ 〉
︸ ︷︷ ︸
=δζ ξ

〈yL−1|1〉︸ ︷︷ ︸
=yL−1

〈yL−2|xL−2〉 · · · 〈y0|x0〉

= ∑
ξ

∑
y,x

yL−1xL−1ΨξyΨξx 〈yL−2|xL−2〉︸ ︷︷ ︸
=δyL−2,xL−2

· · · 〈y0|x0〉︸ ︷︷ ︸
=δy0,x0

= ∑
ξ ,x

δ1,xL−1

∣
∣Ψξx

∣
∣2

≥ 0 , (8.110)

verifying the positivity of Hc-ini. Next, we consider

Hinput

(
|ξ 〉 ⊗ |x〉

)
=︸︷︷︸

(8.102)

( n

∑
j=1

1⊗j−1 ⊗ |1〉〈1| ⊗ 1⊗n−j ⊗ |0〉〈0| ⊗ 1⊗L−1
)
|ξ 〉 ⊗ |x〉

=︸︷︷︸
(8.108)

n

∑
j=1

ξn−j(1 − xL−1)|ξn−1〉 ⊗ · · · ⊗ |ξn−j+1〉 ⊗ |1〉 ⊗ |ξn−j−1〉

⊗ · · · ⊗ |ξ0〉 ⊗ |0〉 ⊗ |xL−2〉 ⊗ · · · ⊗ |x0〉 (8.111)
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such that for any |Ψ〉 ∈ H
U ⊗ H

C

〈Ψ |HinputΨ〉 = ∑
ζ ,ξ ,y,x

n

∑
j=1

ΨζyΨξxξn−j(1 − xL−1)〈ζn−1|ξn−1〉 · · · 〈ζn−j+1|ξn−j+1〉

×〈ζn−j|1〉〈ζn−j−1|ξn−j−1〉 · · · 〈ζ0|ξ0〉
× 〈yL−1|0〉〈yL−2|xL−2〉 · · · 〈y0|x0〉

= ∑
ξ ,x

n

∑
j=1

∣
∣Ψξx

∣
∣2 δ1,ξn−j

δ0,xL−1

≥ 0 ,

showing that Hinput is positive. Finally, we have

Hclock|ξ 〉 ⊗ |x〉 =︸︷︷︸
(8.103)

(
1⊗n ⊗

L−2

∑
l=0

1⊗l |0〉〈0| ⊗ |1〉〈1| ⊗ 1⊗L−l−2
)
|ξ 〉 ⊗ |x〉

=︸︷︷︸
(8.108)

|ξ 〉 ⊗
L−2

∑
l=0

(1 − xL−l−1)xL−l−2|xL−1〉 ⊗ · · · ⊗ |xL−l〉

⊗ |0〉 ⊗ |1〉 ⊗ |xL−l−3〉 ⊗ · · · ⊗ |x0〉 (8.112)

such that for any |Ψ〉 ∈ H
U ⊗ H

C

〈Ψ |HclockΨ〉 = ∑
ξ ,x

L−2

∑
l=0

∣
∣Ψξx

∣
∣2 δ1,xL−l−2δ0,xL−l−1

≥ 0 , (8.113)

which proves the positivity of Hclock. As a sum of positive operators, Hini is thus
positive, too, and its lowest possible eigenvalue is zero. Since for |Γ (0)〉 = |0〉n ⊗
|0〉L all ξj and xj are zero, it follows from (8.99), (8.109), (8.111) and (8.112) that
Hini|Γ (0)〉 = 0.

To show that this is the only eigenvector for the eigenvalue zero, note that we
have from (8.110)–(8.113) that for any |Ψ〉 ∈ H

U ⊗ H
C

〈Ψ |HiniΨ〉 = ∑
ξ ,x

(
δ1,xL−1︸ ︷︷ ︸

≥0

+
n

∑
j=1

δ1,ξn−j
δ0,xL−1

︸ ︷︷ ︸
≥0

+
L−2

∑
l=0

δ1,xL−l−2δ0,xL−l−1

︸ ︷︷ ︸
≥0

) ∣
∣Ψξx

∣
∣2 .

Hence, for |Ψ〉 to be an eigenvector of Hini for the eigenvalue zero, each term has
to vanish. This means that first onlyΨξx for xL−1 = 0 can be non-zero. But then the
middle sum implies that only Ψξx with ξj = 0 = xL−1, where
j ∈ {0, . . . , n − 1} can be non-zero, that is, the only possibly non-vanishing Ψξx
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are of the form Ψ0...0,0xL−2...x0 . The last sum only vanishes, if out of these those for
which

xL−l−2 = 1 and xL−l−1 = 0 for l ∈ {0, . . . ,L − 2}

vanish. Using this for l = 0 implies that the only possibly non-vanishing component
of the eigenvector has to be of the form Ψ0...0,00xL−3...x0 . Using the same argument
successively from l = 1 to l = L − 2, we find that the only non-vanishing compo-
nent of an eigenvector |Ψ〉 of Hini is Ψ0...0,0...0, hence, |Ψ〉 = eiα |Γ (0)〉 as claimed.

�

Our adiabatic replication of the circuit U evolves the ground state of Hini into a
ground state of Hfin with a probability as described in Corollary 8.4. The rationale
behind the form of Hc-ini,Hinput and Hclock is to assure that the initial state |Ψ〉 =
|0〉n ⊗ |0〉L = |Γ (0)〉 is the ground state of Hini and that the ground state of Hfin

is akin to e0 in Exercise 8.103. This means in particular, that we want to start our
adiabatic evolution in the starting clock state |x(0)〉 = |0〉L and then let the ground
state evolve only in the subspace of ‘legal’ clock states

H
C
leg = Span

{|x(l)〉 ∣∣ l ∈ {0, . . . ,L}} . (8.114)

This is achieved by designing Hc-ini,Hinput and Hclock in such a way that they vanish
on H

C
leg and have eigenvalues no less than 1 on its orthogonal complement. From

(8.112) we see that

Hclock
(|ξ 〉 ⊗ |x〉) =

(
count of appearances of sequences
01 in binary form of x

)
|ξ 〉 ⊗ |x〉

and (8.92) together with (8.114) shows that Hclock
(|ξ 〉 ⊗ |x〉) = 0 if and only if

|x〉 ∈ H
C
leg. Similarly, we see from (8.111) that Hinput

(|ξ 〉 ⊗ |x〉) = 0 if and only
if ξj = 0 for j ∈ {0, . . . , n − 1} or if xL−1 = 1. Hence, for the initial clock state
|x(0)〉 = |0〉L only |ξ 〉 = |0〉n yields Hinput

(|ξ 〉 ⊗ |x〉) = 0, in other words, if the
clock shows 0, the circuit state must be |0〉n if the combined system is to be
in a ground state of Hini. Finally, from (8.109) we see that Hc-ini

(|ξ 〉 ⊗ |x〉) =
xL−1|ξ 〉 ⊗ |x〉 such that it vanishes if and only if xL−1 = 0. But this together with
the earlier requirement |x〉 ∈ H

C
leg implies that the ground state ofHini is |0〉n ⊗ |0〉L.

This may suffice as a somewhat heuristic motivation for the constructions of the var-
ious Hamiltonians in Definition 8.19. In the remainder of this section we proceed to
show in more detail that the way these Hamiltonians are defined does indeed deliver
the desired replication.

Now that we have established in Lemma 8.20 that |Γ (0)〉 is indeed the unique
(up to a phase, of course) eigenvector of the lowest eigenvalue of Hini, we study the
properties of Hfin. For this we first need to establish how the various terms in the Hl

of Hprop act on the clock state vectors |x(m)〉, where m ∈ {0, . . .L}.
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Exercise 8.105 Show that for any clock state |x(m)〉 as defined in Definition 8.17
and a, b ∈ {0, 1} one has the following identities.

(|a0〉〈b0| ⊗ 1⊗L−2)|x(m)〉 = δa,0δb,1δm,1|x(m − 1)〉 (8.115)

+
(
δa,0δb,0δm,0 + δa,1δb,1δm,1

)|x(m)〉
+ δa,1δb,0δm,0|x(m+ 1)〉

(
1⊗l−2 ⊗ |1a0〉〈1b0|1⊗L−l−1)|x(m)〉 = δa,0δb,1δm,l |x(m − 1)〉 (8.116)

+
(
δa,0δb,0δm,l−1 + δa,1δb,1δm,l

)|x(m)〉
+ δa,1δb,0δm,l−1|x(m+ 1)〉

(
1⊗L−2 ⊗ |1a〉〈1b|)|x(m)〉 = δa,0δb,1δm,L|x(m − 1)〉 (8.117)

+
(
δa,0δb,0δm,L−1 + δa,1δb,1δm,L

)|x(m)〉
+ δa,1δb,0δm,L−1|x(m+ 1)〉 .

For a solution see Solution 8.105.

Next, we show that Hc-ini,Hinput,Hclock,Hl and thus Hprop all leave Hsub as defined
in (8.98) invariant.

Lemma 8.21 For m ∈ {0, . . . ,L} let |Γ (m)〉 be as defined in Definition 8.18
andHc-ini,Hinput,Hclock andHl for l ∈ {1, . . . ,L} as defined in Definition 8.19.
Then the following hold.

Hc-ini|Γ (m)〉 = (1 − δm,0)|Γ (m)〉 (8.118)

Hinput|Γ (m)〉 = 0 (8.119)

Hclock|Γ (m)〉 = 0 (8.120)

Hl |Γ (m)〉 = (δm,l−1 + δm,l)|Γ (m)〉 (8.121)

− δm,l−1|Γ (m+ 1)〉 − δm,l |Γ (m − 1)〉 .

Proof We begin with the proof for (8.118). We have

Hc-ini|Γ (m)〉 =︸︷︷︸
(8.101)

1⊗n ⊗ |1〉〈1| ⊗ 1⊗L−1|Ξ(m)〉 ⊗ |x(m)〉

=︸︷︷︸
(8.109)

x(m)L−1|Ξ(m)〉 ⊗ |1x(m)L−2 . . . x(m)0〉 ,
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where (8.90) implies
x(m)L−1 = 1 − δm,0

and
|1x(m)L−2 . . . x(m)0〉 = |x(m)〉 for m ≥ 1 .

Hence, we obtain

Hc-ini|Γ (m)〉 = (1 − δm,0)|Ξ(m)〉 ⊗ |x(m)〉 = (1 − δm,0)|Γ (m)〉

as claimed. Next, we turn to (8.119) for which we have

Hinput|Γ (m)〉 =︸︷︷︸
(8.102)

( n

∑
j=1

1⊗j−1 ⊗ |1〉〈1| ⊗ 1⊗n−j ⊗ |0〉〈0| ⊗ 1⊗L−1
)
|Ξ(m)〉 ⊗ |x(m)〉

= δ0,x(m)L−1

(( n

∑
j=1

1⊗j−1 ⊗ |1〉〈1| ⊗ 1⊗n−j)|Ξ(m)〉
)

⊗|0x(m)L−2 . . . x(m)0〉 ,

where (8.90) implies
x(m)L−1 = 0 ⇔ m = 0 .

Therefore, we obtain

Hinput|Γ (m)〉 = δm,0
( n

∑
j=1

1⊗j−1 ⊗ |1〉〈1| ⊗ 1⊗n−j
)
|0〉n ⊗ |0〉L

= 0

as claimed. To show (8.120), we note that for any m ∈ {0, . . . ,L} we have

Hclock|Γ (m)〉 =︸︷︷︸
(8.103)

(
1⊗n ⊗

L−2

∑
l=0

1⊗l ⊗ |0〉〈0| ⊗ |1〉〈1| ⊗ 1⊗L−l−2
)
|Ξ(m)〉 ⊗ |x(m)〉

= |Ξ(m)〉 ⊗
L−2

∑
l=0

δ0,x(m)L−1−l
δ1,x(m)L−2−l

|x(m)L−1 . . . x(m)L−l01x(m)L−3−l . . . x(m)0〉 ,

where (8.90) implies

x(m)L−1−l = 0 ⇔ m < l + 1 and x(m)L−2−l = 1 ⇔ m ≥ l + 2 ,

which is impossible and thus Hclock|Γ (m)〉 = 0 as claimed.
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To show (8.121), we begin with l = 1, which yields

H1|Γ (m)〉 =︸︷︷︸
(8.105)

([
1⊗n ⊗ (|00〉〈00| + |10〉〈10|)

−U1 ⊗ |10〉〈00| −U∗
1 ⊗ |00〉〈10|

]
⊗ 1⊗L−2

)
|Ξ(m)〉 ⊗ |x(m)〉

=︸︷︷︸
(8.115)

|Ξ(m)〉 ⊗ (δm,0 + δm,1)|x(m)〉

−U1|Ξ(m)〉 ⊗ δm,0|x(m+ 1)〉 −U∗
1 |Ξ(m)〉 ⊗ δm,1|x(m − 1)〉

=︸︷︷︸
(8.94)

(δm,0 + δm,1)|Γ (m)〉

−U1|Ξ(0)〉 ⊗ δm,0|x(1)〉 −U∗
1 |Ξ(1)〉 ⊗ δm,1|x(0)〉 .

Here we can use that (8.93) implies U1|Ξ(0)〉 = |Ξ(1)〉 and U∗
1 |Ξ(1)〉 = |Ξ(0)〉. Con-

sequently, we obtain

H1|Γ (m)〉 = (δm,0 + δm,1)|Γ (m)〉 − δm,0|Ξ(1)〉 ⊗ |x(1)〉 − δm,1|Ξ(0)〉 ⊗ |x(0)〉
=︸︷︷︸

(8.94)

(δm,0 + δm,1)|Γ (m)〉 − δm,0|Γ (1)〉 − δm,1|Γ (0)〉

= (δm,0 + δm,1)|Γ (m)〉 − δm,0|Γ (m+ 1)〉 − δm,1|Γ (m − 1)〉 ,

which is (8.121) for l = 1. For 1 < l < L consider

Hl |Γ (m)〉 =︸︷︷︸
(8.105)

([
1⊗n+l−2 ⊗ (|100〉〈100| + |110〉〈110|)

−Ul ⊗ 1⊗l−2 ⊗ |110〉〈100|
−U∗

l ⊗ 1⊗l−2 ⊗ |100〉〈110|
]

⊗ 1⊗L−l−1
)

|Ξ(m)〉 ⊗ |x(m)〉
=︸︷︷︸

(8.116)

|Ξ(m)〉 ⊗ (δm,l−1 + δm,l)|x(m)〉

−Ul |Ξ(m)〉 ⊗ δm,l−1|x(m+ 1)〉 −U∗
l |Ξ(m)〉 ⊗ δm,l |x(m − 1)〉

=︸︷︷︸
(8.94)

(δm,l−1 + δm,l)|Γ (m)〉

−Ul |Ξ(l − 1)〉 ⊗ δm,l−1|x(l)〉 −U∗
l |Ξ(l)〉 ⊗ δm,l |x(l − 1)〉 .

Here we use that (8.93) implies Ul |Ξ(l − 1)〉 = |Ξ(l)〉 and U∗
l |Ξ(l)〉 = |Ξ(l − 1)〉 to

obtain



8.5 Replicating a Circuit Based by an Adiabatic Computation 453

Hl |Γ (m)〉 =
(
δm,l−1 + δm,l

)|Γ (m)〉
− δm,l−1|Ξ(l)〉 ⊗ |x(l)〉 − δm,l |Ξ(l − 1)〉 ⊗ |x(l − 1)〉

=︸︷︷︸
(8.94)

(
δm,l−1 + δm,l

)|Γ (m)〉 − δm,l−1|Γ (l)〉 − δm,l |Γ (l − 1)〉

=
(
δm,l−1 + δm,l

)|Γ (m)〉 − δm,l−1|Γ (m+ 1)〉 − δm,l |Γ (m − 1)〉 .

Finally, consider the case l = L for which we find

HL|Γ (m)〉 =︸︷︷︸
(8.107)

(
1⊗n+L−2 ⊗ (|10〉〈10| + |11〉〈11|)

−UL ⊗ 1⊗L−2 ⊗ |11〉〈10| −U∗
L ⊗ 1⊗L−2 ⊗ |10〉〈11|

)
|Ξ(m)〉 ⊗ |x(m)〉

=︸︷︷︸
(8.117)

|Ξ(m)〉 ⊗ (δm,L−1 + δm,L)|x(m)〉

−UL|Ξ(m)〉 ⊗ δm,L−1|x(m+ 1)〉 −U∗
L |Ξ(m)〉 ⊗ δm,L|x(m − 1)〉

=︸︷︷︸
(8.94)

(δm,L−1 + δm,L)|Γ (m)〉

−UL|Ξ(L − 1)〉 ⊗ δm,L−1|x(L)〉 −U∗
L |Ξ(L)〉 ⊗ δm,L|x(L − 1)〉 .

Here we use once more that (8.93) impliesUL|Ξ(L − 1)〉 = |Ξ(L)〉 andU∗
L |Ξ(L)〉 = |Ξ(L −

1)〉. Therefore,

HL|Γ (m)〉 = (δm,L−1 + δm,L)|Γ (m)〉
− δm,L−1|Ξ(L)〉 ⊗ |x(L)〉 − δm,L|Ξ(L − 1)〉 ⊗ |x(L − 1)〉

=︸︷︷︸
(8.94)

(δm,L−1 + δm,L|Γ (m)〉 − δm,L−1|Γ (L)〉 − δm,L|Γ (L − 1)〉

= (δm,L−1 + δm,L)|Γ (m)〉 − δm,L−1|Γ (m+ 1)〉 − δm,L|Γ (m − 1)〉 ,

which is (8.121) for l = L. �

From the results in Lemma 8.21we see that all the constituentsHc-ini,Hinput,Hclock

andHprop ofHini andHfin leave the subspace Span
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} invari-

ant. Consequently, this also holds for Hini and Hfin and, in particular, for HT (s) for
all s ∈ [0, 1].
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Theorem 8.22 Let Hini and Hfin be defined as in Definition 8.19. Moreover,
let

HT (s) := (1 − s)Hini + sHfin (8.122)

for s ∈ [0, 1] and

Hsub := Span
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} . (8.123)

Then we have
HT (s)

{
Hsub

} ⊂ Hsub (8.124)

and
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} is an ONB of Hsub. In this basis the restric-

tion of HT (s) to Hsub has the matrix

HT (s)
∣
∣
Hsub

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

s
2 − s

2 0 0 . . . 0
− s

2 1 − s
2 0 . . . 0

0 − s
2 1 − s

2 0
...

...
. . .

. . .
. . .

. . .
...

0 . . . 0 − s
2 1 − s

2
0 . . . 0 0 − s

2 1 − s
2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (8.125)

Proof Let

|Ψ〉 =
L

∑
m=0

Ψm|Γ (m)〉

be an arbitrary vector of Hsub. From (8.118)–(8.121) it follows that then

{
Hc-ini|Ψ〉 , Hinput|Ψ〉 , Hclock|Ψ〉 , Hl |Ψ〉 } ⊂ Hsub .

With Definition 8.19 we thus have Hprop|Ψ〉 ∈ Hsub as well as

{
Hini|Ψ〉 , Hfin|Ψ〉 } ⊂ Hsub ,

which implies HT (s)|Ψ〉 ∈ Hsub for HT (s) as defined in (8.122), and the claim
(8.124) follows.

To show (8.125), first recall that from (8.97) we know that the
{|Γ (m)〉 ∣∣ m ∈

{0, . . . ,L}} are orthonormal, hence, by definition (8.123) ofHsub they form an ONB
of this subspace. From (8.118)–(8.120) in Lemma 8.21 it follows that Hini as defined
in Definition 8.19 has the following matrix in the ONB

{|Γ (m)〉 ∣∣ m{0, . . . ,L}}
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Hini
∣
∣
Hsub

=︸︷︷︸
(8.99)

Hc-ini
∣
∣
Hsub

+ Hinput
∣
∣
Hsub

+ Hclock
∣
∣
Hsub

=︸︷︷︸
(8.119),(8.120)

Hc-ini
∣
∣
Hsub

=︸︷︷︸
(8.118)

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 . . . 0
0 1 0 . . . 0
0 0 1 0 . . . 0
...
. . .

. . .
. . .

. . .
...

0 . . . 0 1 0
0 . . . 0 1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (8.126)

Similarly, it follows that

Hfin
∣
∣
Hsub

=︸︷︷︸
(8.100)

Hprop
∣
∣
Hsub

+ Hinput
∣
∣
Hsub

+ Hclock
∣
∣
Hsub

=︸︷︷︸
(8.119),(8.120)

Hprop
∣
∣
Hsub

. (8.127)

Moreover, (8.121) implies that Hprop as given in (8.104) satisfies

Hprop|Γ (m)〉 =︸︷︷︸
(8.104)

L

∑
l=1

Hl |Γ (m)〉

=︸︷︷︸
(8.121)

1
2

L

∑
l=1

(δm,l−1 + δm,l)|Γ (m)〉

− 1
2

L

∑
l=1

(
δm,l−1|Γ (m+ 1)〉 + δm,l |Γ (m − 1)〉)

=

⎧
⎪⎨

⎪⎩

1
2

(|Γ (0)〉 − |Γ (1)〉) if m = 0

|Γ (m)〉 − 1
2

(|Γ (m − 1)〉 + |Γ (m+ 1)〉) if 1 ≤ m ≤ L − 1
1
2

(|Γ (L)〉 − |Γ (L − 1)〉) if m = L .

The matrix of the restriction of Hprop to Hsub is thus given by

Hprop
∣
∣
Hsub

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
2 − 1

2 0 . . . 0
− 1

2 1 − 1
2 0 . . . 0

0 − 1
2 1 − 1

2 0 . . . 0
...

. . .
. . .

. . .
. . .

. . .
...

0 . . . 0 − 1
2 1 − 1

2 0
0 . . . 0 − 1

2 1 − 1
2

0 . . . 0 − 1
2

1
2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (8.128)
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Consequently, we have

HT (s)
∣
∣
Hsub

=︸︷︷︸
(8.122)

(1 − s)Hini
∣
∣
Hsub

+ sHfin
∣
∣
Hsub

=︸︷︷︸
(8.126),(8.127)

(1 − s)Hc-ini
∣
∣
Hsub

+ sHprop
∣
∣
Hsub

,

and (8.125) follows from (8.126) and (8.128). �

Exercise 8.106 Let HT (s) and Hsub be defined as in Theorem 8.22, and let

Psub =
L

∑
m=0

|Γ (m)〉〈Γ (m)| (8.129)

be the projector onto this subspace. Show that then

[HT (s),Psub] = 0 (8.130)

holds.

For a solution see Solution 8.106.

The result stated in Exercise 8.106 allows us to use Lemma 8.7, which implies that
since we start with an initial state |Γ (0)〉 ∈ Hsub, the time evolution UT (s) gen-
erated by HT (s) does not leave the subspace Hsub. Hence, we can restrict all our
considerations to that subspace.

Exercise 8.107 Let Hsub be as defined in (8.123) and Psub as given in (8.129). Show
that for Hprop as defined in Definition 8.19 its restriction2

Hprop
∣
∣
Hsub

:= PsubHpropPsub (8.131)

is positive, that is,
Hprop

∣
∣
Hsub

≥ 0 . (8.132)

For a solution see Solution 8.107.

2On the right side Psub on the right of Hprop is viewed as a map Psub : Hsub → H
U ⊗ H

C and on
the left of Hprop as a map Psub : H

U ⊗ H
C → Hsub such that we can view Hprop

∣∣
Hsub

as an operator
on Hsub.
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Recall from Lemma 8.20 that the lowest eigenvalue of Hini is zero, non-degenerate
and has the eigenvector |Γ (0)〉 = |0〉n ⊗ |0〉L. In the next theorem we show that
|Γ 〉 as given in Definition 8.18 is the ground state of Hfin, in other words, that
it is an eigenvector of Hfin for its lowest eigenvalue, which is also zero and non-
degenerate [34].

Theorem 8.23 Let Hsub be as defined in (8.123) and Psub as given in (8.129).
Furthermore, let Hini and Hfin be as defined in Definition 8.19 and HT (s) as
in Theorem 8.22. Then for all s ∈ [0, 1] the restriction

HT (s)
∣
∣
Hsub

:= PsubHT (s)Psub (8.133)

is positive, that is,
HT (s)

∣
∣
Hsub

≥ 0 . (8.134)

Moreover, |Γ 〉 as defined in Definition 8.18, satisfies

Hfin|Γ 〉 = 0 , (8.135)

and the lowest eigenvalue of Hfin
∣
∣
Hsub

is zero and non-degenerate.

Proof From Lemma 8.20 we know already thatHc-ini,Hinput,Hclock andHini are pos-
itive onH

U ⊗ H
C . Hence, they must be positive onHsub ⊂ H

U ⊗ H
C as well. More-

over, Lemma 8.21 shows that Hinput and Hclock both vanish on Hsub. Hence,

HT (s)
∣
∣
Hsub

=︸︷︷︸
(8.122)

(1 − s)Hini
∣
∣
Hsub

+ sHfin
∣
∣
Hsub

=︸︷︷︸
(8.99),(8.100)

(1 − s)Hc-ini
∣
∣
Hsub

+ sHprop
∣
∣
Hsub

+ Hinput
∣
∣
Hsub

+ Hclock
∣
∣
Hsub

=︸︷︷︸
(8.119),(8.120)

(1 − s)Hc-ini
∣
∣
Hsub

+ sHprop
∣
∣
Hsub

≥︸︷︷︸
(8.110),(8.132)

0 ,

where we also used s ∈ [0, 1] in the last inequality. This proves (8.134).
To show (8.135), we note that due to (8.119) and (8.120) we have

Hinput|Γ 〉 = 0 = Hclock|Γ 〉 .
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It follows that

Hfin|Γ 〉 =︸︷︷︸
(8.100)

Hprop|Γ 〉 + Hinput|Γ 〉 + Hclock|Γ 〉 = Hprop|Γ 〉 ,

and it remains to show that
Hprop|Γ 〉 = 0 .

To this end, consider

Hprop|Γ 〉 =︸︷︷︸
(8.95),(8.104)

1

2
√
L+ 1

L

∑
l=1

L

∑
m=0

Hl |Γ (m)〉

=︸︷︷︸
(8.121)

1

2
√
L+ 1

L

∑
l=1

L

∑
m=0

(
(δm,l−1 + δm,l)|Γ (m)〉

−δm,l−1|Γ (m+ 1)〉 − δm,l |Γ (m − 1)〉)

=
1

2
√
L+ 1

L

∑
l=1

(|Γ (l − 1)〉 + |Γ (l)〉 − |Γ (l)〉 − |Γ (l − 1)〉)

= 0 ,

which completes the proof of (8.135).
Finally, we show that the eigenvalue zero is non-degenerate. For this let

|Φ〉 =
L

∑
m=0

Φm|Γ (m)〉 ∈ Hsub (8.136)

be such that ||Φ || = 1 and
Hfin

∣
∣
Hsub

|Φ〉 = 0 . (8.137)

From (8.125) we see that in the ONB
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} the operator

Hfin
∣
∣
Hsub

has the matrix

Hfin
∣
∣
Hsub

=︸︷︷︸
(8.122)

HT (1)
∣
∣
Hsub

=︸︷︷︸
(8.125)

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1
2 − 1

2 0 0 . . . 0
− 1

2 1 − 1
2 0 . . . 0

0 − 1
2 1 − 1

2 0
...

...
. . .

. . .
. . .

. . .
...

0 . . . 0 − 1
2 1 − 1

2
0 . . . 0 0 − 1

2
1
2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(8.138)
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such that (8.137) implies

1
2
(Φ0 − Φ1) = 0

Φ1 − 1
2
(Φ0 + Φ2) = 0

...

Φm − 1
2
(Φm−1 + Φm+1) = 0

...

ΦL−1 − 1
2
(ΦL−2 + ΦL) = 0

1
2
(ΦL − ΦL−1) = 0 ,

which yields

Φ0 = Φ1 = Φ2 = · · · = Φm = Φm+1 = · · · = ΦL−1 = ΦL .

Consequently, (8.136) becomes

|Φ〉 = Φ0

L

∑
m=0

|Γ (m)〉 =︸︷︷︸
(8.95)

Φ0
√
L+ 1|Γ 〉 ,

proving the non-degeneracy of the eigenvalue zero. �

Recall that our overall purpose in this section is to show that the action of a given
circuit U = UL . . .U1 composed of L gates Ul can be efficiently replicated (with a
given probability) by a suitable adiabatic computation. So far we have identified
the initial and final Hamiltonians Hini and Hfin as well as HT (s) for this equivalent
adiabatic computation and have established some of their properties. In particular,
we have identified |Γ (0)〉 as the unique (up to a phase) ground state of Hini and |Γ 〉
as the unique (again, up to a phase) ground state of Hfin

∣
∣
Hsub

. The following lemma
illuminates how finding the system in the state |Γ 〉 is of help in replicating the action
of a given circuitU = UL · · ·U1.

Lemma 8.24 Observing (see Definition 5.35) the state |Γ 〉 projects the cir-
cuit sub-system into the circuit end state U |0〉n ∈ H

U with a probability of
1

L+1 .
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Proof Note that by Definition 8.18 we have

|Γ 〉 =︸︷︷︸
(8.121)

1√
L+ 1

L

∑
m=0

|Γ (m)〉

=︸︷︷︸
(8.94)

1√
L+ 1

L

∑
m=0

|Ξ(m)〉 ⊗ |x(m)〉

=︸︷︷︸
(8.93)

1√
L+ 1

L

∑
m=0

Um · · ·U0|0〉n ⊗ |x(m)〉 (8.139)

=
1√
L+ 1

(|0〉n ⊗ |x(0)〉 +U1|0〉n ⊗ |x(1)〉 + · · · +UL · · ·U0|0〉n ⊗ |x(L)〉)

=︸︷︷︸
(8.92)

1√
L+ 1

(|0〉n ⊗ |0〉L +U1|0〉n ⊗ |10 . . . 0〉L + · · · +U |0〉n ⊗ |1 . . . 1〉L) ,

and we see that the circuit end state U |0〉n appears in the tensor product with
|x(L)〉 = |1 . . . 1〉L as one of the L+ 1 terms comprising |Γ 〉. Since Definition 8.17
implies that x(m)0 = 0 for all m ∈ {0, . . . ,L − 1}, we find that observing the final
state |Γ 〉, namely, measuring the observable (see Definition 5.35)

ΣU :n,C:L
z := 1⊗n ⊗ 1⊗L−1 ⊗ σz

in the state |Γ 〉, will yield the eigenvalue +1 with probability L
L+1 (because σz|0〉 =

|0〉) and the eigenvalue −1 with probability 1
L+1 (because σz|1〉 = −|1〉). If we have

measured the eigenvalue −1, then, according to the Projection Postulate 3, the sys-
tem will be in the corresponding eigenstate obtained from projecting |Γ 〉 onto the
eigenstate. The projector onto the eigenspace Eig(ΣU :n,C:L

z ,−1) is given as

P−1 := 1⊗n ⊗ 1⊗L−1 ⊗ |1〉〈1| ,

and its application to |Γ 〉 yields

P−1|Γ 〉 =︸︷︷︸
(8.139)

U |0〉n ⊗ |1 . . . 1〉L ∈ H
U ⊗ H

C .

This is a separable state with density operator

ρ =︸︷︷︸
(2.33)

(
U |0〉n ⊗ |1 . . . 1〉)(n〈0|U∗ ⊗ 〈1 . . . 1|)

=︸︷︷︸
(3.36)

U |0〉n〈0|U∗ ⊗ |1 . . . 1〉〈1 . . . 1| (8.140)
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in the composite circuit and clock system H
U ⊗ H

C . The sub-system in the circuit
space is described by the reduced density operator ρU (ρ) for which we obtain

ρU (ρ) =︸︷︷︸
(3.50)

trC (ρ) =︸︷︷︸
(8.140)

trC (U |0〉n〈0|U∗ ⊗ |1 . . . 1〉〈1 . . . 1|)

=︸︷︷︸
(3.57)

tr (|1 . . . 1〉〈1 . . . 1|)
︸ ︷︷ ︸

=1

U |0〉n〈0|U∗ = U |0〉n〈0|U∗

=︸︷︷︸
(2.89)

ρU |0〉n ,

that is, the system described by H
U is then in the pure stateU |0〉n, which is the end

state of the circuit computation. �

The state |Γ (0)〉 will be the initial state of the adiabatic computation. The system
will then be subject to the time evolution generated by HT (s). Provided HT (s) satis-
fies the Adiabatic Assumption (AA), Theorem G.15 with Corollary 8.3 and Corol-
lary 8.4 yield bounds on the probability to find the system in the ground state |Γ 〉 at
the end of the adiabatic time evolution generated by HT (s). More precisely, Corol-
lary 8.4 tells us how large we have to make the transition period T = tfin − tini (or
‘how long we have to wait’) for a given spectral gap g(s) in order to achieve a
desired lower bound pmin on the probability to find |Γ 〉.

Such a replication of the circuit action by means of an adiabatic computation is
said to be efficient if the transition period T increases at most polynomially with the
number of gates L. In order to verify that our construction of HT (s) is sufficient to
ensure this efficiency, we thus need to

• ascertain that the Adiabatic Assumption (AA) required for the applicability of the
adiabatic Theorem G.15 and its corollaries 8.3 and 8.4 is satisfied;

• determine a lower bound for the spectral gap g0(s) of the ground state of HT (s).

Both items require a more detailed spectral analysis of HT (s)
∣
∣
Hsub

. We begin this by

exhibiting the set of equations which the coordinates (in the ONB
{|Γ (m)〉 ∣∣ m ∈

{0, . . . ,L}}) of the eigenvectors of HT (s)
∣
∣
Hsub

have to satisfy.

Lemma 8.25 Let s ∈ [0, 1] and

|Φ(s)〉 =
L

∑
m=0

Φ(s)m|Γ (m)〉 ∈ Hsub . (8.141)

Then |Φ(s)〉 is an eigenvector of HT (s)
∣
∣
Hsub

with eigenvalue E(s) if and only

if the Φ(s)m satisfy for m ∈ {0, . . . ,L}
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Φ(s)1 = a(s)Φ(s)0 (8.142)

Φ(s)m = b(s)Φ(s)m−1 − Φ(s)m−2 for m ∈ {2, . . . ,L − 1} (8.143)

Φ(s)L = c(s)Φ(s)L−1 , (8.144)

where

a(s) = a(s,E(s)) = 1 − 2E(s)
s

b(s) = b(s,E(s)) = 2
1 − E(s)

s
(8.145)

c(s) = c(s,E(s)) =
s

2 − 2E(s) − s
.

Proof Using the matrix of HT (s)
∣
∣
Hsub

in the ONB
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} as

given in (8.125), together with (8.141) and the eigenvalue equation

HT (s)
∣
∣
Hsub

|Φ(s)〉 = E(s)|Φ(s)〉 ,

gives

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

s
2 − s

2 0 0 . . . 0
− s

2 1 − s
2 0 . . . 0

0 − s
2 1 − s

2 0
...

...
. . .

. . .
. . .

. . .
...

0 . . . 0 − s
2 1 − s

2
0 . . . 0 0 − s

2 1 − s
2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Φ(s)0
Φ(s)1
Φ(s)2

...
Φ(s)L−1

Φ(s)L

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

= E(s)

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Φ(s)0
Φ(s)1
Φ(s)2

...
Φ(s)L−1

Φ(s)L

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

Evaluating and re-arranging the component equations yields (8.142)–(8.144) with
(8.145), showing that these equations are equivalent to the eigenvalue equation for
|Φ(s)〉 in the ONB {|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}}. �

From Theorem 8.23 we know that HT (s)
∣
∣
Hsub

≥ 0, and it follows that we must

have E(s) ≥ 0 for any of its eigenvalues as well. We continue our investigation of
the spectrum of HT (s)

∣
∣
Hsub

in a number of exercises until we have enough material
to convince ourselves that it satisfies the Adiabatic Assumption (AA).

As we shall see below, we may assume that 0 ≤ E(s) < 1+ s since we will find
that all eigenvalues of HT (s)

∣
∣
Hsub

satisfy this property. For further consideration

we sub-divide the range [0, 1+ s[ for the eigenvalues into two domains. The first
domain will contain the lowest eigenvalue E0(s). The second domain will contain
a further L eigenvalues Em(s) for m ∈ {1, . . . ,L}, which will be shown to be non-
crossing.
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Domain 1: is given by E ∈ D1 = D1(s) := [0, 1 − s], which implies

1 − E
s

=︸︷︷︸
(8.145)

b(s,E)
2

≥ 1

Domain 2: is given by E ∈ D2 = D2(s) :=]1 − s, 1+ s[, which implies

−1 <
1 − E
s

=︸︷︷︸
(8.145)

b(s,E)
2

< 1 .

For these domains Dj, where j ∈ {1, 2} we define

Co1(u) := cosh u , Si1(u) := sinh u

Co2(u) := cos u , Si2(u) := sin u

θj(s,E) := Co−1
j

(
1 − E
s

)
=

{
arccosh

(
1−E
s

)
for E ∈ D1

arccos
(
1−E
s

)
for E ∈ D2

(8.146)

such that for both domains we have

b(s,E) = 2Coj
(
θj(s,E)

)
. (8.147)

Exercise 8.108 For j ∈ {1, 2} and m ∈ {2, . . . ,L − 2} let

Φ(s)m = Aj Coj
(
mθj

(
s,E(s)

))
+ Bj Sij

(
mθj

(
s,E(s)

))
, (8.148)

where Aj,Bj ∈ C and Coj,Sij and θj are as defined in (8.146). Show that the Φ(s)m
are a solution of the recursion (8.143).

For a solution see Solution 8.108.

The solutions (8.148) of the recursive equations (8.143) for the components of the
eigenvectors still contain two free parameters Aj and Bj, which we will determine
with the help of the boundary conditions (8.142) and (8.144). These two bound-
ary conditions will yield equations for θj

(
s,E

)
. Eigenvalues of HT (s)

∣
∣
Hsub

are then

found as implicit solutions E = E(s) of these determining equations. Hence, the
next step is to establish the equations for θj

(
s,E

)
from the boundary conditions.
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Exercise 8.109 Using the definitions (8.146) we define furthermore for j ∈ {1, 2}

Taj(u) :=
Sij(u)
Coj(u)

=

{
tanh u if j = 1

tan u if j = 2 .
(8.149)

Let s ∈]0, 1] and j ∈ {1, 2}. Using the boundary conditions (8.142) and (8.144),
show that any eigenvalue E(s) ∈ Dj of HT (s)

∣
∣
Hsub

has to satisfy

Taj
(
(L − 1)θj

(
s,E(s)

))
=

(c − a)
√
(−1)j(4 − b2)

b(a + c) − 2ac − 2
, (8.150)

where a = a(s), b = b(s) and c = c(s) are defined as in (8.145).

For a solution see Solution 8.109.

Either side of (8.150) can have singularities, but we will ignore this for now and
consider them later in the proof of Theorem 8.26, where we use this equation to
prove that the eigenvalues of HT (s)

∣
∣
Hsub

are non-crossing for 0 < s ≤ 1.
Note that the right side of (8.150) does not depend on L. It can be written in a form

which makes the s and E dependence more explicit and makes it more amenable to
further analysis.

Exercise 8.110 Define

s± = s±(s) := 1 ± s

z± = z±(s) :=
1
2

(
1 ±

√
s2 + s2−

)
=

1
2

(
1 ±

√
1 − 2s+ 2s2

)

p± = p±(s) :=
1
2

(
s+ ±

√
2 − s+s−

)
=

1
2

(
1+ s ±

√
1+ s2

)

hj(s,E) := (−1)j
(E − z+)(E − z−)
(E − p+)(E − p−)

√
s+ − E

(−1)j(E − s−)
,

(8.151)

where hj is only defined in the respective domain Dj with j ∈ {1, 2}. Show that for
each domain Dj

(c − a)
√

(−1)j(4 − b2)
b(a + c) − 2ac − 2

= hj
(
s,E(s)

)
. (8.152)

For a solution see Solution 8.110.
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Combining (8.150) with (8.152) shows that any eigenvalue of HT (s)
∣
∣
Hsub

has to be

a solution E = E(s) of

Taj
(
(L − 1)θj(s,E)

)
= hj(s,E) . (8.153)

In the proof of Theorem 8.26 we will show that in D1 ∪ D2 there are exactly L+ 1
such solutions. Since dimH

∣
∣
sub = L+ 1, this implies that every solution of (8.153)

in D1 ∪ D2 gives an eigenvalue of HT (s)
∣
∣
Hsub

. In order to facilitate the analysis in
the aforementioned proof, we first provide some properties of the s±, z± and p±
defined in (8.151).

Exercise 8.111 Show that the functions s±(s), z±(s) and p±(s) satisfy

z−(0) = p−(0) = 0 < 1 = z+(0) = p+(0) = s±(0)
z−(s) < p−(s) < s−(s) < z+(s) < p+(s) < s+(s) for 0 < s < 3

4
z−(s) < s−(s) ≤ p−(s) < z+(s) < p+(s) < s+(s) for 3

4 ≤ s < 1
z−(1) = s−(1) = 0 < p−(1) < z+(1) < p+(1) < s+(1) .

(8.154)

For a solution see Solution 8.111.

Theorem 8.26 Let HT (s) and Hsub be defined as in Theorem 8.22. Then
HT (s)

∣
∣
Hsub

satisfies the Adiabatic Assumption (AA). In particular, we have
for 0 < s ≤ 1 that

E0(s) ≤ s−(s) < E1(s) < · · · < EL(s) < s+(s) . (8.155)

Proof With HT (s) defined as in (8.122) it is obvious that it is twice continuously
differentiable, in other words, that item (i) of the Adiabatic Assumption (AA) is
satisfied.

That item (ii) is satisfied follows from the fact that dimHsub = L+ 1 and that—
as we shall show below—HT (s)

∣
∣
Hsub

has L+ 1 distinct eigenvalues for 0 < s ≤ 1.
Consequently, each of the eigenspaces remains one-dimensional for s > 0.

As mentioned above, (8.150) with (8.152) shows that any eigenvalue E = E(s)
of HT (s)

∣
∣
Hsub

has to be a solution of

Taj
(
(L − 1)θj(s,E)

)
= hj(s,E) . (8.156)

We analyze both sides of this equation in the two domains. As for the right side
of (8.156) in the domain D1, in which 0 ≤ E ≤ s−, we note from its definition in
(8.151) and (8.154) that in D1 the function E �→ h1(s,E) has a zero at z− and poles
at p− and s−, where p− < s− for s ∈]0, 34 [ and s− ≤ p− for s ∈ [ 34 , 1].
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In the domain D2 for which s− < E < s+, we see again from its definition in
(8.151) that in this domain the function E �→ h2(s,E) has a zero at z+ and poles
at p− and p+, where we know from (8.154) that for s ∈]0, 34 [ the only pole in the
domain is p+ and for s ∈ [ 34 , 1] both p± are in D2.

Moreover, we find after some lengthy calculations

∂
∂E

hj(s,E) =
s3
(
2E(s − 2) − 2s2 + s+ 1

)

(E − (1 − s))2(2E(E − (1+ s) + s)2

√
(−1)j(E − s−)

s+ − E
,

such that for s ∈]0, 1] and E ∈ D1 ∪ D2 � {p±, s±} we have

∂
∂E

hj(s,E)
∣
∣
Ê = 0 ⇔ Ê = Ê(s) :=

1+ s − 2s2

2(2 − s)
(8.157)

and
∂

∂E
hj(s,E) ≷ 0 ⇔ E ≶ Ê(s) . (8.158)

Exercise 8.112 Show that for s ∈]0, 1]

s <
3
4

⇔ p− < Ê < s−

s =
3
4

⇔ p− = Ê = s−

s >
3
4

⇔ p− > Ê > s− .

(8.159)

For a solution see Solution 8.112.

The location of zeros and poles together with the results (8.157)–(8.159) show that
the functions hj in their respective domains have graphs as shown in Fig. 8.3 for
s < 3

4 and in Fig. 8.4 for s > 3
4 .

Let us now turn to the left side of (8.156) in the two domains. First consider
this equation in D1 in which 0 ≤ E ≤ s−. For any given s ∈]0, 1] we take the non-
negative solution for θ1(s,E) in (8.146). Then it follows that θ1(s,E) as a function
of E is positive and decreasing for 0 < E ≤ s− = 1 − s until it becomes zero at s−.
This also holds for (L − 1)θ1(s,E) as well as Ta1

(
(L − 1)θ1(s,E)

)
.
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Fig. 8.3 Graph of functions E �→ hj( 12 ,E) for both domains D1 and D2. The thin vertical lines
show the location of the poles. This shape is generic for s ∈]0, 34 [ and does not depend on L

Fig. 8.4 Graph of functions E �→ hj( 9
10 ,E) for both domains D1 and D2. The thin vertical lines

show the location of the poles. This shape is generic for s ∈] 34 , 1] and does not depend on L

In the domain D2 the function E �→ Ta2
(
(L − 1)θ2(s,E)

)
has singularities at the

points Es,q where

θ2(s,Es,q) = αq :=
2q+ 1
2(L − 1)

π for q ∈ {0, 1, . . . ,L − 2} (8.160)
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since these are the points where Co2
(
(L − 1)θ2(s,Es,q)

)
= cos

(
(L − 1)θ2(s,Es,q)

)

= 0. It follows from (8.146) that

Es,q = 1 − s cosαq . (8.161)

We use these points to divide the domain D2 for E into the L intervals

I1 = I1(s) :=]s−(s),Es,0]
I2 = I2(s) :=]Es,0,Es,1]

... (8.162)

IL−1 = IL−1(s) :=]Es,L−3,Es,L−2]
IL = IL(s) :=]Es,L−2, s+(s)[ .

The functions Taj in their respective domains have the graphs of the shapes as shown
for L = 7 in Fig. 8.5 for s < 3

4 and in Fig. 8.6 for s > 3
4 .

For a given s ∈]0, 1] the solutions E = E(s) of (8.156) can be characterized as
follows:

in D1(s) = [0, s−(s)] there is exactly one value 0 ≤ E0(s) ≤ 1 − s;
in D2(s) =]s−(s), s+(s)[ consider first those s where the poles of E �→ Ta2

(
(L −

1)θ2(s,E)
)
and E �→ h2(s,E) do not coincide, that is, where p±(s) 
= Es,q for all

(s, q).

Fig. 8.5 Graph of functions E �→ Taj
(
(L − 1)θj( 12 ,E)

)
for both domains D1 and D2 and L = 7.

The thin vertical lines show the location of the poles Es,q. This shape is generic for s ∈]0, 34 [
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Fig. 8.6 Graph of functions E �→ Taj
(
(L − 1)θj( 9

10 ,E)
)
for both domains D1 and D2 and L = 7.

The thin vertical lines show the location of the poles Es,q. This shape is generic for s ∈] 34 , 1]

Exercise 8.113 Suppose s ∈]0, 1] is such that p±(s) 
= Es,q for all q ∈ {1, 2, . . . ,L}.
Show that then p±(s) ∈ Iq±(s) for some q± ∈ {1, 2, . . . ,L} implies

q− <
L
2
+ 1

L
2
< q+ ≤ L − 1 .

(8.163)

For a solution see Solution 8.113.

Note that (8.163) implies that while p−(s) can fall into I1(s), none of the poles
p±(s) can be in IL(s). As the following Exercise 8.114 shows, another consequence
of (8.163) is that both poles cannot be in the same interval.

Exercise 8.114 Show that for L > 1 we cannot have p±(s) ∈ Iq.

For a solution see Solution 8.114.

The locations of the solutions of (8.156) in the intervals of D2(s) = I1(s) ∩ · · · ∩
IL(s) are then as follows:
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• From (8.163) we see that neither p+(s) nor p−(s) can be in the right-most
interval IL(s). Since we have h2(s,E) > for E ∈]p+(s), s+(s)[ and Ta2

(
(L −

1)θ2(s,E)
)
< 0 for E ∈]Es,L−2, s+(s)[, it follows that there is no solution of

(8.156) in IL(s).
• In the interval Iq+(s) which contains p+(s), there are two solutions of (8.156),
one at either side of p+(s). This is because h2(s,E) tends to −∞ as E ↗ p+(s)
and h2(s,E) → +∞ as E ↘ p+(s), and Ta2

(
(L − 1)θ2(s,E)

)
is increasing from

−∞ at E ↘ Es,q+−2 < p+(s) to +∞ at E ↗ Es,q+−1 > p+(s).
• Similarly, in any interval Iq−(s), which contains p−(s) and for which q− 
= 1,
there are two solutions of (8.156) separated by p−(s).

• If p−(s) ∈ I1(s), there is only one solution E ∈]p−(s),Es,0[ of (8.156) since
h2(s,E) → +∞ as E ↘ p−(s) and Ta2

(
(L − 1)θ2(s,E)

) → +∞ as E ↗ Es,0 >
p−(s). For E ∈]s−(s), p−(s)] there is no solution since there h2(s,E) < 0 and
Ta2

(
(L − 1)θ2(s,E)

) ≥ 0.
• In every other interval Iq(s) for q ∈ {2, . . . ,L − 1} � {q±} that does not contain
p±(s) and is neither I1 nor IL we find exactly one solution of (8.156) since there
h2(s,E) is finite and decreasing and Ta2

(
(L − 1)θ2(s,E)

)
covers all of R as E

ranges between Es,q−2 and Es,q−1.
• If p−(s) 
= I1(s), there is no solution in I1(s) since h2(s,E) < 0 for E ∈ s−(s),
p−(s)[ and Ta2

(
(L − 1)θ2(s,E)

)
> 0 for E ∈]s−(s),Es,0[.

In summary we have in D2, in the case where p±(s) 
= Es,q for q ∈ {1, . . . ,L − 2},
• one solution in each Iq(s), q ∈ {1, . . . ,L − 1} � {q+} plus two solutions in Iq+(s)
if p−(s) ∈ I1(s)

• one solution in each Iq(s), q ∈ {2, . . . ,L − 1} � {q±} plus two solutions in each
Iq±(s) if p−(s) /∈ I1(s).

In total we have thus L distinct solutions in D2(s), which do not cross or coincide
as s varies in ]0, 1], as long as p±(s) 
= Es,q for q ∈ {1, . . . ,L − 2}. Together with
the one solution in D1(s) these give the L+ 1 eigenvalues of HT (s)

∣
∣
Hsub

. Generic

examples of these solutions are shown for L = 7 in Fig. 8.7 for s < 3
4 and in Fig. 8.8

for s < 3
4 .

Consider now the case p+(s) = Es,r+ for some r+ ∈ {1, . . . ,L − 2}. We claim
that then E(s) = Es,r+ = p+(s) is an eigenvalue of HT (s)

∣
∣
Hsub

. This can be seen as
follows.

Recall that our Ansatz (8.148) for the components of the eigenvectors satis-
fied the recursive part (8.143) of the eigenvalue equations. To obtain a solution for
the eigenvalue equation, one still has to impose the boundary conditions. In Exer-
cise 8.109 we showed that this resulted in (8.150). In the proof of this, we found in
(G.182) that whenever E is such that

(1+ ac − ab) sin
(
(L − 1)θ2(s,E)

)
= (c − a) sin

(
(L − 2)θ2(s,E)

)
(8.164)
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Fig. 8.7 Determination of the eigenvalues of HT
(
1
2

)
for the case L = 7 as intersection of

Taj
(
(L − 1)θj

(
1
2 ,E

))
(gray lines) and hj

(
1
2 ,E

)
(black lines). Here Ta1

(
1
2 ,E

)
and h1

(
1
2 ,E

)
are

shown for E ∈ D1
(
1
2

)
, whereas Ta2

(
1
2 ,E

)
and h2

(
1
2 ,E

)
are shown for E ∈ D2

(
1
2

)

Fig. 8.8 Determination of the eigenvalues of HT
(

9
10

)
for the case L = 7 as intersection of

Taj
(
(L − 1)θj

(
9
10 ,E

))
(gray lines) and hj

(
9
10 ,E

)
(black lines). Here Ta1

(
9
10 ,E

)
and h1

(
9
10 ,E

)

are shown for E ∈ D1
(

9
10

)
, whereas Ta2

(
9
10 ,E

)
and h2

(
9
10 ,E

)
are shown for E ∈ D2

(
9
10

)
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then the boundary conditions are satisfied. Consequently, E is an eigenvalue of
HT (s)

∣
∣
Hsub

. For E = Es,r+ we have

θ2(s,E) =︸︷︷︸
(8.161)

αr+ =
2r+ + 1
2(L − 1)

π

such that (L − 1)θ2(s,E) = (2r+ + 1)π
2 and

sin
(
(L − 1)θ2(s,E)

)
= (−1)r+

cos
(
(L − 2)θ2(s,E)

)
= 0 .

(8.165)

Moreover, using sin(x − y) = sin x cos y − cos x sin y with x = (L − 1)θ2 and y =
θ2, we find

sin
(
(L − 2)θ2(s,E)

)
= (−1)r+ cos θ2 =︸︷︷︸

(8.147)

(−1)r+
b
2
. (8.166)

Inserting (8.165) and (8.166) into (8.164) gives

1+ ac − ab = (c − a)
b
2
,

which is equivalent to
b(a + c) − 2ac − 2 = 0 .

Using (G.186) (and the fact that E = p+(s) also precludes 2 − 2E − s = 0), this in
turn is equivalent to

(s− − E)(E − p+)(E − p−) = 0, (8.167)

and this holds true since we consider the special case E = p+(s) = Es,r+ . Hence,
such an E solves (8.164) and has to be an eigenvalue of HT (s)

∣
∣
Hsub

.

The very same arguments apply if E = E(s) = p−(s) = Es,r− since E − p− also
appears in the left side of (8.167), making such E also eigenvalues of HT (s)

∣
∣
Hsub

.

With our definition (8.163) of the intervals Iq = Iq(s), we see that p+(s) = Es,r+
or p−(s) = Es,r− implies p+(s) ∈ Ir++2 or p−(s) ∈ Ir−+2 for r± ∈ {0, 1, . . . ,L −
2}. Now, p− cannot be in IL. Whenever p− ∈ Ir−+2 for r− ∈ {0, . . . ,L − 3}, we
have one eigenvalue given by E = Es,r− = p− in Ir−+2 and a second eigenvalue in
Ir−+2 as a solution of (8.156). This is because for E ∈]Es,r− , p+[, where Es,r− = p−,
we know that h2(s,E) is finite and decreasing, and Ta2

(
(L − 1)θ2(s,E)

)
covers all

of R as E ranges between Es,r− and Es,r−+1. Hence, every interval which contains
p− also contains two eigenvalues.

The same applies for p+ ∈ Ir++2 as long as r+ + 2 
= L. If r+ + 2 = L, then IL =
[Es,r+ , s+(s)[ contains exactly the one eigenvalue E = Es,r+ and as before D2 � IL
contains L eigenvalues.
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Fig. 8.9 Eigenvalues of HT (s) as a function of s ∈ [0, 1] for the case of L = 7. Note that then
dimHsub = L+ 1 = 8. The dashed lines show the domain-delimiting lines s±(s) = 1 ± s. The
black circles show the eigenvalues at s = 1

2 , whereas the squares show them at s = 9
10

Our analysis of the solutions E = E(s) of (8.156) thus implies the following: for
each s ∈]0, 1] we have one eigenvalue E0(s) ∈ D1(s) satisfying E0(s) ≤ s−(s) and
L eigenvalues Ej(s) for j ∈ {1, . . . ,L} in D2(s) satisfying s−(s) < E1(s) < · · · <
EL(s) < s+(s). This is once more illustrated in Fig. 8.9, which shows the eigenval-
ues of HT (s)

∣
∣
Hsub

for the case L = 7 as s varies from 0 to 1. Also shown there more

prominently are the eigenvalues for the two sample values s = 1
2 (as circles) and

s = 9
10 (as squares). �

Recall that our goal in this section is to show that any quantum circuit U =
UL · · ·U1 comprised of L gates can be simulated efficiently, namely with T ∈
poly (L), by a suitable adiabatic computation.

So far we have presented a generic method to construct a suitable time dependent
Hamiltonian HT (s). This Hamiltonian is suitable because at the initial time tini it has
the known ground state |Γ (0)〉, and at the final time tfin it has the ground state |Γ 〉,
which contains the circuit action end stateU |0〉n in one of its components. We have
also shown that by measuring a certain observable in the state |Γ 〉, we will obtain
U |0〉n with a probability of 1

L+1 . Moreover, starting from |Γ (0)〉 the time evolution
generated byHT (s) leaves a finite-dimensional subspace Hsub invariant. On this sub-
space the Hamiltonian HT (s)

∣
∣
Hsub

satisfies the Adiabatic Assumption (AA) required
for the application of the Quantum Adiabatic Theorem G.15, Corollaries 8.3 and
8.4. These tell us that the time-evolved state is suitably close to the desired final
ground state |Γ 〉, provided C0(1)

T is sufficiently small. Ultimately, we want to derive
an estimate as to how T grows as a function of L if we are to guarantee a given mini-
mal probability to find |Γ 〉. Hence, we need to obtain a suitable bound on the growth
of C0(1) as a function of L. Lemma 8.27 provides a first step in that direction.



474 8 Adiabatic Quantum Computing

Lemma 8.27 Let HT (s) be as defined in (8.22). Then C0(1) as defined in
Theorem G.15 satisfies

C0(1) ≤ 3
g0(1)2

+
3

g0(0)2
+ 90

∫ 1

0

du
g0(u)3

. (8.168)

Proof Applying the results of Corollary 8.6 to HT (s) as defined in (8.22) and keep-
ing in mind that we only need to consider the restrictions on Hsub yields

C0(1) ≤︸︷︷︸
(2.53),(8.19)

(∣∣
∣
∣
∣
∣Hfin

∣
∣
Hsub

∣
∣
∣
∣
∣
∣+

∣
∣
∣
∣
∣
∣Hini

∣
∣
Hsub

∣
∣
∣
∣
∣
∣
) [ 1

g0(1)2
+

1
g0(0)2

(8.169)

+ 10
(∣∣
∣
∣
∣
∣Hfin

∣
∣
Hsub

∣
∣
∣
∣
∣
∣+

∣
∣
∣
∣
∣
∣Hini

∣
∣
Hsub

∣
∣
∣
∣
∣
∣
) ∫ 1

0

du
g0(u)3

]
.

From (8.126) we see that the largest eigenvalue of Hini
∣
∣
Hsub

is 1 and it follows from
(2.50) that ∣

∣
∣
∣
∣
∣Hini

∣
∣
Hsub

∣
∣
∣
∣
∣
∣ = 1 . (8.170)

Likewise, (8.155) shows that the eigenvalues of HT (s)
∣
∣
Hsub

are bounded from above

by s+(s) = 1+ s. Considering that Hfin
∣
∣
Hsub

= HT (1)
∣
∣
Hsub

, we thus obtain, again
with the help of (2.50), that ∣

∣
∣
∣
∣
∣Hfin

∣
∣
Hsub

∣
∣
∣
∣
∣
∣ ≤ 2 . (8.171)

Inserting (8.170) and (8.171) into (8.169) yields the claim (8.168). �

The one ingredient still missing to obtain a bound on C0(1) is the behavior of
the gap function g0(s) = E1(s) − E0(s) as the number of gates L increases. Before
we can exhibit this in more detail, we need a few more auxiliary results. The first
of these is given in the following theorem, which contains the so-called max-min
principle.

Theorem 8.28 Let H be a HILBERT space with dimH = d < ∞ and let A ∈
Bsa(H) with a set of eigenvalues σ(A) =

{
λj
∣
∣ j ∈ {1, . . . , d}} such that

λ1 ≤ λ2 ≤ · · · ≤ λd . (8.172)

Then we have for every w ∈ {1, . . . , d}
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λw = max
{
min

{〈Ψ |AΨ〉 ∣∣ |Ψ〉 ∈ Hw, ||Ψ || = 1
} ∣∣
∣

Hw subspace of H with
dimHw = d − w + 1

}
.

(8.173)

Proof Let
{|Φj〉

∣
∣ j ∈ {1, . . . , d}} be an ONB of H consisting of eigenvectors of A

and define

τw := max
{
min

{〈Ψ |AΨ〉 ∣∣ |Ψ〉 ∈ Hw, ||Ψ || = 1
} ∣∣
∣

Hw subspace of H with
dimHw = d − w + 1

}
.

(8.174)
In a first step we show that τw ≥ λw. For this we choose Hw as the subspace

Hw = Span{|Φw〉, . . . , |Φd 〉} .

Then we have dimHw = d − w + 1 and λw is the smallest eigenvalue of A
∣
∣
Hw

. The
result (2.40) of Exercise 2.9 then implies that for any |Ψ〉 ∈ Hw with ||Ψ || = 1 we
must have 〈Ψ |AΨ〉 ≥ λw. For τw as defined in (8.174) it thus follows that

τw ≥ λw . (8.175)

We now proceed to show the reverse inequality. For this let Hw now be an arbitrary
subspace of H with dimHw = d − w + 1, and let

{|Ωk〉
∣
∣ k ∈ {1, . . . , d − w + 1}}

be an ONB of this subspace. For any |Ψ〉 ∈ Hw we thus have

|Ψ〉 =
d−w+1

∑
k=1

Ψk |Ωk〉 , (8.176)

where

|Ωk〉 =
d

∑
j=1

Mkj|Φj〉 , (8.177)

since
{|Φj〉

∣
∣ j ∈ {1, . . . , d}} is an ONB of H. Consequently, we obtain for any

l ∈ {1, . . . , d} that

〈Φl |Ψ〉 =︸︷︷︸
(8.176)

d−w+1

∑
k=1

Ψk〈Φl |Ωk〉 =︸︷︷︸
(8.177)

d−w+1

∑
k=1

Ψk

d

∑
j=1

Mkj 〈Φl |Φj〉︸ ︷︷ ︸
=δ jl

=
d−w+1

∑
k=1

ΨkMkl . (8.178)
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This allows us to find |Ψ〉 ∈ Hw such that

|Ψ〉 ∈ (
Span{|Φw+1〉, . . . , |Φd 〉}

)⊥ = Span{|Φ1〉, . . . , |Φw〉} (8.179)

as follows. The requirement (8.179) is equivalent to

〈Φl |Ψ〉 = 0 for l ∈ {w + 1, . . . , d} .

From (8.178) we see that this means that |Ψ〉 has to be such that

d−w+1

∑
k=1

ΨkMkl = 0 for l ∈ {w + 1, . . . , d} .

This is a set of d − w linear equations for dimHw = d − w + 1 unknownsΨk . It can
always be solved and the remaining one unknown can be used to normalize |Ψ〉 to
1. This means that in any subspace Hw ⊂ H of dimension d − w + 1 we can always
find a |Ψ〉 ∈ Span{|Φ1〉, . . . , |Φw〉} with ||Ψ || = 1. Now, the operator A restricted
to Span{|Φ1〉, . . . , |Φw〉 has the eigenvalues λ1, . . . ,λw. Because of the assumption
(8.172), the largest of those is λw. The result (2.40) of Exercise 2.9 then implies that
for any |Ψ〉 ∈ Span{|Φ1〉, . . . , |Φw〉} with ||Ψ || = 1 we must have

〈Ψ |AΨ〉 ≤ λw .

Since we have shown above that for any Hw ⊂ H with dimHw = d − w + 1 we can
always find a |Ψ〉 ∈ Hw ∩ Span{|Φ1〉, . . . , |Φw〉} with ||Ψ || = 1, it follows that

min
{〈Ψ |AΨ〉 ∣∣ |Ψ〉 ∈ Hw, ||Ψ || = 1

} ≤ λw .

Therefore, due to its definition in (8.174), τw also satisfies

τw ≤ λw ,

which, together with (8.175), implies τw = λw and completes the proof
of (8.173). �

For the proof of our desired result about the growth of g0(s) as a function of L
we need one more auxiliary result, which is given in the following lemma.
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Lemma 8.29 ([116]) Let |Γ (0)〉 be as defined in (8.94), Hfin as in (8.100)
and Hsub as in (8.123). Then the lowest eigenvalue Ě0 of

Ȟ :=
(
Hfin +

1
2
|Γ (0)〉〈Γ (0)|

)∣
∣
∣
Hsub

(8.180)

satisfies for L ≥ 8
1
L2

< Ě0 < 1 . (8.181)

Proof From (8.138) we see that Ȟ in the ONB
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} has the

matrix

Ȟ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 − 1
2 0 0 . . . 0

− 1
2 1 − 1

2 0 . . . 0

0 − 1
2 1 − 1

2 0
...

...
. . .

. . .
. . .

. . .
...

0 . . . 0 − 1
2 1 − 1

2
0 . . . 0 0 − 1

2
1
2

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

.

Consequently, the eigenvalue equation Ȟ|Φ̌〉 = Ě|Φ̌〉 implies for the components
Φ̌m of the eigenvector

|Φ̌〉 =
L

∑
m=0

Φ̌m|Γ (m)〉

in the basis
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} that

Φ̌1 = 2(1 − Ě)Φ̌0 (8.182)

Φ̌m = 2(1 − Ě)Φ̌m−1 − Φ̌m−2 for m ∈ {2, . . . ,L − 1} (8.183)

Φ̌L =
1

1 − 2Ě
Φ̌L−1 . (8.184)

Assuming that
Ě = 1 − cos θ (8.185)

for a θ ∈]0, π[, we make the ansatz

Φ̌m = sin
(
(m+ 1)θ

)
(8.186)
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for m ∈ {−1, . . . ,L}. Using

2 cosα sin β = sin(α + β ) − sin(α − β ) , (8.187)

we then find with α = θ and β = mθ that

Φ̌m =︸︷︷︸
(8.186)

sin
(
(m+ 1)θ

)
=︸︷︷︸

(8.187)

2 cos θ sin(mθ) − sin
(
(m − 1)θ

)

=︸︷︷︸
(8.185),(8.186)

2(1 − Ě)Φ̌m−1 − Φ̌m−2 (8.188)

for m ∈ {2, . . . ,L}, which shows that (8.183) is satisfied by our ansatz. But (8.188)
also holds for m = 1, in which case it shows that (8.185) together with (8.186) also
satisfies (8.182).

To satisfy (8.184), we require in addition that

(1 − 2Ě) sin
(
(L+ 1)θ

)
= sin(Lθ) .

Using (8.185), this becomes

2 cos θ sin
(
(L+ 1)θ

)
= sin(Lθ) + sin

(
(L+ 1)θ

)
,

where we can again make use of (8.187) to obtain

sin
(
(L+ 2)θ

)
= sin

(
(L+ 1)θ

)
.

Since sinα = sin β implies β + α = (2p+ 1)π or β − α = 2qπ for p, q ∈ N0, it
follows that we must have

θ =
2p+ 1
2L+ 3

π or θ = 2qπ for p, q ∈ N0 .

The second possibility can be discarded because (8.186) implies that in this case
|Φ〉 = 0, which is not a permissible eigenvector.

The first possibility allows for L+ 1 distinct eigenvalues of Ȟ given by

Ěp = 1 − cos

(
2p+ 1
2L+ 3

π
)

for p ∈ {0, . . . ,L} ,

and since (8.123) implies dimHsub = L+ 1, these are all possible eigenvalues of Ȟ.
The lowest eigenvalue is

Ě0 = 1 − cos

(
π

2L+ 3

)
< 1 (8.189)
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and evidently satisfies the upper bound given in (8.181). In order to obtain the lower
bound 1

L2
for Ě0, we note first that the series expansion

cos x =
∞

∑
k=0

(−1)kx2k

(2k)!
= 1 − x2

2
+ R4(x)

implies

1 − cos x =
x2

2
− R4(x) .

For |x| ≤ 4 the remainder

R4(x) =

≥0
︷ ︸︸ ︷
x4

4!
− x6

6!
+

≥0
︷ ︸︸ ︷
x8

8!
− x10

10!
+ · · · = x4

4!
−x6

6!
+

x8

8!︸ ︷︷ ︸
≤0

− x10

10!
+

x12

12!︸ ︷︷ ︸
≤0

− . . .

satisfies

0 ≤ R4(x) ≤ x4

4!

such that

1 − cos x ≥ x2

2
− x4

4!
.

Applying this to (8.189) yields

Ě0 ≥ π2

2(2L+ 3)2
− π4

24(2L+ 3)4
. (8.190)

Here we can use that for L ≥ 8

π2

2
− 4 ≥ 6

L
+

9
L2

+
π4

24(2L+ 3)2
,

which implies
π2

2(2L+ 3)2
− π4

24(2L+ 3)4
≥ 1

L2
.

Together with (8.190), this gives

Ě ≥ 1
L2

for L ≥ 8

and completes the proof of (8.181). �
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After all these auxiliary results we are now in a position to give a rigorous lower
bound for the ground state eigenvalue gap g0(s) of HT (s)

∣
∣
Hsub

.

Theorem 8.30 ([116]) Let HT (s)
∣
∣
Hsub

be defined as in (8.133) and let
{
Ej(s)

∣
∣ j ∈ {0, . . . ,L}} be the set of its eigenvalues. Then the ground state

energy gap g0(s) = E1(s) − E0(s) satisfies for L ≥ 8

g0(s) >
1
2L2

. (8.191)

Proof We know already from Theorem 8.26 that for s ∈]0, 1] the eigenvalues Ej(s)
of HT (s)

∣
∣
Hsub

satisfy E0(s) < E1(s) < · · · < EL(s). From the matrix of HT (s)
∣
∣
Hsub

in the ONB
{|Γ (m)〉 ∣∣ m ∈ {0, . . . ,L}} of Hsub as shown in (8.125) we see that

〈Γ (0)|HT (s)
∣
∣
Hsub

Γ (0)〉 = s
2

and that for |Γ 〉 as defined in (8.95)

〈Γ |HT (s)
∣
∣
Hsub

Γ 〉 = L(1 − s)
L+ 1

.

The result (2.40) of Exercise 2.9 then implies that

E0(s) ≤ min

{
s
2
,
L(1 − s)
L+ 1

}
. (8.192)

and the two lines s �→ s
2 and s �→ L(1−s)

L+1 cross at

sc :=
2L

3L+ 1
. (8.193)

Since we may assume L > 1, we have L
2 > 1

2 and thus 2L > 3L+1
2 , which implies

sc >
1
2
. (8.194)

On the other hand, we have 2L < 2(3L+1)
3 such that

sc <
2
3
. (8.195)
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These two bounds for sc will be used later. For now let us turn to E1(s). From
Theorem 8.28 we know that

E1(s) =︸︷︷︸
(8.173)

max
{
min

{〈Ψ |HT (s)
∣
∣
Hsub

Ψ〉 ∣∣ |Ψ〉 ∈ H2, ||Ψ || = 1
}

∣
∣
∣ H2 subset of H with dimH2 = L+ 1 − 2+ 1 = L

}
.

For the subspace H2 = Span{|Γ (1)〉, . . . , |Γ (L)〉} it follows that

E1(s) ≥ min
{〈Ψ |HT (s)

∣
∣
Hsub

Ψ〉 ∣∣ |Ψ〉 ∈ Span{|Γ (1)〉, . . . , |Γ (L)〉}, ||Ψ || = 1
}
.

(8.196)

Now, inserting

Hini(s)
∣
∣
Hsub

=︸︷︷︸
(8.126)

1
∣
∣
Hsub

− |Γ (0)〉〈Γ (0)|

Hfin(s)
∣
∣
Hsub

=︸︷︷︸
(8.180)

Ȟ − 1
2
|Γ (0)〉〈Γ (0)|

in the right side of

HT (s)
∣
∣
Hsub

=︸︷︷︸
(8.122)

(1 − s)Hini(s)
∣
∣
Hsub

+ sHfin(s)
∣
∣
Hsub

yields

HT (s)
∣
∣
Hsub

= (1 − s)1
∣
∣
Hsub

+ sȞ+
(
1 − s

2

)
|Γ (0)〉〈Γ (0)| .

Since for any |Ψ〉 ∈ H2 = Span{|Γ (1)〉, . . . , |Γ (L)〉}we have 〈Γ (0)|Ψ〉 = 0, it fol-
lows that for such |Ψ〉 ∈ H2 with ||Ψ || = 1

〈Ψ |HT (s)
∣
∣
Hsub

Ψ〉 = (1 − s) + s〈Ψ |ȞΨ〉 . (8.197)

Denoting the lowest eigenvalue of Ȟ by Ě0, the result (2.40) of Exercise 2.9 tells us
that 〈Ψ |ȞΨ〉 ≥ Ě0, such that (8.196) becomes

E1(s) ≥ {
min

{〈Ψ |HT (s)
∣
∣
Hsub

Ψ〉 ∣∣ |Ψ〉 ∈ Span{|Γ (1)〉, . . . , |Γ (L)〉} , ||Ψ || = 1
}

≥︸︷︷︸
(8.197)

1 − s+ Ě0 , (8.198)
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and we obtain

E1(s) − Es(0) ≥︸︷︷︸
(8.192),(8.198)

1 − s+ sĚ0 − min

{
s
2
,
L(1 − s)
L+ 1

}
. (8.199)

Here we observe that, with sc as defined in (8.193), then s ≷ sc = 2L
3L+1 implies s

2 ≷
L(1−s)
L+1 . Hence, we have

min

{
s
2
,
L(1 − s)
L+ 1

}
=

{
s
2 if 0 ≤ s ≤ sc
L(1−s)
L+1 if sc < s ≤ 1 ,

and thus (8.199) becomes

E1(s) − Es(0) ≥
{
1 − 3s

2 + sĚ0 if 0 ≤ s ≤ sc
1 − s+ sĚ0 − L(1−s)

L+1 if sc < s ≤ 1 .
(8.200)

We consider the two cases separately. For the case 0 ≤ s ≤ sc we note that

d
ds

(
1 − 3s

2
+ sĚ0

)
= Ě0 − 3

2
<︸︷︷︸

(8.181)

0

such that for s ∈ [0, sc] the function 1 − 3s
2 + sĚ0 attains its lowest value at the rightmost

boundary s = sc. Consequently, we find in the case 0 ≤ s ≤ sc that

E1(s) − E2(s) ≥︸︷︷︸
(8.200)

1 − 3s
2

+ sĚ0 ≥ 1 − 3sc
2

+ scĚ0 ≥︸︷︷︸
(8.195)

scĚ0 . (8.201)

For the case s ∈]sc, 1] we observe that

E1(s) − E2(s) ≥︸︷︷︸
(8.200)

1 − s+ sĚ0 − L(1 − s)
L+ 1

= sĚ0 +
1 − s
L+ 1

≥ sĚ0 ≥ scĚ0 . (8.202)

Therefore, we finally have

g0(s) = E1(s) − E0(s) ≥︸︷︷︸
(8.201),(8.201)

scĚ0 ≥︸︷︷︸
(8.194)

1
2
Ě0 ≥︸︷︷︸

(8.181)

1
2L2

.

�

We can now combine the results of Corollary 8.4, Lemmas 8.24, 8.27 and
Theorem 8.30 to prove a statement about how the time T required to approximate
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the action of the circuit U = UL · · ·U1 with an adiabatic computation scales as a
function of the number of gates L in the circuit.

Theorem 8.31 Let the circuitU be as in Definition 8.18. To obtainU |0〉n with
a probability of at least pmin

L+1 as a result of a suitable adiabatic computation of
duration T and subsequent measurement, it suffices that

T ∈ O

(
L6√

1 − pmin

)
for L → ∞ . (8.203)

Proof The probability to obtainU |0〉n as a result of a suitable adiabatic computation
and subsequent measurement satisfies

P

{
To observe U |0〉n after
the adiabatic evolution
with HT (s) in (8.122)

}

= P

{To observe
U |0〉n in the
state |Γ 〉

}

× P

{
To produce |Γ 〉
with the adiabatic
evolution HT (s)

}

.

We know from Theorem 8.23 that |Γ 〉 as defined in Definition 8.18 is the ground
state of the final Hamiltonian in the adiabatic computation designed to approximate
U . From Corollary 8.4 we know that if the time T for the transition from Hini to Hfin

satisfies

T ≥ C0(1)√
1 − pmin

, (8.204)

then the probability to find |Γ 〉 at time tfin = T + tini is bounded from below by pmin,
that is,

P

⎧
⎨

⎩

To produce |Γ 〉
with the adiabatic
evolution HT (s)

⎫
⎬

⎭
≥ pmin .

Moreover, Lemma 8.24 tells us that measuring a suitable observable in the state |Γ 〉
will project onto the stateU |0〉n with a probability of 1

L+1 , that is,

P

⎧
⎨

⎩

To observe
U |0〉n in the
state |Γ 〉

⎫
⎬

⎭
=

1
L+ 1

.

Consequently, (8.204) implies

P

⎧
⎨

⎩

To observeU |0〉n after
the adiabatic evolution
with HT (s) in (8.122)

⎫
⎬

⎭
≥ pmin

L+ 1
.



484 8 Adiabatic Quantum Computing

Combining Lemma 8.27 with Theorem 8.30 shows that for L ≥ 8 in the case at hand

C0(1) ≤︸︷︷︸
(8.168),(8.191)

24L4 + 720L6 . (8.205)

Finally, we see that for an adiabatic transition time T = T (L) satisfying

C0(1)√
1 − pmin

≤︸︷︷︸
(8.205)

800L6√
1 − pmin

≤ T (L) ≤ 1000L6√
1 − pmin

∈ O

(
L6√

1 − pmin

)

both (8.203) and (8.204) hold true. �

From Theorem 8.31 we see that if we repeat the adiabatic computation O(L)
times, we will obtain U |0〉n with a probability approximately bounded from below
by pmin. We can thus replicate the result of the circuit U with a given minimal
probability by repeating the adiabatic computation O(L) times such that the total
replication has an aggregated running time of O

(
L7
)
. Consequently, a circuit based

computation can be efficiently replicated by an adiabatic computation.

8.6 Replicating an Adiabatic by a Circuit Based
Computation

In this section we show that any adiabatic quantum computation can be efficiently
approximated with arbitrary precision by a circuit with sufficiently many gates [33,
114]. More precisely, we assume that we are given an adiabatic quantum computa-
tion with initial Hamiltonian Hini at time tini and final Hamiltonian Hfin at time tfin
with a linear schedule such that with T = tfin − tini the Hamiltonian

H(t) =
(
1 − t − tini

T

)
Hini +

t − tini
T

Hfin (8.206)

generates the adiabatic time evolutionU(t, tini) as solution of the initial value prob-
lem

i
d
dt
U(t, tini) = H(t)U(t, tini)

U(tini, tini) = 1
(8.207)

for t ∈ [tini, tfin]. To show thatU(tfin, tini) = UT (1) can be obtained by a circuit based
computation, we first approximateU by a time evolution Û generated from a piece-
wise constant Hamiltonian Ĥ. In a second step we approximate Û further by a time

evolution ˆ̂U generated by Hini and Hfin acting independently.
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The approximation of U thus obtained will be shown to be efficient in the sense
that the number of gates required to reach a given precision only increases asO

(
T 2
)
.

Let J ∈ N and Δ t = T
J . For j ∈ N0 such that 0 ≤ j ≤ J we define

Ĥj := H(jΔ t) =
(
1 − jΔ t

T

)
Hini +

jΔ t
T

Hfin

=
(
1 − j

J

)
Hini +

j
J
Hfin . (8.208)

Moreover, we define κ : [tini, tfin] → N0 as

κ(t) =
⌈
J (t − tini)

T

⌉
=
⌈
t − tini

Δ t

⌉
∈ {0, 1, . . . , J} , (8.209)

where
�·� : R −→ Z

x �−→ min{z ∈ Z | z ≥ x}

such that �x�denotes the smallest integer not less than x. With the help of Ĥj and κ
we then define

Ĥ(t) := Ĥκ(t) . (8.210)

Note that since κ(tini) = 0 and κ(tfin) = J , we have

Ĥ(tini) = Ĥκ(tini) = Ĥ0 = Htini

Ĥ(tfin) = Ĥκ(tfin) = ĤJ = Htfin

and that Ĥ(t) is constant whenever t−tini
Δ t /∈ N0.

We begin our effort to approximate the adiabatic time evolution with a lemma
giving an estimate of how far two time evolutions can drift apart given a bound on
the difference of the Hamiltonians generating them.

Lemma 8.32 For t ∈ [tini, tfin] let HA(t),HB(t) ∈ Bsa(H) be two Hamiltoni-
ans on a HILBERT space H, and for X ∈ {A,B} let UX (t, tini) be the respec-
tive time evolutions they generate, that is, for X ∈ {A,B} and t ∈ [tini, tfin] we
have

i
d
dt
UX (t, tini) = HX (t)UX (t, tini)

UX (tini, tini) = 1 .
(8.211)

If
||HA(t) − HB(t)|| ≤ ε (8.212)
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holds for t ∈ [tini, tfin], then we also have for such t that

||UA(t, tini) −UB(t, tini)|| ≤
√

2(t − tini)ε . (8.213)

Proof To begin with, we have for any |ψ〉 ∈ H

∣
∣
∣
∣(UA(t, tini) −UB(t, tini)

)
ψ
∣
∣
∣
∣2

=︸︷︷︸
(2.5)

〈(UA(t, tini) −UB(t, tini)
)
ψ|(UA(t, tini) −UB(t, tini)

)
ψ〉

=︸︷︷︸
(2.4),(2.5)

||UA(t, tini)ψ||2 + ||UB(t, tini)ψ||2 (8.214)

−〈UA(t, tini)ψ|UB(t, tini)ψ〉 − 〈UB(t, tini)ψ|UA(t, tini)ψ〉
=︸︷︷︸

(2.37)

2 ||ψ||2 − (〈UA(t, tini)ψ|UB(t, tini)ψ〉 + 〈UB(t, tini)ψ|UA(t, tini)ψ〉) .

Next, we note that

d
dt

〈UA(t, tini)ψ|UB(t, tini)ψ〉

= 〈 d
dt
UA(t, tini)ψ|UB(t, tini)ψ〉 + 〈UA(t, tini)ψ| d

dt
UB(t, tini)ψ〉

=︸︷︷︸
(8.211)

〈−iHA(t)UA(t, tini)ψ|UB(t, tini)ψ〉 + 〈UA(t, tini)ψ| − iHB(t)UB(t, tini)ψ〉

= i〈UA(t, tini)ψ|(HA(t) − HB(t)
)
UB(t, tini)ψ〉 ,

where in the last line we have used (2.4), (2.6), and that HA(t)∗ = HA(t). Integrating
on both sides then yields

〈UA(t, tini)ψ|UB(t, tini)ψ〉
= 〈UA(tini, tini)ψ|UB(tini, tini)ψ〉

+ i
∫ t

tini
〈UA(s, tini)ψ|(HA(s) − HB(s)

)
UB(s, tini)ψ〉ds

=︸︷︷︸
(8.211)

||ψ||2 + i
∫ t

tini
〈UA(s, tini)ψ|(HA(s) − HB(s)

)
UB(s, tini)ψ〉ds .

Likewise, we have

〈UB(t, tini)ψ|UA(t, tini)ψ〉
= ||ψ||2 + i

∫ t

tini
〈UB(s, tini)ψ|(HB(s) − HA(s)

)
UA(s, tini)ψ〉ds
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such that

〈UA(t, tini)ψ|UB(t, tini)ψ〉 + 〈UB(t, tini)ψ|UA(t, tini)ψ〉
= 2 ||ψ||2

+ i
∫ t

tini
〈UA(s, tini)ψ|(HA(s) − HB(s)

)
UB(s, tini)ψ〉ds

+ i
∫ t

tini
〈UB(s, tini)ψ|(HB(s) − HA(s)

)
UA(s, tini)ψ〉ds . (8.215)

Inserting (8.215) into (8.214) yields

∣
∣
∣
∣(UA(t, tini) −UB(t, tini)

)
ψ
∣
∣
∣
∣2 =

∣
∣
∣
∣
∣
∣
∣(UA(t, tini) −UB(t, tini)

)
ψ
∣
∣
∣
∣2
∣
∣
∣ (8.216)

=
∣
∣
∣
∣i
∫ t

tini
〈UA(s, tini)ψ |(HA(s) − HB(s)

)
UB(s, tini)ψ〉ds

+ i
∫ t

tini
〈UB(s, tini)ψ |(HB(s) − HA(s)

)
UA(s, tini)ψ〉ds

∣
∣
∣
∣

≤
∫ t

tini

∣
∣〈UA(s, tini)ψ |(HA(s) − HB(s)

)
UB(s, tini)ψ〉∣∣ ds

+
∫ t

tini

∣
∣〈UB(s, tini)ψ |(HB(s) − HA(s)

)
UA(s, tini)ψ〉∣∣ ds .

In the last two lines of (8.216) we can use that, for example,

∣
∣〈UA(s, tini)ψ|(HA(s) − HB(s)

)
UB(s, tini)ψ〉∣∣

≤︸︷︷︸
(2.16)

||UA(s, tini)ψ|| ∣∣∣∣(HA(s) − HB(s)
)
UB(s, tini)ψ

∣
∣
∣
∣

≤︸︷︷︸
(2.51)

||UA(s, tini)ψ|| ||HA(s) − HB(s)|| ||UB(s, tini)ψ||

=︸︷︷︸
(2.37)

||ψ||2 ||HA(s) − HB(s)||

≤︸︷︷︸
(8.212)

||ψ||2 ε

and, likewise, for
∣
∣〈UB(s, tini)ψ|(HB(s) − HA(s)

)
UA(s, tini)ψ〉∣∣. Using this in (8.216)

gives

∣
∣
∣
∣(UA(t, tini) −UB(t, tini)

)
ψ
∣
∣
∣
∣2 ≤ 2 ||ψ||2 ε

∫ t

tini
ds = ||ψ||2 2(t − tini)ε .

The claim (8.213) then follows from the definition of the operator norm (2.45). �
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In order to apply Lemma 8.32 to our situation, we need an estimate of the differ-
ence between Ĥ(t) and H(t). Exercise 8.115 provides this.

Exercise 8.115 Show that H(t) as defined in (8.206) and Ĥ(t) as defined in (8.210)
satisfy

∣
∣
∣
∣Ĥ(t) − H(t)

∣
∣
∣
∣ ≤ 1

J
||Hfin − Hini|| . (8.217)

For a solution see Solution 8.115.

Whereas the result of Exercise 8.115 shows us howmuch the time dependent Hamil-
tonian H(t) of the adiabatic quantum computation differs from the piece-wise con-
stant Ĥ(t), the statement in Lemma 8.32 tells us how much the time evolutions they
generate differ. We combine these two results to obtain a first approximation of
U(tfin, tini).

Lemma 8.33 Let Ĥ(t) be defined for t ∈ [tini, tfin] as in (8.210) and let
Û(t, tini) be the time evolution it generates, namely,

i
d
dt
Û(t, tini) = Ĥ(t)Û(t, tini)

Û(tini, tini) = 1 .
(8.218)

Moreover, with J ∈ N and Δ t = tfin−tini
J define

Û0 := 1

Ûj := e−iΔ tĤj for j ∈ {1, . . . , J} (8.219)

M := max{||Hini|| ,
∣
∣
∣
∣Hfin

∣
∣
∣
∣} , (8.220)

where Ĥj is as defined in (8.208). Then we have

Û(tfin, tini) = ÛJÛJ−1 · · · Û1Û0 (8.221)

∣
∣
∣
∣U(tfin, tini) − Û(tfin, tini)

∣
∣
∣
∣ ≤ 2

√
MT
J

= 2
√
MΔ t , (8.222)

where, as before, T = tfin − tini.
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Proof To show (8.221), we note that for t ∈]tini + (k − 1)Δ t, tini + kΔ t] we have
κ(t) = k ∈ {1, . . . , J} and thus Ĥ(t) = Ĥκ(t) = Ĥk , in other words, inside of each

of these time periods of length Δ t the Hamiltonian Ĥ(t) is constant. We define

Û(tini, tini) = 1

Û(t, tini) = e−i
(
t−tini−(κ(t)−1)Δ t

)
Ĥκ(t)Ûκ(t)−1 · · · Û0 for t ∈]tini, tfin]

(8.223)

and show first that Û(t, tini) thus defined is a solution of the initial value problem
(8.218). For t ∈]tini + (k − 1)Δ t, tini + kΔ t] we have

Û(t, tini) = e−i
(
t−tini−(k−1)Δ t

)
Ĥk Ûk−1 · · · Û0 (8.224)

and k = κ(t) such that

i
d
dt
Û(t, tini) = ĤkÛ(t, tini) = Ĥκ(t)Û(t, tini) =︸︷︷︸

(8.210)

Ĥ(t)Û(t, tini) .

At the discrete points tini + kΔ t, where ∈ {1, . . . , J}, we use the left-derivative

i
d
dt
Û(t, tini)|t↗tini+kΔ t = i lim

δ↘0

1
δ

(
Û(tini + kΔ t, tini) − Û(tini + kΔ t − δ , tini)

)

=︸︷︷︸
(8.223)

i lim
δ↘0

1
δ

(
e−iΔ tĤk − e−i(Δ t−δ )Ĥk

)
Ûk−1 · · · Û0

=︸︷︷︸
(8.223)

i lim
δ↘0

1
δ

(
1 − eiδ Ĥk

)
Ûk · · · Û0

= ĤkÛk · · · Û0

=︸︷︷︸
(8.210),
(8.223)

Ĥ(tini + kΔ t)Û(tini + kΔ t, tini) .

Hence, Û(t, tini) is a solution of the initial value problem (8.218). Since κ(tini +
kΔ t) = k, we obtain

Û(tini + kΔ t, tini) =︸︷︷︸
(8.224)

e−iΔ tĤk Ûk−1 · · · Û1 =︸︷︷︸
(8.219)

Ûk · · · Û1

and ultimately
Û(tfin, tini) = ÛJ · · · Û1 .
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To show (8.222), we note that using the result (8.217) in Exercise 8.115 and applying
(8.213) of Lemma 8.32 toU(tfin, tini) and Û(tfin, tini) yields

∣
∣
∣
∣U(tfin, tini) − Û(tfin, tini)

∣
∣
∣
∣ =︸︷︷︸
(8.217),(8.213)

√
2(tfin − tini)

J
||Hfin − Hini|| . (8.225)

Using T = tfin − tini and

||Hfin − Hini|| ≤︸︷︷︸
(2.53)

||Hfin|| + ||Hini|| ≤︸︷︷︸
(8.220)

2M

in (8.225) implies the stated claim (8.222). �

Having approximatedU(tfin, tini) by the product Û(tfin, tini) = ÛJ · · · Û1 of the Ûj

defined in (8.219), we now proceed to approximate each Ûj in turn by

ˆ̂Uj := e−iΔ t
(
1− j

J

)
Hini e−iΔ t jJ Hfin (8.226)

and Û(tfin, tini) = ÛJ · · · Û1 by

ˆ̂U := ˆ̂UJ · · · ˆ̂U1 . (8.227)

The ˆ̂Uj will be our gates and
ˆ̂U will be the circuit with which we approximate the

adiabatic evolution. Note that the unitary factors ˆ̂Uj are akin to a time evolution
generated by first Hfin and then by Hini separately each for a period of Δ t. More
precisely, letUHX denote the time evolution generated by HX for X ∈ {ini,fin}, that
is, theUHX are the solutions of the initial value problem

i
d
dt
UHX (t) = HlUHl (t)

UHX (0) = 1 .

Then we can express the ˆ̂Uj of (8.226) as follows

ˆ̂Uj = UHini

(
Δ t
(
1 − j

J

)
)
UHfin

(
Δ t

j
J

)
.

This shows that we can construct the gate ˆ̂Uj by first subjecting the system for a time

Δ t jJ to the time evolution generated by Hfin and subsequently for a time Δ t
(
1 − j

J

)

to the time evolution generated by Hini.
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Also note that since Hini and Hfin do not necessarily commute,3 we have in gen-
eral

ˆ̂Uj = e−iΔ t
(
1− j

J

)
Hini e−iΔ t jJ Hfin 
= e−i(Δ t

(
1− j

J

)
Hini+Δ t jJ Hfin) = Ûj .

Even though Ûj and ˆ̂Uj differ, we can give bounds on their difference, as the
Theorem 8.34 shows.

Theorem 8.34 ([117]) Let A and B be bounded operators on a HILBERT

space H. Then the following hold:

eAeB − eA+B =
∫ 1

0
euA[e(1−u)(A+B),B]euBdu (8.228)

∣
∣
∣
∣ [eA,B]

∣
∣
∣
∣ ≤ || [A,B] || e||A|| (8.229)

∣
∣
∣
∣eA+B − eAeB

∣
∣
∣
∣ ≤ 1

2
||[A,B]|| e||A||+||B|| . (8.230)

Proof To begin with, we have

eAeB − eA+B = euAe(1−u)(A+B)euB
∣
∣u=1
u=0 , (8.231)

where we used the notation f (u)
∣
∣u=b
u=a := f (b) − f (a). It follows that

eAeB − eA+B =︸︷︷︸
(8.231)

∫ 1

0

d
du

(
euAe(1−u)(A+B)euB

)
du

=
∫ 1

0

(
AeuAe(1−u)(A+B)euB − euA(A+ B)e(1−u)(A+B)euB + euAe(1−u)(A+B)BeuB

)
du

=
∫ 1

0
euA

(
Ae(1−u)(A+B) − (A+ B)e(1−u)(A+B) + e(1−u)(A+B)B

)
euBdu

=
∫ 1

0
euA

(
e(1−u)(A+B)B − Be(1−u)(A+B)

)
euBdu

=
∫ 1

0
euA[e(1−u)(A+B),B]euBdu ,

3If they did commute, then there would exist an ONB of eigenvectors for both operators. In this
case preparing an eigenstate of Hini, which is the starting point of the adiabatic algorithm, would be
the same as preparing an eigenstate of Hfin, which is the desired end-state we would like to obtain
with the algorithm. Hence, there would be no need for any algorithm.
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where we used that AeuA = euAA holds for any u ∈ C and bounded operator A. This
proves (8.228). In order to show (8.229), we use that

[eA,B] = euABe(1−u)A∣∣u=1
u=0 (8.232)

to write

[eA,B] =︸︷︷︸
(8.232)

∫ 1

0

d
du

(euABe(1−u)A)du =
∫ 1

0

(
AeuABe(1−u)A − euABAe(1−u)A

)
du

=
∫ 1

0

(
euAABe(1−u)A − euABAe(1−u)A

)
du

=
∫ 1

0
euA[A,B]e(1−u)Adu . (8.233)

From this follows

∣
∣
∣
∣[eA,B]

∣
∣
∣
∣ =︸︷︷︸
(8.233)

∣
∣
∣
∣

∣
∣
∣
∣

∫ 1

0
euA[A,B]e(1−u)Adu

∣
∣
∣
∣

∣
∣
∣
∣

≤︸︷︷︸
(2.53)

∫ 1

0

∣
∣
∣
∣
∣
∣euA[A,B]e(1−u)A

∣
∣
∣
∣
∣
∣ du

≤︸︷︷︸
(2.52)

∫ 1

0

∣
∣
∣
∣euA

∣
∣
∣
∣ ||[A,B]||

∣
∣
∣
∣
∣
∣e(1−u)A

∣
∣
∣
∣
∣
∣ du

≤︸︷︷︸
(2.53)

∫ 1

0
eu||A|| ||[A,B]|| e(1−u)||A||du

= ||[A,B]|| e||A|| ,

which proves (8.229). Finally, to show (8.230), we first note that

∣
∣
∣
∣
∣
∣ [e(1−u)(A+B),B]

∣
∣
∣
∣
∣
∣ ≤︸︷︷︸

(8.229)

|| [(1 − u)(A+ B),B] || e||(1−u)(A+B)||

≤︸︷︷︸
(2.54),(2.53)

(1 − u) || [A,B] || e(1−u)(||A||+||B||) . (8.234)
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Finally, we have

∣
∣
∣
∣eA+B − eAeB

∣
∣
∣
∣ =︸︷︷︸

(8.228)

∣
∣
∣
∣

∣
∣
∣
∣

∫ 1

0
euA[e(1−u)(A+B),B]euBdu

∣
∣
∣
∣

∣
∣
∣
∣

≤︸︷︷︸
(2.53)

∫ 1

0

∣
∣
∣
∣
∣
∣euA[e(1−u)(A+B),B]euB

∣
∣
∣
∣
∣
∣ du

≤︸︷︷︸
(2.52)

∫ 1

0

∣
∣
∣
∣euA

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣ [e(1−u)(A+B),B]

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣euB

∣
∣
∣
∣ du

=︸︷︷︸
(2.53),(8.234)

∫ 1

0
eu||A||(1 − u) || [A,B] || e(1−u)(||A||+||B||)eu||B||du

= || [A,B] || e||A||+||B||
∫ 1

0
(1 − u)du

=
1
2

|| [A,B] || e||A||+||B|| ,

proving (8.230). �

The claim (8.230) of Theorem 8.34 allows us to find bounds on the difference of
the Ûj and

ˆ̂Uj and eventually Û and ˆ̂Uj.

Corollary 8.35 Let Ûj, Û , J ,T ,Δ t and M be defined as in Lemma 8.33, and

let ˆ̂Uj and
ˆ̂U be defined as in (8.226) and (8.227). Then we have the following

bounds:

∣
∣
∣
∣
∣
∣Ûj − ˆ̂Uj

∣
∣
∣
∣
∣
∣ ≤ 1

2

(
T
J

)2 ∣
∣
∣
∣ [Hini,Hfin]

∣
∣
∣
∣ e

2MT
J (8.235)

∣
∣
∣
∣
∣
∣Û(tfin, tini) − ˆ̂U

∣
∣
∣
∣
∣
∣ ≤ T 2

2J

∣
∣
∣
∣ [Hini,Hfin]

∣
∣
∣
∣ e

2MT
J . (8.236)

Proof To prove (8.235), we apply (8.230) of Theorem 8.34 to

A = −iΔ t

(
1 − j

J

)
Hini and B = −iΔ t

j
J
Hfin (8.237)
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such that

eA+B =︸︷︷︸
(8.237)

e
−iΔ t

(
1− j

J

)
Hini+−iΔ t jJ Hfin =︸︷︷︸

(8.219),(8.208)

Ûj

eAeB =︸︷︷︸
(8.237)

e
−iΔ t

(
1− j

J

)
Hini e−iΔ t jJ Hfin =︸︷︷︸

(8.226)

ˆ̂Uj .

Consequently, we find

∣
∣
∣
∣
∣
∣Ûj − ˆ̂Uj

∣
∣
∣
∣
∣
∣ ≤︸︷︷︸
(8.230)

1
2

∣
∣
∣
∣Δ t

(
1 − j

J

)
Δ t

j
J

∣
∣
∣
∣ || [Hini,Hfin] || e

∣∣
∣Δ t

(
1− j

J

)∣∣
∣||Hini||+

∣∣
∣Δ t jJ

∣∣
∣||Hfin||

≤ 1
2

Δ t2 || [Hini,Hfin] || eΔ t(||Hini||+||Hfin||)

≤ 1
2

(
T
J

)2

|| [Hini,Hfin] || e 2MT
J ,

where we used 0 ≤ j
J ≤ 1 in the second line and Δ t = T

J as well as the definition
(8.220) of M in the last. This completes the proof of (8.235).

To show (8.236), we first deduce that

∣
∣
∣
∣
∣
∣Û(tfin, tini) − ˆ̂U

∣
∣
∣
∣
∣
∣ =︸︷︷︸
(8.221),(8.226)

∣
∣
∣
∣
∣
∣ÛJ · · · Û1 − ˆ̂UJ · · · ˆ̂U1

∣
∣
∣
∣
∣
∣

=
∣
∣
∣
∣
∣
∣ÛJ · · · Û2

(
Û1 − ˆ̂U1 + ˆ̂U1

)− ˆ̂UJ · · · ˆ̂U1

∣
∣
∣
∣
∣
∣

=
∣
∣
∣
∣
∣
∣ÛJ · · · Û2

(
Û1 − ˆ̂U1

)
+ ÛJ · · · Û2

ˆ̂U1 − ˆ̂UJ · · · ˆ̂U1

∣
∣
∣
∣
∣
∣

≤︸︷︷︸
(2.53)

∣
∣
∣
∣
∣
∣ÛJ · · · Û2

(
Û1 − ˆ̂U1

)∣∣
∣
∣
∣
∣+

∣
∣
∣
∣
∣
∣
(
ÛJ · · · Û2 − ˆ̂UJ · · · ˆ̂U2

) ˆ̂U1

∣
∣
∣
∣
∣
∣

≤︸︷︷︸
(2.52)

∣
∣
∣
∣ÛJ · · · Û2

∣
∣
∣
∣

︸ ︷︷ ︸
=1

∣
∣
∣
∣
∣
∣Û1 − ˆ̂U1

∣
∣
∣
∣
∣
∣+

∣
∣
∣
∣
∣
∣ÛJ · · · Û2 − ˆ̂UJ · · · ˆ̂U2

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣ ˆ̂U1

∣
∣
∣
∣
∣
∣

︸ ︷︷ ︸
=1

=︸︷︷︸
(2.55)

∣
∣
∣
∣
∣
∣Û1 − ˆ̂U1

∣
∣
∣
∣
∣
∣+

∣
∣
∣
∣
∣
∣ÛJ · · · Û2 − ˆ̂UJ · · · ˆ̂U2

∣
∣
∣
∣
∣
∣ .

Repeating this with
∣
∣
∣
∣
∣
∣ÛJ · · · Û2 − ˆ̂UJ · · · ˆ̂U2

∣
∣
∣
∣
∣
∣ and so on, we obtain

∣
∣
∣
∣
∣
∣Û(tfin, tini) − ˆ̂U

∣
∣
∣
∣
∣
∣ ≤

J

∑
j=1

∣
∣
∣
∣
∣
∣Ûj − ˆ̂Uj

∣
∣
∣
∣
∣
∣ . (8.238)
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For the terms
∣
∣
∣
∣
∣
∣Ûj − ˆ̂Uj

∣
∣
∣
∣
∣
∣ on the right side of (8.238) we use the bounds given in

(8.235) to arrive at

∣
∣
∣
∣
∣
∣Û(tfin, tini) − ˆ̂U

∣
∣
∣
∣
∣
∣ ≤

J

∑
j=1

1
2

(
T
J

)2

|| [Hini,Hfin] || e 2MT
J

=
T 2

2J
|| [Hini,Hfin] || e 2MT

J ,

which completes the proof of (8.236). �

Recall thatU(tfin, tini) as defined in (8.207) is the adiabatic time evolution which

we want to approximate by a circuit. For the approximating circuit we choose ˆ̂U =
ˆ̂UJ · · · ˆ̂U1 comprised of the J gates ˆ̂Uj. We can then combine (8.222) in Lemma 8.33
with (8.236) of Corollary 8.35 to obtain a bound on the quality of the approximation

of U(tfin, tini) by ˆ̂U . This result will also enable us to state how J has to increase
as a function of T = tfin − tini and ||Hini|| and ||Hfin|| in order to achieve a desired

precision of the approximation ofU(tfin, tini) by ˆ̂U .

Theorem 8.36 Let U(t, tini) be defined as in (8.207), and J ,T and M as in

Lemma 8.33. Moreover, let ˆ̂U = ˆ̂UJ · · · ˆ̂U1 be the circuit comprised of the J

gates ˆ̂Uj as given in (8.226). Then we have

∣
∣
∣
∣
∣
∣U(tfin, tini) − ˆ̂U

∣
∣
∣
∣
∣
∣ ≤ 2

√
MT
J

+
(MT )2

J
e
2MT
J . (8.239)

In particular, if we choose J ∈ N such that

J ≥
(
2e
δ

)2

max
{
2MT , (MT )2

}
, (8.240)

where δ ∈ R is such that 0 < δ < 1, then we have

∣
∣
∣
∣
∣
∣U(tfin, tini) − ˆ̂U

∣
∣
∣
∣
∣
∣ ≤ δ . (8.241)

Proof In order to show (8.239), we note that
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∣
∣
∣
∣
∣
∣U(tfin, tini) − ˆ̂U

∣
∣
∣
∣
∣
∣ =

∣
∣
∣
∣
∣
∣U(tfin, tini) − Û + Û − ˆ̂U

∣
∣
∣
∣
∣
∣

≤︸︷︷︸
(2.53)

∣
∣
∣
∣U(tfin, tini) − Û

∣
∣
∣
∣+

∣
∣
∣
∣
∣
∣Û − ˆ̂U

∣
∣
∣
∣
∣
∣

≤︸︷︷︸
(8.222),(8.236)

2

√
MT
J

+
T 2

2J
|| [Hfin,Hini] || e 2MT

J .

Using that

|| [Hfin,Hini] || =︸︷︷︸
(2.46)

||HfinHini − HiniHfin|| ≤︸︷︷︸
(2.53)

||HfinHini|| + ||HiniHfin||

≤︸︷︷︸
(2.52)

2 ||Hfin|| ||Hini|| ≤︸︷︷︸
(8.220)

2M 2

then completes the proof of (8.239).
Choosing J as in (8.240) implies

(
δ
2e

)2

≥ max

{
2MT
J

,
(MT )2

J

}

and since 0 < δ < 1 thus

2MT
J

≤
(

δ
2e

)2

<
δ
2e

< 1

√
MT
J

<

√
2MT
J

≤ δ
2e

< 1 (8.242)

(MT )2

J
≤
(

δ
2e

)2

<
δ
2e

< 1 .

Using (8.242), we can bound the right side of (8.239) as follows

∣
∣
∣
∣
∣
∣U(tfin, tini) − ˆ̂U

∣
∣
∣
∣
∣
∣ ≤︸︷︷︸
(8.239)

2

√
MT
J

+
(MT )2

J
e
2MT
J

≤︸︷︷︸
(8.242)

2
δ
2e

+
δ
2e

e = (2+ e)
δ
2e

< δ ,

which completes the proof of (8.241). �
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Theorem 8.36 tells us that a given adiabatic evolution U(T + tini, tini) can be

approximated up to an error of δ by a circuit ˆ̂U of J gates, where J ∈ O
((

T
δ
)2)

.

In other words, the number of gates that we need to replicate an adiabatic evolu-
tion U(T + tini, tini) up to a desired precision δ growths at most quadratically as a
function of T

δ . Therefore, an adiabatic computation can be efficiently replicated by
a circuit based computation.

8.7 Further Reading

A rigorous proof of quantum adiabatic theorems with a view towards application in
adiabatic quantum computation can be found in the paper by JANSEN et al. [111].
Their proofs apply to infinite dimensions as well and contain the optimization result
for the schedule in the adiabatic GROVER search.

Combining quantum adiabatic computation with another field of much recent
interest, PUDENZ and LIDAR [118] investigate using the adiabatic method in the
context of machine learning.

Related to the adiabatic method is the idea of quantum annealing, which is
described in more detail by DAS and SUZUKI in [119]. This is a method which
derives from the classical simulated annealing methodologies. It makes use of quan-
tum tunneling, which is not available in the classical annealing version.

For a most comprehensive, detailed and up to date overview of almost all aspects
of adiabatic quantum computing we recommend the recent review by ALBASH and
LIDAR [114]. This review also contains a summary of the history as well as an
extensive list of further references pertaining to the various sub-branches of adia-
batic quantum computing.



Chapter 9
Epilogue

The physical phenomena of quantum mechanics have been extensively investigated
and experimentally verified long before the advent of quantum computing. Indeed,
it is a perhaps justifiably widely held opinion, that quantum mechanics is the best
tested physical theory ever. The example of the EPR paradox, however, shows
that a certain discomfort about the apparently counter-intuitive character of quan-
tum mechanics could be found among scientific prominence. Even BOHR has been
quoted as saying ‘he who is not shocked by quantum mechanics has not understood
it.’

Perhaps nowadays it would be too strong to use the term discomfort or even
shock, but the opinion that we do not really understand quantum mechanics was
said to be shared by FEYNMAN, one of the founders of quantum computing. Such
epistemological doubts are viewed by some as unnecessary distractions—a view-
point often expressed by the slogan ‘shut up and calculate.’ And calculate they do!
Despite it ‘being impossible to understand’ innumerable applications have emerged
from it, and it is hard to overestimate the influence quantum mechanics has had on
our daily lives.

It remains to be seen if quantum computing is yet another addition to the suc-
cess story of quantum mechanics. The theory we have presented here is sound and
promising, but much remains to be done before we will see a significant impact of
this new paradigm of computing. Certainly, reliable physical realizations still pose a
formidable challenge, although the race is on, and many big corporate players have
joined it.

But also on the theoretical side work remains to be done. Although after the
algorithms by SHOR and GROVER many more have been added such that there is
now a well populated zoo [95], it is fair to say their generalizations, such as the
hidden subgroup problem and amplitude amplification, make up the bulk of quan-
tum algorithms. For many problems quantum algorithms with significant efficiency
gains over hitherto existing classical algorithms have yet to be found. One obsta-
cle for this may be that the practitioners attacking these problems are not aware of
the possibilities a quantum computer can offer. Hopefully, this book can make a
contribution to alleviate that.
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500 9 Epilogue

In the previous chapters we have tried to provide the basic mathematical con-
cepts and elements for quantum computing. As we have seen, the theory of quan-
tum computing rests on exploiting phenomena of quantum mechanics combined
with suitably adapted results from various branches of mathematics. In fact, one of
the appealing aspects of quantum computing is that it uses results from, inter alia,
real, complex and functional analysis, linear algebra, group, number, complexity
and probability theory and at the same time has at the heart of it physical phenomena
that challenge our understanding of reality and reach into the realm of philosophy.
This multitude of intellectual challenges, paired with the potential effect any suc-
cessful implementation can have on our everyday lives, makes it an attractive field
of study indeed.

It is the hope of the author that this book will entice the reader to take up the
challenges and to contribute to make quantum computing another big chapter in the
success story of quantum mechanics.



Appendix A
Elementary Probability Theory

The mathematical concept of probability builds on some basic measure-theoretic
notions, which we exhibit first.

Definition A.1 Let Ω be a non-empty set and A⊂ {B | B⊂Ω} a set of sub-
sets of Ω . The set of subsets A is called σ -Algebra on Ω if

Ω ∈ A
B ∈A⇒ Ω �B ∈A⋃

n∈N

An ∈ A for every sequence (An)n∈N
with An ∈A

holds. The pair (Ω ,A) is called a measurable space. A measure on (Ω ,A)
is a map μ with the properties

μ :A → [0,∞]
μ( /0) = 0

μ

(
⋃

n∈N

An

)
= ∑

n∈N

μ(An)
for every sequence (An)n∈N

with An ∈A
and An∩Am = /0 for all n �= m.

The triple (Ω ,A,μ) is called measure space.
For i ∈ {1,2} let (Ωi,Ai) be two measurable spaces. A function f :Ω1→

Ω2 is called measurable if for every A ∈ A2 its pre-image f−1(A) := {ω ∈
Ω1 | f (ω) ∈ A} satisfies f−1(A) ∈A1.

By definition every measure takes only non-negative values. If a measure is such
that on the complete set Ω it takes the value 1 (and, consequently, takes only values
in [0,1]) it becomes a probability measure.
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Definition A.2 A measure P on a measurable space (Ω ,A) is called proba-
bility measure if

P(Ω) = 1 . (A.1)

The triple (Ω ,A,P) is called probability space.

A probability space enables us to define what is called a random variable.

Definition A.3 Let (Ω ,A,P) be a probability space and (M,M) a measurable
space. An M-valued random variable Z is a measurable map

Z :Ω →M .

The probability measure

PZ := P◦Z−1 :M→ [0,1]

on (M,M) is called probability distribution (or simply distribution) of Z. If
the image of Z is countable, that is, if there exists an index set I ⊂N such that
Z{Ω}= {mi | i ∈ I}, then Z is called a discrete random variable. In this case
PZ becomes a discrete probability distribution, which assigns a probability

PZ({m}) = P◦Z−1({m})

to every m ∈ Z{Ω}.

For every subset S⊂M satisfying S ∈M the real number

PZ(S) = P
({ω | Z(ω) ∈ S})

is called the probability of the ‘event’ Z(ω) ∈ S taking place. To emphasize this, we
will often write P{Z ∈ S} for PZ(S) or, in the case of a discrete random variable,
P{Z = m} for PZ({m}).

Example A.4 Let (Ω ,A,P) be a probability space and let (Rn,B) be the measure
space, where B denotes the BOREL sets of R

n. Then any measurable function Z :
Ω →R

n constitutes an n-dimensional real-valued random variable. This means that
to any BOREL set B ∈ B we can assign a probability P{ω | Z(ω) ∈ B}.
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Definition A.5 Let Z be an n-dimensional real-valued random variable on a
probability space (Ω ,A,P). The expectation value of Z is defined as

E [Z] :=
∫

Ω

Z(ω)dP(ω) =
∫

Rn

xdPZ(x) , (A.2)

where dPZ(x) is often (in particular when n= 1) written as P{Z ∈ [x,x+dx]}.
In case Z is an integer-valued discrete random variable with Z{Ω}= {xi | i ∈
I} ⊂ Z, the expectation value is given by

E [Z] :=∑
i∈I

xiP{Z = xi} . (A.3)

As can be seen from the right side of (A.2) and (A.3), the knowledge of Ω ,P
and Z(ω) is not required to calculate the expectation value as long as one knows the
respective probabilities P{Z ∈ [x,x+dx]} or, in case of a discrete random variable,
P{Z = xi}.

Lemma A.6 Let Z be an integer-valued random variable on a probability
space (Ω ,A,P) satisfying

|Z(ω)| ≤ c (A.4)

for all ω ∈Ω and some non-negative c ∈ R. Then we have |E [Z]| ≤ c.

Proof

|E [Z]| =︸︷︷︸
(A.3)

∣∣∣∣∣∑i∈I
xiP{Z = xi}

∣∣∣∣∣≤∑i∈I
|xiP{Z = xi}|=∑

i∈I
|xi|P{Z = xi}

≤︸︷︷︸
(A.4)

∑
i∈I

cP{Z = xi}= c∑
i∈I

P{Z = xi} =︸︷︷︸
(A.1)

c

�

If Z is an n-dimensional real-valued random variable, then for every BOREL mea-
surable function f : Rn→R

m the function f ◦Z :Ω →R
m is also an m-dimensional

real-valued random variable. Its expectation value is given by

E [ f (Z)] =
∫

Ω

f (Z(ω))dP(ω) =
∫

Rn
f (x)dPZ(x) . (A.5)
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For discrete random variables one has analogously

E [ f (Z)] =∑
i∈I

f (xi)P{Z = xi} . (A.6)

Definition A.7 Let Z1 and Z2 be one-dimensional real- or integer-valued
random variables. Their variance var[Zi], covariance cov[Z1,Z2] and
correlation cor[Z1,Z2] are defined as

var[Zi] := E
[
(Zi−E [Zi])2

]

cov[Z1,Z2] := E [(Z1−E [Z1])(Z2−E [Z2])]

cor[Z1,Z2] :=
cov[Z1,Z2]√
var[Z1]var[Z2]

.

As can be seen from (A.5) and (A.6), the calculation of the expectation value
of a function of several random variables Z1,Z2, . . . requires their joint distribution
P{Z1 ∈ [x1,x1+dx],Z2 ∈ [x2,x2+dx], . . .} or P{Z1 = x1,Z2 = x2, . . .} for discrete
random variables. This holds, in particular, for covariance and correlation of two
random variables.
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The following lemma formalizes the algorithm for the binary representation of the
addition of two numbers. It is a binary version of the elementary textbook addi-
tion of numbers in decimal representation and is implemented with the quantum
adder defined in Sect. 5.5.1. The functions

⌊
a
b

⌋
and amod b used here are defined in

Definition D.1. The binary sum a
2⊕ b = (a+ b)mod 2 was introduced in Defini-

tion 5.2.

Lemma B.1 Let n ∈ N and a,b ∈ N0 with a,b < 2n have the binary repre-
sentations

a=
n−1
∑
j=0

a j2
j , b=

n−1
∑
j=0

b j2
j ,

where a j,b j ∈ {0,1}. Furthermore, set ĉ+0 := 0 and

ĉ+j :=

⌊
a j−1+b j−1+ ĉ+j−1

2

⌋
for j ∈ {1, . . . ,n} (B.1)

s j := a j
2⊕ b j

2⊕ ĉ+j for j ∈ {0, . . . ,n−1} .

Then the sum of a and b is given as

a+b=
n−1
∑
j=0

s j2
j+ ĉ+n 2

n .

Proof We prove the claim by induction in n. For the induction-start we consider first
the case n= 1. Let a,b ∈ {0,1} such that a= a0, b= b0 and a1 = 0= b1. Then we
have
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a+b = a0+b0 =︸︷︷︸
(D.1)

(a0+b0)mod2+
⌊
a0+b0

2

⌋
2

=︸︷︷︸
(5.2)

a0
2⊕ b0+

⌊
a0+b0

2

⌋
2

= s0+ ĉ+1 2 .

This proves the claim for n= 1.
For the inductive step from n to n+1 suppose that the claim holds for n, that is,

a+b=
n−1
∑
j=0

s j2
j+ ĉ+n 2

n . (B.2)

For ã= a+ ãn2n and b̃= a+ b̃n2n their binary representatives ã j and b̃ j satisfy for
j ∈ {0, . . . ,n−1}

ã j = a j , b̃ j = b j (B.3)

and thus

ã+ b̃ = a+b+(ãn+ b̃n)2n

=︸︷︷︸
(B.2)

n−1
∑
j=0

s j2
j+
(
ãn+ b̃n+ ĉ+n

)
2n

=︸︷︷︸
(D.1)

n−1
∑
j=0

s j2
j+
(
(ãn+ b̃n+ ĉ+n )mod2+

⌊
ãn+ b̃n+ ĉ+n

2

⌋
2
)
2n

=︸︷︷︸
(5.2)

n−1
∑
j=0

s j2
j+(ãn

2⊕ b̃n
2⊕ ĉ+n )︸ ︷︷ ︸

=sn

2n+
⌊
ãn+ b̃n+ ĉ+n

2

⌋

︸ ︷︷ ︸
=ĉ+n+1

2n+1

=
n

∑
j=0

s j2
j+ ĉ+n+12

n+1 .

Because of ĉ+0 := 0 and (B.3), we then have

ĉ+j =

⌊
ã j−1+ b̃ j−1+ c+j−1

2

⌋
for j ∈ {1, . . . ,n+1}

s j = ã j
2⊕ b̃ j

2⊕ c+j for j ∈ {0, . . . ,n} .

This shows that the claim also holds true for n+1. �
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The carry terms ĉ+j of the addition defined in (B.1) can be written in a form

avoiding the explicit use of
⌊ ⌋

and more suitable for direct implementation by a
quantum adder.

Corollary B.2 (Binary Addition) Let n∈N and a,b∈N0 with a,b< 2n have
the binary representations

a=
n−1
∑
j=0

a j2
j , b=

n−1
∑
j=0

b j2
j ,

where a j,b j ∈ {0,1}. Furthermore, set c+0 := 0 and

c+j := a j−1b j−1
2⊕ a j−1c+j−1

2⊕ b j−1c+j−1 for j ∈ {1, . . . ,n}

s j := a j
2⊕ b j

2⊕ c+j for j ∈ {0, . . . ,n−1} .

Then the sum of a and b can be written as

a+b=
n−1
∑
j=0

s j2
j+ c+n 2

n .

Proof Because of Lemma B.1 it suffices for the proof of the claim to show that for
j ∈ {0, . . . ,n} we have c+j = ĉ+j . We show this by induction in j. For j = 0 it holds
by definition. For the inductive step from j− 1 to j suppose that c+j−1 = ĉ+j−1. It
remains to show that then

c+j = a j−1b j−1
2⊕ a j−1c+j−1

2⊕ b j−1c+j−1 =

⌊
a j−1+b j−1+ ĉ+j−1

2

⌋
= ĉ+j (B.4)

holds.
The carry terms ĉ+j can only assume the values 0 or 1, as we begin with ĉ+0 = 0

and then have successively 0 ≤ a j−1+b j−1+ĉ+j−1
2 ≤ 3

2 . The proof of (B.4) is given by
simply evaluating all possible combinations of the left and right side and verifying
equality. This is shown in Table B.1. �

The following lemma formalizes the algorithm for calculating the difference
between two numbers in the binary representation.
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Table B.1 Value table for the proof of (B.4)

a j−1 b j−1 ĉ+j−1 c+j = a j−1b j−1
2⊕ a j−1c+j−1

2⊕
b j−1c+j−1

ĉ+j =⌊
a j−1+b j−1+ĉ+j−1

2

⌋

0 0 0 0 0

0 0 1 0 0

0 1 0 0 0

0 1 1 1 1

1 0 0 0 0

1 0 1 1 1

1 1 0 1 1

1 1 1 1 1

Lemma B.3 Let n ∈ N and a,b ∈ N0 with a,b < 2n have the binary repre-
sentations as given in Lemma B.1. Furthermore, set ĉ−0 := 0 and

ĉ−j :=

⌊
b j−1−a j−1+ ĉ−j−1

2

⌋
for j ∈ {1, . . . ,n}

d̂ j :=
(
b j−a j+ ĉ−j

)
mod2 for j ∈ {0, . . . ,n−1} .

Then the difference between b and a can be written as

b−a=
n−1
∑
j=0

d̂ j2
j+ ĉ−n 2

n . (B.5)

Proof We also show this by induction in n. For the induction-start we consider at
first the case n= 1. Let a,b ∈ {0,1} such that a= a0,b= b0 and a1 = 0= b1. Then
we have

b−a = b0−a0 = (b0−a0)mod2+
⌊
b0−a0

2

⌋
2

= d̂0+ ĉ−1 2 ,

which proves the claim for n= 1.
For the inductive step from n to n+1 suppose that the claim holds for n, that is,

b−a=
n−1
∑
j=0

d̂ j2
j+ ĉ−n 2

n . (B.6)
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For ã= a+ ãn2n and b̃= b+ b̃n2n it follows for j ∈ {0, . . . ,n−1} that

ã j = a j , b̃ j = b j (B.7)

and thus

b̃− ã = b−a+(b̃n− ãn)2n

=︸︷︷︸
(B.6)

n−1
∑
j=0

d̂ j2
j+(b̃n− ãn+ ĉ−n )2

n

=︸︷︷︸
(D.1)

n−1
∑
j=0

d̂ j2
j+
(
(b̃n− ãn+ ĉ−n )mod2+

⌊
b̃n− ãn+ ĉ−n

2

⌋
2
)
2n

=
n−1
∑
j=0

d̂ j2
j+
((

(b̃n− ãn+ ĉ−n )mod2︸ ︷︷ ︸
=d̂n

)
2n+

⌊
b̃n− ãn+ ĉ−n

2

⌋

︸ ︷︷ ︸
=ĉ−n+1

)
2n+1

=
n

∑
j=0

d̂ j2
j+ ĉ−n+12

n+1 ,

where we have ĉ−0 := 0 and, because of (B.7), also

ĉ−j =

⌊
b̃ j−1− ã j−1+ ĉ−j−1

2

⌋
for j ∈ {1, . . . ,n+1}

d̂ j =
(
b̃ j− ã j+ ĉ−j

)
mod2 for j ∈ {0, . . . ,n} .

This completes the proof of the claim for n+1. �

In contrast to the addition, the carry terms ĉ−j in the subtraction can become nega-
tive. Moreover, for two numbers a,b< 2n the highest carry ĉ−n provides information
whether b≥ a or b< a, as Exercise B.116 shows.

Exercise B.116 Let n ∈N and a,b ∈N0 with a,b< 2n and ĉ−j and d̂ j be defined as
in Lemma B.3. Then the following hold:

(i)
ĉ−j ∈ {0,−1}

and thus ĉ−j =−
∣∣∣ĉ−j
∣∣∣.
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(ii) In particular, we have that

ĉ−n =
{

0⇔ b≥ a
−1⇔ b< a .

(B.8)

For a solution see Solution B.116

The subtraction algorithm can be formulated without negative carries. In preparation
for this we first prove the following lemma.

Lemma B.4 Let n ∈ N and a,b ∈ N0 as well as ĉ
−
j and d̂ j as in Lemma B.3.

Then the following holds

∣∣∣ĉ−j
∣∣∣ =
(
1

2⊕ b j−1
)(

a j−1
2⊕
∣∣∣ĉ−j−1

∣∣∣
) 2⊕ a j−1

∣∣∣ĉ−j−1
∣∣∣ ∈ {0,1} (B.9)

d̂ j = a j
2⊕ b j

2⊕
∣∣∣ĉ−j
∣∣∣ . (B.10)

Proof The simplest way to prove both (B.9) and (B.10) simultaneously is by direct
evaluation as shown in Table B.2. �

With the result of Lemma B.4 we can formulate the subtraction algorithm in a
form which is akin to the inverse quantum adder.

Corollary B.5 (Binary Subtraction) Let n∈N and a,b∈N0 with their binary
representations as in Lemma B.1. Furthermore, set c−0 := 0 as well as

Table B.2 Value table to prove (B.9) and (B.10)

Proof of (B.9) Proof of (B.10)

a j−1 b j−1 ĉ−j−1
∣∣∣ĉ−j
∣∣∣ (1

2⊕ b j−1)(a j−1
2⊕∣∣∣ĉ−j−1

∣∣∣)
2⊕ a j−1

∣∣∣ĉ−j−1
∣∣∣

d̂ j a j
2⊕ b j

2⊕
∣∣∣ĉ−j
∣∣∣

0 0 0 0 0 0 0

0 0 −1 1 1 1 1

0 1 0 0 0 1 1

0 1 −1 0 0 0 0

1 0 0 1 1 1 1

1 0 −1 1 1 0 0

1 1 0 0 0 0 0

1 1 −1 1 1 1 1
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c−j :=
(
1

2⊕ b j−1
)(
a j−1

2⊕ c−j−1
) 2⊕ a j−1c−j−1 for j ∈ {1, . . . ,n} (B.11)

d j := a j
2⊕ b j

2⊕ c−j for j ∈ {0, . . . ,n−1} . (B.12)

Then we have
n−1
∑
j=0

d j2
j = c−n 2

n+b−a

and

c−n =
{
0⇔ b≥ a
1⇔ b< a .

(B.13)

Proof From (B.9) and (B.11) we see that
∣∣∣ĉ−j
∣∣∣ and c−j satisfy the same recursion

formula. Since both start with the value
∣∣ĉ−0
∣∣ = c−0 = 0, it follows that for all j ∈

{1, . . . ,n} then
c−j =

∣∣∣ĉ−j
∣∣∣=−ĉ−j (B.14)

holds. From this and from (B.10) together with (B.12), it thus also follows that for
all j ∈ {1, . . . ,n} then d j = d̂ j holds. Together with (B.5) and (B.14), this implies

b−a=
n−1
∑
j=0

d j2
j− c−n 2

n .

Applying (B.14) once more to (B.8) finally yields (B.13). �
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LANDAU Symbols

The input to many algorithms often contains a natural number N, the increase of
which leads to an increase of the computational effort in the algorithm. For exam-
ple, in the SHOR algorithm N is the number we want to factorize, whereas in the
GROVER search algorithm N denotes the cardinality of the set in which we search.

The growth rate of the number of computational steps in the algorithms is usually
classified as a function of N with the help of LANDAU symbols. For these we use
here the following definitions.

Definition C.1 For functions f ,g : N→ N and in the limit N → ∞ the little
LANDAU symbol o(·) is defined as

f (N) ∈ o(g(N)) for N→ ∞
:⇔∀ε ∈ R+ ∃M ∈ N : ∀N >M | f (N)| ≤ ε |g(N)| ,

and the big Landau symbol O(·) is defined as

f (N) ∈ O(g(N)) for N→ ∞
:⇔∃C ∈ R and M ∈ N : ∀N >M | f (N)| ≤C |g(N)| .

We say f is of polynomial order (or of order poly(N)) and write this as

f (N) ∈ poly(N)

if

f (N) ∈ O

(
k

∑
j=0

a jN
j

)

for a finite k ∈ N0 and some a j ∈ R.
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Apart from those given above, slightly modified or generalized definitions of
these symbols can be found in the literature, but the above is suitable and sufficient
for our purposes.

Example C.2 By application of the L’HOSPITAL rule one can easily show that

lim
N→∞

∣∣∣∣
lnN

N
1
m

∣∣∣∣= 0= lim
N→∞

∣∣∣∣
Nm

exp(N)

∣∣∣∣ ∀m ∈ N .

This implies for all m ∈ N:

lnN = o
(
N

1
m

)
and Nm = o(exp(N)) .

Exercise C.117 Let fi(N)∈O(gi(N)) for i∈ {1,2} and N→∞. Show that then for
N→ ∞

(i)
f1(N)+ f2(N) ∈ O(|g1(N)|+ |g2(N)|) . (C.1)

(ii)
f1(N) f2(N) ∈ O(g1(N)g2(N)) . (C.2)

(iii) If there exists an M ∈ N such that for all N > M we have |g1(N)| < |g2(N)|,
then it follows that

f1(N)+ f2(N) ∈ O(g2(N)) . (C.3)

For a solution see Solution C.117
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Definition D.1 The integer part of a real number u is denoted by �u� and
defined as

�u� :=max{z ∈ Z | z≤ u} .

Likewise, we define
�u� :=min{z ∈ Z | z≥ u} .

For a ∈ Z the remainder of a after division by N ∈N is denoted by amodN
and is defined as

amodN := a−
⌊ a
N

⌋
N . (D.1)

An immediate consequence of (D.1) is that for a ∈ Z and N ∈ N

amodN = 0 ⇔ ∃z ∈ Z : a= zN ,

that is, a mod N = 0 if and only if N divides a.

Exercise D.118 Show that for a,b ∈ Z and N ∈ N

amodN = b mod N ⇔ (a−b)modN = 0 . (D.2)

For a solution see Solution D.118
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The remainder amodN is bounded from above by a
2 and N as is to be shown in

Exercise D.119.

Exercise D.119 Let a,N ∈ N with a> N. Show that then

a mod N <min{a
2
,N} . (D.3)

For a solution see Solution D.119

Lemma D.2 For a,N → ∞ the number of computational steps required for
the calculation of a mod N scales as

Number of computational steps
required to calculate a mod N

∈ O
(
(log2max{a,N})2) . (D.4)

Proof Because of (D.1), the computational effort to calculate a mod N is given by

the number of operations required for dividing a by N and determining
⌊
a
N

⌋
,

which is of order O
(
(log2max{a,N})2)

+ the number of operations for the multiplication
⌊
a
N

⌋
with N, which is of order

O
(
(log2max{a,N})2)

+ the number of operations for subtracting
⌊
a
N

⌋
N from a, which is of order

O(log2max{a,N}).
Using (C.3), it follows that

Number of operations to calculate a mod N ∈ O
(
(log2max{a,N})2) .

�

Definition D.3 If, for a,b ∈ Z, there is a z ∈ Z, such that b = za, then a
divides b (or one also says b is divisible by a). If no such z exists, a does not
divide b (resp. b is not divisible by a). These two exclusive cases are described
with the following notations:

a |b :⇔ ∃z ∈ Z : b= za

a� |b :⇔ �z ∈ Z : b= za.
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For integers ai ∈Z with i∈ {1, . . . ,n} and ∑n
i=1 |ai| �= 0 we define the greatest

common divisor as

gcd(a1, . . . ,an) :=max{k ∈ Z | k |ai ∀ai} .

In case ∏n
i=1 |ai| �= 0, we define the smallest common multiple as

scm(a1, . . . ,an) :=min{k ∈ N | ai |k ∀ai} .

For a �= 0 one defines gcd(a,0) = a. If a and b have no common divisor other
than 1, that is, if

gcd(a,b) = 1 ,

one calls a and b coprime.

The extended EUCLID algorithm determines the greatest common divisor gcd(a,b)
of two numbers a,b ∈ N and a solution x,y ∈ Z of

ax+by= gcd(a,b)

in the following way.

Theorem D.4 (Extended EUCLID algorithm) Let a,b ∈ N. Define

r−1 := max{a,b} and r0 := min{a,b}
s−1 := 1 and s0 := 0
t−1 := 0 and t0 := 1

(D.5)

and for every j ∈ N with r j−1 > 0

r j := r j−2modr j−1 (D.6)

s j := s j−2−
⌊
r j−2
r j−1

⌋
s j−1 (D.7)

t j := t j−2−
⌊
r j−2
r j−1

⌋
t j−1 . (D.8)

Then r j < r j−1 holds and there is an n ∈ N after which the sequence
terminates, that is, for which

rn+1 = 0 . (D.9)
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Furthermore, one has

rn = gcd(a,b) (D.10)

n ≤ 2min{log2 a, log2 b}+1 (D.11)

r−1sn+ r0tn = gcd(a,b) . (D.12)

Proof Since we know from (D.3) that u mod v < v, it follows from the defini-
tion (D.6) of the r j that 0 ≤ r j < r j−1, that is, the r j are strictly decreasing with
increasing j. Hence, there must exist an n ∈ N with n ≤ min{a,b},rn > 0 and
rn+1 = 0. This proves (D.9).

In order to show (D.10), we first prove by descending induction that for all j ∈
{0, . . . ,n+1} a zn− j ∈ N exists such that

rn− j = zn− jrn . (D.13)

For the induction-start let n ∈ N be such that

rn > 0 but rn+1 = 0 .

It follows that

0= rn+1 =︸︷︷︸
(D.6)

rn−1 mod rn = rn−1−
⌊
rn−1
rn

⌋
rn .

Consequently, there exists a zn−1 :=
⌊
rn−1
rn

⌋
∈ N that satisfies

rn−1 = zn−1rn .

Furthermore, one has per definition (D.6) that rn = rn−2 mod rn−1 and thus

rn−2 = rn+
⌊
rn−2
rn−1

⌋
rn−1 =

(
1︸︷︷︸

=:zn

+
⌊
rn−2
rn−1

⌋
zn−1

)
rn = zn−2rn

for a zn−2 ∈ N. This proves (D.13) for j ∈ {1,2}, and the start of the descending
induction is established. Next, we turn to the inductive step. We will show that if
there exist zn−( j−1),zn− j ∈ N, such that

rn−( j−1) = zn−( j−1)rn (D.14)

rn− j = zn− jrn , (D.15)
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then there exists a zn−( j+1) ∈ N satisfying

rn−( j+1) = zn−( j+1)rn .

From the definition (D.6) of rn−( j−1) and the assumptions (D.14) and (D.15) it fol-
lows that

rn−( j+1) = rn−( j−1) +
⌊
rn−( j+1)

rn− j

⌋
rn− j =

(
zn−( j−1) +

⌊
rn−( j+1)

rn− j

⌋
zn− j

)

︸ ︷︷ ︸
:=zn−( j+1)∈ N

rn

= zn−( j+1)rn−1 .

This completes the inductive proof of (D.13). Hence, there exist z0,z−1 ∈ N, such
that

min{a,b} = r0 = z0rn
max{a,b} = r−1 = z−1rn ,

and rn is a common divisor of a and b.
To show that rn is the greatest such divisor, suppose g is also a common divisor

of a and b. Then define ã := a
g ∈ N and b̃ := b

g ∈ N. Applying the algorithm to ã, b̃

generates r̃ j :=
r j
g and thus r̃n = rn

g ∈ N, in other words, any common divisor of a
and b also divides rn. Consequently, rn is the greatest common divisor of a and b.
This completes the proof of (D.10).

To prove (D.11), we use that, because of r j < r j−1, we can apply the esti-
mate (D.3) from Exercise D.119 to definition (D.6) of r j. This implies

r j <min{ r j−2
2

,r j−1} . (D.16)

Repeated application of this yields

r2k−1 <
r2k−3
2

< · · ·< r−1
2k

=
max{a,b}

2k

r2k <
r2k−2
2

< · · ·< r0
2k

=
min{a,b}

2k
.

Because of r2k+1 < r2k < r2k−1, we then have

r2k+1 < r2k <min{ a
2k

,
b
2k
}

and thus

r j <
min{a,b}

2

⌊
j
2

⌋ .
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Consequently,

⌊
j
2

⌋
≥min{log2 a, log2 b} ⇒ r j = 0 .

Since n per definition in (D.9) is the biggest number that still satisfies rn > 0, it
follows that ⌊n

2

⌋
<min{log2 a, log2 b} .

This in turn implies
n< 2min{log2 a, log2 b}+1 . (D.17)

In order to prove (D.12), we show, again by a two-step induction, that

r−1s j+ r0t j = r j . (D.18)

Induction start is given by j ∈ {−1,0} because the defining equations (D.6)–(D.8)
imply

r−1s−1+ r0t−1 = r−1
r−1s0+ r0t0 = r0 .

In order to verify the induction-step from j to j+ 1, we suppose that (D.18) holds
for j and j−1. Then it follows that

r−1s j+1+ r0t j+1 =︸︷︷︸
(D.7),(D.8)

r−1
(
s j−1−

⌊
r j−1
r j

⌋
s j
)
+ r0
(
t j−1−

⌊
r j−1
r j

⌋
t j
)

= r−1s j−1+ r0t j−1︸ ︷︷ ︸
=r j−1

−
⌊
r j−1
r j

⌋(
r−1s j + r0t j︸ ︷︷ ︸

=r j

)
= r j−1−

⌊
r j−1
r j

⌋
r j

=︸︷︷︸
(D.6)

r j+1 .

This proves (D.18), and the claim (D.12) follows from the case j = n. �

Example D.5 Table D.1 shows the values obtained in running the extended EUCLID

algorithm for a = 999 and b = 351, yielding n = 3 and gcd(999,351) = r3 = 27.
For a = 999 and b = 352 the numbers of the algorithm are shown in Table D.2.
In this case we obtain n= 6 and gcd(999,352) = 1.
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Table D.1 The extended EUCLID algorithm for a= 999 and b= 351

j r j s j t j as j+bt j

−1 a= 999 1 0 999

0 b= 351 0 1 351

1 999mod351= 297 1 −2 297

2 351mod297= 54 −1 3 54

3 297mod54= 27 6 −17 27

4 54mod27= 0 −13 37 0

Table D.2 The extended EUCLID algorithm for a= 999 and b= 352

j r j s j t j as j+bt j

−1 a= 999 1 0 999

0 b= 352 0 1 352

1 999mod352= 295 1 −2 295

2 352mod295= 57 −1 3 57

3 295mod57= 10 6 −17 10

4 57mod10= 7 −31 88 7

5 10mod7= 3 37 −105 3

6 7mod3= 1 −105 −298 1

7 3mod1= 0 352 −999 0

Lemma D.6 For a,b→ ∞ the number of computational steps required for
the calculation of gcd(a,b) scales as

Number of computational
steps required for gcd(a,b) ∈ O

(
(log2min{a,b})3) . (D.19)

Proof From Theorem D.4 we see that for the calculation of gcd(a,b) with the
EUCLID algorithm we need to compute expressions of the form u mod v, start-
ing with a mod b as shown in (D.6). The number of computational steps for each
calculation of a mod b grows according to Lemma D.2 as O

(
(log2min{a,b})2)

for a,b→ ∞. From (D.11) we infer that in the EUCLID algorithm the number of
times we have to calculate expressions of the form u mod v grows with a,b→ ∞
as O(log2min{a,b}). The total effort for the calculation of gcd(a,b) is thus given
by (D.19). �
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Exercise D.120 Show that for u,v,u j ∈ Z and k,a,N ∈ N the following hold

(i)
u(vmodN)modN = uvmodN (D.20)

(ii) (
k

∏
j=1

(u jmodN)

)
modN =

(
k

∏
j=1

u j

)
modN (D.21)

(iii)
(uamodN)kmodN = uakmodN (D.22)

(iv)
( k

∑
j=1

(
u jmodN

))
modN =

( k

∑
j=1

u j

)
modN . (D.23)

For a solution see Solution D.120

Next, we show the following useful lemma.

Lemma D.7 Let a,b,c ∈ Z and N ∈ N with c �= 0 and gcd(N,c) = 1. Then
we have

amodN = bmodN ⇔ acmodN = bcmodN . (D.24)

Proof We show⇒ first: By definition, we have

amodN = bmodN

⇔︸︷︷︸
(D.1)

a−
⌊ a
N

⌋
N = b−

⌊
b
N

⌋
N

⇔ ac= bc+
(⌊ a

N

⌋
−
⌊
b
N

⌋)
Nc (D.25)
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such that

acmodN =︸︷︷︸
(D.1)

ac−
⌊ac
N

⌋
N

=︸︷︷︸
(D.25)

bc+
(⌊ a

N

⌋
−
⌊
b
N

⌋)
Nc−

⌊
bc+

(⌊
a
N

⌋−⌊ bN
⌋)

Nc

N

⌋
N

= bc−
⌊
bc
N

⌋
N =︸︷︷︸

(D.1)

bcmodN .

Now, as for⇐: Let acmodN = bcmodN. Then there exists a z ∈ Z such that

a−b=
z
c
N ∈ Z .

Since c and N are coprime, we must have z
c ∈ Z. Hence, (a−b)modN = 0, and it

follows from (D.2) that amodN = bmodN. �

The equivalence (D.24) in Lemma D.7 suggests that there is something akin to a
multiplicative inverse. This is indeed the case, and it is defined as follows.

Definition D.8 Let b,N ∈ N with gcd(b,N) = 1. Themultiplicative inverse
modulo N of b is denoted by b−1 modN and is defined as the number x ∈
{1, . . . ,N−1} that satisfies

bxmodN = 1 .

The multiplicative inverse is unique and can easily be determined with the
extended EUCLID algorithm.

Lemma D.9 Let b,N ∈N with gcd(b,N) = 1 and let x,y ∈ Z be a solution of

bx+Ny= 1 . (D.26)

Then xmodN is the uniquely determined multiplicative inverse of b modulo
N, that is, it satisfies (

b(xmodN
)
modN = 1 . (D.27)

Proof We first show uniqueness. Let u and v be two multiplicative inverses for
b modulo N, that is, suppose u,v ∈ {1, . . . ,N − 1} are such that bumodN = 1 =
bvmodN. Because of gcd(b,N) = 1 and (D.24), then bumodN = bvmodN implies
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that umodN = vmodN. From (D.2) we know that then N divides u− v. Because of
0< u,v< N, it thus follows that u= v.

As to the existence, we can apply the extended EUCLID algorithm in Theo-
rem D.4 to b and N and use that gcd(b,N) = 1 in (D.12) to find x and y satisfying
(D.26). Then we have

b(xmodN)modN =︸︷︷︸
(D.20)

bxmodN =︸︷︷︸
(D.26)

(1−Ny)modN = 1 ,

and since 0< xmodN<N, it follows that xmodN satisfies all the defining properties
of the multiplicative inverse of b modulo N. �

Example D.10 Consider the extended EUCLID algorithm in Example D.5 for the
case b = 999 and N = 352. We see from Table D.2 that x = −105 and y =
298 satisfy bx+Ny = 1. Hence, xmodN = −105mod 352 = 247, and we have
b(xmodN)modN = 999×247mod352= 1, that is, 247 is the multiplicative inverse
of 999 modulo 352.

The following lemma is also helpful in the context of factorization.

Lemma D.11 Any a,b,N ∈ N with N > 1 satisfy

abmodN = 0 ⇒ gcd(a,N)gcd(b,N)> 1 .

In particular, if N is prime, then

abmodN = 0 ⇔ amodN = 0 or bmodN = 0 (D.28)

holds.

Proof Let abmodN = 0. Then there exists a q ∈ N such that ab = qN. From the
prime decomposition of this equation

=a︷ ︸︸ ︷
pα11 · · · pαss

=b︷ ︸︸ ︷
pβ11 · · · pβrr =

=q︷ ︸︸ ︷
pκ11 · · · pκvv

=N︷ ︸︸ ︷
pν11 · · · pνuu

one sees that the prime factors of N have to be contained in those of a or b and
thus that a or b must have common divisors with N, that is, gcd(a,N) > 1 or
gcd(b,N)> 1.



Appendix D: Modular Arithmetic 525

If N is prime and N |ab holds, then N must be contained in a or b as a prime
factor. Conversely, amodN = 0 implies N |a and bmodN = 0 implies N |b. Either
case has N |ab as a consequence. �

Definition D.12 The EULER function φ is defined as

φ : N −→ N

n �−→ φ(n) :=
∣∣∣
{
r ∈ {1, . . . ,n−1}| gcd(r,n) = 1

}∣∣∣ , (D.29)

that is, φ(n) is the number of all r ∈ N with 1 ≤ r < n that have no common
divisor (are coprime) with n.

Example D.13 For n= 10 we have

gcd(1,10) = gcd(3,10) = gcd(7,10) = gcd(9,10) = 1

as well as

gcd(2,10),gcd(4,10),gcd(5,10),gcd(6,10),gcd(8,10)> 1

and thus φ(10) = 4.

Generally, it is quite difficult to compute the EULER function. For prime powers,
however, it is very easy as shown in the following lemma.

Lemma D.14 For p prime and k ∈ N one has

φ(pk) = pk−1(p−1) . (D.30)

Proof In the set of the pk − 1 numbers 1, . . . , pk − 1 the pk−1 − 1 multiples
1p,2p, . . . ,(pk−1− 1)p of p are the only numbers that have a non-trivial common
divisor with pk. Consequently, the number φ(pk) of those which do not have a com-
mon divisor with pk is given by φ(pk) = pk−1−(pk−1−1) = pk−1(p−1). �

For numbers N = pq that have only two simple prime factors p,q ∈ Pri, that is,
so-called half-primes, the knowledge of φ(N) is equivalent to the knowledge of the
prime factors p and q as the following lemma shows.
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Lemma D.15 Let p and q be primes such that p > q and let N = pq. Then
we have

φ(N) = (p−1)(q−1)

and with

S := N+1−φ(N) (D.31)

D :=
√
S2−4N > 0 , (D.32)

furthermore,

p =
S+D
2

(D.33)

q =
S−D
2

. (D.34)

Proof Since p and q are different primes, we find that among the N − 1 natural
numbers smaller than N = pq only the numbers 1× q,2× q, . . . ,(p− 1)× q and
1× p,2× p, . . . ,(q−1)× p have a common divisor with N. Hence, we have

φ(N) = N−1− (p−1)− (q−1) = pq− (p+q)+1= (p−1)(q−1).

Together with (D.31) and (D.32), this implies

S = p+q

D = p−q ,

and (D.33) as well as (D.34) follow immediately. �

Example D.16 In Example D.13 we found for N = 10 that φ(10) = 4. Using this in
(D.31) and (D.32) yields S= 7 and D= 3, which in turn gives p= 5 and q= 2.

The following theorem by EULER is useful for the decryption in the RSA pub-
lic key encryption method as well as in connection with the prime factorization in
Sect. 6.5.2.

Theorem D.17 (EULER) Any coprime b,N ∈ N satisfy

bφ(N)modN = 1 . (D.35)
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Proof First, we define a j := r jb mod N for all r j ∈ N with 1 ≤ r j < N and
gcd(r j,N) = 1 and set

P :=

(
φ(N)

∏
j=1

a j

)
modN .

From (D.21) follows that then

P= (bφ(N)
φ(N)

∏
j=1

r j)modN . (D.36)

For j �= k we have that a j �= ak. To see this, suppose a j = ak, that is, r jbmodN =
rkbmodN. Since b and N are coprime, Lemma D.7 implies that then r j modN =
rkmodN. Because of the assumption 1≤ r j,rk < N it follows that r j = rk and thus
j = k. Hence, a j �= ak for j �= k. Since r j and N as well as b and N are coprime, it
follows that also r jb and N are coprime, that is,

gcd(r jb,N) = 1 . (D.37)

Suppose a j = r jbmodN has a common divisor s> 1 with N such that a j = us and
N = vs. Then there exists a k ∈ Z such that us = r jb+ kvs, which is equivalent
to r jb = (u− kv)s. This, however, would imply that r jb and N have a common
divisor s > 1, which contradicts (D.37). Consequently, all a j are coprime with N
and there exist φ(N) distinct a j with 1 ≤ a j < N. This means that the set of the a j

is a permutation of the set of the r j, and thus

P=

(
φ(N)

∏
j=1

a j

)
modN =

(
φ(N)

∏
j=1

r j

)
modN ,

which, together with (D.36), yields

(bφ(N)
φ(N)

∏
j=1

r j)modN =

(
φ(N)

∏
j=1

r j

)
modN . (D.38)

Since N and all r j are coprime, we can apply Lemma D.7 to (D.38) to obtain

bφ(N)modN = 1 ,

which was to be shown. �
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Example D.18 As we saw in Example D.13, one has for b = 7 and N = 10 that
gcd(7,10) = 1 and φ(10) = 4. As stated in (D.35) we then find indeed 74 mod10=
2401mod10= 1.

As a corollary to Theorem D.17, we have what sometimes is called FERMAT’S Little
Theorem.

Corollary D.19 (FERMAT’S Little Theorem) Any b ∈ N and prime p with
the property p� |b satisfy

bp−1mod p= 1 . (D.39)

Proof For a prime p one evidently has φ(p)= p−1 and that p �|b implies gcd(p,b)=
1. Then (D.39) immediately follows from (D.35). �

Definition D.20 For a,N ∈ N with gcd(a,N) = 1 we define the order of a
modulo N as

ordN(a) :=min{m ∈ N | ammodN = 1} .

If
ordN(a) = φ(N) ,

then a is called a primitive root modulo N.

Example D.21 For N = 3×5= 15 we have φ(15) = 2×4= 8, and with a= 7 we
find gcd(7,15) = 1 as well as

m 1 2 3 4 5 6 7 8 9 10 11 . . .
7mmod15 7 4 13 1 7 4 13 1 7 4 13 . . .

and thus ord15(7)= 4< φ(15). Whereas forN = 2×5= 10 we find φ(10)= 1×4=
4,gcd(7,10) = 1 as well as

m 1 2 3 4 5 6 7 8 9 10 11 . . .

7mmod10 7 9 3 1 7 9 3 1 7 9 3 . . .
,

that is, ord10(7) = 4= φ(10). Hence, 7 is a primitive root modulo 10.
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The following results for orders and primitive roots will be of use for us further
on.

Theorem D.22 Let a,b,N ∈N with gcd(a,N) = 1= gcd(b,N). Then the fol-
lowing hold.

(i) For all k ∈ N

ak modN = 1 ⇔ ordN(a) |k . (D.40)

(ii)
ordN(a) |φ(N) . (D.41)

(iii) If ordN(a) and ordN(b) are coprime, then

ordN(ab) = ordN(a)ordN(b) . (D.42)

(iv) If a is a primitive root modulo N, that is, if it also satisfies ordN(a) =
φ(N), then we also have

(a)

{
d ∈ {1, . . . ,N−1} ∣∣ gcd(d,N) = 1

}
=
{
a j modN

∣∣ j ∈ {1, . . . ,φ(N)}}.
(D.43)

(b) If b= a j modN for a j ∈ N, then

ordN(b) = ordN
(
a j)= φ(N)

gcd( j,φ(N))
. (D.44)

Proof Let a,b,N ∈ N with gcd(a,N) = 1= gcd(b,N). We first show⇒ in (D.40):
Let k be a natural number satisfying ak mod N = 1. Then k ≥ ordN(a) has

to hold since ordN(a) is per definition the smallest such number. Now, let c =
kmod ordN(a), that is, c ∈ N0 with c < ordN(a) and there is an l ∈ Z such that

k = ordN(a) l+ c and thus ak = aordN(a)l+c =
(
aordN(a)l

)
ac. This implies

1 = akmodN =
(
aordN(a)l

)
acmodN

=︸︷︷︸
(D.21)

(
aordN(a)l modN

)
(acmodN)modN

=︸︷︷︸
(D.22)

(
aordN(a)modN︸ ︷︷ ︸

=1

)l
(acmodN)modN

= (acmodN)modN

=︸︷︷︸
(D.21)

acmodN .



530 Appendix D: Modular Arithmetic

Per construction, we have c< ordN(a), and since ordN(a) is per definition the small-
est natural number k satisfying akmodN = 1, it follows that c has to vanish and thus
ordN(a) |k.

To show⇐ in (D.40), let ordN(a) |k. Hence, there is a natural number l such that
k = ordN(a) l and thus

akmodN =
(
aordN(a)

)l
modN

=︸︷︷︸
(D.22)

(
aordN(a)modN︸ ︷︷ ︸

=1

)l
modN = 1modN

= 1 .

This completes the proof of (D.40).
According to Theorem D.17, one has aφ(N)modN = 1, and thus (D.41) follows

from (D.40).
To show (D.42), consider first that

(ab)ordN(a)ordN(b) modN

=︸︷︷︸
(D.21)

((
aordN(a)ordN(b)modN

)(
bordN(b)ordN(a)modN

))
modN

=︸︷︷︸
(D.21)

((
aordN(a)modN︸ ︷︷ ︸

=1

)ordN(b)modN

×(bordN(b)modN︸ ︷︷ ︸
=1

)ordN(a)modN
)
modN

= 1modN = 1

and thus, because of (D.40),

ordN(ab) | ordN(a)ordN(b) . (D.45)

Analogously, it follows that

aordN(b)ordN(ab)modN

=
(
aordN(b)ordN(ab)modN

)(
bordN(b)modN︸ ︷︷ ︸

=1

)ordN(ab)
modN

=︸︷︷︸
(D.21)

(ab)ordN(b)ordN(ab)modN

=︸︷︷︸
(D.21)

(
(ab)ordN(ab)modN︸ ︷︷ ︸

=1

)ordN(b)
modN

= 1 (D.46)
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and thus, due to (D.40), that

ordN(a) | ordN(b)ordN(ab) .

However, by assumption ordN(a) and ordN(b) are coprime, which implies

ordN(a) | ordN(ab) . (D.47)

Similarly, beginning in (D.46) with bordN(a)ordN(ab)modN yields

ordN(b) | ordN(ab) . (D.48)

Again, as ordN(a) and ordN(b) are assumed coprime, it follows from (D.47) and
(D.48) that

ordN(a)ordN(b) | ordN(ab) .

This, together with (D.45), yields (D.42).
Suppose now a is a primitive root modulo N. To prove (D.43), we first show the

inclusion

{
a jmodN

∣∣ j ∈ {1, . . . ,φ(N)}}⊂ {d ∈ {1, . . .N−1} ∣∣ gcd(d,N) = 1
}
. (D.49)

Then we will prove that the two sets have the same cardinality and thus are identical.
To verify the inclusion, we show that the elements of

{
a j mod N

∣∣ j ∈
{1, . . . ,φ(N)}} have the property gcd(a jmodN,N)= 1. To show this, suppose l ∈N

is a common divisor of a j modN and N, that is, suppose that there are u,v ∈ N

satisfying

a jmodN = lu

N = lv . (D.50)

Then it follows that lu = a j modN = a j −
⌊
a j
N

⌋
N = a j −

⌊
a j
N

⌋
lv and thus l |a j.

Consequently, every prime factor of l would be a prime factor of a as well. Due
to (D.50), such prime factors would then be divisors of a and N. But by assumption
gcd(a,N) = 1. Hence, we must have l = 1, which implies gcd(a jmodN,N) = 1 and
the inclusion (D.49) is proven.

It remains to show that
{
a j modN

∣∣ j ∈ {1, . . . ,φ(N)}} contains indeed φ(N)
distinct elements. Let i, j ∈ N be such that 1≤ i< j ≤ φ(N) and suppose that

a jmodN = aimodN . (D.51)

With the assumption gcd(a,N) = 1 it follows from (D.51) with Lemma D.7 that

a j−imodN = 1,
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which, together with 0 < j − i < φ(N), contradicts the assumption that a is a
primitive root, which means ordN(a) = φ(N). Thus, the set

{
a j mod N∣∣ j{1, . . . ,φ(N) } contains exactly φ(N) distinct elements each of which is coprime

to N. This completes the proof of the equality of the sets in (D.43).
In (D.44) we first show that b= a jmodN implies

ordN(b) = ordN
(
a j) . (D.52)

We have

1 = bordN(b)modN =
(
a jmodN

)ordN(b) modN

=︸︷︷︸
(D.22)

(a j)ordN(b)modN ,

which implies ordN
(
a j
)≤ ordN(b). Conversely, it follows from

1 = (a j)ordN(a
j)modN =︸︷︷︸

(D.22)

(
a jmodN

)ordN(a j) modN

= (b)ordN(a
j)modN

that ordN(b)≤ ordN
(
a j
)
and thus (D.52).

For the right side in (D.44) we know from (D.41) already that

ordN
(
a j) |φ(N) ,

that is, there exists an m1 ∈ N such that

m1 ordN
(
a j)= φ(N) . (D.53)

Furthermore,
1= (a j)ordN(a

j)modN = aordN(a
j) jmodN

implies, because of (D.40), that

ordN(a) | ordN
(
a j) j .

From the assumption ordN(a) = φ(N) follows the existence of an m2 ∈ N such that

m2φ(N) = ordN
(
a j) j . (D.54)

Insertion of (D.53) in (D.54) yields

m1 | j .
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Altogether, thus with (D.53)

ordN
(
a j)= φ(N)

m1
,

and m1 divides φ(N) as well as j. That m1 is the greatest such divisor can be seen
as follows. Suppose that

m1 < m̂ := gcd( j,φ(N)) .

Then we would have for

r̂ :=
φ(N)
m̂

<
φ(N)
m1

= ordN
(
a j) ,

that

(
a j)r̂ modN =

(
a j) φ(N)m̂ modN =

(
aφ(N)

) j
m̂
modN

=︸︷︷︸
(D.22)

(
aφ(N)modN︸ ︷︷ ︸

=1

) j
m̂
modN = 1 .

This contradicts the fact that ordN
(
a j
)
is, by definition, the smallest natural number

with the property (a j)rmodN = 1. Consequently, we must have m1 = gcd( j,φ(N)),
and (D.44) is proven. �

Before we give the proof of the existence of a primitive root for primes, we show
two lemmas, which we use in that proof.

Lemma D.23 Let p be a prime, k ∈ N0 and
{
f j
∣∣ j ∈ {0, . . . ,k}} ⊂ Z with

p� | fk and let f be the polynomial

f : Z −→ Z

x �−→ f (x) :=
k
∑
j=0

f jx j.

Then either

(i) f has at most k distinct zeros modulo p in {1, . . . , p−1} ⊂ N, that is, in
{1, . . . , p− 1} there are no more than k distinct natural numbers n j that
satisfy

f (n j)mod p= 0 ,
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or
(ii) f is the zero-polynomial modulo p, that is,

f (x)mod p= 0 ∀x ∈ Z .

Proof We show this by induction in the degree of the polynomial, which we start at
k = 0: if f (x) = f0 �= 0 such that p � | f0, then it follows that f0 mod p �= 0, and there
is no x ∈ Z with f (x)mod p= 0. If f0 = 0, then f is the zero-polynomial.

The inductive step is performed from k− 1 to k. Suppose then the claim holds
for all polynomials of degree up to k−1 and f is a polynomial of degree k. If f has
fewer than k zeros modulo p in {1, . . . , p− 1}, the claim holds already. Otherwise,
let n1, . . . ,nk be k arbitrarily selected zeros of f modulo p from the set {1, . . . , p−1}.
Then

g(x) := f (x)− fk
k

∏
j=1

(x−n j) =
k−1
∑
l=0

glx
l (D.55)

is a polynomial of degree not exceeding k−1.
Furthermore, every of the k selected zeros nl ∈ {n1, . . . ,nk} satisfies

g(nl)mod p=

(
f (nl)− fk

k

∏
j=1

(nl−n j)

)
mod p= f (nl)mod p= 0 . (D.56)

Set m :=max
{
l ∈ {0, . . . ,k−1}| p� |gl

}
and

g̃(x) :=
m

∑
l=0

glx
l . (D.57)

Since then p |gl for all l > m, we have for all x ∈ Z that

g̃(x)mod p =︸︷︷︸
(D.57)

(
m

∑
l=0

glx
l

)
mod p=

(
k−1
∑
l=0

glx
l

)
mod p =︸︷︷︸

(D.55)

g(x)mod p , (D.58)

and the set of zeros modulo p of g̃ and g coincide. Because of this and (D.56), g̃
has at least k zeros modulo p. At the same time g̃ is a polynomial of degree not
exceeding k−1 and thus satisfies the inductive assumption, which then implies that
g̃ and, because of (D.58), also g can only be the zero-polynomial modulo p:

g(x)mod p= 0 ∀x ∈ Z .

With (D.55) it thus follows that for all x ∈ Z
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f (x)mod p= fk
k

∏
j=1

(x−n j)mod p ,

and for an arbitrary zero z of f modulo p we have

0= f (z)mod p= fk
k

∏
j=1

(z−n j)mod p .

Since by assumption p� | fk, one of the factors in ∏k
j=1(z−n j) has to satisfy

(z−n j)mod p= 0 .

As we chose the n j form the set {1, . . . , p−1}, it follows that zmod p= n j, and z is
either one of the k zeros selected from {1, . . . , p−1} or it differs from one of these
by a multiple of p and is thus not an element of the set {1, . . . , p−1}. �

Lemma D.24 Let p be prime, d a natural number satisfying d | p−1 and let
h be the polynomial

h : Z −→ Z

x �−→ h(x) := xd−1.

Then there are d zeros of h modulo p in {1, . . . , p− 1} ⊂ N, that is, in
{1, . . . , p−1} there exist d natural numbers n j satisfying

h(n j)mod p= 0 .

Proof Let k ∈ N be such that p−1= dk and set

f (x) :=
k−1
∑
l=0

(
xd
)l

.

Then we have

g(x) := h(x) f (x) =
(
xd−1

) k−1
∑
l=0

(
xd
)l

= xp−1−1.

Since p− 1 = φ(p) and, according to the EULER Theorem D.17, aφ(p)mod p = 1
for all a ∈ {1, . . . , p−1}, it follows that for all z ∈ {1, . . . , p−1}

zp−1 mod p= 1 .
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Hence, all p−1= dk integers in {1, . . . , p−1} are zeros modulo p of the polynomial
g. Since p is a prime and g= h f , each of the dk zeros n j ∈{1, . . . , p−1} of gmodulo
p has to satisfy

h(n j)mod p= 0 or f (n j)mod p= 0 .

According to Lemma D.23 the polynomial h has at most d and the polynomial f has
at most d(k− 1) zeros modulo p in {1, . . . , p− 1}. Denoting the number of zeros
modulo p in {1, . . . , p−1} of the polynomials g,h and f by Ng,Nh and Nf , we have
thus

dk = Ng ≤ Nh+Nf ≤ d+d(k−1) = dk .

This can only be true if f has exactly d(k−1) and h has exactly d zeros, which was
to be shown. �

Theorem D.25 For every odd prime p there exists at least one primitive root
a modulo p, that is, a natural number a such that

ordp(a) = φ(p) .

Proof Let q be a prime factor of p−1, that is, there exists a kq ∈N such that qkq | p−
1. From Lemma D.24 we know that the polynomial h(x) := xq

kq −1 has exactly qkq

zeros modulo p in {1, . . . , p−1}. Let aq be one of these zeros such that it satisfies
(
aq

kq

q −1
)
mod p= 0

and thus
aq

kq

q mod p= 1 .

Since aq ∈ {1, . . . , p− 1} and gcd(aq, p) = 1, it follows from (D.40) in Theo-
rem D.22 that

ordp(aq) |qkq .

If this zero aq of h has the additional property ordp(aq) |q j for a j ∈ N with j <
kq, then ordp(aq) |qkq−1 holds. This means that there is an n ∈ N with qkq−1 =
ordp(aq)n and thus according to (D.40) in Theorem D.22

aq
kq−1

q mod p= 1 .

Hence, aq ∈ {1, . . . , p−1} is a zero modulo p of the polynomial f (x) := xq
kq−1−1.

According to Lemma D.24, there are exactly qkq−1 of these. Of the qkq zeros modulo
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p in {1, . . . , p−1} of h at most qkq−1 can be zeros of f as well. This means that of the
qkq zeros aq of h at most qkq−1 such aq exist that also satisfy in addition ordp(aq) |q j

with j < kq. Consequently, there remain qkq − qkq−1 zeros aq ∈ {1, . . . , p− 1} that
satisfy

ordp(aq) |qkq and ordp(aq)� |q j ∀ j < kq . (D.59)

Since q is assumed prime, it follows for the qkq − qkq−1 numbers aq that sat-
isfy (D.59) that

qkq = ordp(aq) . (D.60)

Now, let
p−1= ∏

q∈Pri(p−1)
qkq

be the prime factorization of p−1 and

a := ∏
q∈Pri(p−1)

aq . (D.61)

For arbitrary q1,q2 ∈ Pri(p−1) with q1 �= q2 we have

gcd(ordp(aq1) ,ordp(aq2)) = gcd(q
kq1
1 ,q

kq2
2 ) = 1 .

This, together with (D.42) in Theorem D.22, implies

ordp(aq1aq2) = ordp(aq1)ordp(aq2) = q
kq1
1 q

kq2
2 (D.62)

and thus, finally,

ordp(a) =︸︷︷︸
(D.61)

ordp

(

∏
q∈Pri(p−1)

aq

)
=︸︷︷︸

(D.62)

∏
q∈Pri(p−1)

ordp(aq)

=︸︷︷︸
(D.60)

∏
q∈Pri(p−1)

qkq

= p−1

=︸︷︷︸
(D.30)

φ(p) .

�

This shows that every odd prime p has a primitive root modulo p. To show that
also every power of an odd prime has a primitive root, we still need the following
lemma.



538 Appendix D: Modular Arithmetic

Lemma D.26 Suppose an odd prime p and a primitive root a modulo p sat-
isfy

aφ(p)mod p2 �= 1 . (D.63)

Then one has for all k ∈ N

aφ(p
k)mod pk+1 �= 1 . (D.64)

Proof From Theorem D.17 we have for all k ∈ N that

aφ(p
k)mod pk = 1 ,

that is, for every k ∈ N there exists an nk ∈ N such that

aφ(p
k) = 1+nk p

k (D.65)

holds. We prove the claim (D.64) by induction in k. The start of the induction for k=
1 is given by (D.63). For the inductive step from k to k+1 we suppose that (D.64)
holds for k such that for all m ∈ N we have

aφ(p
k) �= 1+mpk+1 . (D.66)

From (D.66) it follows for nk in (D.65) that p� |nk. According to Lemma D.14,

φ(pk+1) = pk+1− pk = p(pk− pk−1) = pφ(pk)

holds and thus

aφ(p
k+1) = apφ(p

k) =
(
aφ(p

k)
)p

=︸︷︷︸
(D.65)

(1+nkp
k)p =

p

∑
l=0

(
p
l

)(
nk p

k
)l

= 1+nkp
k+1+

p

∑
l=2

(
p
l

)
nlk p

kl ,

where in the last equation the binomial coefficient for l = 1 contributed a factor p.
This implies

aφ(p
k+1)−1
pk+2 =

nk
p︸︷︷︸
/∈Z

+
p

∑
l=2

(
p
l

)
nlk p

k(l−1)−2

︸ ︷︷ ︸
∈N
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and thus the claim for k+1:

aφ(p
k+1)mod pk+2 �= 1.

�
Lastly, we show that every power of an odd prime has a primitive root.

Theorem D.27 Let p be an odd prime and let a be a primitive root modulo
p. Then for all k ∈ N either

ordpk(a) = φ(pk) (D.67)

or
ordpk(a+ p) = φ(pk) ,

that is, either a or a+ p is a primitive root modulo pk.

Proof We distinguish between two cases.

Case 1:
aφ(p)mod p2 �= 1 . (D.68)

Case 2:
aφ(p)mod p2 = 1 .

Consider first case 1. We show by induction in k that in this case (D.67) holds. The
induction-start for k= 1 is given by the assumption that a is a primitive root modulo
p. For the inductive step from k to k+ 1 we suppose that (D.67) holds for k. Per
definition D.20 of the order, we have

a
ord

pk+1(a)mod pk+1 = 1,

that is, there exists an n ∈ N such that

a
ord

pk+1(a) = 1+npk+1 = 1+nppk .

Then (D.40) in Theorem D.22 implies

ordpk(a) | ordpk+1(a) .

By the inductive assumption, ordpk(a) = φ(pk) = pk−1(p−1) holds and thus

pk−1(p−1) | ordpk+1(a) . (D.69)
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Theorem D.22 also implies

ordpk+1(a) |φ(pk+1) = pk(p−1) . (D.70)

From (D.69) and (D.70) it follows that there exist a n1,n2 ∈ N such that

n1p
k−1(p−1) = ordpk+1(a)

ordpk+1(a)n2 = pk(p−1) ,

which implies n1n2pk−1(p− 1) = pk(p− 1) and thus n1n2 = p. Since p is prime,
we can only have either

n1 = 1 and n2 = p (D.71)

or

n1 = p and n2 = 1 . (D.72)

But the case (D.71) would imply ordpk+1(a) = pk−1(p−1) =︸︷︷︸
(D.30)

φ(pk) as a conse-

quence and thus

aφ(p
k)mod pk+1 = 1 .

This, however, is impossible because of the case assumption (D.68) and its impli-
cations in Lemma D.26. On the other hand, the case (D.72) implies ordpk+1(a) =
pk(p−1) = φ(pk+1), which is the claim (D.67) for k+1.

Now, let us consider case 2 and suppose

aφ(p)mod p2 = 1 . (D.73)

We show first that in this case a+ p is a primitive root modulo p and then that it
satisfies the conditions of case 1. Setting r := ordp(a+ p), it follows that

r ≤ φ(p) (D.74)

and per definition
(a+ p)rmod p= 1 .

The latter means that there exists a natural number m such that

r

∑
l=0

(
r
l

)
ar−l pl = 1+mp .
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This in turn leads to

ar = 1+ p
(
m−

r

∑
l=1

(
r
l

)
ar−l pl−1

︸ ︷︷ ︸
∈N

)

and thus
armod p= 1 .

Hence, we must have
r ≥ ordp(a) = φ(p) . (D.75)

From (D.74), the definition of r and (D.75) it follows that

ordp(a+ p) = φ(p) ,

that is, a+ p is also (besides a) a primitive root modulo p. From (D.73) it follows
that there exists an n3 ∈ N such that ap−1 = 1+ n3p2. Hence, there also exists an
n4 ∈ N such that

(a+ p)p−1 = ap−1+(p−1)ap−2p+
p−1
∑
l=2

(
p−1
l

)
ap−1−l pl

=︸︷︷︸
(D.73)

1+n3p
2+ p2ap−2− pap−2+

p−1
∑
l=2

(
p−1
l

)
ap−1−l pl

= 1+n4p
2− pap−2 . (D.76)

The assumption ap−1mod p= 1 implies p� |ap−2. Hence, it follows from (D.76) that

(a+ p)p−1 mod p2 �= 1 ,

implying that a+ p is a primitive root modulo p that satisfies the condition (D.68)
of case 1. As shown in that case, it is then a primitive root modulo pk for all k ∈ N.

�

Finally, we prove one more result, which we need in the context of SHOR’s fac-
torization algorithm. To estimate the probability that in this algorithm the selection
of b does not satisfy the criteria in (6.25), we need the following result.
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Theorem D.28 Let N = ∏J
j=1 n j with n j ∈ N and gcd(ni,n j) = 1 if i �= j.

Then there is a bijection between the set

A :=
{
a ∈ {1, . . . ,N−1} ∣∣ gcd(a,N) = 1

}

and the set

B :=
{
(b1, . . . ,bJ)

∣∣ ∀ j b j ∈ {1, . . . ,n j−1} and gcd(b j,n j) = 1
}
.

This bijection g : A→ B is defined by

g(a) := (amodn1, . . . ,amodnJ) =: (g(a)1, . . . ,g(a)J) .

Proof We show first that g{A} ⊂ B. By definition, we have g(a) j ∈ {1, . . . ,n j−1}.
We show that gcd(g(a) j,n j) = 1 holds for a ∈ A. Suppose γ is a common divisor of

g(a) j and n j. Then there exist l,k ∈ N such that γl = g(a) j = a−
⌊

a
n j

⌋
γk and thus

a
γ = l+

⌊
a
n j

⌋
k ∈ N, that is, γ divides a, and since γ per definition also divides n j,

it divides N as well. Hence, γ is a common divisor of a and N, which, because of
a ∈ A and the definition of A, implies γ = 1. This completes the proof of g{A} ⊂ B.

Next, we show that g is injective. Let a1,a2 ∈ A and suppose a1 ≥ a2 and g(a1) =
g(a2). Then it follows for all j ∈ {1, . . . ,J} that

a1 modn j = a2 modn j

and thus

a1−a2 =
(⌊

a1
n j

⌋
−
⌊
a2
n j

⌋)
n j .

Consequently, every n j divides a1−a2 ∈ N0, and since gcd(ni,n j) = 1 for i �= j, it
follows that then also N = ∏J

j=1 n j has to be a divisor of a1− a2 ≥ 0. This means
that there is a k ∈ N0 with

a1 = a2+ kN .

Since a1,a2 ∈ A⊂ {1, . . . ,N−1} we must have k = 0 and a1 = a2, implying that g
is injective.

Lastly, we define an h : B→ A and show that g◦h= idB. For b := (b1, . . . ,bJ)∈ B
we define h(b) as follows. Let mj := N

n j
. We then have gcd(mj,n j) = 1, and because

of (D.12) in Theorem D.4, there exist x j,y j ∈ Z such that mjx j+n jy j = 1. With the
mj we define
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h(b) :=

(
J

∑
j=1

mjx jb j

)
modN . (D.77)

We proceed to show that h is well defined despite the non-uniqueness of the x j,y j.
For this suppose that x̃ j, ỹ j ∈ Z, such that also mjx̃ j+n jỹ j = 1. Then it follows that
for all k = 1, . . . ,J

1
nk

(
J

∑
j=1

mj(x j− x̃ j)b j

)
= ∑

j �=k

m j

nk︸︷︷︸
∈Z

(x j− x̃ j)b j+
1−nkyk− (1−nkỹk)

nk
bk ∈ Z ,

(D.78)
that is, every nk divides ∑J

j=1mjx jb j −∑J
j=1mjx̃ jb j for all k ∈ {1, . . . ,J}. Since

gcd(n j,ni) = 1 if i �= j, thus N = ∏J
j=1 n j also divides this difference, and there

exists a z ∈ Z with
J

∑
j=1

mjx jb j =
J

∑
j=1

mjx̃ jb j+ zN ,

which implies

(
J

∑
j=1

mjx jb j

)
modN =

(
J

∑
j=1

mjx̃ jb j

)
modN .

This shows that the right side in (D.77) is independent of the choice of the x j, and
h(b) is well defined for all b ∈ B.

We now show that h{B} ⊂ A. Similar to (D.78), one has for all b ∈ B and k ∈
1, . . . ,J that

1
nk

(h(b)−bk) =
1
nk

((
J

∑
j=1

mjx jb j

)
modN−bk

)

=︸︷︷︸
(D.1)

∑
j �=k

m j

nk︸︷︷︸
∈Z

x jb j+
mkxk−1

nk︸ ︷︷ ︸
∈Z

bk−
⌊
∑J

j=1mjx jb j

N

⌋
N
nk
∈ Z ,

that is, for every k ∈ {1, . . . ,J} there is a zk ∈ Z with

h(b) = bk+ zknk . (D.79)
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Therefore, every common divisor ν of h(b) and nk is also a common divisor of bk
and nk. Because of b ∈ B, it follows that we must have ν = 1 and thus

gcd(h(b),nk) = 1 .

Furthermore, according to Definition (D.77), then h(b)∈ {0,1, . . . ,N−1}. The case
h(b) = 0 can be excluded, since, if there were a z ∈ Z with ∑J

j=1mjx jb j = zN, we
would have for every k ∈ {1, . . . ,J} that

1−nkyk
nk

bk =
mkxkbk
nk

= z
N
nk
−∑

j �=k

m j

nk
x jb j ∈ Z .

Hence, nk would be a divisor of bk, which, however, is excluded for b ∈ B. Conse-
quently, h(b) ∈ {1, . . . ,N−1} with gcd(h(b),n j) = 1 for all j and thus h(b) ∈ A.

It also follows from (D.79) and bk < nk that

g(h(b))k = g(bk+ zknk)k = (bk+ zknk)modnk = bk .

This shows that g ◦ h = idB, proving that g is also surjective and altogether thus
bijective. �



Appendix E
Continued Fractions

Definition E.1 Let a0 be an integer, and let (a1, . . . ,an) be a finite sequence
of natural numbers. The number denoted by [a0;a1, . . . ,an] and defined as

[a0;a1, . . . ,an] := a0+
1

a1+ 1

.. .
...

an−1+ 1
an

(E.1)

is called a (regular) finite continued fraction generated by (a0, . . . ,an).
For any j ∈ {0, . . . ,n} the number

[a0;a1, . . . ,a j] = a0+
1

a1+ 1

.. .
...

a j−1+ 1
a j

is called the jth convergent of the continued fraction [a0;a1, . . . ,an]. For any
sequence (a j) j∈I⊂N

the sequence ([a0;a1, . . . ,a j]) j∈I is called the sequence
of convergents.

Continued fractions can be defined more generally by replacing every 1 in (E.1)
by elements b j of a sequence (b j) of integers. These would no longer be called
‘regular’ continued fractions. Since for our purposes we will deal only with the
regular continued fractions defined in Definition (E.1), we shall omit the adjective
‘regular’ henceforth.
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It can be shown that, as the name suggests, the sequence of convergents always
converges to a limit

[a0;a1, . . .] := lim
n→∞

[a0;a1, . . . ,an] = lim
n→∞

⎛

⎜⎜⎜⎜⎝
a0+

1

a1+ 1
a2+ 1

...+ 1
an

⎞

⎟⎟⎟⎟⎠
. (E.2)

This is why in the literature a continued fraction is often introduced ‘as an expres-
sion of the form’

[a0;a1, . . .] = a0+
1

a1+ 1
a2+ 1

...a j+ 1

...

.

Moreover, it can be shown that any real number may be expressed as a limit of
a suitable sequence of convergents. We will not prove this and the convergence
claimed in (E.2) here since it is not required for our purposes. The interested reader
can consult the classic treatise by HARDY and WRIGHT [90] or can attempt the
proof with the help of Corollary E.8 below from which it is only a small step to
establish the ‘convergence of the convergents’ claimed in (E.2).

However, in the following we show how for a given real number a suitable
sequence of convergents can be constructed.

Lemma E.2 For every x ∈ R define sequences ( f j) and (a j) as follows.

If x= 0, then the sequence ( f j) is empty and the sequence (a j) consists
only of (a0 = 0).

If x �= 0, then set

f0 :=
1
x
∈ R and a0 :=

⌊
1
f0

⌋
= �x� ∈ Z (E.3)

and for j ∈ N

if f j−1 �= 0, then

f j :=
1
f j−1

−
⌊

1
f j−1

⌋
∈ [0,1[ and a j−1 :=

⌊
1
f j−1

⌋
∈ N ; (E.4)
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if f j−1 = 0, then the sequences ( f j) and (a j) are finite and ( f j) termi-
nates with the last element given by f j−1 = 0, whereas (a j) terminates
with the last element a j−2.

Then we have

x= a0+ f1 = a0+
1

a1 1
a2+ 1

...+ 1
an+ fn+1

, (E.5)

where the last equation holds for every n ∈N for which fn+1 is defined by the
construction rules for ( f j).

Proof Note that for the sequences ( f j) and (a j) defined by an x< 0, only a0 and f0
are negative. For those f j and a j that are defined, we have, per definition given in
(E.4),

f j =
1
f j−1

−
⌊

1
f j−1

⌋
≥ 0 and a j =

⌊
1
f j

⌋
≥ 0 .

From (E.4) it follows that for any j ∈ N for which f j+1 is defined, we have

f j =
1

a j+ f j+1
. (E.6)

In particular, we have
1
x

=︸︷︷︸
(E.3)

f0 =︸︷︷︸
(E.6)

1
a0+ f1

,

which implies
x= a0+ f1 (E.7)

Moreover, we can iterate (E.6) for all j and n such that j ≤ n and fn+1 exists to
obtain

f j =︸︷︷︸
(E.6)

1
a j+ f j+1

=︸︷︷︸
(E.6)

1

a j+ 1
a j+1+ f j+2

= · · ·= 1

a j+ 1
.. .+ 1

an+ fn+1

. (E.8)

Inserting (E.8) for j = 1 into (E.7) yields the claim (E.5). �

The sequence (a j) constructed in Lemma E.2 can then be used to build a sequence
of convergents as defined in Definition E.1.
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Example E.3 The sequence of convergents constructed with (a j) from Lemma E.2
also approximates irrational numbers x relatively quickly. For example, the 6-th
convergent of

√
2 satisfies

√
2= [1;2,2,2,2,2,2, . . .] = [1;2,2,2,2,2,2]+1.23789 · · ·×10−05 .

Theorem E.4 For an x ∈ R the sequence (a j) constructed as in Lemma E.2
terminates if and only if x is rational, that is, we have

x= [a0;a1, . . . ,an] ⇔ x ∈Q .

Proof ⇒: Let

x= [a0;a1, . . . ,an] = a0+
1

a1+ 1
a2+ 1

...+ 1
an

(E.9)

and for j ∈ {n,n−1, . . . ,0} define successively

pn := an and qn := 1 for j = n
p j−1
q j−1

:=
a j−1p j+q j

p j
and q j−1 := p j for j ∈ {n−1, . . . ,0} .

Then we have for j ∈ {n, . . . ,0} that p j,q j ∈ Z. Moreover, it follows that

p j−1
q j−1

=
a j−1p j+q j

p j
= a j−1+

1
p j
q j

= · · ·= a j−1+
1

a j+ 1
.. .+ 1

an

such that finally

Q � p0
q0

= a0+
1

a1+ 1
.. .+ 1

an

=︸︷︷︸
(E.9)

x .

⇐: Now, let x= p
q ∈Q. The case x= 0 is trivial. For x �= 0 let ( f j) and (a j) be the

sequences defined in Lemma E.2 starting with f0 = 1
x . Define a sequence (r j) by

r−1 := p ∈ Z�{0} and r0 := q ∈ N and

r j+1 = r j−1 mod r j for j ∈ N such that r j �= 0 .
(E.10)
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Then we have

f0 =
1
x
=

q
p
=

r0
r−1

∈Q , (E.11)

and we show by induction that for j ∈ N0

f j =
r j
r j−1

∈Q . (E.12)

The induction-start is given by (E.11). For the inductive step from j to j+1 suppose
(E.12) is satisfied for a j ∈ N0. It follows that

f j+1 =︸︷︷︸
(E.4)

1
f j
−
⌊
1
f j

⌋
=︸︷︷︸

(E.12)

r j−1
r j
−
⌊
r j−1
r j

⌋
=︸︷︷︸

(D.1)

r j−1 mod r j
r j

=︸︷︷︸
(E.10)

r j+1

r j
, (E.13)

proving (E.12) for j+1. Since 0≤ r j+1 = r j−1mod r j < r j holds, the sequence (r j)
constitutes a strictly decreasing sequence of non-negative integers. This implies that
after a finite number of steps we must find rn+1 = 0 for some n ∈ N0. It follows
from (E.12) that fn+1 = 0, which means that the sequence (a j) ends with an and
(E.5) implies that x= [a0;a1, . . . ,an] holds. �

Note that the sequence (r j) defined in (E.10) is similar to the one used in the
extended EUCLID algorithm in Theorem D.4. Consequently, the number n of the
a j that have to be calculated for the continued fraction representation of a rational
number satisfies the same bound.

Corollary E.5 Let p,q ∈ N be given and let

[a0;a1, . . . ,an] =
p
q

(E.14)

be the finite continued fraction representation of the rational number p
q . Then

we have
n< 2min{log2 q, log2 p}+1 .

Proof Let ( f j) be constructed from x = p
q as in Lemma E.2. This sequence termi-

nates as soon as f j = 0 for the first time. From (E.12) we see that f j = 0 is equivalent
to r j = 0, where the sequence (r j) is defined as in (E.10) and satisfies the recursion

r j = r j−2 mod r j−1 ,

which is similar to (D.5) in the EUCLID algorithm in Theorem D.4. With the help
of (D.3) from Exercise D.119 and just as in (D.16) it follows that
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r j <min{ r j−2
2

,r j−1} .

We can thus apply the very same arguments as after (D.16). Since, due to (E.14), n
is the largest number for which rn > 0 holds, we infer from (D.17) that

n< 2min{log2 q, log2 p}+1 .

�

Example E.6 As an example for a continued fraction expansion of a rational num-
ber we have

67
47

= [1;2,2,1,6] = 1+
1

2+ 1
2+ 1

1+ 1
6

.

Theorem E.7 Let I = {0, . . . ,n} � N0 or I = N0, and let (a j) j∈I be a
sequence of numbers, where a0 ∈ Z and a j ∈N for j ≥ 1. Then the continued
fractions constructed with (a j) j∈I satisfy:

(i) For all j ∈ I there exist p j ∈ Z and q j ∈ N such that

p j

q j
= [a0; . . . ,a j] . (E.15)

(ii) The p j and q j in (E.15) can be obtained by setting

p−2 = 0= q−1 and q−2 = 1= p−1 (E.16)

and for j ∈ I by defining them through the recursion

p j = a j p j−1+ p j−2
q j = a jq j−1+q j−2 ,

(E.17)

that is, the p j and q j defined by (E.16) and (E.17) satisfy (E.15).
(iii) The sequence (q j) j∈I has only positive elements and growths faster than

the FIBONACCI sequence given by b0 = 0,b1 = 1,
(
b j = b j−1+b j−2

)
j≥2.

In case a0 ≥ 1, the same holds for every element in the sequence (p j) j∈I .

Proof The claim in (i) follows immediately from Theorem E.4 since the continued
fraction expansions [a0;a1, . . . ,a j] are finite.
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We prove (ii) by induction. Let the p j and q j be as defined in (E.16) and (E.17).
For the induction-start we show (E.15) for j ∈ {0,1} by using (E.16) and (E.17) as
follows:

p0 = a0p−1+ p−2 = a0
q0 = a0q−1+q−2 = 1

}
⇒ p0

q0
= a0 = [a0; ]

p1 = a1p0+ p−1 = a1a0+1
q1 = a1q0+q−1 = a1

}
⇒ p1

q1
= a0+

1
a1

= [a0;a1]
(E.18)

For the inductive step from j to j+1 suppose that for a j ∈ I

p j

q j
= [a0;a1, . . . ,a j] (E.19)

holds. Define the function g j : Q�{0}→Q by

g j(m) :=
mpj−1+ p j−2
mqj−1+q j−2

, (E.20)

which satisfies

g j(a j) =︸︷︷︸
(E.20)

a j p j−1+ p j−2
a jq j−1+q j−2

=︸︷︷︸
(E.17)

p j

q j
=︸︷︷︸

(E.19)

[a0;a1, . . . ,a j] =︸︷︷︸
(E.1)

a0+
1

a1+ 1
.. .+ 1

a j

such that

g j(m) =︸︷︷︸
(E.20)

a0+
1

a1+ 1
.. .+ 1

m

. (E.21)

From this it follows that

p j+1

q j+1
=︸︷︷︸

(E.17)

a j+1p j+ p j−1
a j+1q j+q j−1

=
p j+ 1

a j+1
p j−1

q j+ 1
a j+1

q j−1
=︸︷︷︸

(E.17)

(
a j+ 1

a j+1

)
p j−1+ p j−2

(
a j+ 1

a j+1

)
q j−1+q j−2

=︸︷︷︸
(E.20)

g j

(
a j+

1
a j+1

)
=︸︷︷︸

(E.21)

a0+
1

a1+ 1
.. .+ 1

a j+
1

a j+1

=︸︷︷︸
(E.1)

[a0;a1, . . . ,a j−1,a j,a j+1]

and the inductive step from j to j+1 is verified.
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To show (iii), note that we have from (E.16) that q0 = 1 and from (E.18) that
q1 = a1 as well as by construction that a j ∈ N for j ≥ 1. Using this and (E.17), it
follows immediately that q j = a jq j−1+q j−2 ≥ q j−1+q j−2. In case an a j is greater
than 1, then q j is strictly greater than the j-th element of the FIBONACCI sequence,
and this then also holds for all following elements. Similarly, if a0 ≥ 1, we have
that p0 = a0 ≥ 1, p1 = a0a1 + 1 > 1 and with (E.17) that p j = a j p j−1 + p j−2 ≥
p j−1+ p j−2. �

Corollary E.8 Let I = {0, . . . ,n} � N0 or I = N0, and let (a j) j∈I be a
sequence of numbers, where a0 ∈ Z and a j ∈ N for j ≥ 1. Moreover, for all
j ∈ I let

p j

q j
= [a0;a1, . . . ,a j] .

Then the following holds:

(i) For all j ∈ I�{0}

p jq j−1−q j p j−1 = (−1) j−1 (E.22)

and
gcd(p j,q j) = 1 . (E.23)

(ii) For j,k ∈ I such that j > k ≥ 0

pk
qk
− p j

q j
= (−1) j

j−k−1
∑
l=0

(−1)l
q j−lq j−l−1

. (E.24)

(iii) For all k ∈ I

p2k
q2k

<
p2k+2

q2k+2
(E.25)

p2k+3

q2k+3
<

p2k+1

q2k+1
. (E.26)

(iv) For all k ∈ I

p0
q0

<
p2
q2

< · · ·< p2k
q2k

< · · ·< p2k+1

q2k+1
< · · ·< p3

q3
<

p1
q1

. (E.27)
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Proof To prove (i), note that for j ∈ I�{0} we have

z j := p jq j−1−q j p j−1
=︸︷︷︸

(E.17)

(a j p j−1+ p j−2)q j−1− (a jq j−1+q j−2)p j−1

= p j−2q j−1−q j−2p j−1 =−z j−1 = · · ·= (−1)kz j−k = · · ·
= (−1) j−1z1 = (−1) j−1(p1q0−q1p0)
=︸︷︷︸

(E.18)

(−1) j−1((a1a0+1)−a1a0)

= (−1) j−1 ,

which proves (E.22). This in turn implies (E.23) as follows. Suppose

q j = q̃ j gcd(q j, p j) and p j = p̃ j gcd(q j, p j) .

With (E.22) it follows that

Z � p̃ jq j+1− q̃ j p j+1 =
(−1) j+1

gcd(q j, p j)
,

which requires gcd(q j, p j) = 1, that is, (E.23).
To show (ii), we note that for k ∈ I

pk
qk
− pk+1

qk+1
=

pkqk+1−qk pk+1

qkqk+1
=︸︷︷︸

(E.22)

(−1)k+1

qkqk+1
(E.28)

and thus for any j ∈ I such that j > k

pk
qk
− p j

q j
=

pk
qk
− pk+1

qk+1
+

pk+1

qk+1
− pk+2

qk+2
+ · · ·+ p j−1

q j−1
− p j

q j

=︸︷︷︸
(E.28)

(−1)k+1

qkqk+1
+

(−1)k+2

qk+1qk+2
+ · · ·+ (−1) j

q j−1q j

= (−1) j
j−k−1
∑
l=0

(−1)l
q j−lq j−l−1

,

proving (E.24).
To prove (iii), we observe that
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p2k
q2k

− p2k+2

q2k+2
=︸︷︷︸

(E.24)

(−1)2k+2
(

1
q2k+2q2k+1

− 1
q2k+1q2k

)

=
1

q2k+1

(
1

q2k+2
− 1

q2k

)

︸ ︷︷ ︸
<0

< 0 ,

where we used (iii) in Theorem E.7 to ascertain q2k < q2k+2. This verifies (E.25).
Similarly, one shows (E.26).

In (iv) the inequalities for even indices follow from (E.25) and those for odd
indices from (E.26). To prove (E.27), it remains to show that for an arbitrary k ∈ I
the quotient for 2k is smaller than that for 2k+1. From (iii) in Theorem E.7 follows
that q2kq2k+1 > 0 for arbitrary k ∈ I. With this we obtain the desired inequality as
follows

p2k+1

q2k+1
− p2k

q2k
=

p2k+1q2k− p2kq2k+1

q2kq2k+1
=︸︷︷︸

(E.22)

1
q2kq2k+1

> 0 .

�

With these auxiliary results we can now show the claim required for the SHOR

algorithm, which states that, if a positive rational number is sufficiently close to
a second positive rational number, the first rational number has to be a continued
fraction of the second.

Theorem E.9 Let P,Q∈N be given and let [a0; . . . ,an] be the continued frac-
tion of their quotient, that is

[a0;a1, . . . ,an] =
P
Q
. (E.29)

If p,q ∈ N are such that ∣∣∣∣
P
Q
− p

q

∣∣∣∣<
1
2q2

, (E.30)

then p
q is a convergent of the continued fraction of P

Q , that is, there exists a

j ∈ {0,1, . . . ,n} such that

p
q
= [a0;a1, . . . ,a j] =

p j

q j
,

where p j and q j are as constructed in Theorem E.7.
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Proof Let p0, . . . , pn and q0, . . . ,qn be given by the recursive construction rules
(E.16) and (E.17) in Theorem E.7. This implies that for j ∈ {0, . . . ,n} we have
[a0;a1, . . . ,a j] =

p j
q j

and, in particular,

pn
qn

= [a0;a1, . . . ,an] =︸︷︷︸
(E.29)

P
Q
. (E.31)

First, suppose q≥ qn. Then we have

∣∣∣∣
pn
qn
− p

q

∣∣∣∣ =︸︷︷︸
(E.31)

∣∣∣∣
P
Q
− p

q

∣∣∣∣ <︸︷︷︸
(E.30)

1
2q2

,

and multiplying both sides by qqn yields

|pnq−qnp|< qn
2q
≤ 1

2
.

Since pnq−qnp∈Z, we must have pnq= qnp, which implies p
q =

pn
qn
, and the claim

holds with j = n.
Now, suppose q < qn. From (E.18) we know that q0 = 1. Therefore, in the case

q< qn there must be a j ∈ {0, . . . ,n−1} such that

q j ≤ q< q j+1 . (E.32)

We show that then the following inequality

∣∣∣∣
P
Q
− p j

q j

∣∣∣∣ =︸︷︷︸
(E.31)

∣∣∣∣
pn
qn
− p j

q j

∣∣∣∣<
1

2q jq

holds. For this we choose a,b ∈ Z as follows

a= (−1) j+1 (q j+1p− p j+1q
)

b= (−1) j+1 (p jq−q j p) .
(E.33)

This implies

p ja+ p j+1b = (−1) j+1 (p jq j+1p− p j p j+1q+ p j+1p jq− p j+1q j p
)

= (−1) j+1 (p jq j+1− p j+1q j
)

︸ ︷︷ ︸
=︸︷︷︸

(E.22)

(−1) j+1

p (E.34)

= p .
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Similarly, one shows that

q ja+q j+1b = q . (E.35)

From (E.23) in Corollary E.8 we know that

gcd(q j+1, p j+1) = 1 . (E.36)

This excludes a= 0, for, if a= 0, it would follow from assumption (E.32) and (E.33)
that p j+1 =

q j+1
q p> p and thus

p j+1

q j+1
=

p
q

with p j+1 > p and q j+1 > q, which is impossible because of (E.36). Hence, due to
a ∈ Z it must be that |a| ≥ 1 and we obtain

∣∣∣q
pn
qn
− p
∣∣∣ =
∣∣∣(aq j+bq j+1)

pn
qn
− (ap j+bp j+1)

∣∣∣

=
∣∣∣a
(
q j

pn
qn
− p j

)

︸ ︷︷ ︸
=:c j

+b

(
q j+1

pn
qn
− p j+1

)

︸ ︷︷ ︸
=:c j+1

∣∣∣ . (E.37)

According to (E.27) in Corollary E.8 one has for even j ∈ {0, . . . ,n−1} that
p j

q j
<

pn
qn
≤ p j+1

q j+1
,

whereas for odd j
p j+1

q j+1
≤ pn

qn
<

p j

q j
.

This implies
c jc j+1 ≤ 0 . (E.38)

On the other hand, it follows from (E.34) that

b=
p− p ja

p j+1

such that
a< 0 ⇒ b> 0 . (E.39)
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Similarly, it follows from (E.35) that

a=
q−q j+1b

q j

and with b ∈ Z as well as q< q j+1, thus,

b> 0 ⇒ q< bq j+1 ⇒ a< 0 . (E.40)

From (E.39) and (E.40) follows ab≤ 0 and together with (E.38) that

(ac j)(bc j+1)≥ 0 . (E.41)

With this we can estimate a lower bound for the left side of (E.37) as follows:

∣∣∣∣q
pn
qn
− p

∣∣∣∣ =
∣∣ac j+bc j+1

∣∣ =︸︷︷︸
(E.41)

∣∣ac j
∣∣+
∣∣bc j+1

∣∣

≥ ∣∣ac j
∣∣= |a| ∣∣c j

∣∣≥ ∣∣c j
∣∣=
∣∣∣∣q j

pn
qn
− p j

∣∣∣∣ , (E.42)

which leads to
∣∣∣∣
P
Q
− p j

q j

∣∣∣∣ =︸︷︷︸
(E.31)

∣∣∣∣
pn
qn
− p j

q j

∣∣∣∣ ≤︸︷︷︸
(E.42)

q
q j

∣∣∣∣
pn
qn
− p

q

∣∣∣∣ =︸︷︷︸
(E.31)

q
q j

∣∣∣∣
P
Q
− p

q

∣∣∣∣ <︸︷︷︸
(E.30)

q
q j

1
2q2

=
1

2q jq
. (E.43)

Combining (E.30) and (E.43) we then obtain

∣∣∣∣
p
q
− p j

q j

∣∣∣∣ =
∣∣∣∣
p
q
− P

Q
+

P
Q
− p j

q j

∣∣∣∣

≤
∣∣∣∣
p
q
− P

Q

∣∣∣∣+
∣∣∣∣
P
Q
− p j

q j

∣∣∣∣

<︸︷︷︸
(E.30),(E.43)

1
2q2

+
1

2q jq
. (E.44)

Multiplying both sides in (E.44) with qq j yields

∣∣pq j−qp j
∣∣< q j

2q
+

1
2
≤︸︷︷︸

(E.32)

1 ,

that is,
∣∣pq j−qp j

∣∣< 1, which, because of pq j−qp j ∈ Z, finally implies

p
q
=

p j

q j
. �



Appendix F
Some Group Theory

F.1 Groups, Subgroups and Quotient Groups

Groups play a very important—if not crucial—role in physics in general and in
quantum mechanics in particular. They are formally defined as follows.

Definition F.1 A group (G, ·) is a set G together with a binary operation

· : G×G −→ G

(g,h) �−→ g ·h=: gh

called (group) multiplication that has the following three properties.

Associativity: the group multiplication is associative, that is, for all g,h,k∈
G

(g ·h) · k = g · (h · k) (F.1)

such that g ·h ·k is well defined since it does not make any difference which
of the two multiplications is carried out first.

Existence of a unit or neutral element: there exists an e ∈ G such that for
every g ∈ G

g · e= g . (F.2)

Existence of inverses: for each g∈G there exists an element g−1 ∈G called
the inverse of g which has the property
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g ·g−1 = e . (F.3)

A group G is called discrete if the set G is countable. The group is called
finite if the set G is finite. The number of elements in a finite group is called
the order of the group and denoted by |G|.

If for g ∈ G there exists an n ∈ N such that gn = e, then the smallest such
n is called the order of the element g and denoted by ord(g). If no such n
exists, the order is said to be infinite.

A group is called abelian if the order of the multiplication does not matter,
that is, if g ·h= h ·g for all g,h ∈ G.

To emphasize which group multiplication is used, we write at times ·G. On the
other hand, if there is no danger of confusion, the multiplication sign · is often
omitted and one writes G instead of (G, ·) and gh instead of g ·h. For abelian groups
the multiplication is often denoted by + instead of ·.

It turns out that the unit element of any group and the inverse of any group ele-
ment are unique.

Exercise F.121 Show that the unit element of a group G is unique and that for any
g ∈ G its inverse g−1 is also unique.

For a solution see Solution F.121

Hence, we may speak of the neutral element of a group and, likewise, of the inverse
of a group element.

Exercise F.122 Let G be a group with unit element e. Show that then

e−1 = e (F.4)

and for all g,h ∈ G

(gh)−1 = h−1g−1 (F.5)
(
g−1
)−1

= g (F.6)

h= g ⇔ h−1 = g−1 , (F.7)

where we have already adopted the convention of not writing out the group multi-
plication sign ·.

For a solution see Solution F.122
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In the definition given above we have defined the unit element as a trivial mul-
tiplication from the right and the inverse as a right inverse. It turns out that the
unit element also acts trivially from the left, and the right inverse also acts as an
inverse from the left.

Exercise F.123 Let (G, ·) be a group with unit element e. Show that then for all
g ∈ G

g−1g = e (F.8)

eg = g (F.9)

and that for any h,k ∈ G

gh= gk ⇔ h= k ⇔ hg= kg . (F.10)

For a solution see Solution F.123

Groups which are not discrete are called continuous groups. If for a continuous
group (G, ·) the set G also has what is called a differentiable structure, such that it is
a differentiable manifold, then the group is called a LIE group. Such groups are at
the heart of not only quantum mechanics but all of quantum theory such as quantum
field theory, elementary particles, string theory, etc. For quantum computing, how-
ever, they do not play such a central role, which is why we do not pursue them any
further here.

Overall, groups are more ubiquitous than the unknowing reader might be aware
of. Hence, it is worthwhile to consider a number of examples.

Example F.2 As a first simple example of an abelian continuous group, we consider
(R,+). Here the unit element is e= 0, and the inverse of an a ∈ R is −a.

A first example of a discrete group is given by the integers.

Example F.3 As a first simple example of an abelian discrete group we consider
(Z,+), that is, the integers with addition as group multiplication. Here again, the
unit element is e= 0, and the inverse of a z ∈ Z is −z.

Many sets of maps can also be made into groups if multiplication can be suitably
defined.

Example F.4 Let V be a vector space over a field F (see Definition F.53), and let

L(V) :=
{
M : V→ V

∣∣Mlinear
}
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denote the set of linear maps of V onto itself. The set of linear invertible maps

GL(V) :=
{
M ∈ L(V)

∣∣M−1 ∈ L(V)
}

forms a group with the multiplication

· : GL(V)×GL(V) −→ GL(V)
(M1,M2) �−→ M1 ·M2 :=M1M2

,

where M1M2 denotes the composition of the maps M1 and M2. This is because the
successive application of linear maps is associative and for any two elements yields
another element of the set since the composition of linear maps is again a linear
map. The identity map idV is the neutral element (also denoted by 1V), and each
element of the set has its inverse in the set. This group is called the general linear
group of V and denoted by GL(V). If dimV > 1, it is non-abelian.

A particular case is V = C
n for n ∈ N and F = C, which gives the group of all

invertible complex n×n matrices

GL(n,C) :=
{
M ∈Mat(n×n,C)

∣∣ detM �= 0
}
.

Together with the usual matrix multiplication, this set forms a group which is abelian
for n= 1 but non-abelian for n> 1. This group is denoted by GL(n,C). It is also a
continuous, in other words, a non-discrete group, and since the underlying set is a
differentiable manifold, it is also a LIE group.

Likewise,
GL(n,R) :=

{
M ∈Mat(n×n,R)

∣∣ detM �= 0
}

forms a group.

Lemma F.5 Let N ∈ N. Then the set G = {0,1, . . . ,N − 1} with the group
multiplication given by addition modulo N, that is,

a+ZN b := (a+b)modN (F.11)

is a finite abelian group (G,+ZN ) denoted by ZN.
Moreover, for a prime p the set G�{0} = {1, . . . , p−1} with group mul-

tiplication given by
a ·Zp b := (ab)mod p (F.12)

also constitutes a finite abelian group (G�{0}, ·Zp), which is denoted by Z
×
p .
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Proof First, consider the additive group ZN . Since (a+b)modN ∈ {0, . . . ,N−1},
the group multiplication given in (F.11) is a map G×G→ G and, due to (D.23), it is
associative. The neutral element is e+ = 0 and the inverse of an a ∈ G�{0} is given
by a−1 = N−a ∈ G since

a+ZN a
−1 =︸︷︷︸

(F.11)

(a+N−a)modN = 0= e+ . (F.13)

Clearly, G is finite and a+ZN b= b+ZN a.
Now consider Z

×
p , where p is a prime, and let a,b ∈ {1, . . . , p− 1} such that

amod p �= 0 �= bmod p. From (D.28) in LemmaD.11 it then follows that (ab)mod p �=
0. Consequently, (ab)mod p ∈ {1, . . . ,N−1}, and the group multiplication given in
(F.12) is a map G� {0}×G� {0} → G� {0}. Because of (D.20), it is associative.
The neutral element of this group is e· = 1 since for any a ∈ {1, . . . , p−1} we have
a ·Zp e· = amod p = a. Moreover, since for any such a we have gcd(a, p) = 1, we
know from (D.12) in the extended EUCLID algorithm given in Theorem D.4 that
we can always find x,y ∈ Z such that ax+ py = 1. Lemma D.9 then implies that
xmod p= a−1 mod p ∈ G�{0} such that

a ·Zp (xmod p) =︸︷︷︸
(F.12)

(
a(xmod p)

)
mod p =︸︷︷︸

(D.27)

1 .

Hence, every a ∈ G�{0} has an inverse under ·Zp in G�{0}.
Obviously, a ·Zp b= (ab)mod p= b ·Zp a, and the proof that Z

×
p is a finite abelian

group is complete. �

Definition F.6 Let (G, ·) be a group with neutral element e. A subset H ⊂ G

which satisfies

e ∈ H (F.14)

h ∈H ⇒ h−1 ∈H (F.15)

h1,h2 ∈H ⇒ h1 ·h2 ∈H (F.16)

is called a subgroup of G, and this is expressed by writingH ≤ G.
A subgroup H is called a proper subgroup of G if H � G, and this is

expressed by writingH < G.
A proper subgroupH of G is calledmaximal if it is not a proper subgroup

of a proper subgroup of G, namely if there is no K < G such that H < K.
Likewise, a subgroupH of G is calledminimal if there is noK<H such that
{e}<K.
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Example F.7 Consider the group (G,+)= (Z,+) of Example F.3. For N ∈N define

NZ :=
{
Nk
∣∣ k ∈ Z

}
= {0,±N,±2N,±3N, . . .} .

This is clearly a subset of Z which contains the neutral element 0 of the group
(Z,+). Addition of two of its elements Nk,Nl ∈NZ results in N(k+ l)∈NZ. More-
over, for any Nk∈NZ, there is N(−k)∈NZ such that adding them yields the neutral
element 0. The case N = 1 does not give anything new since 1Z = Z, but for N > 1
we have that NZ is a proper subgroup of Z, that is,

NZ < Z .

Many groups of interest in physics are subgroups of the general linear linear
group of C

n for some n ∈ N.

Example F.8 Let n ∈N. Within the group GL(n,C) of Example F.4 consider the set
of all unitary n×n matrices

U(n) :=
{
U ∈Mat(n×n,C)

∣∣UU∗ = 1
}
.

The set U(n) contains the unit matrix as the neutral element, and since the product
of two unitary matrices is again unitary, multiplication of two elements of the set
U(n) yields another element of U(n). By definition, each element U of the set has
its inverse U∗ in the set. Hence, U(n) is a subgroup of GL(n,C). It is called the
unitary group in n dimensions and denoted by U(n).

The case U(1) is special in the sense that it is an abelian group and we can
identify it with the unit circle in C

U(1) =
{
z ∈Mat(1×1,C) = C

∣∣ zz= 1
}
.

Moreover, within U(n) the set

SU(n) :=
{
U ∈ U(n)

∣∣ detU = 1
}

also forms a subgroup, which is called the special unitary group in n dimensions
and denoted by SU(n). It is a subgroup of U(n), and we have

SU(n)< U(n)< GL(n,C) .

Similarly, within the group GL(n,R) of Example F.4 the set of all orthogonal n×n
matrices
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O(n) :=
{
M ∈Mat(n×n,R)

∣∣MMT = 1
}

forms a subgroup of GL(n,R) called the orthogonal group. Within O(n) the set

SO(n) :=
{
M ∈ O(n)

∣∣ detM = 1
}

also forms a subgroup, which is called the special orthogonal group in n dimen-
sions and denoted by SO(n).

Intersections of subgroups form another subgroup as is to be shown in Exer-
cise F.124.

Exercise F.124 Let I be an index set and let {H j | j ∈ I} be a set of subgroups of a
group G. Show that then

H∩ :=
⋂

j∈I
H j

is a subgroup of G.

For a solution see Solution F.124

Definition F.9 Let K be a nonempty subset of a group G and

SK :=
{
H ≤ G

∣∣ K ⊂H
}

the set of all subgroups that contain K. Then

〈K〉 :=
⋂

H∈SK
H

is defined as the group generated by K.
A group G is said to be finitely generated if there are g1, . . .gn ∈ G such

that
G= 〈g1, . . . ,gn〉 := 〈{g1, . . . ,gn}〉 .

A group G which can be generated from one element g ∈ G such that

G= 〈g〉

is called cyclic and in this case g is called the generator of G.
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Any element of a cyclic group G= 〈g〉 is a power of the group generator, that is,
for each g̃ ∈ G there exists an m ∈ Z such that g̃= gm.

The adjective cyclic may mislead to believe that the sequence (gm)m∈Z may
repeat itself, but this does not have to be the case as the following example shows.

Example F.10 The group (G,+) = (Z,+) of Example F.3 is generated by 1 such
that as a group Z = 〈1〉 since, with g= 1, we have

Z =
{± (1+ · · ·+1︸ ︷︷ ︸

m times

)
∣∣ m ∈ N0

}
= {gm | m ∈ Z} .

However, for a finite cyclic group G = 〈g〉 the sequence (gm)m∈Z has to repeat
itself. In this case there exists an n ∈ N such that gn = eG, where n = |G| is the
number of the elements in G, and in terms of sets we have

G= 〈g〉= {g0 = eG,g
1, . . .gn−1} .

Cyclic groups appear as minimal subgroups of groups as the following lemma
shows.

Lemma F.11 Every minimal subgroup H < G of a group G is cyclic, that is,
it is of the formH = 〈g〉 for some g ∈ G.

Proof Recall that a subgroupH< G is called minimal if there is no subgroupK≤ G

such that 〈eG〉<K<H.
LetH be minimal and g ∈H� 〈eG〉. IfH= 〈g〉, we are done. Otherwise, take a

k ∈H� 〈g〉. But then we have

〈eG〉< 〈g〉< 〈g,k〉 ≤H ,

which contradicts our assumption that H is minimal. �

Another notion that will play a role in our considerations of error correcting
codes is that of independence of elements of a group.

Definition F.12 A subset {g1, . . . ,gk}⊂G of a group G is called independent
if for any g j ∈ {g1, . . . ,gk}

g j /∈ 〈{g1, . . . ,gk}�{g j}〉 .
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Let P denote a permutation of the index set {1, . . . ,k}, that is, the map

P : {1, . . . ,k} −→ {1, . . . ,k}
j �−→ P( j)

is a bijection.
Independence of a subset {g1, . . . ,gk} ⊂ G of a group means that for every

a1, . . . ,ak ∈ {0,1} and permutation P we must have

k

∏
j=1

g
a j
P( j) = eG ⇒ a j = 0 ∀ j ∈ {1, . . . ,k} .

This is because otherwise we would have for some j and P

gP( j) = g
−a j−1
P( j−1) · · ·g−a1P(1)g

−ak
P(k)g

−a j+1

P( j+1) ∈ 〈{g1, . . . ,gk}�{gP( j)}〉 ,

and since P( j) ∈ {1, . . . ,k} the set {g1, . . . ,gk} would not be independent.

Definition F.13 Let G be a group and g ∈ G. The centralizer ClzG(g) of g is
the set of elements of G which commute with g, that is,

ClzG(g) := {h ∈ G | hg= gh} .

The centralizer of a subset S⊂ G is defined as

ClzG(S) := {h ∈ G | hg= gh ∀g ∈ S} . (F.17)

Exercise F.125 Show that the centralizer of any subset S ⊂ G of a group G is a
subgroup of G, that is,

ClzG(S)≤ G .

For a solution see Solution F.125

Definition F.14 Let S⊂ G be a subset of the group G. The conjugate Sg of S
by g is defined as the set

Sg := gSg−1 = {ghg−1 | h ∈ S} . (F.18)

A conjugate of a subgroups is again a subgroup as is to be shown in Exercise F.126.
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Exercise F.126 Let H be a subgroup of the group G. Show that for any g ∈ G the
conjugate of H by g

Hg =
{
ghg−1

∣∣ h ∈H
}

(F.19)

is a subgroup of G.

For a solution see Solution F.126

Definition F.15 Let H be a subgroup of the group G. For any g ∈ G the set

Hg :=
{
ghg−1

∣∣ h ∈H
}

is called a conjugate subgroup toH. If for every g ∈ G

Hg =H ,

then H is called a normal or invariant subgroup of G, and this is denoted
by H�G.

For an abelian group any subgroup is normal.

Definition F.16 Let S be a subset of the group G. The normalizer NorG(S)
of S in G is defined as

NorG(S) :=
{
g ∈ G

∣∣ Sg = S
}
. (F.20)

Note that by definition

g ∈ NorG(S) ⇔ ∀h ∈ S ∃h̃ ∈ S : ghg−1 = h̃

⇔ ∀h ∈ S ∃h̃ ∈ S : gh= h̃g .

Exercise F.127 Show that for any subset S of the group G its normalizer is a sub-
group of G, that is,

NorG(S)≤ G .

For a solution see Solution F.127



Appendix F: Some Group Theory 569

The set of group elements which commute with every element in the group is called
the center of the group.

Definition F.17 The center of a group G is defined as

Ctr(G) :=
{
h ∈ G

∣∣ hg= gh ∀g ∈ G
}
. (F.21)

The center is actually a normal subgroup as is to be shown in the following
exercise.

Exercise F.128 Show that the center of a group G is a normal subgroup, that is,

Ctr(G)�G .

For a solution see Solution F.128

Definition F.18 Let H be a subgroup of the group G. For any g ∈ G the set

gH :=
{
gh
∣∣ h ∈H

}
(F.22)

is called the left coset of g, and the set

Hg :=
{
hg
∣∣ h ∈H

}
(F.23)

is called the right coset of g.
IfH is such that left and right cosets are identical, we only speak of cosets

and denote them by [g]H. To simplify notation, we may at times write [g] only
if it is clear which is the subgroup for the cosets.

Clearly, for a subgroup H of an abelian group G left and right cosets coincide.

Example F.19 Consider the group (Z,+) of Example F.3 and its subgroup (NZ,+)
of Example F.7 for some N > 1. For any element g ∈ Z we have the coset
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[g]NZ
=
{
g+Nk

∣∣ k ∈ Z
}

= {g,g±N,g±2N,g±3N, . . .}
= {gmodN,gmodN±N,gmodN±2N,gmodN±3N, . . .}
= [gmodN]NZ

, (F.24)

that is, any coset [g]NZ
∈ NZ is equal to [m]NZ

, where m= gmodN ∈ {0,1, . . . ,N−
1}.

IfH is a subgroup of the group G, then we have for any k ∈H and any g ∈ G

kH =︸︷︷︸
(F.22)

{
kh
∣∣ h ∈H

}
=
{
h′
∣∣ h′ ∈H

}
=H

gkH =︸︷︷︸
(F.22)

{
gkh
∣∣ h ∈H

}
=
{
gh′
∣∣ h′ ∈H

}
= gH .

(F.25)

Lemma F.20 Let H be a subgroup of the group G. For any two g1,g2 ∈ G

their left cosets g1H and g2H are either disjoint or they are identical. The
same holds for any two right cosets.

Proof If g1H∩ g2H = /0 they are disjoint, and there is nothing to prove. Suppose
then that there is a g ∈ g1H∩g2H, namely that there exist h1,h2 ∈H such that

g1h1 = g= g2h2 . (F.26)

Since h1,h2 ∈H and H is a subgroup, we have h1h−12 ∈H. Consequently, for any
h ∈H

g2h =︸︷︷︸
(F.26)

g1 h1h
−1
2 h

︸ ︷︷ ︸
∈H

∈︸︷︷︸
(F.22)

g1H

and thus
g2H ⊂ g1H . (F.27)

Similarly, we have h2h−11 ∈H

g1 =︸︷︷︸
(F.26)

g2 h2h
−1
1︸ ︷︷ ︸

∈H

∈︸︷︷︸
(F.22)

g2H ,

which implies
g1H ⊂ g2H , (F.28)
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and it follows from (F.27) and (F.28) that g1H∩g2H �= /0 implies g1H = g2H. �

The previous lemma allows us to prove what in group theory is known as
LAGRANGE’s Theorem, which states that for a finite group the number of its ele-
ments is divisible by the number of elements of any subgroup.

Theorem F.21 Let H be a subgroup of the finite group G. Then the number
of elements in each left coset gH is equal to the order |H| of H, namely the
number of elements inH. Moreover, the order ofH divides the order of G and
G is the disjoint union of

J =
|G|
|H| ∈ N

left cosets of H, that is, there are g j ∈ G with j ∈ {1, . . . ,J} such that giH∩
g jH = /0 if i �= j and

G=
J⋃

j=1

g jH . (F.29)

The same statement holds for the right cosets.

Proof We only prove the statements for left cosets here. The proof for the right
cosets is, of course, similar.

First, we prove (F.29). For this we pick any g ∈ G and set g1 = g. Then, succes-
sively for j ∈ N and as long as

⋃ j
i=1 giH �= G, we pick any g ∈ G�

⋃ j
i=1 giH and

set g j+1 = g. By construction, we have for any k ∈ {1, . . . , j} that g j+1 /∈ gkH and
it follows from Lemma F.20 that g j+1H is disjoint from all such gkH. Moreover,
since G is assumed finite, this process terminates for a J that satisfies (F.29).

Next, we prove the statement about the number of elements in cosets gH for a
given g∈ G. For any two elements h1,h2 ∈H with h1 �= h2 it follows that gh1 �= gh2.
Consequently, the number of elements in gH= {gh | h ∈H} is equal to the number
of elements in H. Hence, (F.29) implies that G is the union of J disjoint sets each
of which has |H| elements. Therefore, the number of elements in G is given by
|G|= J|H|. �

We know already that for abelian groups left and right cosets of any subgroup
coincide. This is actually a general property of normal subgroups of any (not neces-
sarily abelian) group.

Exercise F.129 Let H be a subgroup of the group G. Show that then

H is normal ⇔ gH =Hg ∀g ∈ G .
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For a solution see Solution F.129

For a normal subgroup we thus do not need to distinguish between left and right
cosets. Moreover, the set of cosets of a normal subgroup can be endowed with a
multiplication and made into a group itself as the following proposition shows.

Proposition F.22 Let G be a group with neutral element e and let H� G.
Then the set

{
[g]H

∣∣ g ∈ G
}
of cosets forms a group with

multiplication: for all g1,g2 ∈ G

[g1]H · [g2]H := [g1g2]H , (F.30)

neutral element:
[e]H =H , (F.31)

inverse: for each g ∈ G

([g]H)−1 :=
[
g−1
]
H

. (F.32)

Moreover, for any g1,g2 ∈ G we have

[g1]H = [g2]H ⇔ ∃h ∈H : g1 = g2h . (F.33)

Proof Since for any g1,g2 ∈Gwe have g1g2 ∈G, the multiplication defined in (F.30)
is a binary map

· : { [g]H
∣∣ g ∈ G

}×{ [g]H
∣∣ g ∈ G

} −→ {
[g]H

∣∣ g ∈ G
}

(
[g1]H , [g2]H

) �−→ [g1g2]H
,

and associativity of · follows from associativity in G:

([g1]H · [g2]H) · [g3]H =︸︷︷︸
(F.30)

[g1g2]H · [g3]H =︸︷︷︸
(F.30)

([g1g2)g3]H =︸︷︷︸
(F.1)

[g1g2g3]H .

To show that the product as defined in (F.30) does not depend on the particular
g1 and g2 chosen to represent the cosets [g1]H and [g2]H, requires the invariance
property of H. For this let i ∈ {1,2} and g̃i ∈ G be such that g̃i �= gi, but [g̃i]H =
[gi]H. Then there exist hi ∈H for i ∈ {1,2} such that g̃i = gihi and thus

[g̃1g̃2]H = [g1h1g2h2]H =︸︷︷︸
(F.25)

[g1h1g2]H . (F.34)
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Since H is assumed normal, Definition F.15 implies that for any h̃ ∈H and g ∈ G

there exists an h ∈H such that gh̃g−1 = h and thus gh̃ = hg. Using this for h = h1
and g= g2 in (F.34) gives

[g̃1g̃2]H = [g1h1g2]H =
[
g1g2h̃1

]

H
=︸︷︷︸

(F.25)

[g1g2]H ,

which shows that the product of two cosets [g1]H · [g2]H as defined in (F.30) does
not depend on the choice of the gi to represent the cosets.

For any g ∈ G we have

[g]H · [e]H =︸︷︷︸
(F.30)

[ge]H =︸︷︷︸
(F.2)

[g]H ,

which proves that [e]H is indeed the neutral element.
Finally,

[g]H · ([g]H)−1 =︸︷︷︸
(F.32)

[g]H ·
[
g−1
]
H

=︸︷︷︸
(F.30)

[
gg−1

]
H

=︸︷︷︸
(F.3)

[e]H ,

which verifies that every [g]H has an inverse in
{
[g]H

∣∣ g ∈ G
}
.

To prove (F.33), let g1,g2 ∈ G. Then we have

[g1]H = [g2]H
⇔︸︷︷︸

(F.22)

{g1h1 | h1 ∈H}= {g2h2 | h2 ∈H}

⇔ ∀h1 ∈H ∃h2 ∈H and ∀h2 ∈H ∃h1 ∈H : g1h1 = g2h2
⇔ ∀h1 ∈H ∃h2 ∈H and ∀h2 ∈H ∃h1 ∈H : g1 = g2 h2h

−1
1︸ ︷︷ ︸

=h∈H
⇔ ∃h ∈H : g1 = g2h .

�

For a normal subgroup, the statements in Proposition F.22 allow us to define a
group that consists of cosets. This group formed by cosets is called is the quotient
group.

Definition F.23 Let H be a normal subgroup of the group G. The group({
[g]H

∣∣ g ∈ G
}
, ·) given by the cosets of H in G with the multiplication,

neutral element and inverses as given in (F.30)–(F.32) is called the quotient
group ofH in G and denoted by G/H.
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Example F.24 Consider again the group (Z,+) of Example F.3 and its subgroup
(NZ,+) of Example F.7 for some N > 1. The group multiplication of two cosets
[g1]NZ

, [g2]NZ
∈ Z/NZ, which we write as +Z/NZ since we are dealing with an

abelian group, is then given by

[g1]NZ
+Z/NZ [g2]NZ

=︸︷︷︸
(F.24)

[g1 modN]NZ
+Z/NZ [g2 modN]NZ

=︸︷︷︸
(F.30)

[g1 modN+g2 modN]NZ

=︸︷︷︸
(F.24)

[(g1 modN+g2 modN)modN]NZ

=︸︷︷︸
(D.23)

[(g1+g2)modN]NZ

=︸︷︷︸
(F.11)

[
(g1+ZN g2)

]
NZ

, (F.35)

where +ZN is the group multiplication in ZN of Lemma F.5.

For a finite group, the number of elements in a quotient group of any of its sub-
groups is indeed the quotient given by the number of elements in the group divided
by the number of elements in the subgroup as the following corollary shows.

Corollary F.25 Let H be a normal subgroup of the finite group G. Then the
order of the quotient group G/H is given by the quotient of the orders of G
and H, namely

|G/H|= |G|
|H| . (F.36)

Proof From Theorem F.21 we know that there are exactly |G|
|H| distinct cosets in{

[g]H
∣∣ g ∈ G

}
, which is the set of elements of the group G/H. �

Hence, any normal subgroup of a group gives rise to a new group formed by their
quotient group. This is one way to construct new groups from existing ones.

Another way to do this is by forming the direct product group of two groups
(G1, ·1) and (G2, ·2). The underlying set of this group is the cartesian product, and
multiplication is defined component-wise in each of the groups.

Exercise F.130 Let (G1, ·G1) and (G2, ·G2) be two groups. Show that the set G1×G2

together with the multiplication
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(
(g1,g2) ·× (g′1,g′2) :=

(
g1 ·G1 g

′
1,g2 ·G2 g

′
2

)
(F.37)

forms a group, and that if G1 and G2 are both finite, this group is also finite and
satisfies

|G1×G2|= |G1||G2| . (F.38)

For a solution see Solution F.130

As a consequence of the statement in Exercise F.130, we can give the following
definition.

Definition F.26 Let (G1, ·G1) and (G2, ·G2) be groups. Their direct prod-
uct group

(
G1×G2, ·×

)
is defined as the set of pairs (g,k) ∈ G1×G2 with

component-wise multiplication

·× :
(
G1×G2

)× (G1×G2
) −→ G1×G2(

(g1,g2),(g′1,g
′
2)
) �−→ (g1 ·G1 g

′
1,g2 ·G2 g

′
2)

. (F.39)

Before we turn to maps between groups and related concepts, we introduce the
notion of a (left) action of a group on a set and that of a stabilizer on a set.

Definition F.27 Let G be a group with neutral element e and let M be a set.
A left action of G on M is defined as a map

Λ : G×M −→ M
(g,m) �−→ g.m

that satisfies for all h,g ∈ G and m ∈M

e.m = m (F.40)

hg.m = h.(g.m) . (F.41)

The stabilizer of a subset Q⊂M under the left action is defined as

StaG(Q) :=
{
g ∈ G

∣∣ g.m= m ∀m ∈ Q
}
. (F.42)

Exercise F.131 Let G be a group which acts by left action on a setM. Show that for
any subset Q⊂M its stabilizer is a subgroup of G, that is,

StaG(Q)≤ G .
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For a solution see Solution F.131

F.2 Homomorphisms, Characters and Dual Groups

Another way to connect two groups is by maps from one group into the other such
that the group multiplication in each of the groups is preserved by the map. Such
maps are called homomorphisms. If, in addition, they are bijective, they are called
isomorphisms.

Definition F.28 A homomorphism between two groups (G1, ·G1) and (G2, ·G2)
is a map ϕ : G1 → G2 that maintains the group multiplication, that is, which
satisfies for all g,h ∈ G1

ϕ(g) ·G2 ϕ(h) = ϕ(g ·G1 h) . (F.43)

The set of all homomorphisms from a group G1 to a group G2 is denoted by
Hom(G1,G2).

The pre-image in G1 of the neutral element e2 ∈G2 under a homomorphism
ϕ , namely the set

Ker(ϕ) :=
{
g ∈ G1

∣∣ ϕ(g) = e2
}
, (F.44)

is called the kernel of ϕ .
A map ϕ : G→ G is called an isomorphism if it is a homomorphism and

a bijection. Two groups G1 and G2 are said to be isomorphic if there exists an
isomorphism between them, and this is expressed by the notation G1

∼= G2.

Example F.29 Consider again the group (Z,+) of Example F.3 and its subgroup
(NZ,+) of Example F.7 for some N > 1. We will show that the quotient group
Z/NZ is isomorphic to the group ZN , which was defined in Lemma F.5 and which
consists of the integers {0,1, . . . ,N−1} with multiplication given by addition mod-
ulo N. More precisely, we will show that the map

ı : Z/NZ −→ ZN

[g]NZ
�−→ gmodN

(F.45)

constitutes an isomorphism between the two groups Z/NZ and ZN .
To begin with, we show that ı is well defined, in other words, that the image

ı
(
[g]NZ

)
does not depend on the g ∈ Z chosen to represent the coset [g]NZ

. To see
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this, let g1,g2 ∈ Z be such that [g1]NZ
= [g2]NZ

. Then it follows from (F.24) that
[g1 modN]NZ

= [g2 modN]NZ
. Since gimodN ∈ {0,1, . . . ,N−1} for i ∈ {1,2}, this

implies g1 modN = g2 modN, hence, ı
(
[g1]NZ

)
= ı
(
[g2]NZ

)
.

Now, suppose g1,g2 ∈ Z are such that [g1]NZ
�= [g2]NZ

. Then it follows again
from (F.24) that g1 modN �= g2 modN, since otherwise their cosets would be equal.
Consequently, ı

(
[g1]NZ

) �= ı
(
[g2]NZ

)
, which means that ı is injective. It is also sur-

jective, since, again using (F.24), every m ∈ {0,1, . . . ,N − 1} uniquely defines a
coset [m]NZ

, which also satisfies ı
(
[m]NZ

)
= m. Therefore, ı is a bijection.

It remains to show that ı is also a homomorphism. For this we apply ı to both
sides of (F.35) to obtain

ı
(
[g1]NZ

+Z/NZ [g2]NZ

)
=︸︷︷︸

(F.35)

ı
(
[(g1+g2)modN]NZ

)

=︸︷︷︸
(F.45)

(g1+g2)modN

=︸︷︷︸
(F.11)

g1 modN+ZN g2 modN

=︸︷︷︸
(F.45)

ı
(
[g1]NZ

)
+ZN ı

(
[g2]NZ

)
,

which shows that ı satisfies (F.43), hence is also a homomorphism.
Altogether, we have thus shown that

Z/NZ∼= ZN . (F.46)

As a result of (F.46) we shall no longer distinguish between Z/NZ and ZN and also
use the notation [m]NZ

to denote an element m ∈ ZN .

Lemma F.30 Let ϕ ∈ Hom(G1,G2) be a homomorphism between the two
groups G1 and G2. Then Ker(ϕ) is a normal subgroup of G1, that is,

Ker(ϕ)�G1 .

Proof We first show that Ker(ϕ) is a subgroup of G1. For i ∈ {1,2} let ei denote the
neutral element in Gi. For any g ∈ G1 we have

ϕ(e1) =︸︷︷︸
(F.3),(F.2)

ϕ(e1)ϕ(g)
(
ϕ(g)

)−1 =︸︷︷︸
(F.43)

ϕ(e1g)
(
ϕ(g)

)−1 =︸︷︷︸
(F.9)

ϕ(g)
(
ϕ(g)

)−1

=︸︷︷︸
(F.3)

e2 , (F.47)
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which shows that e1 ∈ Ker(ϕ) and verifies (F.14).
Next, for any h ∈ Ker(ϕ) it follows that

ϕ(h−1) =︸︷︷︸
(F.9)

e2ϕ(h−1) =︸︷︷︸
(F.44)

ϕ(h)ϕ(h−1) =︸︷︷︸
(F.43)

ϕ(hh−1) =︸︷︷︸
(F.3)

ϕ(e1) =︸︷︷︸
(F.47)

e2 ,

which shows that h−1 ∈ Ker(ϕ) and verifies (F.15).
Finally, for any h1,h2 ∈ Ker(ϕ)

ϕ(h1h2) =︸︷︷︸
(F.43)

ϕ(h1)ϕ(h2) =︸︷︷︸
(F.44)

e2e2 = e2 ,

which shows that h1h2 ∈ Ker(ϕ) and verifies (F.16).
Now that we have shown that Ker(ϕ) is a subgroup, it remains to show that it

is normal. For this let g ∈ G1 be arbitrary and let h′ ∈ Ker(ϕ)g, that is, there is an
h ∈ Ker(ϕ) such that h′ = ghg−1. Then we have

ϕ(h′) = ϕ(ghg−1) =︸︷︷︸
(F.43)

ϕ(g)ϕ(h)ϕ(g−1) =︸︷︷︸
(F.44)

ϕ(g)e2ϕ(g−1)

= ϕ(g)ϕ(g−1) =︸︷︷︸
(F.43)

ϕ(gg−1) = ϕ(e1)

= e2 ,

which shows that for any g ∈ G1 we have that h′ ∈ Ker(ϕ)g implies h′ ∈ Ker(ϕ).
Hence, we have shown that

Ker(ϕ)g ⊂ Ker(ϕ) ∀g ∈ G1 . (F.48)

To finally show the reverse inclusion, let h ∈ Ker(ϕ) and g ∈ G1 be arbitrary. Then

k = g−1hg (F.49)

satisfies

ϕ(k) = ϕ(g−1hg) =︸︷︷︸
(F.43)

ϕ(g−1)ϕ(h)ϕ(g) =︸︷︷︸
(F.44)

ϕ(g−1)e2ϕ(g)

= ϕ(g−1)ϕ(g) =︸︷︷︸
(F.43)

ϕ(g−1g) = ϕ(e1)

=︸︷︷︸
(F.47)

e2

such that k ∈ Ker(ϕ). But then it follows for the arbitrary h ∈ Ker(ϕ) that

h =︸︷︷︸
(F.49)

gkg−1 ∈ Ker(ϕ)g .
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Consequently, we have

Ker(ϕ)⊂ Ker(ϕ)g ∀g ∈ G1 ,

which, together with (F.48), finally proves that Ker(ϕ) = Ker(ϕ)g for all g ∈ G1,
that is, Ker(ϕ) is a normal subgroup of G1. �

Exercise F.132 Show that any homomorphism ϕ : G1→ G2 between two groups G1

and G2 satisfies
ϕ(g−1) = ϕ(g)−1 ∀g ∈ G1 . (F.50)

For a solution see Solution F.132

The following theorem is called First Group Isomorphism Theorem and is also
known as the fundamental homomorphism theorem. It states that the for a homo-
morphism the quotient group over its kernel can be identified with its image.

Theorem F.31 (First Group Isomorphism) Let G1 and G2 be groups and let
ϕ ∈ Hom(G1,G2). Then we have

G1/Ker(ϕ)∼= ϕ{G1} ,

where the isomorphism is provided by the map

ϕ̂ : G1/Ker(ϕ) −→ ϕ{G1}
[g]Ker(ϕ) �−→ ϕ(g) . (F.51)

Proof From Lemma F.30 we know that Ker(ϕ) is a normal subgroup of G1, and we
can define the quotient group G1/Ker(ϕ). To show that ϕ̂ is an isomorphism, we
first show that it is well defined. For this let, ga,gb ∈ G1 and [ga]Ker(ϕ) = [gb]Ker(ϕ).
Then we know from (F.33) that there exists an h ∈ Ker(ϕ) such that

ga = gbh . (F.52)

Consequently

ϕ̂
(
[ga]Ker(ϕ)

)
=︸︷︷︸

(F.51)

ϕ(ga) =︸︷︷︸
(F.52)

ϕ(gbh) =︸︷︷︸
(F.43)

ϕ(gb)ϕ(h) =︸︷︷︸
h∈Ker(ϕ)

ϕ(gb)e2 =︸︷︷︸
(F.3)

ϕ(gb)

=︸︷︷︸
(F.51)

ϕ̂
(
[gb]Ker(ϕ)

)
,
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proving that ϕ̂ is well defined. Here, as usual, e2 denotes the neutral element in G2.
Injectivity of ϕ̂ is proven by the following chain of implications for gc,gd ∈ G1:

ϕ̂
(
[gc]Ker(ϕ)

)
= ϕ̂
(
[gd ]Ker(ϕ)

) ⇒︸︷︷︸
(F.51)

ϕ(gc) = ϕ(gd) ⇒ ϕ(gd)−1ϕ(gc) = e2

⇒︸︷︷︸
(F.43)

ϕ(g−1d gc) = e2 ⇒︸︷︷︸
(F.44)

g−1d gc ∈ Ker(ϕ)

⇒ ∃h ∈ Ker(ϕ) : gc = gdh

⇒︸︷︷︸
(F.22)

[gc]Ker(ϕ) = [gd ]Ker(ϕ) .

To show surjectivity, note that ϕ{G1} = {ϕ(g) | g ∈ G1}. Therefore, for any h ∈
ϕ{G1} there exists a g ∈ G1 such that

h= ϕ(g) =︸︷︷︸
(F.51)

ϕ̂
(
[g]Ker(ϕ)

)
,

proving that ϕ̂ is surjective as well. It remains to show that ϕ̂ is a homomorphism.
For this consider

ϕ̂
(
[g1]Ker(ϕ) [g2]Ker(ϕ)

)
=︸︷︷︸

(F.30)

ϕ̂
(
[g1g2]Ker(ϕ)

)
=︸︷︷︸

(F.51)

ϕ(g1g2) =︸︷︷︸
(F.43)

ϕ(g1)ϕ(g2)

=︸︷︷︸
(F.51)

ϕ̂
(
[g1]Ker(ϕ)

)
ϕ̂
(
[g2]Ker(ϕ)

)
,

which shows that indeed ϕ̂ ∈ Hom
(
G1/Ker(ϕ),ϕ{G1}

)
. �

A very useful class of homomorphisms for the study of groups are the so-called
characters of a group. They can be defined for any group, but for us the special case
of abelian groups suffices.

Definition F.32 A character of an abelian group G is defined as an element
χ ∈ Hom

(
G,U(1)

)
, where

U(1) =
{
z ∈ C

∣∣ zz= 1
}
=
{
eiα
∣∣ α ∈ R

}
(F.53)

is the special unitary group in one dimension.
For any character χ of an abelian group G we define the conjugate char-

acter χ as
χ : G −→ U(1)

g �−→ χ(g) . (F.54)
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A special character for any abelian group G is the trivial character

1G : G −→ U(1)
g �−→ 1

, (F.55)

which maps any group element to 1 ∈ U(1).

Note that by definition any character χ of an abelian group G being a homomor-
phism from G to U(1), it satisfies for any g1,g2 ∈ G

χ(g1+G g2) =︸︷︷︸
(F.43)

χ(g1)χ(g2) , (F.56)

where +G denotes the group multiplication in the abelian group G, whereas on the
right side the product is in U(1), which is just a multiplication of two complex
numbers of unit modulus.

As a consequence of (F.56), any character of an abelian group has to map the
neutral element e of the group G to 1, that is, we have

χ(e) =︸︷︷︸
(F.56)

χ(g+G e)
χ(g)

= 1 (F.57)

since g+G e = g. Actually, this statement already follows from Lemma F.30 since
as a subgroup Ker(χ) = {g ∈ G | χ(g) = 1} has to contain e.

Moreover, since χ(g) ∈ U(1)

1 =︸︷︷︸
(F.53)

χ(g)χ(g) =︸︷︷︸
(F.54)

χ(g)χ(g) ,

we have
χ(g) = χ(g)−1 =︸︷︷︸

(F.50)

χ(g−1) . (F.58)

Example F.33 For the group ZN defined in Lemma F.5 and considered in Exam-
ple F.29, we have the characters

χn : ZN −→ U(1)
[g]NZ

�−→ e2πi
ng
N
, (F.59)

where n ∈ {0,1, . . . ,N−1}.
To verify (F.56), we note that for any [g1]NZ

, [g2]NZ
∈ ZN
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χn
(
[g1]NZ

+ZN [g2]NZ

)
=︸︷︷︸

(F.35)

χn
(
[(g1+g2)modN]NZ

)

=︸︷︷︸
(F.59)

e2πi
n
(
(g1+g2)modN

)
N = e2πi

n(g1+g2)
N

=︸︷︷︸
(F.59)

χn
(
[g1]NZ

)
χn
(
[g2]NZ

)
.

The kernel of a χn consists of all cosets [g]NZ
such that ng

N ∈ Z, that is, for which
ngmodN = 0.

The characters of an abelian group again form a group.

Theorem F.34 The characters Ĝ = Hom
(
G,U(1)

)
of an abelian group G

form an abelian group with the the trivial character 1G as the neutral ele-
ment and with the group multiplication

· : Ĝ× Ĝ −→ Ĝ

(χ1,χ2) �−→ χ1χ2
, (F.60)

where χ1χ2 is the character

χ1χ2 : G −→ U(1)
g �−→ χ1(g)χ2(g)

. (F.61)

Proof To show that Ĝ is a group, we need to show that the multiplication of two of
its elements as defined in (F.60) gives again an element of Ĝ, that there is a neutral
element for this multiplication, and that every element has an inverse in Ĝ.

Let χ1,χ2 ∈ Ĝ and g1,g2 ∈ G. Then we find

χ1χ2(g1)χ1χ2(g2) =︸︷︷︸
(F.61)

χ1(g1)χ2(g1)χ1(g2)χ2(g2) =︸︷︷︸
(F.43)

χ1(g1g2)χ2(g1g2)

=︸︷︷︸
(F.61)

χ1χ2(g1g2)

and χ1χ2 as defined in (F.60) and (F.61) is indeed an element of Hom
(
G,U(1)

)
.

For any χ ∈ Ĝ and g ∈ G we have

χ1G(g) =︸︷︷︸
(F.61)

χ(g)1G(g) =︸︷︷︸
(F.55)

χ(g)
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such that the multiplication (F.60) gives indeed χ1G = χ for any χ ∈ Ĝ and 1G is
the neutral element.

Finally, for any χ ∈ Ĝ its inverse is given by its conjugate character χ ∈ Ĝ, since
for any g ∈ G

χχ(g) =︸︷︷︸
(F.61)

χ(g)χ(g) =︸︷︷︸
(F.55)

χ(g)χ(g) =︸︷︷︸
(F.53)

1 . (F.62)

�

Definition F.35 Let G be an abelian group. The group Ĝ := Hom
(
G,U(1)

)

formed by its characters with the group multiplication given in (F.60) and
(F.61) is called the dual or character group of G.

Theorem F.36 Let H be a subgroup of the finite abelian group G. Then any
character of H can be extended to a character of G, and the number of such
extensions is |G|

|H| .

Proof To begin with, we recall that subgroups of abelian groups are always normal,
so we can always form quotient groups with them.

If H = G we are done. Otherwise, we have H < G and can pick a g1 ∈ G�H.
Let H1 = 〈H,g1〉 denote the subgroup generated by the set H∪{g1} such that

H1 = 〈H,g1〉=
{
hgm1
∣∣ h ∈H,m ∈ Z

}

and
H <H1 ≤ G .

Furthermore, we set
k :=min

{
n ∈ N

∣∣ gn1 ∈H
}
, (F.63)

which exists since at least gm1 = eG ∈H for some finite m ∈ N. Consequently, for
any character χH ∈ Ĥ, we have that χ(gk1) = eiα ∈U(1) for some α ∈R. There are
k k-th roots of eiα , which are of the form

βk,l =
α+2πl

k
for l ∈ {0,1, . . . ,k−1} .

These satisfy

eiβk,l =
(
χH(gk1)

) 1
k =: μl(g1) ,
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which implies
μl(g1)k = χH(gk1) (F.64)

for each l ∈ {0,1, . . . ,k−1}. For each such l we want to define a character χl ∈ Ĥ1,
which acts on a generic element hg j

1 ∈H1 by

χl(hg
j
1) := χH(h)μl(g1) j .

For this to be a meaningful definition, we need to make sure that the right side
does not depend on the particular h and g j

1 but only their product hg
j
1. To show this,

suppose that h, h̃ ∈H and j, j̃ ∈ Z are such that j̃ ≥ j and

hg j
1 = h̃g j̃

1 .

From this it follows that
g j̃− j
1 = hh̃−1 ∈H (F.65)

and since (F.63) implies that k is the smallest natural number such that gk1 ∈H, we
must have

j̃ = j+mk (F.66)

for some m ∈ N. Therefore, (F.65) implies

h= h̃gmk1 . (F.67)

Consequently,

χH(h̃)μl(g1) j̃ =︸︷︷︸
(F.66)

χH(h̃)μl(g1) j+mk = χH(h̃)
(
μl(g1)k

)mμl(g1) j

=︸︷︷︸
(F.64)

χH(h̃)
(
χH(gk1)

)mμl(g1) j =︸︷︷︸
(F.43)

χH(h̃gmk1 )μl(g1) j

=︸︷︷︸
(F.67)

χH(h)μl(g1) j ,

and
χl : H1 −→ U(1)

hg j
1 �−→ χH(h)μl(g1) j

(F.68)

is well defined. Moreover, for any hig
ji
1 ∈H1, where i ∈ {1,2}, we have



Appendix F: Some Group Theory 585

χl(h1g
j1
1 h2g

j2
1 ) = χl(h1h2g

j1+ j2
1 ) =︸︷︷︸

(F.68)

χH(h1h2)μl(g1) j1+ j2

=︸︷︷︸
(F.43)

χH(h1)μl(g1) j1χH(h2)μl(g1) j2

=︸︷︷︸
(F.68)

χl(h1g
j1
1 )χl(h2g

j2
1 ) ,

showing that χl ∈Hom(H1,U(1)), in other words, χl is a character ofH1 = 〈H,g1〉
that satisfies χl

∣∣
H

= χH.

There are k such extensions χ0, . . . ,χk−1 of χH toH1 and since g1,g21, . . . ,g
k−1
1 /∈

H, we have
H1 = 〈H,g1〉= [eG]H ∪ [g1]H ∪·· ·∪

[
gk−11

]

H
(F.69)

such that

|H1/H| =︸︷︷︸
(F.36)

|H1|
|H| =︸︷︷︸

(F.69)

k .

We choose any of these extensions and denote it by χH1 . We thus have a subgroup

H1 and a character χH1 ∈ Ĥ1. Now we pick any g2 ∈ G�H1 and repeat the previ-

ous construction with H2 = 〈H1,g2〉 leading to a character χH2 ∈ Ĥ2 that satisfies
χH2

∣∣
H1

= χH1 . We continue with this until there is no more gn+1 ∈ G�Hn to be
found, which must happen after a finite number of steps since G is assumed finite.

Altogether, we thus have a sequence of subgroups Hr = 〈Hr−1,gr−1〉, elements
gr ∈ G�Hr−1 and characters χHr ∈ Ĥr for r ∈ {0,1, . . . ,n} such that

H =H0 <H1 < · · ·<Hn = G

χHr

∣∣
Hr−1

= χHr−1

χG
∣∣
H

= χHn

∣∣
H

=
(
χHn

∣∣
Hn−1

)∣∣
H

= χHn−1
∣∣
H

= · · ·= χH0

∣∣
H

= χH .

In each step from r−1 to r we have |Hr |
|Hr−1| possible extensions. The number of ways

in which χH can be extended from a character onH=H0 to one on G=Hn is thus

n

∏
r=1

|Hr|
|Hr−1| =

|Hn|
|H0| =

|G|
|H| .

�

A direct consequence of Theorem F.36 is that the dual group of a finite abelian
group has the same number of elements as the group itself.
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Corollary F.37 The dual group Ĝ of a finite abelian group G satisfies

|Ĝ|= |G| . (F.70)

Proof Let e be the neutral element of the group G. The subgroup 〈e〉 has only one
element, that is, |〈e〉| = 1. Moreover, its only character is the trivial character 1〈e〉,
which, according to Theorem F.36, can be extended in exactly

|G|
|〈e〉| = |G|

ways. Any character χ ∈ Ĝ, when restricted to 〈e〉, is equal to 1〈e〉. Hence, it must
be one of the |G| extensions constructed from 1〈e〉 since, otherwise, there would be
more than |G| extensions. Consequently, the number of characters is |G|. �

Exercise F.133 Let G1 and G2 be two finite abelian groups and Ĝ1 and Ĝ2 their dual
groups. Show that the direct product group satisfies

Ĝ1×G2 = Ĝ1× Ĝ2 . (F.71)

For a solution see Solution F.133.

Corollary F.38 Let G be a finite abelian group with neutral element e and
g ∈ G� 〈e〉. Then there exists a character χ ∈ Ĝ such that g /∈ Ker(χ).

Proof Let g ∈ G� 〈e〉 be given. Since G is finite, there exists a smallest n ∈ N such
that n> 1 and gn = e. With this n we define

μg : 〈g〉 −→ U(1)
gm �−→ e2πi

m
n
.

Since any element g̃ ∈ 〈g〉 can be written in the form g̃ = gm for some m ∈ Z, we
have that μg is indeed defined on all of 〈g〉 and for any gi = gmi ∈ 〈g〉with i∈ {1,2},
obviously,

μg(g1g2) = μg(gm1+m2) = e2πi
m1+m2

n = μg(g1)μg(g2) .
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Hence, μg is a character of the subgroup 〈g〉 ≤ G, and it satisfies μg(g) = e
2πi
n �= 1.

We then apply Theorem F.36 to the subgroup 〈g〉 to extend the character μg to a
character χ ∈ Ĝ such that χ

∣∣〈g〉 = μg and thus χ(g) �= 1. �

Lemma F.39 Let H be a subgroup of the abelian group G. Then

H⊥ :=
{
χ ∈ Ĝ

∣∣H ⊂ Ker(χ)
}

(F.72)

is a subgroup of Ĝ.

Proof Let e
Ĝ
denote the neutral element of the dual group Ĝ. Since e

Ĝ
= 1G and

Ker(1G) = G, we have H ⊂ Ker(e
Ĝ
) and thus e

Ĝ
∈H⊥, proving (F.14).

Next, we show that H⊥ is closed under multiplication. For this let χ1,χ2 ∈H⊥
and h ∈H be arbitrary. Then we have

χ1χ2(h) =︸︷︷︸
(F.61)

χ1(h)χ2(h) =︸︷︷︸
h∈H⊂Ker(χi)

1 .

Hence, χ1χ2 ∈H⊥, and (F.16) holds.
It remains to show that for any χ ∈H⊥ its inverse lies in H⊥. From (F.62) we

know already that the conjugate character χ is the inverse of χ , so we only need
to show that it is an element of H⊥. For this let h ∈H be arbitrary. Then χ ∈H⊥
implies that h ∈ Ker(χ) and thus χ(h) = 1 from which it follows that

1= χ(h) =︸︷︷︸
(F.54)

χ(h) .

Consequently, χ−1 = χ ∈ H⊥, and we have verified (F.15), which completes the
proof that H⊥ is a subgroup. �

Example F.40 Let eG denote the neutral element of the group G and e
Ĝ
that of the

dual group Ĝ. For the trivial subgroup 〈eG〉< G we find

〈eG〉⊥ =
{
χ ∈ Ĝ

∣∣ eG ∈ Ker(χ)
}
= Ĝ , (F.73)

whereas for the trivial subgroup G itself

G⊥ =
{
χ ∈ Ĝ

∣∣ G⊂ Ker(χ)
}
= 〈1G〉= 〈eĜ〉 . (F.74)
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Exercise F.134 LetH be a subgroup of the finite abelian group G, and letH⊥ be as
defined in (F.72). Show that then for any χ ∈ Ĝ

∑
h∈H

χ(h) =

{
|H| if χ ∈H⊥

0 else.
(F.75)

For a solution see Solution F.134

Corollary F.41 Let G be a finite abelian group and Ĝ its dual group. For any
χ1,χ2 ∈ Ĝ we then have

∑
g∈G

χ1(g)χ2(g) =

{
|G| if χ2 = χ−11

0 else.

Proof

∑
g∈G

χ1(g)χ2(g) =︸︷︷︸
(F.61)

∑
g∈G

χ1χ2(g) =︸︷︷︸
(F.75)

⎧
⎪⎨

⎪⎩

|G| if χ1χ2 ∈ G⊥ =︸︷︷︸
(F.74)

〈e
Ĝ
〉

0 else.

=

{
|G| if χ2 = χ−11

0 else.
(F.76)

�

Exercise F.135 Let H be a subgroup of the abelian group G and let H⊥ be as
defined in (F.72). Show that then

H ≤
⋂

χ∈H⊥
Ker(χ) . (F.77)

For a solution see Solution F.135

It turns out that in the case of abelian groups we have that H⊥ is isomorphic to the
dual of the quotient group G/H.



Appendix F: Some Group Theory 589

Theorem F.42 Let H be a subgroup of an abelian group G and H⊥ as
defined in (F.72). Then we have

H⊥ ∼= Ĝ/H . (F.78)

Proof Let eG denote the neutral element in the group G and eG/H that in the quotient

group G/H. For any Ξ ∈ Ĝ/H, we define

ıΞ : G −→ U(1)
g �−→ Ξ([g]H) . (F.79)

Then we have for every h ∈H that

ıΞ (h) =︸︷︷︸
(F.79)

Ξ([h]H) =︸︷︷︸
(F.25)

Ξ([eG]H) =︸︷︷︸
(F.31)

Ξ(eG/H) =︸︷︷︸
(F.57)

1

such that H ⊂ Ker(ıΞ ) and thus

ıΞ ∈︸︷︷︸
(F.72)

H⊥ . (F.80)

Moreover, for Ξ1,Ξ2 ∈ Ĝ/H and any g ∈ G

ıΞ1Ξ2(g) =︸︷︷︸
(F.79)

Ξ1Ξ2([g]H) =︸︷︷︸
(F.61)

Ξ1([g]H)Ξ2([g]H) =︸︷︷︸
(F.79)

ıΞ1(g)ıΞ2(g) ,

and from this and (F.80), we conclude that the map

ı : Ĝ/H −→ H⊥
Ξ �−→ ıΞ

satisfies
ı ∈ Hom

(
Ĝ/H,H⊥) . (F.81)

Now that we have established that ı is a homomorphism it remains to show that it is
also a bijection. To accomplish this, we define for any χ ∈H⊥

jχ : G/H −→ U(1)
[g]H �−→ χ(g) . (F.82)

This is well defined since [g1]H = [g2]H implies g2 = g1h for some h ∈H and thus

χ(g2) = χ(g1h) =︸︷︷︸
(F.43)

χ(g1)χ(h) =︸︷︷︸
h∈H⊂Ker(χ)

χ(g1) ,
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where in the last equation we used that χ ∈ H⊥ implies χ(h) = 1 for all h ∈ H.
Moreover, for any [g1]H , [g2]H ∈ G/H we have

jχ([g1]H) jχ([g2]H) =︸︷︷︸
(F.82)

χ(g1)χ(g2) =︸︷︷︸
(F.43)

χ(g1g2) =︸︷︷︸
(F.82)

jχ([g1g2]H)

=︸︷︷︸
(F.30)

jχ([g1]H [g2]H) .

Hence, we have
jχ ∈ Ĝ/H ,

and the map
j : H⊥ −→ Ĝ/H

χ �−→ jχ

satisfies
j ∈ Hom

(
H⊥, Ĝ/H

)
.

The composition ı◦ j :H⊥ →H⊥ satisfies

ı◦ j(χ) : G −→ U(1)
g �−→ ı jχ (g)

,

where
ı jχ (g) =︸︷︷︸

(F.79)

jχ([g]H) =︸︷︷︸
(F.82)

χ(g) ,

such that ı ◦ j(χ) = χ , that is, every χ ∈H⊥ is an image under ı of a coset j(χ) ∈
Ĝ/H, which implies that ı is surjective.

Likewise, the composition j ◦ ı : Ĝ/H→ Ĝ/H satisfies

j ◦ ı(Ξ) : G/H −→ U(1)
[g]H �−→ jıΞ ([g]H) ,

where now
jıΞ ([g]H) =︸︷︷︸

(F.82)

ıΞ (g) =︸︷︷︸
(F.79)

Ξ([g]H) ,

such that j ◦ ı(Ξ) = Ξ . From this it follows that for any Ξ1,Ξ2 ∈ Ĝ/H satisfying
Ξ1 �= Ξ2 we must have j ◦ ı(Ξ1) �= j ◦ ı(Ξ2) and thus ı(Ξ1) �= ı(Ξ2), proving that ı is
injective as well.
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Hence, we have established that ı is a bijection and because of (F.81) thus an

isomorphism, which completes the proof of H⊥ ∼= Ĝ/H. �

Corollary F.43 Let H be a subgroup of the finite abelian group G and H⊥
be defined as in (F.72). Then we have

|H⊥|= |G|
|H| . (F.83)

Proof With Theorem F.42, we have

|H⊥| =︸︷︷︸
(F.78)

|Ĝ/H| =︸︷︷︸
(F.70)

|G/H| =︸︷︷︸
(F.36)

|G|
|H| .

�

Theorem F.44 LetH be a subgroup of the finite abelian group G andH⊥ be
defined as in (F.72). Then for each g ∈ G�H there exists a χ ∈H⊥ such that
g /∈ Ker(χ), and we have

H =
⋂

χ∈H⊥
Ker(χ) . (F.84)

Moreover, if the χ1, . . . ,χL ∈H⊥ are such that H⊥ = 〈χ1, . . . ,χL〉, then

H =
L⋂

l=1

Ker(χl)

holds.

Proof As a subgroup of an abelian group H is normal and thus Proposition F.22
tells us that there is a quotient group G/H. Let eG denote the neutral element in
the group G and eG/H that in the quotient group G/H. Applying the statement of
Corollary F.38 to the group G/H means that for each coset [g]H �= [eG]H = eG/H

there exists a χ[g]H ∈ Ĝ/H such that

[g]H /∈ Ker(χ[g]H) . (F.85)
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For g ∈ G, let
ζg : G −→ U(1)

g̃ �−→ χ[g]H([g̃]H) , (F.86)

which satisfies

ζg(g1)ζg(g2) =︸︷︷︸
(F.86)

χ[g]H([g1]H)χ[g]H([g2]H) =︸︷︷︸
(F.43)

χ[g]H([g1]H [g2]H)

=︸︷︷︸
(F.30)

χ[g]H([g1g2]H) =︸︷︷︸
(F.86)

ζg(g1g2) (F.87)

as well as for any h ∈H

ζg(h) =︸︷︷︸
(F.86)

χ[g]H([h]H) =︸︷︷︸
(F.25)

χ[g]H(H) =︸︷︷︸
(F.31)

χ[g]H(eG/H) = 1 , (F.88)

whereas
ζg(g) =︸︷︷︸

(F.86)

χ[g]H([g]H) �=︸︷︷︸
(F.85)

1 . (F.89)

From (F.86) and (F.87) we see that ζg ∈ Hom(G,U(1)) = Ĝ and from (F.88) that
H ⊂ Ker(ζg), which together implies ζg ∈H⊥, while (F.89) implies g /∈ Ker(ζg),
which completes the proof of the first part of the statement in the theorem.

From Exercise F.135 we know already that

H ≤
⋂

χ∈H⊥
Ker(χ) .

But we have just shown that for any g /∈ H there exists a χ ∈ H⊥ such that g /∈
Ker(χ). Consequently, such a g cannot be in the intersection of all χ ∈H⊥, and we
must have

H =
⋂

χ∈H⊥
Ker(χ) .

Now letH⊥= 〈χ1, . . . ,χL〉. This means that for any χ ∈H⊥ there existm1, . . . ,mL ∈
Z such that

χ = χm1
1 · · ·χmL

L .

Hence, for any g ∈ G

χ(g) = χm1
1 · · ·χmL

L (g) =︸︷︷︸
(F.61)

(
χ1(g)

)m1 · · ·(χL(g)
)mL .
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Consequently, h ∈⋂L
l=1Ker(χl) implies h ∈ Ker(χ) and thus for any χ ∈H⊥

L⋂

l=1

Ker(χl)⊆ Ker(χ)

from which it follows that

L⋂

l=1

Ker(χl)⊆
⋂

χ∈H⊥
Ker(χ) . (F.90)

On the other hand, since χ1, . . . ,χL ∈H⊥, we also have

⋂

χ∈H⊥
Ker(χ)⊆

L⋂

l=1

Ker(χl) . (F.91)

Together, (F.90) and (F.91) imply

L⋂

l=1

Ker(χl) =
⋂

χ∈H⊥
Ker(χ) =︸︷︷︸

(F.84)

H .

�

Finite abelian groups are isomorphic to the dual of their dual group.

Theorem F.45 Let G be a finite abelian group and Ĝ its dual group. Then

̂̂: G −→ ̂̂
G

g �−→ ̂̂g
, (F.92)

where ̂̂g is defined as

̂̂g : Ĝ −→ U(1)
χ �−→ ̂̂g(χ) := χ(g)

,

is an isomorphism, and we have

̂̂
G∼= G .
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Proof From Theorem F.34 we know that the dual group Ĝ of a finite abelian group
G is a finite abelian group as well and applying the statement of that theorem to Ĝ in

turn implies that
̂̂
G is a finite abelian group, too. From Corollary F.37 we also know

that |Ĝ|= |G| and thus also |̂̂G|= |Ĝ|= |G|, that is the group ̂̂G has the same number
of elements as the group G.

For any g1,g2 ∈ G and χ ∈ Ĝ we have

̂̂g1g2(χ) =︸︷︷︸
(F.45)

χ(g1g2) =︸︷︷︸
(F.61)

χ(g1)χ(g2) =︸︷︷︸
(F.45)

̂̂g1(χ) ̂̂g2(χ) .

Hence, ̂̂g1g2 = ̂̂g1 ̂̂g2, and it follows that ̂̂ ∈ Hom(G, ̂̂G). Moreover, ̂̂g1 = ̂̂g2 implies
that for any χ ∈ Ĝ

χ(g1) =︸︷︷︸
(F.45)

̂̂g1(χ) = ̂̂g2(χ) =︸︷︷︸
(F.45)

χ(g2) (F.93)

and thus
χ(g1g−12 ) =︸︷︷︸

(F.61)

χ(g1)χ(g−12 ) =︸︷︷︸
(F.50)

χ(g1)χ(g2)−1 =︸︷︷︸
(F.93)

1

for any χ ∈ Ĝ from which it follows that g1g−12 = eG and thus g1 = g2. Hence, the

map ̂̂ : G→ ̂̂G is also injective, and since
̂̂
G has the same number of elements as G,

it is also a bijection and altogether an isomorphism, which was to be shown. �

Lemma F.46 Let H be a subgroup of the finite abelian group G and H⊥ as
defined in (F.72). Then we have

(
H⊥)⊥ =H . (F.94)

Proof For any h ∈H and χ ∈H⊥, we have

1= χ(h) = ̂̂h(χ) ,

where ̂̂ denotes the isomorphism defined in (F.92). Hence,

h ∈ (H⊥)⊥ =
{
ξ ∈ ̂̂G ∣∣H⊥ ⊂ Ker(ξ )

}
,

and it follows that
H ⊂ (H⊥)⊥ . (F.95)
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Applying the result of Corollary F.43 to the subgroup H⊥ ≤ Ĝ gives

|(H⊥)⊥| =︸︷︷︸
(F.83)

|Ĝ|
|H⊥| =︸︷︷︸

(F.70),(F.83)

|G|
|G|
|H|

= |H| ,

which, together with (F.95), implies
(
H⊥)⊥ =H. �

Example F.47 Applying (F.94) to the trivial subgroups of Example F.40, we find

〈eG〉 =︸︷︷︸
(F.94)

(〈eG〉⊥
)⊥ =︸︷︷︸

(F.73)

Ĝ⊥ ,

whereas for the trivial subgroup G itself

G =︸︷︷︸
(F.94)

(
G⊥
)⊥ =︸︷︷︸

(F.74)

〈e
Ĝ
〉⊥ . (F.96)

Theorem F.48 Let H1 and H2 be subgroups of the finite abelian group G

and letH⊥
1 and H⊥

2 be as defined in (F.72). Then we have

H1 <H2 ≤ G ⇔ H⊥
2 <H⊥

1 ≤ Ĝ . (F.97)

Proof From Lemma F.39 we know already that H⊥
1 and H⊥

2 are subgroups of Ĝ.
Now letH1 <H2 and χ ∈H⊥

2 , which, on account of (F.72), implies

H1 ⊂H2 ⊂ Ker(χ)

and thus, using once more (F.72), χ ∈ H⊥
1 . Consequently, H

⊥
2 ≤ H⊥

1 , but from
Theorem F.44 we know that for each g ∈H2 �H1 there exists a χ ∈H⊥

1 such that
g /∈ Ker(χ). Hence, H⊥

2 <H⊥
1 , and we have shown that

H1 <H2 ≤ G ⇒ H⊥
2 <H⊥

1 ≤ Ĝ . (F.98)

From Corollary F.37 we know that Ĝ is a finite abelian group and from Lemma F.39
that H⊥

1 and H⊥
2 are subgroups of Ĝ. Hence, we can apply the result (F.98) to these

groups, which gives us

H⊥
2 <H⊥

1 ≤ Ĝ ⇒ (
H⊥

1

)⊥
<
(
H⊥

2

)⊥ ≤ ̂̂G . (F.99)



596 Appendix F: Some Group Theory

Theorem F.45 tells us that we can identify
̂̂
G with G and Lemma F.46 that

(
H⊥

1

)⊥ =

H1 as well as
(
H⊥

2

)⊥ =H2. Therefore, (F.99) becomes

H⊥
2 <H⊥

1 ≤ Ĝ ⇒ H1 <H2 ≤ G ,

and the proof of (F.97) is complete. �

Corollary F.49 Let G be a finite abelian group, Ĝ its dual, H < G a proper
subgroup and H⊥ ≤ Ĝ be defined as in (F.72). Then the following hold

H maximal ⇔ H⊥ minimal

H minimal ⇔ H⊥ maximal .
(F.100)

Proof Let H < G be maximal. Hence, there is no K< G such that

H <K< G =︸︷︷︸
(F.96)

〈e
Ĝ
〉⊥ .

Theorem F.48 then implies that there is no subgroup M< Ĝ such that

〈e
Ĝ
〉 =︸︷︷︸
(F.94)

(〈e
Ĝ
〉⊥)⊥ <M<H⊥ (F.101)

because, if there were such an M, then it would follow from (F.97) that the sub-
group M⊥ would satisfy H <M⊥ < G, which contradicts the assumption that H is
maximal. Hence, there can be no M satisfying (F.101) and H⊥ has to be minimal.

Now let H⊥ be minimal, which means that there is no subgroup K satisfying

〈e
Ĝ
〉<K<H⊥ .

Then again, Theorem F.48 implies that there is no subgroup M< G such that

H <M< G (F.102)

because, if there were, then (F.97) would imply

〈e
Ĝ
〉 =︸︷︷︸
(F.74)

G⊥ <M⊥ <H⊥ ,
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which contradicts H⊥ being minimal. Consequently, there can be no M satisfying
(F.102) and H has to be maximal.

So far we have shown

H maximal ⇔ H⊥ minimal .

Applying this statement to the subgroup H⊥ < Ĝ yields

H⊥ maximal ⇔ (
H⊥)⊥ =︸︷︷︸

(F.94)

H minimal .

�

With the previous results we can finally establish a lower bound on the probabil-
ity that a finite abelian group is generated by a randomly selected set of elements.
This result will be useful in the context of the Abelian Hidden Subgroup Problem
discussed in detail in Sect. 6.6.

Corollary F.50 Let g1, . . . ,gL be a set of elements of the finite abelian group
G that have been selected at random, independently and with replacement
from the uniformly distributed elements of G. Then the probability that the
whole group is generated by this set satisfies

P{G= 〈g1, . . . ,gL〉} ≥ 1− |G|
2L

. (F.103)

Proof We show the claim by first deriving a bound on the probability of the com-
plementary event

{〈g1, . . . ,gL〉< G
}
and then use that

P{〈g1, . . . ,gL〉= G}+P{〈g1, . . . ,gL〉< G}= 1

If 〈g1, . . . ,gL〉 �= G, there is a maximal subgroup H of G such that

〈g1, . . . ,gL〉 ≤H < G .

From (F.36) we know that |G||H| ∈ N, and since H < G, we must have

|G|
|H| ≥ 2 . (F.104)

Hence, when a g1 is selected at random from the uniformly distributed |G| elements
of G, the probability that it is in H satisfies
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P{g1 ∈H}= |H|
|G| ≤︸︷︷︸

(F.104)

1
2
.

When independently selecting L elements g1, . . . ,gL in this fashion, the probability
that they are all inH thus satisfies

P{g1, . . . ,gL ∈H} ≤ 1
2L

. (F.105)

Hence, the probability that the g1, . . . ,gL are all in any maximal subgroup H < G

satisfies

P
{
g1, . . . ,gL ∈H for
any maximal H < G

}
≤ ∑

H<G maximal

P{g1, . . . ,gL ∈H}

=︸︷︷︸
(F.100)

∑
H⊥≤Ĝ minimal

P{g1, . . . ,gL ∈H}

≤︸︷︷︸
(F.105)

number of minimal subgroups of Ĝ
2L

.

From Lemma F.11 we know that any minimal subgroup of Ĝ is of the form 〈χ〉 for
some χ ∈ Ĝ. Hence,

number of minimal subgroups of Ĝ≤ |Ĝ| =︸︷︷︸
(F.70)

|G| ,

such that

P
{
g1, . . . ,gL ∈H for
any maximal H < G

}
≤ |G|

2L

from which follows that

P{〈g1, . . . ,gL〉< G} ≤ |G|
2L

.

Consequently,

P{〈g1, . . . ,gL〉= G}= 1−P{〈g1, . . . ,gL〉< G} ≥ 1− |G|
2L

.

�
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F.3 Quantum FOURIER Transform on Groups

Definition F.51 Let G be a finite abelian group and Ĝ its dual group. More-
over, let H be a HILBERT space with dimH = |G| that has an ONB {|g j〉

∣∣ j ∈
{1, . . . , |G|}} such that we can identify each element g j of G with a basis
vector of that ONB, and that the same holds for another ONB

{|χk〉
∣∣ k ∈

{1, . . . , |G|}} of H and the elements |χk〉 of Ĝ, that is,

H = Span{|g1〉, . . . , |g|G|〉}= Span
{|g j〉

∣∣ g j ∈ G
}

= Span{|χ1〉, . . . , |χ|G|〉}= Span
{|χk〉

∣∣ χk ∈ Ĝ
}

〈g j|gk〉= δ jk = 〈χ j|χk〉 .
(F.106)

Then the quantum FOURIER transform on the group G is the operator FG :
H→H defined by

FG :=
1√|G| ∑g∈G

χ∈Ĝ

χ(g)|χ〉〈g| . (F.107)

Exercise F.136 Show that the quantum FOURIER transform FG is unitary.

For a solution see Solution F.136

The quantum FOURIER transform introduced in Definition 5.48 is a special case of
the quantum FOURIER transform on groups, namely for the group Z2n .

Example F.52 Consider the group G = ZN of Example F.29 for the special case
N = 2n in which case

G =︸︷︷︸
(F.46)

Z2n = Z/2nZ =
{
[x]2nZ

∣∣ x ∈ {0, . . . ,2n−1}}

Ĝ =︸︷︷︸
(F.59)

{
χy : G −→ U(1)

[x]2nZ �−→ e2πi
xy
2n

∣∣∣ y ∈ {0, . . . ,2n−1}
}

and |G| = 2n = |Ĝ|. Moreover, we can take H = ¶
H
⊗n, where ¶

H ∼= C
2 is the qubit

HILBERT space defined in Definition 2.28. If we assume that the identification of
(F.106) can be written in the form

| [x]2nZ〉= |x〉 ∀ [x]2nZ ∈ Z2n

|χy〉= |y〉 ∀χy ∈ Ẑ2n ,
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then FZ2n
of (F.107) becomes

FZ2n
=

1√
2n

2n−1
∑

x,y=0
exp
(
2πi

xy
2n

)
|x〉〈y| ,

which is exactly as it was defined in Definition 5.48.

F.4 Elliptic Curves

Before we can define elliptic curves, we need to introduce the notion of a field.

Definition F.53 A field is a set F together with an operation + : F×F→ F

called addition and an operation · : F×F→ F called multiplication such that

(i) (F,+) is an abelian group with neutral element e+F

(ii)
(
F�{e+F

}, ·) is an abelian group
(iii) multiplication is distributive over addition, that is, for all a,b,c ∈ F we

have
a · (b+ c) = a ·b+a · c .

Usually, the neutral element of addition e+F
is denoted by 0 and the neutral

element of multiplication by 1. If the set F is finite the field is called finite as
well.

Example F.54 The definition of a field formalizes something we are most familiar
with since Q,R and C are all fields. But Z is not a field since any integer other than
±1 has no integer multiplicative inverse.

Corollary F.55 For a prime p

Fp := Z/pZ∼= Zp

is a finite field.



Appendix F: Some Group Theory 601

Proof Lemma F.5 states that Zp forms a group under addition and that Z
×
p forms a

multiplication group. Moreover, for any [a]pZ
, [b]pZ

, [c]pZ
∈ Zp we have

[a]pZ
·Zp

(
[b]pZ

+Zp [c]pZ

)
=︸︷︷︸

(F.11),(F.12)

(
a
(
(b+ c)mod p

))
mod p

=︸︷︷︸
(D.21),(D.23)

(
(ab)mod p+(ac)mod p

)
mod p

=︸︷︷︸
(F.11),(F.12)

[a]pZ
·Zp [b]pZ

+Zp [a]pZ
·Zp [c]pZ

,

showing that multiplication is distributive over addition and thus completing the
proof that Fp is a field. From Example F.7 and (F.46) we know that Zp is finite. �

Definition F.56 A (non-singular) elliptic curve with point at infinity 0E over
a field F is defined by two elements A,B ∈ F as the set

E(F) :=
{
(x,y) ∈ F×F

∣∣∣∣
y2 = x3+Ax+B, where A,B ∈ F

such that 4A3+27B2 �= 0F

}
∪{0E

}
.

The cubic equation y2 = x3+Ax+B is called the WEIERSTRASS equation
of the elliptic curve. The quantity

ΔE := 4A3+27B2 (F.108)

is called the discriminant of the elliptic curve.

In this definition any addition, multiplication and equality are all understood to be
in the underlying field F. We shall also use the notation 1

x to denote the multiplicative
inverse of x ∈ F.

Strictly speaking—and as the noun ‘curve’ suggests—an elliptic curve is just
the graph (x,y) ∈ E(F)�{0E} of the solutions of the WEIERSTRASS equation. We
have added the point at infinity 0E to this set because we want to make the elliptic
curve into a group, and for this purpose, the point at infinity will serve as the neutral
element of the group.

Note that the elements of E(F)� {0E} come in pairs, that is, if (x,y) ∈ E(F)�

{0E} then it follows that (x,−y) ∈ E(F)� {0E}. This is often stated as the elliptic
curve being symmetrical around the x-axis, which is evident in two-dimensional
plots for the case F = R.

Example F.57 As an example we consider the case F = R and A = −2 and B = 2.
Figure F.1 then shows the curve E(R)�{0E}.
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Fig. F.1 Elliptic Curve over R with A=−2 and B= 2. The symmetry around the x-axis is evident

The case F = R is special in that it allows to display the solutions (x,y) ∈ R
2 of

the WEIERSTRASS equation as an actual curve in the two-dimensional plane. For
most other fields F no such graphical illustration or only a much less intuitive one
is possible.

The condition ΔE �= 0F is what makes the elliptic curve non-singular. To see its
relevance, we first note that if the roots r1,r2,r3 ∈ F of the cubic on the right side of
the WEIERSTRASS equation exist, we obtain

x3+Ax+B = (x− r1)(x− r2)(x− r3)
= x3− (r1+ r2+ r3)x2+(r1r2+ r1r3+ r2r3)x− r1r2r3 ,

which implies

r1+ r2+ r3 = 0 (F.109)

r1r2+ r1r3+ r2r3 = A (F.110)

−r1r2r3 = B . (F.111)

Exercise F.137 Show that the roots r1,r2 and r3 of the right side of the WEIER-
STRASS equation and the discriminant ΔE of an elliptic curve E satisfy

(
(r1− r2)(r1− r3)(r2− r3)

)2 =−ΔE . (F.112)
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For a solution see Solution F.137

From (F.112) we see that the requirement ΔE �= 0F in Definition F.56 ensures that
all roots of the cubic on the right side of the WEIERSTRASS equation are distinct.
This is the only case which is of interest to us.

Theorem F.58 Let E(F) be a non-singular elliptic curve over FwithWEIER-
STRASS equation y2 = x3+Ax+B and with point at infinity 0E. For any two
elements P,Q ∈ E(F) we define

P+E Q ∈
(
F×F

)∪{0E}

as follows:

if P= 0E, then
P+E Q= Q (F.113)

else if Q= 0E, then
P+E Q= P (F.114)

else set P= (xP,yP),Q= (xQ,yQ) and

if xP = xQ and yP =−yQ, then

P+E Q= 0E (F.115)

else set

m= m(P,Q) =

{
3x2P+A
2yP

if xP = xQ and yP = yQ �= 0F

yQ−yP
xQ−xP if xP �= xQ

(F.116)

and
x+ = m2− xP− xQ
y+ = m(xP− x+)− yP

(F.117)

then

P+E Q= (x+,y+) .

Then
(
E(F),+E

)
is an abelian group with neutral element 0E and inverse

elements −E(x,y) = (x,−Fy).
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Fig. F.2 Graphical
illustration of the addition of
P to itself in E(R) with
A=−2 and B= 2. The line
at P is the tangent to the
curve. The intersection of
this line with the curve is
−2P. Reflecting this point
about the x-axis gives
2P= P+E P

Proof Our first task is to show that P+E Q ∈ E(F). From (F.113) and (F.114) we
see that this is indeed the case when P= 0E or Q= 0E since we assume P,Q∈ E(F)
to begin with. Likewise, since 0E ∈ E(F), it follows from (F.115) that in the case
P,Q ∈ E(F)�{0E}, where xP = xQ and yP =−yQ, we have P+E Q ∈ E(F).

Next, we show that in the case P,Q ∈ E(F)� {0E}, where xP = xQ and yP =
yQ �= 0F or xP �= xQ, we have P+E Q ∈ E(F). For this we need to show that (x+,y+)
as defined in (F.117) satisfies the WEIERSTRASS equation given that (xP,yP) and
(xQ,yQ) do. To verify this, let m = m(P,Q) ∈ F be as given in (F.116), and define
the ‘line’

l : F −→ F

x �−→ l(x) := m(x− xP)+ yP
. (F.118)

Then we have yP = l(xP) and yQ = l(xQ) as well as

y+ =︸︷︷︸
(F.117),(F.118)

−l(x+) .

Moreover, any pair (x, l(x)) that satisfies the WEIERSTRASS equation is by defini-
tion an element of E(F), that is,

(
x,±l(x)) ∈ E(F) ⇔ (

l(x)
)2 = x3+Ax+B .

Hence, the point P+E Q= (x+,y+) is the reflection about the x-axis of the intercep-
tion of the line

(
x, l(x)

)
with the curve E(F)� {0E}. We illustrate this graphically

for E(R) in the case where P= Q in Fig. F.2 and where P �= Q in Fig. F.3.
Consequently, if we show that

(
x+, l(x+)

)
satisfies the WEIERSTRASS equation,

then if follows that

P+E Q=
(
x+,y+

)
=
(
x+,−l(x+)

) ∈ E(F) .
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Fig. F.3 Graphical
illustration of the calculation
of P+E Q in E(R) with
A=−2 and B= 2. The
intersection of the line
through P and Q with the
curve is −(P+E Q).
Reflecting this point about
the x-axis gives P+E Q

If xP = xQ and yP = yQ �= 0E we show this by direct, albeit cumbersome, calculation.
In this case we have

m =
3x2P+A
2yP

(F.119)

x+ = m2−2xP (F.120)

and thus

x3++Ax++B− (l(x+)
)2 =︸︷︷︸

(F.120)

3m2x2P+Am2+6mxPyP−2m3yP−9x3P−3AxP

= 2yP
[
m2 3x

2
P+A

2yP
−m3+3xP

(
m− 3x2P+A

2yP

)]

=︸︷︷︸
(F.119)

0 .

Now consider the case xP �= xQ. The expression

x3+Ax+B− (l(x))2 (F.121)

= x3−m2x2+(2m2xP−2myP+A)x+B−m2x2P+2mxPyP− y2P

is a cubic of which we already know two roots, namely xP and xQ since
P =

(
xP,yp = l(xP)

)
and Q =

(
xQ,yQ = l(xQ)

)
are both in E(F). Let x+ denote

the third root such that

x3+Ax+B− (l(x))2 = (x− xP)(x− xQ)(x− x+) (F.122)

= x3− (xP+ xQ+ x+)+(xPxQ+ xPx++ xQx+)x− xPxQx+ .

Comparing coefficients of x in (F.121) and (F.122), yields, after some
re-arrangements,
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Fig. F.4 Illustration of the
associativity of addition for
E(R) with A=−2 and
B= 2. Here P is added to Q
first, and the result is added
to R, resulting in(
P+E Q

)
+E R

x+ = m2− xP− xQ (F.123)

0 = 2myP−A−2x2P− xPxQ− xPx++ xQx+ (F.124)

0 =
(
2myP−A−2x2P− xPxQ− xPx++ xQx+

)
xP , (F.125)

and we see that (F.123) gives x+ as claimed in (F.117). As for the other two equa-
tions, suppose first that xP = 0. Then (F.125) is trivially satisfied and only (F.124)
remains. Likewise, if xP �= 0, division by xP in (F.125) reduces it to (F.124). Using
(F.123) in (F.124) and re-arranging it, we find

m2(xQ− xP)2+2myP(xQ− xP) = (x2P+ x2Q+ xPxQ+A)(xQ− xP)

= x3Q+AxQ− (x3P+AxP)

= y2Q− y2P , (F.126)

where in the last equation we used that (xP,yP) and (xQ,yQ) satisfy the WEIER-
STRASS equation. From (F.126) we find that

m=
yQ− yP
xQ− xP

is one solution for m which guarantees that (x+,y+) satisfies the WEIERSTRASS

equation, and this completes the proof that P+E Q ∈ E(F).
To show that (E(F),+E) is indeed a group, we also need to prove associativity

of the addition. This can be done by direct computation as well, but is a very cum-
bersome and tedious calculation, which we do not present here. Instead, we provide
a graphical illustration of the associativity of addition in Figs. F.4 and F.5. In the
former we display the graphical calculation of (P+E Q)+E R, whereas in the latter
we show the calculation of P+E (Q+E R).

Comparing the resulting point
(
P+E Q

)
+E R in Fig. F.4 with that of P+E

(
Q+E

R
)
in Fig. F.5, shows that they are indeed identical, which provides a graphical

‘proof’ of
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Fig. F.5 Illustration of the
associativity of addition for
E(R) with A=−2 and
B= 2. Here Q is added to R
first, and the result is added
to P, resulting in
P+E

(
Q+E R

)

(
P+E Q

)
+E R= P+E

(
Q+E R

)
.

It remains to show the statements about the neutral element and inverses. From
(F.113) and (F.114) we see that 0E is the neutral element of +E , and from (F.115)
we see that every element P= (x,y) ∈ E(F)�{0E} has its inverse given by

−EP=−E(x,y) = (x,−Fy) .

Finally, we note that in (F.116) we have m(P,Q) = m(Q,P), making +E commuta-
tive and the group abelian. �

Corollary F.59 Let p be prime and Fp = Z/pZ. Then the elliptic curve(
E(Fp),+E

)
is a finite abelian group.

Proof From Corollary F.55 we know that Fp is a finite field, and from Theorem F.58
it follows that

(
E(Fp),+E

)
is then a finite abelian group. �

Example F.60 For finite fields Fp the set E(Fp)� {0E} is no longer given by a
curve, but rather a set of points. Moreover, the pairs±EP ∈ E(Fp)�{0E} are given
by the solution pairs (x,±Fpy) ∈ Fp×Fp of the WEIERSTRASS equation, where
it follows from (F.13) that −Fpy = p− y for y ∈ {0, . . . , p− 1}. This results in the
symmetry of the set about the line p/2. Figure F.6 shows the elliptic curve E(Fp)
for p= 541.
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Fig. F.6 Elliptic curve E(F541) over the finite field F = F541 with A = −2 and B = 2. The sym-
metry is made more evident by displaying a ‘symmetry axis’. It arises due to the fact that if (x,y)
is a solution of the WEIERSTRASS equation, then so is −E(x,y) = (x,−F541y) = (x,541− y)

F.5 The PAULI Group

Exercise F.138 Let σ j for j ∈ {1,2,3} denote the PAULI matrices defined in (2.74)
and let σ0 := 1 be the unit 2×2 matrix. Show that then the set

P=
{
iaσα

∣∣ a,α ∈ {0, . . . ,3}}⊂Mat(2×2,C)

forms a subgroup of U(2)∼= U(¶H) with |P|= 16.

For a solution see Solution F.138

By selecting a basis in ¶
H, we can identify each matrix in Mat(2×2,C) bijectively

with an element in L(¶H) such that Mat(2× 2,C) ∼= L(¶H) and, likewise, U(2) ∼=
U(¶H). Hence, we will consider the elements of the set P as operators in U(¶H) ⊂
L(¶H).

Recall that throughout this book we use the notations

σ0 = 1 , σ1 = σx = X , σ2 = σy = Y , σ3 = σz = Z

to denote PAULI matrices.
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Definition F.61 The group (P, ·) with

P :=
{
iaσα

∣∣ a,α ∈ {0, . . . ,3}}< U(¶H)

is called the PAULI group.

The PAULI group P is clearly non-abelian. The only elements commuting with
every other element, that is, the center Ctr(P) of the group (see Definition F.17) are
powers of i1.

Exercise F.139 Show that
P= 〈σx,σy,σz〉 (F.127)

and
Ctr(P) = 〈iσ0〉= 〈i1〉=

{
ia1
∣∣ a ∈ {0, . . . ,3}} (F.128)

such that |Ctr(P)|= 4.

For a solution see Solution F.139

Proposition F.62 For any n ∈ N, the set

Pn =
{
iaσαn−1 ⊗·· ·⊗σα0 ∈ L

(¶
H
⊗n)∣∣ a,α j ∈ {0, . . . ,3}

}

together with operator multiplication forms a group with 1⊗n ∈ L(¶H⊗n) as
the neutral element and with the following properties for any g = iaσαn−1 ⊗
·· ·⊗σα0 ∈ Pn:

(i)

g∗ =

{
g if a ∈ {0,2}
−g if a ∈ {1,3} (F.129)

(ii)

g2 =

{
1⊗n if a ∈ {0,2}
−1⊗n if a ∈ {1,3} (F.130)

(iii)
g∗g= 1⊗n , hence Pn < U

(¶
H
⊗n) (F.131)
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(iv)
Ctr(Pn) = 〈i1⊗n〉 (F.132)

(v)
|Pn|= 22n+2 .

Proof First, we show that Pn forms a group. Obviously, 1⊗ng = g = g1⊗n for any
g ∈ Pn such that 1⊗n is the neutral element. Let

g= iaσαn−1 ⊗·· ·⊗σα0 and h= ibσβn−1 ⊗·· ·⊗σβ0
such that

gh= ia+bσαn−1σβn−1 ⊗·· ·⊗σα0σβ0 .

We know from Exercise F.138 that σα jσβ j
= ic jσγ j ∈ P with c j,γ j ∈ {0, . . . ,3}.

Using that id = idmod4 for any d ∈ Z, we thus obtain

gh= i(a+b+∑n−1
j=0 c j)mod4σγn−1 ⊗·· ·⊗σγ0 ∈ Pn ,

showing that the product of two elements of Pn is again in Pn. That every element
of Pn has an inverse follows from (F.131), which we show below. Assuming this, we
have thus shown that Pn ⊂ L(¶H⊗n) forms a group, and we proceed with showing
the claimed properties.

(i) With g= iaσαn−1 ⊗·· ·⊗σα0 , we have

g∗ = iaσ∗αn−1 ⊗·· ·⊗σ∗α0 ,

where we can use ia = (−i)a and σ∗α j
= σα j for all a,α j ∈ {0, . . . ,3} to obtain

g∗ = (−i)aσαn−1 ⊗·· ·⊗σα0 =
{
g if a ∈ {0,2}
−g if a ∈ {1,3} =±g .

(ii) For any α j ∈ {0, . . . ,3}, we have σ2
α j

= 1 and thus

g2 = i2aσ2
αn−1 ⊗·· ·⊗σ2

α0 = (−1)a1⊗n =
{
1⊗n if a ∈ {0,2}
−1⊗n if a ∈ {1,3} =±1⊗n .

(iii)

g∗g =︸︷︷︸
(F.129)

{
g2 if a ∈ {0,2}
−g2 if a ∈ {1,3} =︸︷︷︸

(F.130)

1⊗n .
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(iv) Let h= ibσβn−1⊗·· ·⊗σβ0 ∈ Ctr(Pn). Per Definition F.17, this is equivalent to
hg= gh for all g= iaσαn−1 ⊗·· ·⊗σα0 ∈ Pn. Consequently,

σβ j
σα j = σα jσβ j

∀α j ∈ {0, . . . ,3} , j ∈ {0, . . . ,n−1} ,

which means σβ j
∈ Ctr(P) for every j and thus

Ctr(Pn) =
(
Ctr(P)

)⊗n =︸︷︷︸
(F.128)

〈i1〉⊗n = 〈i1⊗n〉 .

(v) In an arbitrary g = iaσαn−1 ⊗·· ·⊗σα0 ∈ Pn, there are 4 distinct elements σα j

with α j ∈ {0, . . . ,3} possible in each tensor factor j ∈ {0, . . . ,n− 1} and 4
overall scalar pre-factors ia ∈ {±1,±i}. This gives rise to altogether 4n+1 =
22n+2 possible distinct elements in Pn.

�

Definition F.63 The group

Pn :=
{
iaσαn−1 ⊗·· ·⊗σα0 ∈ L

(¶
H
⊗n)∣∣ a,α j ∈ {0, . . . ,3}

}
< U
(¶

H
⊗n)

is called the n-fold PAULI group.
The weight wP of an element iaσαn−1 ⊗ ·· ·⊗σα0 ∈ Pn is defined as the

number of tensor factors j for which σα j �= 1, namely

wP(iaσαn−1 ⊗·· ·⊗σα0) :=
∣∣ { j ∈ {0, . . . ,n−1}| α j �= 0} ∣∣ ∈ N0 . (F.133)

Example F.64 For

g1 = σz⊗σz⊗1 ∈ P3 and g2 = σz⊗1⊗σz ∈ P3

we have
wP(g1) = 2= wP(g2) ,

whereas for

h1 = σx⊗σz⊗σz⊗σx ∈ P4 and h2 = σy⊗σx⊗σx⊗σy ∈ P4

we find

wP(h1) = 4= wP(h2) .
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Before we continue to explore the structure of the PAULI group, we collect a few
properties of the weight function wP.

Lemma F.65 The weight function wP : Pn→ N0 satisfies

wP(g) = 0 ⇔ g ∈ Ctr(Pn) (F.134)

wP(g−1) = wP(g∗) = wP(g) (F.135)

wP(gh) ≤ wP(g)+wP(h) . (F.136)

Proof Let g= iaσαn−1⊗·· ·⊗σα0 ∈ Pn. Since wP(g) = 0 if and only if σα j = 1 for
all j ∈ {0, . . . ,n−1}, the claim in (F.134) follows from (F.132).

From (F.131) we have g−1 = g∗ and thus wP(g−1) = wP(g∗). Moreover, since

g∗ =
(
iaσαn−1 ⊗·· ·⊗σα0

)∗ =︸︷︷︸
(2.32),(3.31)

iaσ∗αn−1 ⊗·· ·⊗σ∗α0 =︸︷︷︸
(2.74)

iaσαn−1 ⊗·· ·⊗σα0 ,

the number of j for which α j �= 0 is the same for g∗ and g, and it follows that
wP(g∗) = wP(g).

To prove (F.136), let h= ibσβn−1 ⊗·· ·⊗σβ0 ∈ Pn such that

gh= ia+bσαn−1σβn−1 ⊗·· ·⊗σα0σβ0 = g= icσγn−1 ⊗·· ·⊗σγ0
and observe that

{
j ∈ {0, . . . ,n−1} ∣∣ γ j �= 0

}

=
{
j ∈ {0, . . . ,n−1} ∣∣ α j �= β j

}

⊂ { j ∈ {0, . . . ,n−1} ∣∣ α j �= 0
}∪{ j ∈ {0, . . . ,n−1} ∣∣ β j �= 0

}

and therefore

wP(gh) =︸︷︷︸
(F.133)

∣∣∣
{
j ∈ {0, . . . ,n−1} ∣∣ γ j �= 0

}∣∣∣

≤
∣∣∣
{
j ∈ {0, . . . ,n−1} ∣∣ α j �= 0

}∣∣∣+
∣∣∣
{
j ∈ {0, . . . ,n−1} ∣∣ β j �= 0

}∣∣∣
=︸︷︷︸

(F.133)

wP(g)+wP(h) .

�



Appendix F: Some Group Theory 613

Lemma F.66 Let n ∈ N. For α ∈ {x,z} define

Σα : F
n
2 −→ Pn

a=

⎛

⎜⎝
a0
...

an−1

⎞

⎟⎠ �−→ Σα(a) := σan−1
α ⊗·· ·⊗σa0

α
(F.137)

and for a,b ∈ F
n
2

a
2 b :=

(
n−1
∑
j=0

a jb j

)
mod2

so that
2 : F

n
2×F

n
2→ F2. Then the following hold.

Σα(a)∗ = Σα(a) (F.138)

Σα(a)Σα(b) = Σα(a
2⊕ b) (F.139)

Σx(a)Σz(a) = (−1)a
2 bΣz(b)Σx(a) . (F.140)

Proof To show (F.138), we use that σ∗α = σα for any α ∈ {0, . . . ,3} to obtain

Σα (a)∗ =︸︷︷︸
(F.137)

(
σan−1
α ⊗·· ·⊗σa0

α
)∗ =︸︷︷︸

(3.31)

(
σan−1
α
)∗ ⊗ · · ·⊗ (σa0

α
)∗ =σan−1

α ⊗·· ·⊗σa0
α

=︸︷︷︸
(F.137)

Σα (a) .

To show (F.139), we use that σ2
α = 1 for any α ∈ {0, . . . ,3} such that σa j

α σ
b j
α =

σa j
2⊕b j

α and thus

Σα(a)Σα(b) =︸︷︷︸
(F.137)

(
σan−1
α ⊗·· ·⊗σa0

α
)(
σbn−1
α ⊗·· ·⊗σb0

α
)

= σan−1
α σbn−1

α ⊗·· ·⊗σa0
α σb0

α = σan−1
2⊕bn−1

α ⊗·· ·⊗σa0
2⊕b0

α

=︸︷︷︸
(F.137)

Σα(a
2⊕ b) .

Lastly, we have
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Σx(a)Σz(b) =︸︷︷︸
(F.137)

(
σan−1
x ⊗·· ·⊗σa0

x

)(
σbn−1
z ⊗·· ·⊗σb0

z

)

= σan−1
x σbn−1

z ⊗·· ·⊗σa1
x σb1

z ⊗σa0
x σb0

z

= (−1)a0b0σan−1
x σbn−1

z ⊗·· ·⊗σa1
x σb1

z ⊗σb0
z σa0

x

...

= (−1)∑n−1
j=0 a jb jσbn−1

z σan−1
x ⊗·· ·⊗σb0

z σa0
x

=︸︷︷︸
(F.137)

(−1)a
2 bΣz(b)Σx(a) ,

proving (F.140). �

Example F.67 For n= 3 we have, for example,

Σx

⎛

⎝
1
0
1

⎞

⎠= σx⊗1⊗σx and Σz

⎛

⎝
1
1
1

⎞

⎠= σz⊗σz⊗σz

such that

Σx

⎛

⎝
1
0
1

⎞

⎠Σz

⎛

⎝
1
1
1

⎞

⎠= σxσz⊗σz⊗σxσz = (−iσy)⊗σz⊗ (−iσy) =−σy⊗σz⊗σz .

Lemma F.68 Let n ∈ N and Σx and Σz be as defined in Lemma F.66. Then
any g ∈ Pn can be written in the form

g= ic(g)Σx
(
x(g)

)
Σz
(
z(g)
)
, (F.141)

where c(g) ∈ {0, . . . ,3} and x(g),z(g) ∈ F
n
2 are uniquely determined by g.

Proof From Definition F.63 of Pn we know that any g ∈ Pn is of the form

g= iaσαn−1 ⊗·· ·⊗σα0
with a,α j ∈ {0, . . . ,3}. On the other hand,

icΣx(x)Σz(z) = ic
(
σ xn−1
x ⊗·· ·⊗σ x0

x

)(
σ zn−1
z ⊗·· ·⊗σ z0

z

)

= icσ xn−1
x σ zn−1

z ⊗·· ·⊗σ x0
x σ z0

z ,

where for any j ∈ {0, . . . ,n−1}
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σ x j
x σ

z j
z =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

σ0 if x j = 0= z j
σx if x j = 1 and z j = 0

σz if x j = 0 and z j = 1

−iσy if x j = 1= z j .

This shows that with a suitable choice of c= c(g),x= x(g),z= z(g) we obtain

g= icΣx
(
x
)
Σz
(
z
)

and have shown (F.141).
Suppose now there are c̃, x̃, z̃ such that

g= ic̃Σx
(
x̃
)
Σz
(
z̃
)

as well. Then we have

g∗ = (−i)c̃(Σx(x̃)Σz(z̃)
)∗ =︸︷︷︸

(2.47)

(−i)c̃(Σz(z̃)
)∗(Σx(x̃)

)∗

=︸︷︷︸
(F.138)

(−i)c̃Σz(z̃)Σx(x̃)

such that

1⊗n =︸︷︷︸
(F.131)

g∗g= ic(−i)c̃Σz(z̃)Σx(x̃)Σx(x)Σz(z)

=︸︷︷︸
(F.139)

ic−c̃Σz(z̃)Σx(x
2⊕ x̃)Σz(z) =︸︷︷︸

(F.140)

ic−c̃(−1)(x
2⊕x̃) 2 z̃Σx(x

2⊕ x̃)Σz(z̃)Σz(z)

=︸︷︷︸
(F.139)

ic−c̃(−1)(x
2⊕x̃) 2 z̃Σx(x

2⊕ x̃)Σz(z̃
2⊕ z) .

This requires

Σx
(
x̃

2⊕ x
)
= 1⊗n = Σz

(
z̃

2⊕ z
)

and thus
x̃

2⊕ x= 0= z̃
2⊕ z .

Since x, x̃,z, z̃∈ F
n
2, it follows that x̃= x and z̃= z as well as (−1)(x

2⊕x̃) 2 z̃ = 1. Thus,
we are left with

1⊗n = g∗g= ic−c̃1⊗n ,

and since c, c̃ ∈ {0, . . . ,3}, we must have c = c̃, which completes the proof of the
uniqueness of c= c(g),x= x(g) and z= z(g). �
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Definition F.69 Let n ∈ N. The mappings

(
c(·),x(·),z(·)) : Pn −→ F2×F

n
2×F

n
2

g �−→ (
c(g),x(g),z(g)

)

are defined by means of the unique representation of g as

g= ic(g)Σx
(
x(g)

)
Σz
(
z(g)
)
. (F.142)

Exercise F.140 Let c(·),x(·) and z(·) be as defined in Definition F.69. Show that
then for any g,h ∈ Pn

c(gh) =
(
c(g)+ c(h)+2z(g)

2 x(h)
)
mod4 (F.143)

x(gh) = x(g)
2⊕ x(h) (F.144)

z(gh) = z(g)
2⊕ z(h) . (F.145)

For a solution see Solution F.140

Proposition F.70 For any g,h ∈ Pn we have

gh= (−1)
(
x(g)

2 z(h)
) 2⊕
(
z(g)

2 x(h)
)
hg .

Proof

gh =︸︷︷︸
(F.141)

ic(g)+c(h)Σx
(
x(g)

)
Σz
(
z(g)
)
Σx
(
x(h)

)
Σz
(
z(h)
)

=︸︷︷︸
(F.140)

ic(g)+c(h)(−1)z(g)
2 x(h)Σx

(
x(g)

)
Σx
(
x(h)

)
Σz
(
z(g)
)
Σz
(
z(h)
)

= (−1)z(g)
2 x(h)ic(g)+c(h)Σx

(
x(h)

)
Σx
(
x(g)

)
Σz
(
z(h)
)
Σz
(
z(g)
)

=︸︷︷︸
(F.140)

(−1)
2⊕
(
x(g)

2 z(h)
) 2⊕
(
z(g)

2 x(h)
)
ic(g)+c(h)Σx

(
x(h)

)
Σz
(
z(h)
)
Σx
(
x(g)

)
Σz
(
z(g)
)

=︸︷︷︸
(F.141)

(−1)
2⊕
(
x(g)

2 z(h)
) 2⊕
(
z(g)

2 x(h)
)
hg .

�
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Lemma F.71 Let m,n ∈ N with m < n and {g1, . . . ,gm} ∈ Pn such that
−1⊗n /∈ 〈g1, . . . ,gm〉. Then we have

{g1, . . . ,gm} are independent

⇒
{(

x(gl)
z(gl)

) ∣∣∣ l ∈ {1, . . . ,m}
}
⊂ F

2n
2 are linearly independent.

Proof Let {g1, . . . ,gm} ∈ Pn be such that −1⊗n /∈ 〈g1, . . . ,gm〉. We show the claim

by contraposition. Let the

{(
x(gl)
z(gl)

) ∣∣∣ l ∈ {1, . . . ,m}
}
⊂F

2n
2 be linearly dependent

such that there exist k1, . . . ,km ∈ F2 with some k j = 1 and

m

∑
l=1

kl

(
x(gl)
z(gl)

)
mod2=

(
0
0

)
∈ F

2n
2 . (F.146)

This implies that

x(gk11 · · ·gkmm ) =︸︷︷︸
(F.144)

k1x(g1)
2⊕ ·· · 2⊕ kmx(gm) =

m

∑
l=1

klx(gl)mod2 =︸︷︷︸
(F.146)

0

z(gk11 · · ·gkmm ) =︸︷︷︸
(F.145)

k1z(g1)
2⊕ ·· · 2⊕ kmz(gm) =

m

∑
l=1

klz(gl)mod2 =︸︷︷︸
(F.146)

0 ,
(F.147)

and thus,

gk11 · · ·gkmm =︸︷︷︸
(F.142)

ic(g
k1
1 ···gkmm )Σx

(
x(gk11 · · ·gkmm )

)
Σz
(
z(gk11 · · ·gkmm )

)

=︸︷︷︸
(F.147)

ic(g
k1
1 ···gkmm )Σx (0)Σz (0) = ic(g

k1
1 ···gkmm )1⊗n . (F.148)

We know from (F.130) that any g∈Pn satisfies g2=±1⊗n. Since−1⊗n /∈ 〈g1, . . . ,gm〉,
it follows that

g2 = 1⊗n ∀g ∈ 〈g1, . . . ,gm〉 . (F.149)

Hence, for any k1, . . . ,km ∈ F2 we must have
(
gk11 · · ·gkmm

)2 = 1⊗n, and (F.148) then

implies that c(gk11 · · ·gkmm ) = 0. By our initial assumption, we have k j = 1 for some j
and thus
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gk11 · · ·gkmm = 1⊗n

⇒︸︷︷︸
(F.149)

gk21 · · ·gkm−1m = gk11 gkmm

...
...

⇒︸︷︷︸
(F.149)

g j = g
k j−1
j−1 · · ·gk11 gkmm · · ·gk j+1

j+1 .

Hence, the {g1 . . . ,gm} are not independent. We have thus shown that

{(
x(gl)
z(gl)

) ∣∣∣ l ∈ {1, . . . ,m}
}
⊂ F

2n
2 are linearly dependent

⇒ {g1, . . . ,gm} are not independent.

The claim of the lemma then follows by contraposition. �

With the previous lemmawe can derive the following proposition, which is useful
in the context of the stabilizer formalism in quantum error correction in Sect. 7.3.3.

Proposition F.72 Let m,n ∈N with m< n and let {g1, . . . ,gm} ∈ Pn be inde-
pendent and satisfy −1⊗n /∈ 〈g1, . . . ,gm〉. Then for any j ∈ {1, . . . ,m} there
exists an h ∈ Pn such that

glh= (−1)δl j hgl ∀l ∈ {1, . . . ,m} . (F.150)

Proof From Proposition F.70 we know that for any g,h ∈ Pn

gh= (−1)
(
x(g)

2 z(h)
) 2⊕
(
z(g)

2 x(h)
)
hg .

For h to satisfy (F.150), it is thus necessary and sufficient that for all j, l ∈ {1, . . . ,m}
(
x(gl)

2 z(h)
) 2⊕ (z(gl)

2 x(h)
)
= δl j ,

which is equivalent to the matrix equation

⎛

⎜⎝
x(g1)T z(g1)T

...
...

x(gm)T z(gm)T

⎞

⎟⎠

︸ ︷︷ ︸
=M∈Mat(m×2n,F2)

(
z(h)
x(h)

)
=

⎛

⎜⎝
δ1 j
...
δmj

⎞

⎟⎠ . (F.151)
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Since the {g1, . . . ,gm} are independent, we know from Lemma F.71 that then the{(
x(gl)
z(gl)

) ∣∣∣ l ∈ {1, . . . ,m}
}

are linearly independent. Consequently, the matrix M

in (F.151) is of maximal rank m and we can always find a solution for z(h) and x(h)
in (F.151). With this solution

h= Σx
(
x(h)

)
Σz
(
z(h)
) ∈ Pn

has the desired property (F.150). �

It turns out that for a subgroup of the PAULI group that does not contain −1⊗n
its normalizer and centralizer coincide. This is to be shown in Exercise F.141.

Exercise F.141 Let S be a subgroup of Pn that satisfies −1⊗n /∈ S. Show that then

NorPn(S) = ClzPn(S) .

For a solution see Solution F.141.



Appendix G
Proof of a Quantum Adiabatic Theorem

G.1 Resolvents and Projections

A first ingredient required for our proof of the Quantum Adiabatic Theorem is the
resolvent of an operator.

Definition G.1 The resolvent of an operator A on a HILBERT space H is
defined as

R(·)(A) : C�σ(A) −→ L(H)
z �−→ Rz(A) :=

(
A− z1

)−1 . (G.1)

Recall from Definition 2.10 that the operator Rz(A) does indeed exist for z ∈
C�σ(A). Moreover, it is obvious from (G.1) that, by definition,

Rz(A)−1 = A− z1 .

Exercise G.142 Let A ∈ Bsa(H) with purely discrete (and possibly degenerate)
spectrum σ(A) = {λ j | j ∈ I ⊂ N0}, and let Pj denote the projections onto the cor-
responding eigenspaces. Show that Rz(A) can be written as

Rz(A) =∑
j∈I

Pj

λ j− z
. (G.2)

For a solution see Solution G.142.

© Springer Nature Switzerland AG 2019
W. Scherer, Mathematics of Quantum Computing,
https://doi.org/10.1007/978-3-030-12358-1

621

https://doi.org/10.1007/978-3-030-12358-1


622 Appendix G: Proof of a Quantum Adiabatic Theorem

The resolvent is an operator valued analytical function of z ∈C�σ(A) in the sense
of complex analysis. We will not prove this fact here, but will make use of it when
writing the projection onto eigenspaces with the help of the resolvent.

Lemma G.2 Let A ∈ Bsa(H) with purely discrete (and possibly degenerate)
spectrum σ(A) = {λl | l ∈ I ⊂ N0} and with resolvent R(·)(A). For any j ∈ I
let γ j be any closed counter-clockwise curve in C�σ(A) that encloses solely
the eigenvalue λ j from σ(A). Then the projection Pj onto the eigenspace of
λ j satisfies

Pj =
−1
2πi

∮

γ j
Rz(A)dz . (G.3)

Proof Using (G.2) in the right side of (G.3), gives for any j ∈ I

−1
2πi

∮

γ j
Rz(A)dz = ∑

k∈I

1
2πi

∮

γ j

Pk
z−λk dz . (G.4)

Here we can use the operator version of the CAUCHY Theorem from complex anal-
ysis, which tells us that for a function f : C → C that is analytic on and inside a
curve γ0 which encloses z0 ∈ C counter-clockwise one has for any n ∈ N0

n!
2πi

∮

γ0

f (z)
(z− z0)n+1 =

{
dn
dzn f (z0) if γ0 encloses z0
0 else.

(G.5)

Applying this to the right side of (G.4) gives

1
2πi

∮

γ j

Pk
z−λk dz=

{
Pk if γ j encloses λk
0 else

= δ jkPk

since, by assumption, γ j only encloses the eigenvalue λ j. Inserting this into (G.4)
yields the claim (G.3). �

The following transformation, which is defined using the resolvent of operator-
valued functions s→HT (s) satisfying the Adiabatic Assumption (AA), will be very
useful for obtaining bounds on various operators in the context of the proof of the
adiabatic theorem.
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Definition G.3 Let H be a HILBERT space and let HT be an operator-valued
function

HT : [0,1] −→ Bsa(H)
s �−→ HT (s)

satisfying the Adiabatic Assumption (AA). Moreover, let γ j(s) be any closed
counter-clockwise curve in C�σ(HT (s)) that encloses solely the eigenvalue
Ej(s) from σ(HT (s)). For any

A : [0,1] −→ B(H)
s �−→ A(s)

and j ∈ I we define
Xj[A]: [0,1] −→ L(H)

s �−→ Xj[A](s)

by

Xj[A](s) :=
1
2πi

∮

γ j(s)
Rz
(
HT (s)

)
A(s)Rz

(
HT (s)

)
dz . (G.6)

We shall see later that the Xj[A](s) do not depend on the exact form of the curves
γ j(s) as long as these are of the form described in Definition G.3. We will also show
later that Xj[A](s) ∈ B(H).

Exercise G.143 Show that

d
ds

Rz
(
HT (s)

)
=−Rz

(
HT (s)

) .
HT (s)Rz

(
HT (s)

)
. (G.7)

For a solution see Solution G.143.

Definition G.4 Let HT : [0,1]→ Bsa(H) be an operator-valued function sat-
isfying the Adiabatic Assumption (AA). The gap (or the gap function) of
the eigenvalue Ej(s) of HT (s) is defined as

g j : [0,1] −→ R

s �−→ g j(s) :=min
{∣∣Ek(s)−Ej(s)

∣∣
∣∣∣ k ∈ I�{ j}

}
.

(G.8)
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Lemma G.5 Let HT : [0,1] → Bsa(H) be such that it satisfies the Adia-
batic Assumption (AA) and let {Pj(s) | j ∈ I} denote the projections onto the
eigenspaces of HT (s). Then we have for all j ∈ I and s ∈ [0,1]

.
Pj(s) = Xj

[ .
HT

]
(s) (G.9)

and [
HT (s),Xj

[ .
Pj

]
(s)
]
=−[ .

Pj(s),Pj(s)
]
. (G.10)

Proof From (G.3) it follows that

Pj(s) =
−1
2πi

∮

γ j(s)
Rz
(
HT (s)

)
dz ,

where we choose the curves γ j(s) to be circles with radius r = g j(s)
2 centered at

Ej(s). We then have

.
Pj(s) =

−1
2πi

d
ds

∮

γ j(s)
Rz
(
HT (s)

)
dz

=
−1
2πi

lim
ds→0

1
ds

(∮

γ j(s+ds)
Rz
(
HT (s+ds)

)
dz−

∮

γ j(s)
Rz
(
HT (s)

)
dz
)

=
−1
2πi

lim
ds→0

1
ds

(∮

γ j(s+ds)

[
Rz
(
HT (s)

)
+

d
ds

Rz
(
HT (s)

)
ds+o

(
ds2
)]
dz

−
∮

γ j(s)
Rz
(
HT (s)

)
dz
)

=
−1
2πi

[
lim
ds→0

1
ds

(∮

γ j(s+ds)
Rz
(
HT (s)

)
dz−

∮

γ j(s)
Rz
(
HT (s)

)
dz
)

+
∮

γ j(s)

d
ds

Rz
(
HT (s)

)
dz
]
. (G.11)

In (G.11) the limit term comprised of the difference of the integrals along the curves
γ j(s+ds) and γ j(s) vanishes. This is because item (iii) in the Adiabatic Assumption
(AA) implies that each eigenvalue Ej(s) of HT (s) is separated by a finite non-zero
distance g j(s) = 2r from all other eigenvalues. Hence, for small enough ds, the only
singularity of the function z �→ Rz

(
HT (s)

)
inside the circle γ j(s+ ds) will be at

z0 = Ej(s) making the integrals of Rz
(
HT (s)

)
along the two curves γ j(s+ ds) and

γ j(s) equal. Consequently, (G.11) becomes
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.
Pj(s) =

−1
2πi

∮

γ j(s)

d
ds

Rz
(
HT (s)

)
dz

=︸︷︷︸
(G.7)

1
2πi

∮

γ j(s)
Rz
(
HT (s)

) .
HT (s)Rz

(
HT (s)

)
dz

=︸︷︷︸
(G.6)

Xj

[ .
HT (s)

]
,

which proves (G.9).
To show (G.10), note that the definition of Xj[·] in (G.6) implies

[
HT (s),Xj

[ .
Pj

]
(s)
]
=
[
HT (s),

1
2πi

∮

γ j(s)
Rz
(
HT (s)

) .
Pj(s)Rz

(
HT (s)

)
dz
]

=
1
2πi

∮

γ j(s)

[
HT (s),Rz

(
HT (s)

) .
Pj(s)Rz

(
HT (s)

)
dz
]

=
1
2πi

∮

γ j(s)

(
HT (s)Rz

(
HT (s)

) .
Pj(s)Rz

(
HT (s)

)
(G.12)

−Rz
(
HT (s)

) .
Pj(s)Rz

(
HT (s)

)
HT (s)

)
dz ,

and that by Definition G.142 Rz
(
HT (s)

)
satisfies

(
HT (s)− z1

)
Rz
(
HT (s)

)
= 1= Rz

(
HT (s)

)(
HT (s)− z1

)

such that

HT (s)Rz
(
HT (s)

)
= 1+ zRz

(
HT (s)

)
= Rz

(
HT (s)

)
HT (s) .

Using this in (G.12), we obtain

[
HT (s),Xj

[ .
Pj

]
(s)
]

=
1
2πi

∮

γ j(s)

((
1+ zRz

(
HT (s)

)) .
Pj(s)Rz

(
HT (s)

)

−Rz
(
HT (s)

) .
Pj(s)

(
1+ zRz

(
HT (s)

)))
dz

=
1
2πi

∮

γ j(s)

( .
Pj(s)Rz

(
HT (s)

)−Rz
(
HT (s)

) .
Pj(s)

)
dz

=
[
Ṗj(s),

1
2πi

∮

γ j(s)
Rz
(
HT (s)

)
dz
]

=︸︷︷︸
(G.3)

−[ .
Pj(s),Pj(s)

]
,

which completes the proof of (G.10). �
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Let us collect a few more properties of the projections {Pj(s) | j ∈ I}, which we
will need in various proofs later on.

Lemma G.6 Let HT : [0,1]→ Bsa(H) be such that it satisfies the Adiabatic
Assumption (AA) and let {Ej(s) | j ∈ I} denote the eigenvalues of HT (s)
each of which may be d j-fold degenerate. Moreover, let

{|Φ j,α(s)〉
∣∣ j ∈ I, α ∈

{1, . . . ,d j}
}
denote the ONB of eigenvectors of HT (s) and let {Pj(s) | j ∈ I}

denote the projections onto its eigenspaces.
Then these projections satisfy for all j,k ∈ I and s ∈ [0,1]

d j

∑
α=1

|Φ j,α(s)〉〈Φ j,α(s)| = Pj(s) (G.13)

.
Pj(s)Pj(s)+Pj(s)

.
Pj(s) =

.
Pj(s) (G.14)

Pk(s)
.
Pj(s)Pk(s) = 0 (G.15)

∑
j∈I

.
Pj(s) = 0 . (G.16)

Proof The claim (G.13) is a direct consequence of (2.41) and the fact that{|Φ j,α(s)〉
∣∣ j ∈ I, α ∈ {1, . . . ,d j}

}
is by assumption an ONB of eigenvectors of

HT (s) for each s ∈ [0,1].
The Pj(s) are orthogonal projections for every j ∈ I and s ∈ [0,1]. Hence, (2.44)

implies
(
Pj(s)

)2 = Pj(s). Taking the derivative with respect to s on both sides of this
equation yields (G.14).

Multiplying both sides of (G.14) from left and right with Pk(s), we obtain

Pk(s)
.
Pj(s)Pk(s) =︸︷︷︸

(G.14)

Pk(s)
( .
Pj(s)Pj(s)+Pj(s)

.
Pj(s)

)
Pk(s)

= Pk(s)
.
Pj(s)Pj(s)Pk(s)+Pk(s)Pj(s)

.
Pj(s)Pk(s)

=︸︷︷︸
(2.44)

2δ jkPk(s)
.
Pj(s)Pk(s) ,

which implies (G.15).
Finally, (2.43) implies that for all s ∈ [0,1] we have ∑ j∈I Pj(s) = 1. Once again,

taking the derivative with respect to s on both sides of this equation yields the claim
(G.16) �
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G.2 Adiabatic Generator and Intertwiner

Definition G.7 LetHT be as defined in Definition 8.1 and such that it satisfies
the Adiabatic Assumption (AA), and let {Pj(s) | j ∈ I} be the projections onto
the eigenspaces of HT (s). For each j ∈ I the adiabatic generator HA, j is
defined as

HA, j : [0,1] −→ Bsa(H)
s �−→ HA, j(s) := THT (s)+ i[

.
Pj(s),Pj(s)] .

(G.17)

Lemma G.8 Let HA, j be as defined in Definition G.7, and let {Pj(s) | j ∈ I}
be the projections onto the eigenspaces of HT (s). Then we have for all j ∈ I
and s ∈ [0,1]

HA, j(s)∗ = HA, j(s) (G.18)

and
i
.
Pj(s) =

[
HA, j(s),Pj(s)

]
. (G.19)

Proof From its its definition (8.4) we know already that HT (s) is self-adjoint and
thus the term THT (s) in (G.17) is as well. Hence,

HA, j(s)∗ =︸︷︷︸
(G.17)

THT (s)∗+
(
i
[ .
Pj(s),Pj(s)

])∗

=︸︷︷︸
(2.32)

THT (s)− i
([ .

Pj(s),Pj(s)
])∗

=︸︷︷︸
(2.46)

THT (s)− i
( .
Pj(s)Pj(s)

)∗
+ i
(
Pj(s)

.
Pj(s)

)∗

=︸︷︷︸
(2.47)

THT (s)− iPj(s)∗
.
Pj(s)∗+ i

.
Pj(s)∗Pj(s)∗

=︸︷︷︸
Def. 2.11, Exerc. 8.94

THT (s)− iPj(s)
.
Pj(s)+ i

.
Pj(s)Pj(s)

= THT (s)+ i
[ .
Pj(s),Pj(s)

]

=︸︷︷︸
(G.17)

HA, j(s) ,

which proves (G.18).
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In order to prove (G.19), we observe that, by definition (G.17) of the adiabatic
generator, we have

[
HA, j(s),Pj(s)

]
= T
[
HT (s),Pj(s)

]
+ i
[[ .
Pj(s),Pj(s)

]
,Pj(s)

]
. (G.20)

From (2.42) it follows that HT (s) = ∑k∈I Ek(s)Pk(s), which together with (2.44)
implies that

[
HT (s),Pj(s)

]
= 0, that is, HT (s) commutes with all its orthogonal pro-

jectors Pj(s). Consequently, (G.20) becomes

[
HA, j(s),Pj(s)

]
= i

[[ .
Pj(s),Pj(s)

]
,Pj(s)

]

=︸︷︷︸
(2.47)

i
[ .
Pj(s)Pj(s)−Pj(s)

.
Pj(s),Pj(s)

]

=︸︷︷︸
(2.47)

i
( .
Pj(s)

(
Pj(s)

)2−2Pj(s)
.
Pj(s)Pj(s)+

(
Pj(s)

)2 .
Pj(s)

)

=︸︷︷︸
(2.44),(G.15)

i
( .
Pj(s)Pj(s)+Pj(s)

.
Pj(s)

)

=︸︷︷︸
(G.14)

i
.
Pj(s) ,

which completes the proof of (G.19). �

Definition G.9 Let HA, j be as defined in Definition G.7. For each j ∈ I the
adiabatic intertwiner UA, j : [0,1]→ U(H) is defined as the solution of the
initial value problem

i
.

UA, j(s) = HA, j(s)UA, j(s)
UA, j(0) = 1 .

(G.21)

As usual, we assume that the HA, j(s) are such that a solution exists and is unique.

Exercise G.144 Show that the adiabatic intertwinersUA, j satisfy

i
.

UA, j(s)∗ =−UA, j(s)∗HA, j(s)
UA, j(0)∗ = 1 .

(G.22)

For a solution see Solution G.144.

The next lemma shows why the intertwiner has its name.
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Lemma G.10 Let UA, j be defined as in Definition G.9 and Pj(s) as in Defi-
nition G.7. For any j ∈ I and s ∈ [0,1] we have

UA, j(s)∗Pj(s)UA, j(s) = Pj(0) . (G.23)

Proof SinceUA, j(0) = 1=UA, j(0)∗, the statement (G.23) is true for s= 0. To prove
it for any s ∈ [0,1], it thus suffices to show that the left side of (G.23) is constant.
For this expression we find

d
ds

(
UA, j(s)∗Pj(s)UA, j(s)

)
=

.
UA, j(s)∗Pj(s)UA, j(s)+UA, j(s)∗

.
Pj(s)UA, j(s)

+UA, j(s)∗Pj(s)
.

UA, j(s)
(G.21),(G.22)︷︸︸︷

= iUA, j(s)∗HA, j(s)Pj(s)UA, j(s)

+UA, j(s)∗
.
Pj(s)UA, j(s)

− iUA, j(s)∗Pj(s)HA, j(s)UA, j(s)

= UA, j(s)∗
( .
Pj(s)+ i

[
HA, j(s),Pj(s)

])
UA, j(s)

=︸︷︷︸
(G.19)

0 ,

which completes the proof of (G.23). �

G.3 Reduced Resolvent, Bounds on Time Derivatives
and an Adiabatic Theorem

Definition G.11 Let A ∈ Bsa(H) with purely discrete (and possibly degener-
ate) spectrum σ(A) = {λ j | j ∈ I ⊂ N0}, and let {Pj | j ∈ I} denote the pro-
jections onto its eigenspaces. For each j ∈ I the reduced resolvent Ř j(A) is
defined as

Ř j(A) :=
(
1−Pj

)((
A−λ j1

)∣∣
Pj{H}⊥

)−1(
1−Pj

) ∈ L(H) ,

where the rightmost factor 1−Pj on the right side is taken as the operator
1−Pj : H→ Pj{H}⊥, whereas the leftmost factor 1−Pj is to be understood
as 1−Pj : Pj{H}⊥ →H.
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Note that we can express A−λ j1 with the help of projectors as

A−λ j1 =︸︷︷︸
(2.42),(2.43)

∑
k∈I

(λk−λ j)Pk = ∑
k∈I�{ j}

(λk−λ j)Pk . (G.24)

Thus, the reduced resolvent Ř j(A) operates non-trivially only in the orthogonal com-
plement of the eigenspace for the eigenvalue λ j. The eigenspace is given by Pj{H},
and its orthogonal complement is denoted by Pj{H}⊥.

Exercise G.145 Show that the reduced resolvent as defined in Definition G.11 sat-
isfies

Ř j(A) = ∑
k∈I�{ j}

Pk
λk−λ j

(G.25)

PjŘ j(A) = 0= Ř j(A)Pj (G.26)(
1−Pj

)
Ř j(A) = Ř j(A) = Ř j(A)

(
1−Pj

)
. (G.27)

For a solution see Solution G.145.

The inverse of the gap function defined in Definition G.4 bounds the norm of the
reduced resolvent of HT (s).

Lemma G.12 Let HT : [0,1]→ Bsa(H) be such that it satisfies the Adiabatic
Assumption (AA). Then we have

∣∣∣∣Ř j
(
HT (s)

)∣∣∣∣≤ 1
g j(s)

. (G.28)

Proof Let |Ψ〉 ∈H. Then we have

∣∣∣∣Ř j
(
HT (s)

)|Ψ〉∣∣∣∣2 =︸︷︷︸
(2.5)

〈Ř j
(
HT (s)

)
Ψ |Ř j

(
HT (s)

)
Ψ〉

=︸︷︷︸
(G.25)

∑
k,l∈I�{ j}

〈Pk(s)Ψ |Pl(s)Ψ〉(
Ek(s)−Ej(s)

)(
El(s)−Ej(s)

)

=︸︷︷︸
P∗k =Pk

∑
k,l∈I�{ j}

〈Ψ |Pk(s)Pl(s)Ψ〉(
Ek(s)−Ej(s)

)(
El(s)−Ej(s)

)
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=︸︷︷︸
(2.44)

∑
k,l∈I�{ j}

δkl
〈Ψ |Pk(s)Ψ〉(

Ek(s)−Ej(s)
)(
El(s)−Ej(s)

)

= ∑
k∈I�{ j}

〈Ψ |Pk(s)Ψ〉(
Ek(s)−Ej(s)

)2

≤︸︷︷︸
(G.8)

1
g j(s)2

∑
k∈I�{ j}

〈Ψ |Pk(s)Ψ〉 . (G.29)

Definition 2.11 of an orthogonal projection implies

〈Ψ |Pj(s)Ψ〉= 〈Ψ |Pj(s)2Ψ〉= 〈Pj(s)Ψ |Pj(s)Ψ〉 ≥︸︷︷︸
(2.2)

0 .

Using this in (G.29) gives

∣∣∣∣Ř j
(
HT (s)

)|Ψ〉∣∣∣∣2 ≤ 1
g j(s)2

(

∑
k∈I�{ j}

〈Ψ |Pk(s)Ψ〉+ 〈Ψ |Pj(s)Ψ〉
)

=
1

g j(s)2
∑
k∈I
〈Ψ |Pk(s)Ψ〉= 1

g j(s)2
〈Ψ |∑

k∈I
Pk(s)Ψ〉

=︸︷︷︸
(2.43)

1
g j(s)2

〈Ψ |Ψ〉=︸︷︷︸
(2.5)

||Ψ ||2
g j(s)2

.

The claim (G.28) then follows from the definition (2.45) of the operator norm. �

Theorem G.13 LetHT : [0,1]→Bsa(H) be such that it satisfies the Adiabatic
Assumption (AA) and let

A : [0,1] −→ Bsa(H)
s �−→ A(s)

be differentiable with respect to s. Moreover, let Xj[A] be defined as in Defini-
tion G.3. Then the following bounds hold.

(i)
∣∣∣∣Xj[A](s)

∣∣∣∣≤ ||A(s)||
g j(s)

(G.30)
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such that Xj[A]: [0,1]→ B(H).
(ii)

∣∣∣∣

∣∣∣∣
d
ds

Xj[A](s)
∣∣∣∣

∣∣∣∣≤

∣∣∣
∣∣∣
.
A(s)

∣∣∣
∣∣∣

g j(s)
+4

∣∣∣
∣∣∣

.
HT (s)

∣∣∣
∣∣∣ ||A(s)||

g j(s)2
. (G.31)

Proof In order to simplify the notation in this proof, we shall omit writing out the
s-dependence explicitly and use the following abbreviations

Pj = Pj(s) A= A(s) Ř j = Ř j
(
HT (s)

)

Ej = Ej(s) γ j = γ j(s) Xj[A] = Xj[A](s) (G.32)

HT = HT (s) HA, j = HA, j(s) g j = g j(s) .

Beginning with (i), we note that from the expression (G.2) for the resolvent and the
Definition G.3 we obtain

Xj[A]= ∑
k,l∈I

1
2πi

∮

γ j

PkAPl
(Ek− z)(El− z)

dz . (G.33)

Here we use the CAUCHY-integral formula (G.5), which gives

1
2πi

∮

γ j

PkAPl
(Ek− z)(El− z)

dz=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

PjAPl
E j−El if k = j �= l

PkAPj
E j−Ek if k �= j = l

0 else

such that (G.33) becomes

Xj[A]= ∑
l∈I�{ j}

PjAPl
E j−El

+ ∑
k∈I�{ j}

PkAPj

E j−Ek
=︸︷︷︸

(G.25)

−(PjAŘ j+ Ř jAPj
)
.

Note that PjAŘ j and Ř jAPj map into orthogonal subspaces, that is, for any |Ψ〉 ∈H

we have

〈PjAŘ jΨ |Ř jAPjΨ〉 =︸︷︷︸
P∗j =Pj

〈AŘ jΨ |PjŘ jAPjΨ〉 =︸︷︷︸
(G.26)

0 .
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Consequently, we can apply (2.15) to obtain

∣∣∣∣Xj[A]Ψ
∣∣∣∣2 =︸︷︷︸

(2.15)

∣∣∣∣Ř jAPjΨ
∣∣∣∣2+

∣∣∣∣PjAŘ jΨ
∣∣∣∣2

=︸︷︷︸
(G.27)

∣∣∣∣Ř jAPjΨ
∣∣∣∣2+

∣∣∣∣PjAŘ j
(
1−Pj

)
Ψ
∣∣∣∣2

≤︸︷︷︸
(2.51),(2.52)

∣∣∣∣Ř j
∣∣∣∣2 ||A||2 ∣∣∣∣PjΨ

∣∣∣∣2+
∣∣∣∣Pj
∣∣∣∣2

︸ ︷︷ ︸
=1

||A||2 ∣∣∣∣Ř j
∣∣∣∣2 ∣∣∣∣(1−Pj

)
Ψ
∣∣∣∣2

≤︸︷︷︸
(G.28)

||A||2
g2j

(∣∣∣∣PjΨ
∣∣∣∣2+

∣∣∣∣(1−Pj
)
Ψ
∣∣∣∣2
)
.

(G.34)
Since PjΨ and

(
1−Pj

)
Ψ belong to orthogonal subspaces, we can once again apply

(2.15) to find that ∣∣∣∣PjΨ
∣∣∣∣2+

∣∣∣∣(1−Pj
)
Ψ
∣∣∣∣2 = ||Ψ ||2 .

Hence, (G.34) becomes

∣∣∣∣Xj[A]Ψ
∣∣∣∣2 ≤ ||A||

2

g2j
||Ψ ||2 ,

and the claim (G.30) follows from the definition (2.45) of the operator norm. In
order to show (G.31) we first note that in taking the derivative with respect to s of
Xj[A](s) the same arguments as in the proof of Lemma G.5 apply, in other words,
we can ignore the s-dependence of the curve γ j(s) and take the s-derivative under
the integral only to obtain

d
dsXj[A] =︸︷︷︸

(G.6)

1
2πi
∮
γ j

( .
RzARz+Rz

.
ARz+RzA

.
Rz
)
dz

=︸︷︷︸
(G.6),(G.7)

Xj

[ .
A
]
− 1

2πi
∮
γ j

(
Rz

.
HTRzARz+RzARz

.
HTRz

)
dz .

(G.35)

Consider the integral with the first term, which gives

1
2πi
∮
γ j Rz

.
HTRzARzdz =︸︷︷︸

(G.2)

1
2πi
∮
γ j ∑

k,l,m∈I
Pk

Ek− z

.
HT

Pl
El− z

A
Pm

Em− z
dz

︸ ︷︷ ︸
=:Cklm(z)

= ∑
k,l,m∈I

1
2πi
∮
γ j Cklm(z)dz ,

(G.36)

where the CAUCHY integral formula (G.5) can be applied to yield
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1
2πi

∮

γ j
Cklm(z) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Pj

.
HT

Pl
El−Ej

A Pm
Em−Ej

if k = j �= l,m
Pk

Ek−Ej

.
HTPjA

Pm
Em−Ej

if l = j �= k,m
Pk

Ek−Ej

.
HT

Pl
El−Ej

APj if m= j �= k, l

0 else.

Inserting this into (G.36), we obtain

1
2πi
∮
γ j Rz

.
HTRzARzdz = ∑

l,m∈I�{ j}
Pj

.
HT

Pl
El−Ej

A Pm
Em−Ej

+ ∑
k,m∈I�{ j}

Pk
Ek−Ej

.
HTPjA

Pm
Em−Ej

+ ∑
k,l∈I�{ j}

Pk
Ek−Ej

.
HT

Pl
El−Ej

APj

=︸︷︷︸
(G.25)

Pj

.
HT Ř jAŘ j+ Ř j

.
HTPjAŘ j+ Ř j

.
HT Ř jAPj .

(G.37)

Similarly, the second integral term in (G.35) yields

1
2πi

∮

γ j
RzARz

.
HTRzdz= PjAŘ j

.
HT Ř j+ Ř jAPj

.
HT Ř j+ Ř jAŘ j

.
HTPj . (G.38)

With (G.37) and (G.38) the integral term in (G.35) becomes

1
2πi

∮

γ j

(
Rz

.
HTRzARz+RzARz

.
HTRz

)
dz = Pj

( .
HT Ř jA+AŘ j

.
HT
)
Ř j

+ Ř j
( .
HTPjA+APj

.
HT
)
Ř j

+ Ř j
( .
HT Ř jA+AŘ j

.
HT
)
Pj .

Here we can use that (G.26) implies that Pj and Ř j map into orthogonal subspaces
such that we can apply (2.15) to obtain for any |Ψ〉 ∈H

∣∣∣∣

∣∣∣∣
1
2πi

∮

γ j

(
Rz

.
HTRzARz+RzARz

.
HTRz

)
dz|Ψ〉

∣∣∣∣

∣∣∣∣
2

=
∣∣∣
∣∣∣Pj
( .
HT Ř jA+AŘ j

.
HT
)
Ř jΨ

∣∣∣
∣∣∣
2

(G.39)

+
∣∣∣
∣∣∣Ř j

(( .
HTPjA+APj

.
HT
)
Ř j+

( .
HT Ř jA+AŘ j

.
HT
)
Pj

)
Ψ
∣∣∣
∣∣∣
2
.
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In (G.39) the first term can be estimated as follows.

∣∣∣
∣∣∣Pj
( .
HT Ř jA+AŘ j

.
HT
)
Ř jΨ

∣∣∣
∣∣∣
2

≤︸︷︷︸
(2.51),(2.52)

∣∣∣∣Pj
∣∣∣∣2

︸ ︷︷ ︸
=1

(∣∣∣
∣∣∣

.
HT Ř jA+AŘ j

.
HT

∣∣∣
∣∣∣
∣∣∣∣Ř j
∣∣∣∣
)2 ||Ψ ||2

≤︸︷︷︸
(2.52),(2.53)

(
2
∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣ ||A||

∣∣∣∣Ř j
∣∣∣∣2
)2 ||Ψ ||2 . (G.40)

The second term in (G.39) is estimated similarly.

Exercise G.146 Show that

∣∣∣
∣∣∣Ř j

(( .
HTPjA+APj

.
HT
)
Ř j+

( .
HT Ř jA+AŘ j

.
HT
)
Pj

)
Ψ
∣∣∣
∣∣∣
2

≤
(
2
∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣ ||A||

∣∣∣∣Ř j
∣∣∣∣2
)2

3 ||Ψ ||2 . (G.41)

For a solution see Solution G.146

Using (G.40) and (G.41) in (G.39), yields for any |Ψ〉 ∈H

∣∣∣∣

∣∣∣∣
1
2πi

∮

γ j

(
Rz

.
HTRzARz+RzARz

.
HTRz

)
dz|Ψ〉

∣∣∣∣

∣∣∣∣
2

≤
(
4
∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣ ||A||

∣∣∣∣Ř j
∣∣∣∣2
)2 ||Ψ ||2 ,

which, together with Definition 2.12 of the operator norm, implies

∣∣∣
∣∣∣ 1
2πi
∮
γ j

(
Rz

.
HTRzARz+RzARz

.
HTRz

)
dz
∣∣∣
∣∣∣ ≤ 4

∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣ ||A||

∣∣∣∣Ř j
∣∣∣∣2

≤︸︷︷︸
(G.28)

4

∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣||A||

g2j
.

(G.42)

From this and (G.35) it follows that

∣∣∣∣ d
dsXj[A]

∣∣∣∣ ≤︸︷︷︸
(2.53)

∣∣∣
∣∣∣Xj

[ .
A
]∣∣∣
∣∣∣+
∣∣∣
∣∣∣ 1
2πi
∮
γ j

(
Rz

.
HTRzARz+RzARz

.
HTRz

)
dz
∣∣∣
∣∣∣

≤︸︷︷︸
(G.30),(G.42)

∣∣∣
∣∣∣
.
A
∣∣∣
∣∣∣

g j
+4

∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣||A||

g2j
,

completing the proof of (G.31). �
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Before we can finally formulate and prove our version of the Quantum Adiabatic
Theorem, we need one more ingredient.

Corollary G.14 Let HT be as defined in Definition 8.1 and such that it satis-
fies the Adiabatic Assumption (AA), and let {Pj(s) | j ∈ I} be the projections
onto the eigenspaces of HT (s). Then we have

∣∣∣
∣∣∣
.
Pj(s)

∣∣∣
∣∣∣≤

∣∣∣
∣∣∣

.
HT (s)

∣∣∣
∣∣∣

g j(s)
. (G.43)

Proof From (G.9) in Lemma G.5 we know already that
.
Pj = Xj

[ .
HT

]
, therefore,

∣∣∣
∣∣∣
.
Pj

∣∣∣
∣∣∣ =︸︷︷︸
(G.9)

∣∣∣
∣∣∣Xj

[ .
HT

]∣∣∣
∣∣∣ ≤︸︷︷︸
(G.30)

∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣

g j

as claimed. �

We can now prove what we might call a precursor to the actual Quantum Adia-
batic Theorem. A statement about the probability to find an eigenstate of Hfin at tfin,
given that we started from a corresponding eigenstate of Hini at tini, will follow as a
corollary from the following theorem.

Theorem G.15 (Quantum Adiabatic Theorem [111]) Let HT be as defined
in Definition 8.1 and such that it satisfies the Adiabatic Assumption (AA), and
let be {Pi(s) | i∈ I} the projections onto the eigenspaces of HT (s). For a given
j ∈ I let g j be its gap function as defined in Definition G.4. Moreover, let UT

and UA, j be as defined in Definitions 8.1 and G.9.
Then we have for all j ∈ I and s ∈ [0,1]

∣∣∣∣(UA, j(s)−UT (s)
)
Pj(0)

∣∣∣∣≤ Cj(s)
T

, (G.44)

where

Cj(s) :=

∣∣∣
∣∣∣

.
HT (s)

∣∣∣
∣∣∣

g j(s)2
+

∣∣∣
∣∣∣

.
HT (0)

∣∣∣
∣∣∣

g j(0)2
+

s∫

0

⎛

⎜⎝

∣∣∣
∣∣∣

..
HT (u)

∣∣∣
∣∣∣

g j(u)2
+10

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)3

⎞

⎟⎠du .

(G.45)
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Proof Once again, for the sake of brevity we often omit writing out the s-dependence
explicitly in this proof and abbreviate as shown in (G.32). We consider first

d
ds

(
U∗A, jUT

)

=
.

U∗A, jUT +U∗A, j
.

UT

=︸︷︷︸
(G.22),(8.6)

iU∗A, jHA, jUT − iU∗A, jTHTUT

= iU∗A, j
(
HA, j−THT

)
UT

=︸︷︷︸
(G.17)

−U∗A, j
[ .
Pj,Pj

]
UT =︸︷︷︸

(G.10)

U∗A, j
[
HT ,Xj

[ .
Pj
]]
UT

= U∗A, j
(
HTXj

[ .
Pj
]
−Xj

[ .
Pj
]
HT

)
UT

=︸︷︷︸
(G.17)

U∗A, j
(

1
T

(
HA, j− i

[ .
Pj,Pj

])
Xj

[ .
Pj
]
−Xj

[ .
Pj
]
HT

)
UT

= 1
T U

∗
A, jHA, jXj

[ .
Pj
]
UT − i

T U
∗
A, j

[ .
Pj,Pj

]
Xj

[ .
Pj
]
UT −U∗A, jXj

[ .
Pj
]
HTUT

=︸︷︷︸
(G.22),(8.6)

−i
T

.
U∗A, jXj

[ .
Pj
]
UT − i

T U
∗
A, j

[ .
Pj,Pj

]
Xj

[ .
Pj
]
UT −U∗A, jXj

[ .
Pj
]
i
T

.
UT

= −i
T

(
d
ds

(
U∗A, jXj

[ .
Pj
]
UT

)
−U∗A, j

(
d
dsXj

[ .
Pj
])
UT

+U∗A, j
[ .
Pj,Pj

]
Xj

[ .
Pj
]
UT

)
.

Integrating both sides and using thatU∗A, j(0) = 1=UT (0), we find

U∗A, j(s)UT (s) = 1− i
T

(
U∗A, j(s)Xj

[ .
Pj

]
(s)UT (s)−Xj

[ .
Pj

]
(0)
)

− i
T

∫ s

0
U∗A, j(u)

([ .
Pj(u),Pj(u)

]
Xj

[ .
Pj

]
(u)− d

du
Xj

[ .
Pj

]
(u)
)
UT (u)du .

Consequently, we have

UT (s) =UA, j(s)− i
T

(
Xj

[ .
Pj
]
(s)UT (s)−UA, j(s)Xj

[ .
Pj
]
(0)
)

−UA, j(s)
i
T

s∫

0

U∗A, j(u)
([ .

Pj(u),Pj(u)
]
Xj

[ .
Pj
]
(u)− d

du
Xj

[ .
Pj
]
(u)
)
UT (u)du .

Making use of (2.53) and (2.54), it follows that

∣∣∣∣UA, j(s)−UT (s)
∣∣∣∣

≤ 1
T

∣∣∣
∣∣∣Xj

[ .
Pj
]
(s)UT (s)−UA, j(s)Xj

[ .
Pj
]
(0)
∣∣∣
∣∣∣ (G.46)

+
1
T

∣∣∣∣∣∣

∣∣∣∣∣∣
UA, j(s)

s∫

0

U∗A, j(u)
([ .

Pj(u),Pj(u)
]
Xj

[ .
Pj
]
(u)− d

du
Xj

[ .
Pj
]
(u)
)
UT (u)du

∣∣∣∣∣∣

∣∣∣∣∣∣
.
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In (G.46) we estimate the two terms separately and begin with

∣∣∣
∣∣∣Xj

[ .
Pj

]
(s)UT (s)−UA, j(s)Xj

[ .
Pj

]
(0)
∣∣∣
∣∣∣

≤︸︷︷︸
(2.52),(2.53)

∣∣∣
∣∣∣Xj

[ .
Pj

]
(s)
∣∣∣
∣∣∣ ||UT (s)||+

∣∣∣∣UA, j(s)
∣∣∣∣
∣∣∣
∣∣∣Xj

[ .
Pj

]
(0)
∣∣∣
∣∣∣

=︸︷︷︸
(2.55)

∣∣∣
∣∣∣Xj

[ .
Pj

]
(s)
∣∣∣
∣∣∣+
∣∣∣
∣∣∣Xj

[ .
Pj

]
(0)
∣∣∣
∣∣∣

≤︸︷︷︸
(G.30)

∣∣∣
∣∣∣
.
Pj(s)

∣∣∣
∣∣∣

g j(s)
+

∣∣∣
∣∣∣
.
Pj(0)

∣∣∣
∣∣∣

g j(0)

≤︸︷︷︸
(G.43)

∣∣∣
∣∣∣

.
HT (s)

∣∣∣
∣∣∣

g j(s)2
+

∣∣∣
∣∣∣

.
HT (0)

∣∣∣
∣∣∣

g j(0)2
. (G.47)

The second term in (G.46) is estimated similarly

∣∣∣∣∣∣

∣∣∣∣∣∣
UA, j(s)

s∫

0

U∗A, j(u)
([ .

Pj(u),Pj(u)
]
Xj

[ .
Pj
]
(u)− d

du
Xj

[ .
Pj
]
(u)
)
UT (u)du

∣∣∣∣∣∣

∣∣∣∣∣∣

≤︸︷︷︸
(2.52)

∣∣∣∣UA, j(s)
∣∣∣∣

∣∣∣∣∣∣

∣∣∣∣∣∣

s∫

0

U∗A, j(u)
([ .

Pj(u),Pj(u)
]
Xj

[ .
Pj
]
(u)− d

du
Xj

[ .
Pj
]
(u)
)
UT (u)du

∣∣∣∣∣∣

∣∣∣∣∣∣

=︸︷︷︸
(2.55)

∣∣∣∣∣∣

∣∣∣∣∣∣

s∫

0

U∗A, j(u)
([ .

Pj(u),Pj(u)
]
Xj

[ .
Pj
]
(u)− d

du
Xj

[ .
Pj
]
(u)
)
UT (u)du

∣∣∣∣∣∣

∣∣∣∣∣∣

≤
s∫

0

∣∣∣∣

∣∣∣∣U
∗
A, j(u)

([ .
Pj(u),Pj(u)

]
Xj

[ .
Pj
]
(u)− d

du
Xj

[ .
Pj
]
(u)
)
UT (u)du

∣∣∣∣

∣∣∣∣

≤︸︷︷︸
(2.52)

s∫

0

∣∣∣
∣∣∣U∗A, j(u)

∣∣∣
∣∣∣
∣∣∣∣

∣∣∣∣
[ .
Pj(u),Pj(u)

]
Xj

[ .
Pj
]
(u)− d

du
Xj

[ .
Pj
]
(u)
∣∣∣∣

∣∣∣∣ ||UT (u)||du

=︸︷︷︸
(2.55)

s∫

0

∣∣∣∣

∣∣∣∣
[ .
Pj(u),Pj(u)

]
Xj

[ .
Pj
]
(u)− d

du
Xj

[ .
Pj
]
(u)
∣∣∣∣

∣∣∣∣du

=︸︷︷︸
(2.53)

s∫

0

(∣∣∣
∣∣∣
[ .
Pj(u),Pj(u)

]
Xj

[ .
Pj
]
(u)
∣∣∣
∣∣∣+
∣∣∣∣

∣∣∣∣
d
du

Xj

[ .
Pj
]
(u)
∣∣∣∣

∣∣∣∣

)
du . (G.48)
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In the last equation of (G.48) we estimate the terms under the integral separately.
The first term gives

∣∣∣
∣∣∣
[ .
Pj(u),Pj(u)

]
Xj

[ .
Pj

]
(u)
∣∣∣
∣∣∣ =︸︷︷︸
(2.46),(2.52),(2.53)

2
∣∣∣
∣∣∣
.
Pj(u)

∣∣∣
∣∣∣
∣∣∣∣Pj(u)

∣∣∣∣
∣∣∣
∣∣∣Xj

[ .
Pj

]
(u)
∣∣∣
∣∣∣

≤︸︷︷︸
(2.55),(G.30)

2

∣∣∣
∣∣∣
.
Pj(u)

∣∣∣
∣∣∣
2

g j(u)

≤︸︷︷︸
(G.43)

2

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)3
. (G.49)

The second term in (G.48) is estimated as follows.

∣∣∣∣

∣∣∣∣
d
du

Xj

[ .
Pj

]
(u)
∣∣∣∣

∣∣∣∣ ≤︸︷︷︸
(G.31)

∣∣∣
∣∣∣
..
Pj(u)

∣∣∣
∣∣∣

g j(u)
+4

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
∣∣∣
∣∣∣
.
Pj(u)

∣∣∣
∣∣∣

g j(u)2

≤︸︷︷︸
(G.43)

∣∣∣
∣∣∣ ddu

.
Pj(u)

∣∣∣
∣∣∣

g j(u)
+4

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)3

=︸︷︷︸
(G.9)

∣∣∣
∣∣∣ dduXj

[ .
HT

]
(u)
∣∣∣
∣∣∣

g j(u)
+4

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)3

≤︸︷︷︸
(G.31)

1
g j(u)

⎛

⎜⎝

∣∣∣
∣∣∣

..
HT (u)

∣∣∣
∣∣∣

g j(u)
+4

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)2

⎞

⎟⎠+4

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)3

=

∣∣∣
∣∣∣

..
HT (u)

∣∣∣
∣∣∣

g j(u)2
+8

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)3
. (G.50)

Using (G.49) and (G.50) in (G.48) gives

∣∣∣∣∣∣

∣∣∣∣∣∣
UA, j(s)

s∫

0

U∗A, j(u)
([ .

Pj(u),Pj(u)
]
Xj

[ .
Pj

]
(u)− d

du
Xj

[ .
Pj

]
(u)
)
UT (u)du

∣∣∣∣∣∣

∣∣∣∣∣∣

≤
s∫

0

⎛

⎜⎝

∣∣∣
∣∣∣

..
HT (u)

∣∣∣
∣∣∣

g j(u)2
+10

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)3

⎞

⎟⎠du . (G.51)
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Making use of (G.47) and (G.51) in (G.46), we obtain

∣∣∣∣UA, j(s)−UT (s)
∣∣∣∣ (G.52)

≤ 1
T

⎛

⎜⎝

∣∣∣
∣∣∣

.
HT (s)

∣∣∣
∣∣∣

g j(s)2
+

∣∣∣
∣∣∣

.
HT (0)

∣∣∣
∣∣∣

g j(0)2
+

s∫

0

⎛

⎜⎝

∣∣∣
∣∣∣

..
HT (u)

∣∣∣
∣∣∣

g j(u)2
+10

∣∣∣
∣∣∣

.
HT (u)

∣∣∣
∣∣∣
2

g j(u)3

⎞

⎟⎠du

⎞

⎟⎠ .

The claim (G.44) then follows from (G.52) and

∣∣∣∣(UA, j(s)−UT (s)
)
Pj(0)

∣∣∣∣ ≤︸︷︷︸
(2.52)

∣∣∣∣UA, j(s)−UT (s)
∣∣∣∣ ∣∣∣∣Pj(0)

∣∣∣∣

=︸︷︷︸
(2.55)

∣∣∣∣UA, j(s)−UT (s)
∣∣∣∣ .

�
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Solutions to Exercises from Chapter 2

Solution 2.1

(i) The claim (2.6) follows from

〈aψ|ϕ〉 =︸︷︷︸
(2.1)

〈ϕ|aψ〉 =︸︷︷︸
(2.4)

a〈ϕ|ψ〉= a〈ϕ|ψ〉 =︸︷︷︸
(2.1)

a〈ψ|ϕ〉 .

With ||ϕ||2 = 〈ϕ|ϕ〉 for all ϕ ∈H it follows that

||aϕ||2 =︸︷︷︸
(2.5)

〈aϕ|aϕ〉 =︸︷︷︸
(2.4)

a〈aϕ|ϕ〉 =︸︷︷︸
(2.6)

aa〈ϕ|ϕ〉 =︸︷︷︸
(2.5)

|a|2 ||ϕ||2

and thus upon taking the square root the claim (2.7).
(ii) ⇒: 〈ψ|ϕ〉=0 for all ϕ ∈H implies 〈ψ|ψ〉=0, such thatψ=0 follows from (2.3).

⇐: Let ψ = 0 and ξ ,ϕ ∈H be arbitrary. Then one has ψ = 0ξ and

〈ψ|ϕ〉= 〈0ξ |ϕ〉 =︸︷︷︸
(2.4)

0〈ξ |ϕ〉= 0 .

(iii) Again with ||ψ||2 = 〈ψ|ψ〉 for all ψ ∈H it follows that

1
4

[
||ψ+ϕ||2−||ψ−ϕ||2+ i ||ψ− iϕ||2− i ||ψ+ iϕ||2

]

=︸︷︷︸
(2.5)

1
4

[
〈ψ+ϕ|ψ+ϕ〉−〈ψ−ϕ|ψ−ϕ〉

+ i〈ψ− iϕ|ψ− iϕ〉− i〈ψ+ iϕ|ψ+ iϕ〉
]

=︸︷︷︸
(2.4)

1
4

[
〈ψ|ψ〉+ 〈ψ|ϕ〉+ 〈ϕ|ψ〉+ 〈ϕ|ϕ〉
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Fig. G.1 Graphical
representation of
ϕ− 〈ψ |ϕ〉

||ψ ||2 ψ ∈Hψ⊥

−〈ψ|ψ〉+ 〈ψ|ϕ〉+ 〈ϕ|ψ〉−〈ϕ|ϕ〉
+ i〈ψ|ψ〉+ 〈ψ|ϕ〉−〈ϕ|ψ〉+ i〈ϕ|ϕ〉
− i〈ψ|ψ〉+ 〈ψ|ϕ〉−〈ϕ|ψ〉− i〈ϕ|ϕ〉

]

=
1
4

[
4〈ψ|ϕ〉

]
= 〈ψ|ϕ〉 .

Solution 2.2 Because of

〈ψ|ϕ− 〈ψ|ϕ〉||ψ||2 ψ〉 =︸︷︷︸
(2.4)

〈ψ|ϕ〉− 〈ψ|ϕ〉||ψ||2 〈ψ|ψ〉 =︸︷︷︸
(2.5)

0

it follows from Definition 2.2 that ϕ − 〈ψ|ϕ〉
||ψ||2 ψ ∈ Hψ⊥ . This is represented graphi-

cally in Fig. G.1.

Solution 2.3

(i) Let {e j} be an ONB and ψ = ∑ j a je j. Then one has

〈ek|ψ〉= 〈ek|∑
j
a je j〉 =︸︷︷︸

(2.4)

∑
j
a j〈ek|e j〉 =︸︷︷︸

(2.10)

∑
j
a jδ jk = ak

and thus
ψ =∑

j
〈e j|ψ〉e j =∑

j
ψ je j . (G.53)
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(ii) Next,

〈ϕ |ψ〉 =︸︷︷︸
(G.53)

〈∑
j
ϕ je j|∑

k

ψkek〉 =︸︷︷︸
(2.4),(2.6)

∑
j
∑
k

ϕ jψk〈e j|ek〉 =︸︷︷︸
(2.10)

∑
j
∑
k

ϕ jψkδ jk

= ∑
j
ϕ jψ j =︸︷︷︸

ϕ j=〈e j |ϕ〉
∑
j
〈e j|ϕ〉〈e j|ψ〉 =︸︷︷︸

(2.1)

∑
j
〈ϕ |e j〉〈e j|ψ〉 .

(iii) With ψ j = 〈e j|ψ〉 we have

||ψ||2 =︸︷︷︸
(2.5)

〈ψ|ψ〉 =︸︷︷︸
(2.13)

∑
j
〈e j|ψ〉〈e j|ψ〉=∑

j

∣∣〈e j|ψ〉
∣∣2 .

(iv) Finally, one has for ϕ ∈Hψ⊥ that

〈ψ|ϕ〉 =︸︷︷︸
Def. 2.2

0= 〈ψ|ϕ〉 =︸︷︷︸
(2.1)

〈ϕ|ψ〉 ,

such that

||ϕ+ψ||2 =︸︷︷︸
(2.5)

〈ϕ+ψ|ϕ+ψ〉= 〈ϕ|ϕ〉+ 〈ϕ|ψ〉︸ ︷︷ ︸
=0

+〈ψ|ϕ〉︸ ︷︷ ︸
=0

+〈ψ|ψ〉

=︸︷︷︸
(2.5)

||ϕ||2+ ||ϕ||2 .

Solution 2.4 For ψ = 0 or ϕ = 0 both sides of the relation are zero, and thus the
relation is true. Consider now the case ψ �= 0 �= ϕ . Then it follows that

0 ≤
∣∣∣∣∣

∣∣∣∣∣ϕ−
〈ψ|ϕ〉
||ψ||2 ψ

∣∣∣∣∣

∣∣∣∣∣

2

=︸︷︷︸
(2.5)

〈ϕ− 〈ψ|ϕ〉||ψ||2 ψ|ϕ−
〈ψ|ϕ〉
||ψ||2 ψ〉

=︸︷︷︸
(2.4),(2.5)

||ϕ||2−〈ϕ| 〈ψ|ϕ〉||ψ||2 ψ〉−〈
〈ψ|ϕ〉
||ψ||2 ψ|ϕ〉+

∣∣∣∣∣

∣∣∣∣∣
〈ψ|ϕ〉
||ψ||2 ψ

∣∣∣∣∣

∣∣∣∣∣

2

=︸︷︷︸
(2.5),(2.6),(2.7)

||ϕ||2− 〈ψ|ϕ〉〈ϕ|ψ〉||ψ||2 − 〈ψ|ϕ〉〈ψ|ϕ〉||ψ||2 +

∣∣∣∣∣
〈ψ|ϕ〉
||ψ||2

∣∣∣∣∣

2

||ψ||2

=︸︷︷︸
(2.1)

||ϕ||2− |〈ψ|ϕ〉|
2

||ψ||2

and thus
|〈ψ|ϕ〉|2 ≤ ||ϕ||2 ||ψ||2 . (G.54)

Next, we have
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||ϕ+ψ||2 =
∣∣∣||ϕ+ψ||2

∣∣∣ =︸︷︷︸
(2.5)

|〈ϕ+ψ|ϕ+ψ〉|

=︸︷︷︸
(2.4),(2.5)

∣∣∣||ϕ||2+ ||ψ||2+ 〈ϕ|ψ〉+ 〈ψ|ϕ〉
∣∣∣

≤ ||ϕ||2+ ||ψ||2+ |〈ϕ|ψ〉|+ |〈ψ|ϕ〉|
≤︸︷︷︸

(G.54)

||ϕ||2+ ||ψ||2+2 ||ϕ|| ||ψ||=
(
||ϕ||+ ||ψ||

)2

from which (2.18) follows immediately.

Solution 2.5 For ψ = 0 the map is the zero map and as such obviously continuous.
Assume then that ψ ∈ H � {0}. For any ε > 0 there is a δ (ε) = ε

||ψ|| such that for
ϕ0,ϕ ∈H that satisfy ||ϕ−ϕ0|| ≤ δ (ε) it follows that

|〈ψ|ϕ−ϕ0〉| ≤︸︷︷︸
(2.17)

||ψ|| ||ϕ−ϕ0|| ≤ ||ψ||δ (ε) = ε . (G.55)

Hence, 〈ψ| : ϕ �→ 〈ψ|ϕ〉 is continuous at ϕ0.

Solution 2.6

(i) First we show that (A∗)∗ = A. For arbitrary |ψ〉, |ϕ〉 ∈H one has

〈ψ|(A∗)∗ϕ〉 =︸︷︷︸
(2.1)

〈(A∗)∗ϕ|ψ〉 =︸︷︷︸
(2.30)

〈ϕ|A∗ψ〉 =︸︷︷︸
(2.1)

〈A∗ψ|ϕ〉 =︸︷︷︸
(2.30)

〈ψ|Aϕ〉 .

It follows that 〈ψ|(A∗)∗ϕ−Aϕ〉= 0 for arbitrary |ψ〉. With (2.8) this implies
(A∗)∗|ϕ〉= A|ϕ〉 for all |ϕ〉.

(ii) Let c ∈ C and A ∈ L(H) be arbitrary. Then we have for any |ψ〉, |ϕ〉 ∈H

〈(cA)∗ψ|ϕ〉 =︸︷︷︸
(2.30)

〈ψ|cAϕ〉 =︸︷︷︸
(2.4)

c〈ψ|Aϕ〉 =︸︷︷︸
(2.30)

c〈A∗ψ|ϕ〉 =︸︷︷︸
(2.6)

〈cA∗ψ|ϕ〉

and thus

〈((cA)∗ − cA∗
)
ψ|ϕ〉= 0 ⇒︸︷︷︸

(2.8)

(
(cA)∗ − cA∗

)|ψ〉= 0 ∀|ψ〉 ∈H .

(iii) In the linear maps

〈Aψ| : H −→ C

ϕ �−→ 〈Aψ|ϕ〉 ,
〈ψ|A∗ : H −→ C

ϕ �−→ 〈ψ|A∗ϕ〉
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one then has
〈Aψ|ϕ〉 =︸︷︷︸

(2.31)

〈(A∗)∗ψ|ϕ〉 =︸︷︷︸
(2.30)

〈ψ|A∗ϕ〉

and thus 〈Aψ|= 〈ψ|A∗.
(iv) Let {|e j〉} be an ONB in H. The claim (2.35) then follows from

A∗jk =︸︷︷︸
(2.22)

〈e j|A∗ek〉 =︸︷︷︸
(2.30)

〈(A∗)∗e j|ek〉 =︸︷︷︸
(2.31)

〈Ae j|ek〉 =︸︷︷︸
(2.1)

〈ek|Ae j〉 =︸︷︷︸
(2.22)

Ak j.

(v) Per Definition 2.8 of the adjoint operator we have for any |ξ 〉, |η〉 ∈H

〈(|ϕ〉〈ψ|)∗ξ |η〉 =︸︷︷︸
(2.30)

〈ξ |(|ϕ〉〈ψ|)η〉= 〈ξ |ϕ〉〈ψ|η〉

=︸︷︷︸
(2.6)

〈ψ〈ξ |ϕ〉|η〉 =︸︷︷︸
(2.1)

〈ψ〈ϕ|ξ 〉|η〉

= 〈(|ψ〉〈ϕ|)ξ |η〉 (G.56)

and the claim (2.36) follows from the fact that (G.56) holds for any |ξ 〉, |η〉 ∈H.

Solution 2.7 We show first that from the unitarity ofU it follows thatU∗U=1. Then
that this implies ||Uψ||= ||ψ|| and finally that this in turn implies the unitarity of U .

LetU be unitary. Then one has

〈Uψ|Uϕ〉= 〈ψ|ϕ〉 ∀|ψ〉, |ϕ〉 ∈H

⇒︸︷︷︸
(2.30)

〈ψ|U∗Uϕ〉= 〈ψ|ϕ〉 ∀|ψ〉, |ϕ〉 ∈H

⇒ 〈ψ|U∗Uϕ−ϕ〉= 0 ∀|ψ〉, |ϕ〉 ∈H

⇒︸︷︷︸
(2.8)

U∗U |ϕ〉− |ϕ〉= 0 ∀|ϕ〉 ∈H

⇒ U∗U = 1 .

Now supposeU∗U = 1. For any |ψ〉 ∈H it follows then that

||ψ|| =︸︷︷︸
(2.5)

√
〈ψ|ψ〉

=
√
〈ψ|U∗Uψ〉 =︸︷︷︸

(2.30)

√
〈(U∗)∗ψ|Uψ〉 =︸︷︷︸

(2.31)

√
〈Uψ|Uψ〉

=︸︷︷︸
(2.5)

||Uψ|| .

Finally, suppose that ||Uψ||= ||ψ|| for all |ψ〉 ∈H. Using (2.9) twice it follows that
for any |ψ〉, |ϕ〉 ∈H one has
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〈Uψ|Uϕ〉
=︸︷︷︸
(2.9)

1
4

[
||Uψ+Uϕ||2−||Uψ−Uϕ||2+ i ||Uψ− iUϕ||2− i ||Uψ+ iUϕ||2

]

=
1
4

[∣∣∣∣U
(
ψ+ϕ

)∣∣∣∣2− ∣∣∣∣U(ψ−ϕ)∣∣∣∣2+ i
∣∣∣∣U
(
ψ− iϕ

)∣∣∣∣2− i
∣∣∣∣U
(
ψ+ iϕ

)∣∣∣∣2
]

=
1
4

[
||ψ+ϕ||2−||ψ−ϕ||2+ i ||ψ− iϕ||2− i ||ψ+ iϕ||2

]

=︸︷︷︸
(2.9)

〈ψ|ϕ〉

andU is per Definition 2.9 unitary.

Solution 2.8 Let A|ψ〉= λ |ψ〉 for a |ψ〉 �= 0 in H.

(i) Because of

〈ψ|A∗ϕ〉 =︸︷︷︸
(2.30)

〈(A∗)∗ψ|ϕ〉 =︸︷︷︸
(2.31)

〈Aψ|ϕ〉= 〈λψ|ϕ〉 =︸︷︷︸
(2.6)

λ 〈ψ|ϕ〉

the linear maps

〈ψ|A∗ : H −→ C

ϕ �−→ 〈ψ|A∗ϕ〉 ,
λ 〈ψ| : H −→ C

ϕ �−→ λ 〈ψ|ϕ〉

are identical.
(ii) With |ψ〉 �= 0 one has

λ 〈ψ|ψ〉 =︸︷︷︸
(2.4)

〈ψ|λψ〉= 〈ψ|Aψ〉= 〈A∗ψ|ψ〉 =︸︷︷︸
A∗=A

〈Aψ|ψ〉= 〈λψ|ψ〉

=︸︷︷︸
(2.6)

λ 〈ψ|ψ〉

and thus A∗ = A implies λ = λ .
(iii) LetU |ψ〉= λ |ψ〉 for a |ψ〉 �= 0 in H and let beU unitary, such that

||ψ|| =︸︷︷︸
(2.37)

||Uψ||= ||λψ|| =︸︷︷︸
(2.7)

|λ | ||ψ||

and thus |λ |= 1.

Solution 2.9 Let
{|e j,α〉

∣∣ j∈{1, . . . ,d},α ∈{1, . . . ,d j}
}
be the ONB of eigenstates

of A, that is, let
A|e j,α〉= λ j|e j,α〉 , (G.57)
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where we allow each eigenspace to have dimension d j ≥ 1. It follows from Defi-
nition 2.3 of an ONB that any |ψ〉 ∈ H with ||ψ|| = 1 can be written in the form

|ψ〉=
d

∑
j=1

d j

∑
α=1

ψ j,α |e j,α〉 (G.58)

with d

∑
j=1

d j

∑
α=1

∣∣ψ j,α
∣∣2 =︸︷︷︸

(2.14)

||ψ||2 = 1 . (G.59)

Then we have

〈ψ|Aψ〉 =︸︷︷︸
(G.58)

〈
d

∑
j=1

d j

∑
α=1

ψ j,α |e j,α〉|A
d

∑
k=1

dk

∑
β=1

ψk,β |ek,β 〉〉

=
d

∑
j,k

d j ,dk

∑
α,β=1

ψ j,αψk,β 〈e j,α |Aek,β 〉

=︸︷︷︸
(G.57),(2.4)

d

∑
j,k

d j ,dk

∑
α,β=1

ψ j,αψk,βλk 〈e j,α |ek,β 〉︸ ︷︷ ︸
=δ j,kδα,β

=︸︷︷︸
(2.10)

d

∑
j

d j

∑
α

∣∣ψ j,α
∣∣2λ j . (G.60)

Consequently,

λ1 =︸︷︷︸
(G.59)

d

∑
j=1

d j

∑
α=1

∣∣ψ j,α
∣∣2λ1

≤︸︷︷︸
(2.39)

d

∑
j

d j

∑
α

∣∣ψ j,α
∣∣2λ j =︸︷︷︸

(G.60)

〈ψ|Aψ〉

≤︸︷︷︸
(2.39)

d

∑
j=1

d j

∑
α=1

∣∣ψ j,α
∣∣2λd

=︸︷︷︸
(G.59)

λd .

Solution 2.10 With (2.41) we have

P∗j =︸︷︷︸
(2.41)

(
d j

∑
α=1

|e j,α 〉〈e j,α |
)∗

=
d j

∑
α=1

|e j,α 〉〈e j,α |∗ =︸︷︷︸
(2.36)

d j

∑
α=1

|e j,α 〉〈e j,α | =︸︷︷︸
(2.41)

Pj
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and

PjPk =

(
d j

∑
α=1

|e j,α〉〈e j,α |
)(

dk

∑
β=1

|ek,β 〉〈ek,β |
)

=
d j

∑
α=1

dk

∑
β=1

|e j,α〉〈e j,α |ek,β 〉〈ek,β |

=︸︷︷︸
(2.10)

d j

∑
α=1

dk

∑
β=1

|e j,α〉δ jkδαβ 〈ek,β |= δ jk
d j

∑
α=1

|e j,α〉〈e j,α |= δ jkPj ,

such that Pj satisfies the defining properties of an orthogonal projection given in
Definition 2.11.

As the {|e j,α〉 j ∈ I,α ∈ {1, . . . ,d j}} are assumed to be an ONB of eigenvectors
of A any eigenvector |ψ〉 ∈ Eig(A,λ j) can be written in the form

|ψ〉 =︸︷︷︸
(2.20)

d j

∑
α=1

|e j,α〉〈e j,α |ψ〉 =︸︷︷︸
(2.41)

Pj|ψ〉

showing that Pj is indeed a projection onto Eig(A,λ j).

Solution 2.11 Let P be a projection and P|ψ j〉 = λ j|ψ j〉 with
∣∣∣∣ψ j
∣∣∣∣ = 1. Since

P∗ = P all eigenvalues λ j are real. From P2 = P it also follows that

λ 2
j = λ 2

j

∣∣∣∣ψ j
∣∣∣∣2 =︸︷︷︸

(2.5)

λ 2
j 〈ψ j|ψ j〉 =︸︷︷︸

(2.4)

〈ψ j|λ 2
j ψ j〉= 〈ψ j|P2ψ j〉

= 〈ψ j|Pψ〉= 〈ψ j|λ jψ j〉 =︸︷︷︸
(2.4)

λ j〈ψ j|ψ j〉 =︸︷︷︸
(2.5)

λ j
∣∣∣∣ψ j
∣∣∣∣2 = λ j .

Hence, we have λ j = 0 or 1 and thus

P =︸︷︷︸
(2.42)

∑
j
λ j|ψ j〉〈ψ j|= ∑

j:λ j=1

|ψ j〉〈ψ j| .

Solution 2.12 Let |ϕ〉, |ψ〉 ∈H be arbitrary. Then

〈(AB)∗ψ|ϕ〉 =︸︷︷︸
(2.30)

〈ψ|ABϕ〉 =︸︷︷︸
(2.30)

〈A∗ψ|Bϕ〉 =︸︷︷︸
(2.30)

〈B∗A∗ψ|ϕ〉 .

Consequently,

〈((AB)∗ −B∗A∗
)
ψ|ϕ〉= 0 ∀|ψ〉, |ϕ〉 ∈H

⇔︸︷︷︸
(2.8)

(
(AB)∗ −B∗A∗

)|ψ〉= 0 ∀|ψ〉 ∈H ,
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which proves (AB)∗ = B∗A∗ and thus (2.47). Next, suppose that also

A∗ = A and B∗ = B . (G.61)

Then we have

[A,B] = 0 ⇔︸︷︷︸
(2.46)

AB= BA =︸︷︷︸
(G.61)

B∗A∗ =︸︷︷︸
(2.47)

(AB)∗ ,

which proves (2.48). To show (2.49) note that

A∗A≤ cB∗B ⇔︸︷︷︸
Def. 2.12

0≤ 〈ψ|(cB∗B−A∗A
)
ψ〉 ∀|ψ〉 ∈H

⇔︸︷︷︸
(2.4)

0≤ c〈ψ|B∗Bψ〉−〈ψ|A∗Aψ〉 ∀|ψ〉 ∈H

⇔︸︷︷︸
(2.30),(2.31)

0≤ c〈Bψ|Bψ〉−〈Aψ|Aψ〉 ∀|ψ〉 ∈H

⇔︸︷︷︸
(2.5)

0≤ c ||Bψ||2−||Aψ||2 ∀|ψ〉 ∈H

⇔ ||Aψ|| ≤ √c ||Bψ|| ∀|ψ〉 ∈H

⇔︸︷︷︸
(2.57)

||A|| ≤ √c ||B|| .

The last claim of Exercise 2.12 then follows from ||1||= 1.

Solution 2.13 If A is self-adjoint, then so is A2 and it has the real eigenvalues{
λ 2
j

∣∣ j ∈ {1, . . . ,d}} and the same eigenvectors as A. Applying (2.40) to A2, we
obtain

λ 2
d ≥︸︷︷︸

(2.40)

〈ψ|A2ψ〉 =︸︷︷︸
(2.30)

〈Aψ|Aψ〉 =︸︷︷︸
(2.5)

||Aψ||2 ,

such that ||Aψ|| ≤ |λd | for any |ψ〉 ∈ H with ||ψ|| = 1. It then follows from the
definition (2.45) of the operator norm that

||A|| ≤ |λd | . (G.62)

On the other hand, any eigenvector |ed〉 for the eigenvalue λd with ||ed ||= 1 satisfies

||A|ed〉||= ||λd |ed〉|| =︸︷︷︸
(2.7)

|λd | ||ed ||= |λd | .
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The definition of the operator norm given in (2.45) then implies

||A|| ≥ |λd | . (G.63)

Together (G.62) and (G.63) yield ||A||= |λd |, which is the claim (2.50).

Solution 2.14 Since A0= 0 the statement is trivially true for the zero vector 0 ∈H.

Suppose then that |ψ〉 �= 0. Thus, we have ||ψ|| �= 0 and
∣∣∣
∣∣∣ ψ
||ψ||
∣∣∣
∣∣∣= 1. Consequently,

1
||ψ|| ||Aψ|| =︸︷︷︸

(2.7)

∣∣∣∣

∣∣∣∣
1
||ψ||Aψ

∣∣∣∣

∣∣∣∣=
∣∣∣∣

∣∣∣∣A
ψ
||ψ||

∣∣∣∣

∣∣∣∣

≤ sup
{ ||Aϕ|| ∣∣ |ϕ〉 ∈H , ||ϕ||= 1

}
=︸︷︷︸

(2.45)

||A|| .

Hence,
||Aψ|| ≤ ||A|| ||ψ|| (G.64)

as claimed. According to Definition 2.12

||AB|| =︸︷︷︸
(2.45)

sup
{ ||ABψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1

}

≤︸︷︷︸
(G.64)

sup
{ ||A|| ||Bψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1

}

≤ ||A|| sup{ ||Bψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1
}

=︸︷︷︸
(2.45)

||A|| ||B|| ,

which proves (2.52). Again, according to Definition 2.12

||A+B|| =︸︷︷︸
(2.45)

sup
{ ||(A+B)ψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1

}

≤︸︷︷︸
(2.18)

sup
{ ||Aψ||+ ||Bψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1

}

≤ sup
{ ||Aψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1

}
+ sup

{ ||Bψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1
}

=︸︷︷︸
(2.45)

||A||+ ||B|| .

Once more, according to Definition 2.12
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||aA|| =︸︷︷︸
(2.45)

sup
{ ||aAψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1

}

=︸︷︷︸
(2.7)

sup
{ |a| ||Aψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1

}

= |a|sup{ ||Aψ|| ∣∣ |ψ〉 ∈H , ||ψ||= 1
}

=︸︷︷︸
(2.45)

|a| ||A|| ,

proving (2.54).
Next, consider an orthogonal projection P which satisfies

||Pψ||2 =︸︷︷︸
(2.5)

〈Pψ|Pψ〉 =︸︷︷︸
(2.30)

〈ψ|P∗Pψ〉 =︸︷︷︸
Def. 2.11

〈ψ|P2ψ〉 =︸︷︷︸
Def. 2.11

〈ψ|Pψ〉

≤︸︷︷︸
(2.16)

||ψ|| ||Pψ|| .

Hence, ||Pψ|| ≤ 1 for any |ψ〉 ∈H with ||ψ||= 1 and (2.45) implies that ||P|| ≤ 1.
On the other hand, the results of Exercise 2.11 show that there exist |ψ j〉 ∈ H with∣∣∣∣ψ j
∣∣∣∣ = 1, such that P|ψ j〉 = |ψ j〉. Thus

∣∣∣∣Pψ j
∣∣∣∣ = 1 and (2.45) then implies that

||P||= 1.
Finally, for a unitary operator U ∈ U(H) we know already from (2.37) that

||Uψ||= ||ψ|| for any |ψ〉 ∈H. Hence, (2.45) implies that ||U ||= 1 as claimed.

Solution 2.15

(i) To show ⇒, let {|ẽ j〉 = U |e j〉} be an ONB in H. It follows that Uk j =
〈ek|Uej〉= 〈ek|ẽ j〉 and thus

(UU∗)kl =∑
j
Uk jU

∗
jl =∑

j
Uk jUl j =∑

j
〈ek|ẽ j〉〈el |ẽ j〉

=∑
j
〈ek|ẽ j〉〈ẽ j|el〉= 〈ek|∑

j
ẽ j〈ẽ j|el〉

︸ ︷︷ ︸
=|el〉

〉= 〈ek|el〉

= δkl ,

such thatU ∈ U(H).
To prove⇐, letU ∈ U(H) and |ẽ j〉=U |e j〉. For any {a j} ⊂ C it follows that

∑ j a j|ẽ j〉= 0 ⇒ ∑ j a jU |e j〉= 0 ⇒ U∑ j a j|e j〉= 0
⇒ U∗U∑ j a j|e j〉= 0 ⇒︸︷︷︸

(2.37)

∑ j a j|e j〉= 0 ⇒︸︷︷︸
Def. 2.3

a j = 0 ∀ j ,
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such that the {|ẽ j〉} ⊂H are linearly independent. Moreover, we have for any
|ψ〉 ∈H

U∗|ψ〉 =︸︷︷︸
(2.11)

∑
j
〈e j|U∗ψ〉|e j〉 =︸︷︷︸

(2.30),(2.31)

∑
j
〈Uej|ψ〉|e j〉=∑

j
〈ẽ j|ψ〉|e j〉

⇒ |ψ〉 =︸︷︷︸
(2.37)

UU∗|ψ〉=∑
j
〈ẽ j|ψ〉U |e j〉=∑

j
〈ẽ j|ψ〉|ẽ j〉

showing that any vector in H can be written as a linear combination of the |ẽ j〉.
Finally, we have

〈ẽ j|ẽk〉 = 〈Uej|Uek〉 =︸︷︷︸
(2.30)

〈e j|U∗Uek〉 =︸︷︷︸
(2.37)

〈e j|ek〉 =︸︷︷︸
(2.10)

δ jk

completing the proof that {|ẽ j〉} is an ONB in H.
(ii)

∑
j
〈ẽ j|Aẽ j〉 = ∑

j
〈Uej|AUej〉=∑

j
〈e j|U∗AUej〉=∑

j
(U∗AU) j j = ∑

j,k,l

U∗jkAklUl j

= ∑
k,l

Akl∑
j
Ul jU

∗
jk =∑

k,l

Akl∑
j
(UU∗)lk︸ ︷︷ ︸

=δlk

=∑
k

Akk

= ∑
k

〈ek|Aek〉.

Solution 2.16

(i) For any A,B ∈ L(H) we have

tr(AB) =∑
j
(AB) j j =∑

j,k

A jkBk j =∑
j,k

Bk jA jk =∑
k

(AB)kk = tr(BA) .

(ii) The implication⇐ is obvious. To prove⇒ suppose for all A ∈ L(H) we have
tr(AB) = 0. Define Ars as the operator that has as the j,k-th matrix element
(Ars) jk = δr jδsk. Then we find for any r,s

0 = tr(ArsB) =∑
j,k

(Ars) jkBk j =∑
j,k

δr jδskBk j = Brs,

such that B= 0.

Solution 2.17 Let t �→ U(t, t0) be a solution of (2.69). To show the unitarity of
U(t, t0) consider
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d
dt
||U(t, t0)ψ||2 =︸︷︷︸

(2.5)

d
dt
〈U(t, t0)ψ|U(t, t0)ψ〉

= 〈 d
dt
U(t, t0)ψ|U(t, t0)ψ〉+ 〈U(t, t0)ψ| ddtU(t, t0)ψ〉

=︸︷︷︸
(2.69)

〈−iH(t)U(t, t0)ψ|U(t, t0)ψ〉+ 〈U(t, t0)ψ|− iH(t)U(t, t0)ψ〉

=︸︷︷︸
(2.4),(2.6)

i
(〈H(t)U(t, t0)ψ|U(t, t0)ψ〉−〈U(t, t0)ψ|H(t)U(t, t0)ψ〉

)

=︸︷︷︸
H(t)∗=H(t)

i
(〈H(t)∗U(t, t0)ψ|U(t, t0)ψ〉−〈U(t, t0)ψ|H(t)U(t, t0)ψ〉

)

=︸︷︷︸
(2.30)

0 .

Hence, for any |ψ〉 ∈H and t ≥ t0

||U(t, t0)ψ||= const= ||U(t0, t0)ψ|| =︸︷︷︸
(2.69)

||ψ||

and (2.37) implies thatU(t, t0) ∈ U(H) for all t ≥ t0.
Suppose t �→ V (t, t0) is another solution of (2.69). The proof that it has to be

equal toU(t, t0) is a repetition of the above arguments withU replaced byU−V .

d
dt

∣∣∣∣(U(t, t0)−V (t, t0)
)
ψ
∣∣∣∣2

=︸︷︷︸
(2.5)

d
dt
〈(U(t, t0)−V (t, t0)

)
ψ|(U(t, t0)−V (t, t0)

)
ψ〉

...
(2.69),(2.4),(2.6)
︷︸︸︷
= i

(〈H(t)(U(t, t0)−V (t, t0)
)
ψ|(U(t, t0)−V (t, t0)

)
ψ〉

−〈(U(t, t0)−V (t, t0)
)
ψ|H(t)(U(t, t0)−V (t, t0)

)
ψ〉)

=︸︷︷︸
H(t)∗=H(t),(2.30)

0 .

Consequently, for any |ψ〉 ∈H and t ≥ t0

∣∣∣∣(U(t, t0)−V (t, t0)
)
ψ
∣∣∣∣= const=

∣∣∣∣(U(t0, t0)−V (t0, t0)
)
ψ
∣∣∣∣ =︸︷︷︸

(2.69)

0 ,

which implies thatU(t, t0) =V (t, t0) for all t ≥ t0.
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Solution 2.18 Since for all t ≥ t0 we have

U(t, t0)∗U(t, t0) = 1=U(t, t0)U(t, t0)∗ , (G.65)

it follows that for t = t0

1=U(t0, t0)∗U(t0, t0) =︸︷︷︸
(2.71)

U(t0, t0)∗ ,

verifying the initial condition. Taking the derivative with respect to t on both sides
in (G.65) we find

d
dt

(
U(t, t0)∗

)
U(t, t0) =−U(t, t0)∗

d
dt

(
U(t, t0)

)
.

Multiplying both sides with i and with U(t, t0)∗ from the right and using again
(G.65) we obtain

i
d
dt
U(t, t0)∗ = −U(t, t0)∗

(
i
d
dt

(
U(t, t0)

))
U(t, t0)∗

=︸︷︷︸
(2.71)

−U(t, t0)∗
(
H(t)U(t, t0)

)
U(t, t0)∗

=︸︷︷︸
(G.65)

−U(t, t0)∗H(t) ,

proving (2.73).

Solution 2.19

(i) To begin with, one has

σ2
1 =
(
0 1
1 0

)(
0 1
1 0

)
=
(
1 0
0 1

)
= 1

and finds analogously σ2
2 = 1= σ2

3 . Furthermore

σ1σ2 =
(
0 1
1 0

)(
0 −i
i 0

)
= i

(
1 0
0 −1

)
= iσ3 = iε123σ3

σ2σ1 =
(
0 −i
i 0

)(
0 1
1 0

)
=−i

(
1 0
0 −1

)
=−iσ3 = iε213σ3

σ1σ3 =
(
0 1
1 0

)(
1 0
0 −1

)
=−i

(
0 −i
i 0

)
=−iσ2 = iε132σ2

= −σ3σ1
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σ2σ3 =
(
0 −i
i 0

)(
1 0
0 −1

)
= i

(
0 1
1 0

)
= iσ1 = iε231σ1

= −σ2σ3

From this and σ2
j = 1 follows σ jσk = δ jk1+ iε jklσl .

(ii) Hence

[σ j,σk] = σ jσk−σkσ j = δ jk1+ iε jklσl− δk j︸︷︷︸
δ jk

1− i εk jl︸︷︷︸
−ε jkl

σl = 2iε jklσl .

(iii) Again with σ jσk = δ jk1+ iε jklσl it follows that

{σ j,σk}= σ jσk+σkσ j = δ jk1+ iε jklσl +δk j1+ i εk jl︸︷︷︸
=−ε jkl

σl = 2δ jk1 .

(iv) That σ∗j = σ j holds is easily verified by using the defining matrices of (2.74)
and (2.35). It follows that

σ∗j σ j = σ2
j =︸︷︷︸
(2.76)

1

and from (2.37) that σ j ∈ U(2).

Solution 2.20 To determine the eigenvalues of σx we solve

det(σx−λ1) = det

(−λ 1
1 −λ

)
= λ 2−1= 0

to find λ± =±1. Let | ↑x̂〉=
(
v+1
v+2

)
be eigenvector for the eigenvalue λ+ = +1 and

| ↓x̂〉=
(
v−1
v−2

)
be eigenvector for the eigenvalue λ− =−1, that is, one has

σx
(
v±1
v±2

)
=
(
0 1
1 0

)(
v±1
v±2

)
=
(
v±2
v±1

)
= λ±

(
v±1
v±2

)
.

Then v±1 =±v±2 holds, and with the normalization condition (v±1 )
2+(v±2 )

2 = 1 we
find

| ↑x̂〉= 1√
2

(
1
1

)
=
|0〉+ |1〉√

2
and | ↓x̂〉= 1√

2

(
1
−1
)
=
|0〉− |1〉√

2
(G.66)
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as eigenvectors, and thus

|〈↑x̂ |0〉|2 = 1
2
= |〈↓x̂ |0〉|2

for the probabilities.

Solution 2.21 For σx we have determined in the Solution 20 of Exercise 2.20 the

eigenvalues +1,−1 and the eigenvectors | ↑x̂〉 = 1√
2

(
1
1

)
, | ↓x̂〉 = 1√

2

(
1
−1
)
. With

these we obtain

σx = (+1)| ↑x̂〉〈| ↑x̂〉|+(−1)| ↓x̂〉〈| ↓x̂〉|
=

1√
2

(
1
1

)
1√
2
(1 1)− 1√

2

(
1
−1
)

1√
2
(1 −1)

=︸︷︷︸
(2.27)

1
2

(
1 1
1 1

)
− 1

2

(
1 −1
−1 1

)
=
(
0 1
1 0

)
.

Solution 2.22 Recall from (2.83) that ρi ∈ D(H) for i ∈ {1,2} implies

ρ∗i = ρi (G.67)

〈ψ|ρiψ〉 ≥ 0 ∀|ψ〉 ∈H (G.68)

tr(ρi) = 1 (G.69)

such that for u ∈ [0,1]

(
uρ1+(1−u)ρ2

)∗ = uρ∗1 +(1−u)ρ∗2 =︸︷︷︸
(G.67)

uρ1+(1−u)ρ2

〈ψ|(uρ1+(1−u)ρ2
)
ψ〉 =︸︷︷︸

(2.4)

u〈ψ|ρ1ψ〉+(1−u)〈ψ|ρ2ψ〉 ≥︸︷︷︸
(G.68)

0 ∀|ψ〉 ∈H

⇒︸︷︷︸
Def. 2.12

uρ1+(1−u)ρ2 ≥ 0

tr(uρ1+(1−u)ρ2) = u tr(ρ1)+(1−u) tr(ρ2) =︸︷︷︸
(G.69)

1

and thus uρ1+(1−u)ρ2 ∈ D(H).
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Solution 2.23 In order to show (2.84), we need to prove that UρU∗ satisfies all
defining properties (2.80)–(2.82).

To begin with, we have

(UρU∗)∗ =︸︷︷︸
(2.47)

(U∗)∗ρ∗U∗ =︸︷︷︸
(2.31)

Uρ∗U∗ =︸︷︷︸
(2.80)

UρU∗

proving thatUρU∗ is self-adjoint.
As for positivity, we observe that for any |ψ〉 ∈H

〈ψ|UρU∗ψ〉 =︸︷︷︸
(2.30)

〈U∗ψ|ρU∗ψ〉 ≥︸︷︷︸
Def. 2.12 and(2.81)

0

and thus, again according to Definition 2.12, it follows thatUρU∗ ≥ 0.
Lastly,

tr(UρU∗) =︸︷︷︸
(2.58)

tr(U∗Uρ) =︸︷︷︸
(2.37)

tr(ρ) =︸︷︷︸
(2.82)

1

verifying (2.82) forUρU∗ as well.

Solution 2.24 Let the density operator be given as

ρψ = |ψ〉〈ψ| (G.70)

for a pure state |ψ〉 and let
A=∑

k

λk|ek〉〈ek| (G.71)

be an observable given in diagonal form with the eigenvalues {λk} and {|ek〉} an
ONB consisting of the respective eigenvectors. Moreover, let Pλ denote the projec-
tion onto the eigenspace of λ ∈ {λk}. We proceed to verify that the generalizations
for the expectation value, measurement probability, projection onto the state after
measurement and time evolution given in Postulate 6 for ρψ coincide with the state-
ments made for a pure state |ψ〉 in the Postulates 1–4.
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Expectation Value

〈A〉ρψ =︸︷︷︸
(2.85)

tr
(
ρψA

)
=︸︷︷︸

(G.70)

tr(|ψ〉〈ψ|A) =︸︷︷︸
(G.71)

tr

(
|ψ〉〈ψ|∑

k

λk|ek〉〈ek|
)

= ∑
k

λk tr(|ψ〉〈ψ|ek〉〈ek|) =︸︷︷︸
(2.57)

∑
k, j

λk〈e j|ψ〉〈ψ|ek〉〈ek|e j〉︸ ︷︷ ︸
=δ jk

= ∑
k

λk〈ψ|ek〉〈ek|ψ〉= 〈ψ|∑
k

λk|ek〉〈ek|ψ〉 =︸︷︷︸
(G.71)

〈ψ|Aψ〉

=︸︷︷︸
(2.60)

〈A〉ψ

Measurement Probability

Pρψ (λ ) =︸︷︷︸
(2.86)

tr(ρPλ ) =︸︷︷︸
(G.70)

tr(|ψ〉〈ψ|Pλ ) =︸︷︷︸
Def. 2.11

tr
(|ψ〉〈ψ|P2

λ
)

=︸︷︷︸
(2.58)

tr(Pλ |ψ〉〈ψ|Pλ ) =︸︷︷︸
(2.57)

∑
k

〈ek|Pλψ〉〈ψ|Pλ ek〉

=︸︷︷︸
Def. 2.11

∑
k

〈ek|Pλψ〉〈Pλψ|ek〉= 〈Pλψ|∑
k

|ek〉〈ek|Pλψ〉
︸ ︷︷ ︸

=Pλ |ψ〉

〉

= 〈Pλψ|Pλψ〉= ||Pλψ||2
=︸︷︷︸

(2.62)

Pψ(λ ) (G.72)

Projection From (G.72) we see that

tr
(
ρψPλ

)
= ||Pλψ||2 (G.73)

and thus

PλρψPλ
tr
(
ρψPλ

) =︸︷︷︸
(G.70),(G.73)

Pλ |ψ〉〈ψ|Pλ
||Pλψ||2

=︸︷︷︸
Def. 2.11

Pλ |ψ〉〈ψ|P∗λ
||Pλψ||2

=︸︷︷︸
(2.33)

Pλ |ψ〉〈Pλψ|
||Pλψ||2

=
Pλ |ψ〉
||Pλψ||

〈Pλψ|
||Pλψ||

= ρ Pλ |ψ〉
||Pλ ψ||

,

that is, Pλ ρPλ
tr(ρPλ )

is the density operator of the pure state Pλ |ψ〉
||Pλψ|| .

Time Evolution Let ρ(t0) = ρψ(t0) = |ψ(t0)〉〈ψ(t0)| be the initial state and ρ(t)
be the state at time t. Then we have
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ρ(t) =︸︷︷︸
(2.88)

U(t, t0)ρ(t0)U(t, t0)∗ =U(t, t0)|ψ(t0〉〈ψ(t0)|U(t, t0)∗

=︸︷︷︸
(2.33)

|U(t, t0)ψ(t0)〉〈U(t, t0)ψ(t0)| =︸︷︷︸
(2.70)

ρU(t,t0)|ψ(t0)〉

=︸︷︷︸
(2.71)

ρψ(t) ,

that is, ρ(t) is the density operator of the pure state |ψ(t)〉=U(t, t0)|ψ(t0)〉.

Solution 2.25 We have

〈A〉ρ =︸︷︷︸
(2.85)

tr(ρA) =︸︷︷︸
(2.100)

tr

(

∑
j
p j|ψ j〉〈ψ j|A

)
=∑

j
p j tr(|ψ j〉〈ψ j|A)

=︸︷︷︸
(2.57)

∑
j
p j∑

k

〈ψk|ψ j〉︸ ︷︷ ︸
=δ jk

〈ψ j|Aψk〉=∑
j
p j〈ψ j|Aψ j〉 (G.74)

and thus

〈A〉ψ =︸︷︷︸
(2.60)

〈ψ |Aψ〉 =︸︷︷︸
(2.100)

〈∑
j

√
p jψ j|A∑

k

√
pkψk〉 =︸︷︷︸

(2.4),(2.6)

∑
j,k

√
p j pk〈ψ j|Aψk〉

= ∑
j
p j〈ψ j|Aψ j〉+∑

j �=k

√
p j pk〈ψ j|Aψk〉 =︸︷︷︸

(G.74)

〈A〉ρ +∑
j �=k

√
p j pk〈ψ j|Aψk〉 .

Solution 2.26 To begin with, we have

ρ =
2
5
| ↑x̂〉〈↑x̂ |+ 3

5
|0〉〈0| =︸︷︷︸

(G.66),(2.78)

2
5

1√
2

(
1
1

)
1√
2
(1 1)+

3
5

(
1
0

)
(1 0)

=︸︷︷︸
(2.29)

1
5

(
1 1
1 1

)
+

3
5

(
1 0
0 0

)
=

1
5

(
4 1
1 1

)
.

Obviously tr(ρ) = 1. To determine the eigenvalues p1,2, we solve

det(ρ−λ1) = det

(
1
5

(
4−λ 1
1 1−λ

))
= λ 2−λ +

3
25

= 0
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and find p± = 1
2 ±

√
13
10 . Let |ψ±〉 =

(
u±
v±

)
be the eigenvectors for the eigenvalues

pi, that is,
1
5

(
4 1
1 1

)(
u±
v±

)
=

1
5

(
4u±+ v±
u±+ v±

)
= p±

(
u±
v±

)
.

As a solution of that we find after normalization

|ψ±〉= 1√
26∓6

√
13

(
2

±√13−3

)
.

With this we obtain

p+|ψ+〉〈ψ+|+ p−|ψ−〉〈ψ−|

=
1
2 +

√
13
10

26−6
√
13

(
2√

13−3

)(
2
√
13−3

)

+
1
2 −

√
13
10

26+6
√
13

(
2

−√13−3

)(
2 −√13−3

)

=
1
2 +

√
13
10

26−6
√
13

(
4 2

√
13−6

2
√
13−6 22−6

√
13

)

+
1
2 −

√
13
10

26+6
√
13

(
4 −2√13−6

−2√13−6 22+6
√
13

)

= . . .

=
1
10

(
8 2
2 2

)
=

1
5

(
4 1
1 1

)
= ρ .

To show that ρ > ρ2, we first observe that

ρ−ρ2 =
1
5

(
4 1
1 1

)
−
(
1
5

(
4 1
1 1

))2

=
1
25

(
20 5
5 5

)
− 1

25

(
17 5
5 2

)

=
1
25

(
3 0
0 3

)
.

Now let |φ〉=
(
φ1
φ2

)
∈H�{0} be arbitrary. Then

〈φ |(ρ−ρ2)φ〉 = (φ1 φ2
) 1
25

(
3 0
0 3

)(
φ1
φ2

)
= 3

(φ1)2+(φ2)2

25

> 0 ∀|φ〉 ∈H�{0}

and thus ρ > ρ2.
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Solution 2.27 Let |ϕ〉, |ψ〉 ∈H. On the one hand, we have

ρϕ+ψ = (|ϕ〉+ |ψ〉)(〈ϕ|+ 〈ψ|)
= |ϕ〉〈ϕ|+ |ϕ〉〈ψ|+ |ψ〉〈ϕ|+ |ψ〉〈ψ|

and on the other hand

ρϕ+eiαψ =
(
|ϕ〉+ |eiαψ〉

)(
〈ϕ|+ 〈eiαψ|

)
=
(
|ϕ〉+ eiα |ψ〉

)(
〈ϕ|+ e−iα〈ψ|

)

= |ϕ〉〈ϕ|+ e−iα |ϕ〉〈ψ|+ eiα |ψ〉〈ϕ|+ |ψ〉〈ψ| ,

such that

ρϕ+eiαψ −ρϕ+ψ =
(
e−iα −1

)
|ϕ〉〈ψ|+

(
eiα −1

)
|ψ〉〈ϕ| .

Solution 2.28 Generally, we have for the probability to measure the eigenvalue λi
of A= ∑ j |e j〉λ j〈e j| in the state ρ

〈Pei〉ρ =︸︷︷︸
(2.86)

tr(Peiρ) . (G.75)

For pure states ρψ = |ψ〉〈ψ| this becomes

〈Pei〉ρψ =︸︷︷︸
(2.101)

|〈ei|ψ〉|2 . (G.76)

For A= σz one then has λ1 =+1,λ2 =−1, |e1〉= |0〉=
(
1
0

)
, |e2〉= |1〉=

(
0
1

)
.

(i) With |ψ〉= | ↑x̂〉= |0〉+|1〉√
2

, Eq. (G.76) becomes

〈Pe1〉ρ|↑x̂〉 = |〈e1| ↑x̂〉|
2 =
∣∣∣∣〈0|

|0〉+ |1〉√
2

〉
∣∣∣∣
2

=
1
2
.

(ii) With |ψ〉= | ↓x̂〉= |0〉−|1〉√
2

, it follows similarly that

〈Pe1〉ρ|↓x̂〉 = |〈e1| ↓x̂〉|
2 =
∣∣∣∣〈0|

|0〉− |1〉√
2

〉
∣∣∣∣
2

=
1
2
.
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(iii) Likewise, with |ψ〉= 1√
2
(| ↑x̂〉+ | ↓x̂〉) = |0〉, it follows from (G.76) that

〈Pe1〉ρ|0〉 = |〈e1|0〉|
2 = |〈0|0〉|2 = 1 .

(iv) Finally, one has with ρ = 1
2 (| ↑x̂〉〈| ↑x̂〉|+ | ↓x̂〉〈| ↓x̂〉|) and | ↑x̂〉 =

1√
2
(|0〉+ |1〉) = 1√

2

(
1
1

)
as well as | ↓x̂〉= 1√

2
(|0〉− |1〉) = 1√

2

(
1
−1
)
that

ρ =
1
2

(
1√
2

(
1
1

)
1√
2

(
1 1
)
+

1√
2

(
1
−1
)

1√
2

(
1 −1)

)

=
1
4

((
1 1
1 1

)
+
(

1 −1
−1 1

))
=

1
2

(
1 0
0 1

)

=
1
2
1 .

Then (G.75) implies

〈Pe1〉ρ = tr

(
Pe1

1
2
1
)
=

1
2
.

Solution 2.29 From (2.76) in Exercise 2.19 we know that σ jσk = δ jk1+ iε jklσl .
Using this, we find

(
a ·σ)(b ·σ) =∑

j,k

a jbkσ jσk =︸︷︷︸
(2.76)

∑
j,k

a jbk
(
δ jk1+ iε jklσl

)

=

(

∑
j,k

a jbkδ jk

)
1+ i∑

j,k

a jbkε jklσl

= (a ·b)1
+ i(a1b2ε123σ3+a2b1ε213σ3
+ a1b3ε132σ2+a3b1ε312σ2
+ a2b3ε231σ1+a3b2ε321σ1)
= (a ·b)1
+ i(a1b2−a2b1)σ3
+ i(a3b1−a1b3)σ2
+ i(a2b3−a3b2)σ1
= (a ·b)1+ i(a×b) ·σ .
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Solution 2.30 We have

tr(ρxσ j) =︸︷︷︸
(2.127)

tr

(
1
2

(
1+x ·σ)σ j

)
=

1
2
tr

(
σ j+

3

∑
k=1

xkσkσ j

)

=
1
2
tr(σ j)︸ ︷︷ ︸

=0

+
1
2

3

∑
k=1

xk tr(σkσ j)

=︸︷︷︸
(2.76)

1
2

3

∑
k=1

xk tr
(
1δk j+ iεk jlσl

)
=

1
2

3

∑
k=1

xk
(
δk j tr(1)︸︷︷︸

=2

+iεk jl tr(σl)︸ ︷︷ ︸
=0

)

= x j .

Solution 2.31 With A2 = 1 we have

eiαA =
∞

∑
n=0

(iα)n

n!
An

=
∞

∑
k=0

(iα)2k

2k!
A2k
︸︷︷︸
=1

+
∞

∑
j=0

(iα)2 j+1

(2 j+1)!
A2 j+1
︸ ︷︷ ︸
=A

= 1
∞

∑
k=0

(iα)2k

2k!
︸ ︷︷ ︸

=cosα

+A
∞

∑
j=0

(iα)2 j+1

(2 j+1)!
︸ ︷︷ ︸

=i sinα
= cosα1+ i sinαA .

Solution 2.32 Let n̂ ∈ S1
R3 and α,β ∈ R. Then we have

Dn̂(α)Dn̂(β ) =︸︷︷︸
(2.130)

(
cos

α
2
1− i sin

α
2
n̂ ·σ)(cos β

2
1− i sin

β
2
n̂ ·σ)

= cos
α
2
cos

β
2
1− sin

α
2
sin

β
2
(n̂ ·σ︸︷︷︸

=1

)2

− i
(
cos

α
2
sin

β
2
+ sin

α
2
cos

β
2︸ ︷︷ ︸

=sin α+β
2

)
n̂ ·σ
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=
(
cos

α
2
cos

β
2
− sin

α
2
sin

β
2︸ ︷︷ ︸

=cos α+β2

)
1− i sin

α+β
2

n̂ ·σ

= cos
α+β
2

1− i sin
α+β
2

n̂ ·σ
= Dn̂(α+β ) .

Solution 2.33 From Lemma 2.32 we know already that there exist α,β ,γ,δ ∈ R

such that in the standard basis {|0〉, |1〉} the matrix ofU is given by

U =︸︷︷︸
(2.133)

eiα
(
e−i

β+δ
2 cos γ2 −ei

δ−β
2 sin γ

2

ei
β−δ
2 sin γ

2 ei
β+δ
2 cos γ2

)
. (G.77)

On the other hand, we have

Dẑ(δ ) =︸︷︷︸
(2.31)

cos
δ
2
1− i sin

δ
2
ẑ ·σ = cos

δ
2
1− i sin

δ
2
σz

=
(
cos δ2 − i sin δ

2 0
0 cos δ2 + i sin δ

2

)
=

(
e−i

δ
2 0

0 ei
δ
2

)

and

Dŷ(γ) =︸︷︷︸
(2.31)

cos
γ
2
1− i sin

γ
2
ŷ ·σ = cos

γ
2
1− i sin

γ
2
σy

=

(
cos γ2 −sin γ

2

sin γ
2 cos γ2

)

such that

Dẑ(β )Dŷ(γ)Dẑ(δ ) =

(
e−i

β
2 0

0 ei
β
2

)(
cos γ2 −sin γ

2
sin γ

2 cos γ2

)(
e−i

δ
2 0

0 ei
δ
2

)

=

(
e−i

β+δ
2 cos γ2 −ei

δ−β
2 sin γ

2

ei
β−δ
2 sin γ

2 ei
β+δ
2 cos γ2

)
.

Together with (G.77) this results inU = eiαDẑ(β )Dŷ(γ)Dẑ(δ ).
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Solution 2.34

σxDŷ(η)σx =︸︷︷︸
(2.130)

σx
(
cos

η
2
1− i sin

η
2
ŷ ·σ)σx

= cos
η
2
σ2
x︸︷︷︸

=1

−i sin η
2
σxσy︸︷︷︸
=iσz

σx

= cos
η
2
1+ sin

η
2
σzσx︸︷︷︸
=iσy

= cos
η
2
1+ i sin

η
2
σy

=︸︷︷︸
(2.131)

Dŷ(−η) .

Similarly, one shows the second equation in (2.151).

Solution 2.35 Let

A=
(
a b
c d

)
∈ L(¶H) .

Setting

z0 =
a+d
2

, z1 =
b+ c
2

, z2 = i
b− c
2

, z3 =
a−d
2

,

yields
3

∑
α=0

zασα =
(
z0+ z3 z1− iz2
z1+ iz2 z0− z3

)
=
(
a b
c d

)
= A .

From Lemma 2.35 we know that there exist α,ξ ∈ R and n̂ ∈ S1
R3 such that for any

A ∈ U(¶H)

A= eiαDn̂(ξ ) =︸︷︷︸
(2.130)

eiα
(
cos

ξ
2
1− i sin

ξ
2
n̂ ·σ)= z01+ z ·σ ,

where we now have set

z0 = eiα cos
ξ
2
, z=−i sin ξ

2
n̂ ,

such that

|z0|2+ |z|2 = cos2
ξ
2
+ sin2

ξ
2
|n̂|2 = cos2

ξ
2
+ sin2

ξ
2
= 1 .
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Solutions to Exercises from Chapter 3

Solution 3.36

(
(a|ϕ〉)⊗|ψ〉

)
(ξ ,η) =︸︷︷︸

(3.1)

〈ξ |aϕ〉〈η |ψ〉 =︸︷︷︸
(2.4)

a〈ξ |ϕ〉〈η |ψ〉 =︸︷︷︸
(3.1)

a
(
|ϕ〉⊗ |ψ〉

)
(ξ ,η)

Similarly, one shows |ϕ〉⊗ (a|ψ〉) = a(|ϕ〉⊗ |ψ〉). Next we have
(
a(|ϕ〉⊗ |ψ〉)+b(|ϕ〉⊗ |ψ〉)

)
(ξ ,η) =︸︷︷︸

(3.3)

a(|ϕ〉⊗ |ψ〉)(ξ ,η)+b(|ϕ〉⊗ |ψ〉)(ξ ,η)

=︸︷︷︸
(3.1)

a〈ξ |ϕ〉〈η |ψ〉+b〈ξ |ϕ〉〈η |ψ〉

= (a+b)〈ξ |ϕ〉〈η |ψ〉
=︸︷︷︸
(3.1)

(a+b)
(
|ϕ〉⊗ |ψ〉

)
(ξ ,η)

and
(
(|ϕ1〉+ |ϕ2〉)⊗|ψ〉

)
(ξ ,η) =︸︷︷︸

(3.1)

〈ξ |(|ϕ1〉+ |ϕ2〉)〈η |ψ〉= (〈ξ |ϕ1〉+ 〈ξ |ϕ2〉)〈η |ψ〉

= 〈ξ |ϕ1〉〈η |ψ〉+ 〈ξ |ϕ2〉〈η |ψ〉
=︸︷︷︸
(3.1)

(
|ϕ1〉⊗ |ψ〉+ |ϕ2〉⊗ |ψ〉

)
(ξ ,η) .

Similarly, one shows

|ϕ〉⊗ (|ψ1〉+ |ψ2〉) = |ϕ〉⊗ |ψ1〉+ |ϕ〉⊗ |ψ2〉 .

Solution 3.37 Suppose theΨab ∈ C are such that

∑
a,b

Ψab|ea⊗ fb〉= 0 ∈H
A⊗H

B .

Hence, (3.1) implies that for any (ξ ,η) ∈H
A×H

B
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(
∑
a,b

Ψab|ea⊗ fb〉
)
(ξ ,η) =︸︷︷︸

(3.3),(3.1)

∑
a,b

Ψab〈ea|ξ 〉〈 fb|η〉= 0

and in particular for every (ξ ,η) = (ea′ , fb′)

0=∑
a,b

Ψab 〈ea|ea′ 〉︸ ︷︷ ︸
δa,a′

〈 fb| fb′ 〉︸ ︷︷ ︸
δb,b′

=Ψa′,b′ .

According to Definition 2.3 the vectors in the set {|ea⊗ fb〉} are then linearly inde-
pendent.

Solution 3.38 Let {|ea〉} be an ONB in H
A and {| fb〉} be an ONB in H

B.
The expression 〈Ψ |Φ〉 as defined in (3.7) is positive-definite since for any |Ψ〉 =
∑a,bΨab|ea⊗ fb〉 we have

〈Ψ |Ψ〉=∑
a,b

|Ψab|2 ≥ 0

and thus

〈Ψ |Ψ〉= 0 ⇔ Ψab = 0 ∀a,b ⇔ |Ψ〉= 0 .

Moreover, let

{|ẽa〉 := UA|ea〉=∑
a1

〈ea1 |UAea〉|ea1〉=∑
a1

UA
a1a|ea1〉} ⊂H

A

{| f̃b〉 := UB| fb〉=∑
b1

〈 fb1 |UB fb〉| fb1〉=∑
b1

UB
b1b| fb1〉} ⊂H

B

be other ONBs in H
A, resp. H

B. From Exercise 2.15 we know that then the maps
UA : H

A→H
A,UB : H

B→H
B are necessarily unitary. Thus, we have

|Φ〉 = ∑
a1,b1

Φa1b1 |ea1 ⊗ fb1〉=∑
a,b

Φ̃ab|ẽa⊗ f̃b〉

=∑
a,b

Φ̃ab∑
a1

UA
a1a|ea1〉⊗∑

b1

UB
b1b| fb1〉= ∑

a1,b1
∑
a,b

UA
a1aU

B
b1bΦ̃ab|ea1 ⊗ fb1〉

from which it follows that

Φa1b1 =∑
a,b

UA
a1aU

B
b1bΦ̃ab .
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Similarly, we obtain
Ψa1b1 =∑

a,b

UA
a1aU

B
b1bΨ̃ab

and thus finally

∑
a1,b1

Ψa1b1Φa1b1 = ∑
a1,b1

∑
a,b

UA
a1aU

B
b1b
Ψ̃ab ∑

a2,b2

UA
a1a2U

B
b1b2Φ̃a2b2

=∑
a,b
∑
a2,b2

∑
a1,b1

UA
a1aU

A
a1a2U

B
b1b

UB
b1b2Ψ̃abΦ̃a2b2

=∑
a,b
∑
a2,b2

(

∑
a1

UA∗
aa1U

A
a1a2

)

︸ ︷︷ ︸
=δaa2

(

∑
b1

UB∗
bb1U

B
b1b2

)

︸ ︷︷ ︸
=δbb2

Ψ̃abΦ̃a2b2

=∑
a,b

Ψ̃abΦ̃ab ,

that is, 〈Ψ |Φ〉 as defined in (3.7) does not depend on the choice of the ONBs {ea}⊂
H

A and { fb} ⊂H
B.

Solution 3.39

〈Φ+|Φ+〉 =
1
2
〈00+11|00+11〉= 1

2

(
〈00|00〉+ 〈11|00〉+ 〈00|11〉+ 〈11|11〉

)

=︸︷︷︸
(3.4)

1
2

(
〈0|0〉︸︷︷︸
=1

〈0|0〉+ 〈1|0〉︸︷︷︸
=0

〈1|0〉+ 〈0|1〉︸︷︷︸
=0

〈0|1〉+ 〈1|1〉︸︷︷︸
=1

〈1|1〉
)

= 1 .

〈Φ+|Φ−〉 = 1
2
〈00+11|00−11〉= 1

2

(
〈00|00〉︸ ︷︷ ︸

=1

−〈00|11〉︸ ︷︷ ︸
=0

+〈11|00〉︸ ︷︷ ︸
=0

−〈11|11〉︸ ︷︷ ︸
=1

)

= 0 .

Analogously, one shows

〈Φ−|Φ−〉= 1 = 〈Ψ±|Ψ±〉
〈Ψ+|Ψ−〉= 0 = 〈Φ±|Ψ±〉= 〈Φ∓|Ψ±〉 .
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Solution 3.40 For i ∈ {1,2} let |ϕi〉 ∈H
A and |ψi〉 ∈H

B. Then we have

〈(MA⊗MB)∗ϕ1⊗ψ1|ϕ2⊗ψ2〉 =︸︷︷︸
(2.30)

〈ϕ1⊗ψ1|
(
MA⊗MB)ϕ2⊗ψ2〉

= 〈ϕ1⊗ψ1|MAϕ2⊗MBψ2〉
=︸︷︷︸
(3.4)

〈ϕ1|MAϕ2〉〈ψ1|MBψ2〉

=︸︷︷︸
(2.30)

〈(MA)∗ϕ1|ϕ2〉〈(MB)∗ψ1|ψ2〉

=︸︷︷︸
(3.4)

〈(MA)∗ϕ1⊗ (MB)∗ψ1|ϕ2⊗ψ2〉

= 〈((MA)∗ ⊗ (MB)∗
)
ϕ1⊗ψ1|ϕ2⊗ψ2〉 .

Solution 3.41 Let {|ẽa〉} ⊂ H
A and {| f̃b〉} ⊂ H

B be two other ONBs. From
Exercise 2.15 we know that then there exist unitary operators UA ∈ U

(
H

A
)
and

UB ∈ U
(
H

B
)
such that

|ẽa〉=UA|ea〉=∑
a′
UA
a′a|ea′ 〉

| f̃b〉=UB| fb〉=∑
b′
UB
b′b| fb′ 〉 .

(G.78)

Let M̃a1b1,a2b2 be the matrix of M in the ONB {|ẽa⊗ f̃b〉}. Then

M̃a1b1,a2b2 =︸︷︷︸
(2.22)

〈ẽa1 ⊗ f̃b1 |M
(
ẽa2 ⊗ f̃b2

)〉

=︸︷︷︸
(G.78)

∑
a′1b′1a′2b′2

〈UA
a′1a1
|ea′1〉⊗UB

b′1b1
| fb′1〉|M

(
UA
a′2a2
|ea′2〉⊗UB

b′2b2
| fb′2〉

)〉

=︸︷︷︸
(2.22)

∑
a′1b′1a′2b′2

UA
a′1a1

UB
b′1b1

UA
a′2a2

UB
b′2b2
〈ea′1 ⊗ fb′1 |M

(
ea′2 ⊗ fb′2

)〉

= ∑
a′1b′1a′2b′2

UA
a′1a1

UB
b′1b1

UA
a′2a2

UB
b′2b2

Ma′1b′1,a′2b′2 ,

where we can use that (2.35) implies

UA
a′1a1

UB
b′1b1

=
(
UA)∗

a1a′1

(
UB)∗

b1b′1
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and we obtain

∑
a1a2b

M̃a1b,a2b|ẽa1〉〈ẽa2 |

= ∑
a1a2ba′1b′1a′2b′2

(
UA)∗

a1a′1

(
UB)∗

bb′1
UA
a′2a2

UB
b′2b

Ma′1b′1,a′2b′2 |ẽa1〉〈ẽa2 | (G.79)

= ∑
a′1b′1a′2b′2

(

∑
b

UB
b′2b
(
UB)∗

bb′1

)
Ma′1b′1,a′2b′2

(

∑
a1

(
UA)∗

a1a′1
|ẽa1〉

)(

∑
a2

UA
a′2a2
〈ẽa2 |

)
.

Here we can use thatUA andUB are unitary, henceUB(UB)∗ = 1B and thus

∑
b

UB
b′2b
(
UB)∗

bb′1
= δb2b1 (G.80)

as well asUA(UA)∗ = 1A and thus

∑
a1

(
UA)∗

a1a′1
|ẽa1〉 =︸︷︷︸

(G.78)

∑
a1a′

(
UA)∗

a1a′1
UA
a′a1 |ea′ 〉=∑

a′

(

∑
a1

UA
a′a1
(
UA)∗

a1a′1

)

︸ ︷︷ ︸
=δa′a′1

|ea′ 〉

= |ea′1〉 .

Likewise, we have

∑
a2

UA
a′2a2
〈ẽa2 |= 〈ea′2 | . (G.81)

Inserting (G.80)–(G.81) into (G.79) yields

∑
a1a2b

M̃a1b,a2b|ẽa1〉〈ẽa2 | = ∑
a′1b′1a′2b′2

Ma′1b′1a′2b′2δb′1b′2 |ea′1〉〈ea′2 |= ∑
a1a2

Ma1b,a2b|ea1〉〈ea2 | ,

which shows that in (3.46) the right side in the equation for trB (M) does not depend
on the choice of the the ONBs {|ea〉} and {| fb〉}.

Solution 3.42 We have

tr
(
trB (M)

)
= tr
(
1A trB (M)

)
=︸︷︷︸

(3.48)

tr
(
(1A⊗1B)M

)
= tr(M) ,

and the proof of the second identity is similar.
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Solution 3.43 Let {|ea〉} be an ONB in H
A and {| fb〉} be an ONB in H

B. Then
{|ea⊗ fb〉} is an ONB in H

A⊗H
B and the matrix ofMA⊗MB in this basis is given

by the right side of (3.35). Consequently

tr
(
MA⊗MB) =︸︷︷︸

(2.57)

∑
a,b

(
MA⊗MB)

ab,ab =︸︷︷︸
(3.33)

(
∑
a
MA

aa

)(

∑
b

MB
bb

)

=︸︷︷︸
(2.57)

tr
(
MA) tr

(
MB) .

Now
trB
(
MA⊗MB)= ∑

a1,a2

(
trB
(
MA⊗MB))

a1a2
|ea1〉〈ea2 | , (G.82)

where

(
trB
(
MA⊗MB))

a1a2
=︸︷︷︸

(3.52)

∑
b

(
MA⊗MB)

a1b,a2b
=︸︷︷︸

(3.33)

MA
a1a2∑

b

MB
bb

=︸︷︷︸
(2.57)

MA
a1a2 tr

(
MB) ,

and thus (G.82) becomes

trB
(
MA⊗MB)=MA tr

(
MB) .

The proof for trA
(
MA⊗MB

)
=MB tr

(
MA
)
is, of course, similar.

Solution 3.44 According to (3.44) one has in general for a |Ψ〉 ∈H
A⊗H

B that

ρA(Ψ) = ∑
a1,a2,b

Ψa2bΨa1b|ea1〉〈ea2 | ,

where the {|ea j〉} are an ONB in H
A. With H

A = ¶
H = H

B, |e0〉 = |0〉A, |e1〉 = |1〉A
as ONB in H

A this becomes

ρA(Ψ) =
(
Ψ00Ψ00+Ψ01Ψ01

) |0〉A〈0|
+
(
Ψ00Ψ10+Ψ01Ψ11

) |1〉A〈0|
+
(
Ψ10Ψ00+Ψ11Ψ01

) |0〉A〈1|
+
(
Ψ10Ψ10+Ψ11Ψ11

) |1〉A〈1| .

(G.83)

For the BELL states
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|Φ±〉 = 1√
2
(|00〉± |11〉)

|Ψ±〉 = 1√
2
(|01〉± |10〉)

we find

Φ±00 = ±Φ±11 =Ψ±
01 =±Ψ±

10 =
1√
2

(G.84)

Φ±01 = Φ±10 =Ψ±
00 =Ψ±

11 = 0 . (G.85)

Inserting (G.84) and (G.85) into (G.83) results in

ρA(Φ±) = ρA(Ψ±) =
1
2

(|0〉A〈0|+ |1〉A〈1|)= 1
2
1A .

Similarly, one finds using (3.45), that

ρB(Φ±) = ρB(Ψ±) =
1
2

(|0〉B〈0|+ |1〉B〈1|)= 1
2
1B .

Solution 3.45 Any basis
{
v j | j ∈ {1, . . .dimV}} of V can be used to form a basis{

v j1 ⊗·· ·⊗v jn

}
of V

⊗n such that any vector w ∈ V
⊗n can be written in the form

w= ∑
j1... jn

w j1... jnv j1 ⊗·· ·⊗v jn .

This allows us for any set of A1, . . . ,An ∈ L(V) to define the action of A1⊗·· ·⊗An

on any w ∈ V
⊗n by
(
A1⊗·· ·⊗An

)
w= ∑

j1... jn

w j1... jn(A1v j1)⊗·· ·⊗ (Anv jn) .

such that
A1⊗·· ·⊗An ∈ L

(
V
⊗n)

and it follows that
L(V)⊗n ⊂ L

(
V
⊗n) . (G.86)

Using that
dimL(V) =

(
dimV

)2
(G.87)

and
dimV

⊗n =
(
dimV

)n
, (G.88)
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we find
dimL(V)⊗n =︸︷︷︸

(G.88)

(
dimL(V)

)n =︸︷︷︸
(G.87)

(
dimV

)2n
(G.89)

and
dimL

(
V
⊗n) =︸︷︷︸

(G.87)

(
dimV

⊗n)2 =︸︷︷︸
(G.88)

(
dimV

)2n
(G.90)

and (G.86) together with (G.89) and (G.90) imply that L(V)⊗n = L(V⊗n).

Solution 3.46 First note that for any |ψ〉 ∈H
A

�{0} we have

(|ψ〉〈ψ|⊗1B)2 = |ψ〉〈ψ|ψ〉〈ψ|⊗1B =︸︷︷︸
(2.5)

||ψ||2 (|ψ〉〈ψ|⊗1B) . (G.91)

Using an ONB {|ea〉} ⊂H
A, we find then

〈ψ| ∑
b1,b2

K∗(b1,b2)K(b1,b2)ψ〉

=︸︷︷︸
(2.43)

∑
a1,a2

〈ψ|ea1〉〈ea1 | ∑
b1,b2

K∗(b1,b2)K(b1,b2)ea2〉〈ea2 |ψ〉

= ∑
a1,a2

〈ea2 |ψ〉〈ψ|ea1〉〈ea1 | ∑
b1,b2

K∗(b1,b2)K(b1,b2)ea2〉

=︸︷︷︸
(2.57)

tr

(
|ψ〉〈ψ| ∑

b1,b2

K∗(b1,b2)K(b1,b2)

)

=︸︷︷︸
(3.84)

tr
(
|ψ〉〈ψ| trB

(
(1A⊗

√
ρB)V ∗V (1A⊗

√
ρB)
))

=︸︷︷︸
(3.47)

tr
(
(|ψ〉〈ψ|⊗1B)(1A⊗

√
ρB)V ∗V (1A⊗

√
ρB)
)

=︸︷︷︸
(G.91)

1

||ψ||2 tr
(
(|ψ〉〈ψ|⊗1B)2(1A⊗

√
ρB)V ∗V (1A⊗

√
ρB)
)

=︸︷︷︸
(2.58)

1

||ψ||2 tr
(
(|ψ〉〈ψ|⊗1B)(1A⊗

√
ρB)V ∗V (1A⊗

√
ρB)(|ψ〉〈ψ|⊗1B)

)

=
1

||ψ||2 tr
(
(|ψ〉〈ψ|⊗

√
ρB)V ∗V (|ψ〉〈ψ|⊗

√
ρB)
)
.
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Solution 3.47 Using an ONB {|ea⊗ fb〉} ⊂H
A⊗H

B, we obtain

tr
(
(|ψ〉〈ψ|⊗

√
ρB)V ∗V (|ψ〉〈ψ|⊗

√
ρB)
)

=︸︷︷︸
(2.57)

∑
a,b

〈ea⊗ fb|(|ψ〉〈ψ|⊗
√
ρB)V ∗V (|ψ〉〈ψ|⊗

√
ρB)ea⊗ fb〉

=︸︷︷︸
(2.30)

∑
a,b

〈(|ψ〉〈ψ|⊗
√
ρB)∗ea⊗ fb|V ∗V (|ψ〉〈ψ|⊗

√
ρB)ea⊗ fb〉

=︸︷︷︸
(3.31)

∑
a,b

〈(|ψ〉〈ψ|∗ ⊗
√
ρB
∗
)ea⊗ fb|V ∗V (|ψ〉〈ψ|⊗

√
ρB)ea⊗ fb〉

=︸︷︷︸
(3.81),(2.36)

∑
a,b

〈(|ψ〉〈ψ|⊗
√
ρB)ea⊗ fb|V ∗V (|ψ〉〈ψ|⊗

√
ρB)ea⊗ fb〉

= ∑
a,b

〈|ψ〉〈ψ|ea〉⊗
√
ρB| fb〉|V ∗V (|ψ〉〈ψ|ea〉⊗

√
ρB| fb〉)〉

=︸︷︷︸
(2.4),(2.6)

∑
a,b

|〈ea|ψ〉|2 〈|ψ〉⊗
√
ρB| fb〉|V ∗V (|ψ〉⊗

√
ρB| fb〉)〉

≤︸︷︷︸
(3.73)

κ∑
a,b

|〈ea|ψ〉|2 〈|ψ〉⊗
√
ρB| fb〉||ψ〉⊗

√
ρB| fb〉〉

=︸︷︷︸
(2.12),(3.4)

κ ||ψ||2∑
b

〈ψ|ψ〉〈
√
ρB| fb〉|

√
ρB| fb〉〉

=︸︷︷︸
(2.5)

κ ||ψ||4∑
b

∣∣∣
∣∣∣
√
ρB fb

∣∣∣
∣∣∣
2

=︸︷︷︸
(3.79)

κ ||ψ||4∑
b

||√qb fb||2

=︸︷︷︸
(2.7)

κ ||ψ||4∑
b

qb || fb||2︸ ︷︷ ︸
=1

= κ ||ψ||4∑
b

qb =︸︷︷︸
(3.77)

κ ||ψ||4 .

Solution 3.48 Combining the ONB {| fb〉} of H
B used in (3.87) to define V̌ with an

ONB {|ea〉} of H
A to form an ONB {|ea⊗ fb〉} of H

A⊗H
B we find

〈V̌ ∗(ea⊗ fb|ψ⊗ f1〉 =︸︷︷︸
(2.30)

〈ea⊗ fb|V̌ (ψ⊗ f1)〉 =︸︷︷︸
(3.87)

〈ea⊗ fb|∑
l

Kl |ψ〉⊗ | fl〉〉

=︸︷︷︸
(3.4)

∑
l

〈ea|Klψ〉〈 fb| fl〉︸ ︷︷ ︸
=δbl

= 〈ea|Kbψ〉 . (G.92)

With this we obtain for every |ψ⊗ f1〉 ∈ ı{HA}
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〈ψ⊗ f1|V̌ ∗(ea⊗ fb)〉 =︸︷︷︸
(2.1)

〈V̌ ∗(ea⊗ fb)|ψ⊗ f1〉 =︸︷︷︸
(G.92)

〈ea|Kbψ〉

=︸︷︷︸
(2.1)

〈Kbψ|ea〉 =︸︷︷︸
(2.30),(2.31)

〈ψ|K∗b ea〉

= ∑
l

〈ψ|K∗l ea〉〈 fl | fb〉︸ ︷︷ ︸
=δlb

=︸︷︷︸
(3.4)

(
∑
l

〈ψ|K∗l ⊗〈 fl |
)(
|ea⊗ fb〉

)

proving the claim (3.88).

Solution 3.49 Let a1, . . . ,am,b1, . . . ,bn−m ∈ C
n be such that

A=

⎛

⎝a1 · · · am
⎞

⎠ , B=

⎛

⎝b1 · · · bn−m
⎞

⎠ ,

where the a j are given and the b j are yet to be determined. Moreover, set

V =

⎛

⎝A B

⎞

⎠ .

Then we have

V ∗V =

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

a1 ·a1 · · · a1 ·am a1 ·b1 · · · a1 ·bn−m
...

...
...

...
am ·a1 · · · am ·am am ·b1 · · · am ·bn−m
b1 ·a1 · · · b1 ·am b1 ·b1 · · · b1 ·bn−m

...
...

...
...

bn−m ·a1 · · · bn−m ·am bn−m ·b1 · · · bn−m ·bn−m

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where u · v = ∑n
j=1 u jv j denotes the scalar product in C

n. For V ∗V to have form
given in (3.90) the b j have to satisfy

al ·bk = 0 ∀l ∈ {1, . . . ,m}; k ∈ {1, . . . ,n−m} (G.93)

b j ·bk = cδ jk ∀ j,k ∈ {1, . . . ,n−m} . (G.94)
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Each of the n−m vectors b j has n components giving us altogether n(n−m)
unknowns. Equation (G.93) gives m equations whereas due to the symmetry (G.94)
provides (n−m)(n−m+1)

2 equations. As long as

(n−m)(n−m+1)
2

+m≤ n(n−m) (G.95)

we can find the b j and thus the matrix B ∈ Mat(n× (n−m),C) delivering the
required form (3.90) for V ∗V . Rearranging terms shows that (G.95) is equivalent
to m(m+ 1) ≤ n(n− 1). Since by assumption n > m it follows that n− 1 ≥ m and
n≥ m+1 which guarantees m(m+1)≤ n(n−1) and thus (G.95).

Solution 3.50 Since an orthogonal projection PB satisfies

1A⊗PB =︸︷︷︸
Def. 2.11

1A⊗ (PB)2 = (1A⊗PB)2 (G.96)

and
1A⊗PB =︸︷︷︸

Def. 2.11

1A⊗ (PB)∗ =︸︷︷︸
(3.31)

(1A⊗PB)∗ (G.97)

we have

tr
(
(1A⊗PB)U(ρA⊗ρB)U∗

)
=︸︷︷︸

(G.96)

tr
(
(1A⊗PB)2U(ρA⊗ρB)U∗

)

=︸︷︷︸
(2.58)

tr
(
(1A⊗PB)U(ρA⊗ρB)U∗(1A⊗PB)

)

=︸︷︷︸
(G.97)

tr
(
(1A⊗PB)U(ρA⊗ρB)U∗(1A⊗PB)∗

)

=︸︷︷︸
(2.47)

tr
(
(1A⊗PB)U(ρA⊗ρB)

(
(1A⊗PB)U

)∗)

=︸︷︷︸
(3.101)

tr
(
V (ρA⊗ρB)V ∗

)

=︸︷︷︸
(3.49)

tr
(
trB
(
V (ρA⊗ρB)V ∗

))

=︸︷︷︸
(3.100)

tr
(
K(ρA)

)
.
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Solution 3.51 For any x1,x2 ∈ B1
R3 and μ ∈ [0,1] we have

ρμx1+(1−μ)x2 =︸︷︷︸
(3.107)

1
2

(
1+
(
μx1+(1−μ)x2

) ·σ
)

= μ
1
2

(
1+x1 ·σ

)
+(1−μ)1

2

(
1+x2 ·σ

)

=︸︷︷︸
(3.107)

μρx1 +(1−μ)ρx2 (G.98)

and thus

K̂
(
μx1+(1−μ)x2

)
=︸︷︷︸

(3.108)

tr
(
K(ρμx1+(1−μ)x2)σ

)
=︸︷︷︸

(G.98)

tr(K(μρx1 +(1−μ)ρx2)σ)

=︸︷︷︸
(3.106)

tr(μK(ρx1)σ +(1−μ)K(ρx2)σ)

= μ tr(K(ρx1)σ)+(1−μ) tr(K(ρx2)σ)
=︸︷︷︸

(3.108)

μK̂(x1)+(1−μ)K̂(x2) .

Solutions to Exercises from Chapter 4

Solution 4.52 According to the starting assumption, ρA and ρB are given as in
Definition 4.1, that is, each of them is self-adjoint, positive and has trace 1. From
(3.32) it follows that then ρA⊗ρB is self-adjoint. In order to show the positivity of
the ρA⊗ρB note at first that

ρA⊗ρB =
(
ρA⊗1

)(
1⊗ρB)=

(
1⊗ρB)(ρA⊗1

)
, (G.99)

where also

(
ρA⊗1

)∗ = ρA⊗1
(
1⊗ρB)∗ = 1⊗ρB .

Both ρA⊗1 as well as 1⊗ρB are positive because for an arbitrary vector
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|Ψ〉=∑
a,b

Ψab|ea〉⊗ | fb〉 ∈H
A⊗H

B

we find that

〈Ψ |(ρA⊗1
)
Ψ〉 =︸︷︷︸

(3.8)

∑
a1a2,b1b2

Ψa1b1Ψa2b2〈ea1 ⊗ fb1 |
(
ρA⊗1

)
ea2 ⊗ fb2〉

=︸︷︷︸
(3.29)

∑
a1a2,b1b2

Ψa1b1Ψa2b2〈ea1 |ρAea2〉〈 fb1 | fb2〉︸ ︷︷ ︸
=δb1b2

= ∑
a1a2,b

Ψa1bΨa2b〈ea1 |ρAea2〉

= ∑
b

〈∑
a1

Ψa1bea1
︸ ︷︷ ︸

=:ψb

|ρA∑
a2

Ψa2bea2〉

= ∑
b

〈ψb|ρAψb〉︸ ︷︷ ︸
≥0

≥ 0 ,

where the positivity of ρA was used in the penultimate line. Similarly, one shows that
1⊗ρB is positive. Since the ρA⊗1 as well as the 1⊗ρB are self-adjoint and positive
and according to (G.99) commute, it follows that for every pair ρA⊗1,1⊗ρB there
exists an ONB |ea⊗ fb〉 in which both are diagonal

ρA⊗1 =∑
a,b

λA
a,b|ea⊗ fb〉〈ea⊗ fb|

1⊗ρB =∑
a,b

λB
a,b|ea⊗ fb〉〈ea⊗ fb| ,

where due to the positivity of the ρA⊗1,1⊗ρB we also have

λX
a,b ≥ 0 for X ∈ {A,B} . (G.100)

With (G.99) one obtains thus

ρA⊗ρB =∑
a,b

λA
a,bλ

B
a,b|ea⊗ fb〉〈ea⊗ fb|

and because of (G.100) it follows that ρA⊗ρB is positive.
Finally, the trace property for ρA⊗ρB follows from

tr
(
ρA⊗ρB) =︸︷︷︸

(3.57)

tr
(
ρA)

︸ ︷︷ ︸
=1

tr
(
ρA)

︸ ︷︷ ︸
=1

= 1 .
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Solution 4.53 With the results of Exercise 2.20 as given in (G.66) we have

| ↑x̂〉 = 1√
2
(|0〉+ |1〉) and | ↓x̂〉= 1√

2
(|0〉− |1〉)

such that

| ↑x̂〉⊗ | ↑x̂〉+ | ↓x̂〉⊗ | ↓x̂〉 = |0〉+ |1〉√
2

⊗ |0〉+ |1〉√
2

+
|0〉− |1〉√

2
⊗ |0〉− |1〉√

2

=
1
2
(|00〉+ |01〉+ |10〉+ |11〉)

+
1
2
(|00〉− |01〉− |10〉+ |11〉)

= |00〉+ |11〉.

Solution 4.54 Per definition (2.125) and (2.126) one has

| ↑n̂〉 =
(
e−i

φ
2 cos θ2

ei
φ
2 sin θ

2

)
= e−i

φ
2 cos

θ
2
|0〉+ ei

φ
2 sin

θ
2
|1〉

| ↓n̂〉 =
(
−e−i φ2 sin θ

2

ei
φ
2 cos θ2

)
=−e−i φ2 sin θ

2
|0〉+ ei

φ
2 cos

θ
2
|1〉

and thus

| ↑n̂〉⊗ | ↓n̂〉− | ↓n̂〉⊗ | ↑n̂〉
=
(
e−i

φ
2 cos

θ
2
|0〉+ ei

φ
2 sin

θ
2
|1〉
)
⊗
(
−e−i φ2 sin θ

2
|0〉+ ei

φ
2 cos

θ
2
|1〉
)

−
(
−e−i φ2 sin θ

2
|0〉+ ei

φ
2 cos

θ
2
|1〉
)
⊗
(
e−i

φ
2 cos

θ
2
|0〉+ ei

φ
2 sin

θ
2
|1〉
)

= −e−iφ cos θ
2
sin

θ
2
|00〉+ cos2

θ
2
|01〉− sin2

θ
2
|10〉+ eiφ cos

θ
2
sin

θ
2
|11〉

−
(
−e−iφ cos θ

2
sin

θ
2
|00〉− sin2

θ
2
|01〉+ cos2

θ
2
|10〉+ eiφ cos

θ
2
sin

θ
2
|11〉
)

= |01〉− |10〉 =︸︷︷︸
(3.28)

√
2|Ψ−〉 .
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Solution 4.55 Since n̂ in the result (4.25) of Exercise 4.54 is arbitrary, we can
choose n̂= n̂A and write |Ψ−〉 as

|Ψ−〉= 1√
2

(| ↑n̂A〉⊗ | ↓n̂A〉− | ↓n̂A〉⊗ | ↑n̂A〉
)
. (G.101)

with ΣA
n̂A

= n̂A ·σ and ΣB
n̂B

= n̂B ·σ it then follows that

〈
ΣA
n̂A
⊗ΣB

n̂B

〉

Ψ−
= 〈Ψ−|(n̂A ·σ ⊗ n̂B ·σ)Ψ−〉 (G.102)

=
1√
2
〈Ψ−| n̂A ·σ | ↑n̂A 〉︸ ︷︷ ︸

=+|↑n̂A 〉

⊗n̂B ·σ | ↓n̂A 〉− n̂A ·σ | ↓n̂A 〉︸ ︷︷ ︸
=−|↓n̂A 〉

⊗n̂B ·σ | ↑n̂A 〉〉

=
1√
2
〈Ψ−|(| ↑n̂A 〉⊗ n̂B ·σ | ↓n̂A 〉+ | ↓n̂A 〉⊗ n̂B ·σ | ↑n̂A 〉

)〉 .

In the last term we can use the following identity

n̂B ·σ | ↓n̂A〉 = n̂B ·σ(− n̂A ·σ)| ↓n̂A〉
= −(n̂B ·σ)(n̂A ·σ)| ↓n̂A〉
=︸︷︷︸

(2.121)

−((n̂B · n̂A)1+ i(n̂B× n̂A) ·σ)| ↓n̂A〉 . (G.103)

Analogously, one shows

n̂B ·σ | ↑n̂A〉=
(
(n̂B · n̂A)1+ i(n̂B× n̂A) ·σ)| ↑n̂A〉 . (G.104)

Inserting (G.103) and (G.104) in (G.102) yields

〈
ΣA
n̂A
⊗ΣB

n̂B

〉

Ψ−
=

−n̂B · n̂A√
2

〈Ψ−|(| ↑n̂A 〉⊗ | ↓n̂A 〉− | ↓n̂A 〉⊗ | ↑n̂A 〉
)〉

− i√
2
〈Ψ−|(| ↑n̂A 〉⊗ (n̂B× n̂A) ·σ | ↓n̂A 〉

)〉

+
i√
2
〈Ψ−|(| ↓n̂A 〉⊗ (n̂B× n̂A) ·σ | ↑n̂A 〉

)〉

=︸︷︷︸
(G.101)

−n̂B · n̂A 〈Ψ−|Ψ−〉
︸ ︷︷ ︸

=1

− i
2
〈↑n̂A ⊗ ↓n̂A − ↓n̂A ⊗ ↑n̂A | ↑n̂A ⊗(n̂B× n̂A) ·σ | ↓n̂A 〉〉

+
i
2
〈↑n̂A ⊗ ↓n̂A − ↓n̂A ⊗ ↑n̂A | ↓n̂A ⊗(n̂B× n̂A) ·σ | ↑n̂A 〉〉
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=︸︷︷︸
(3.4)

−n̂B · n̂A (G.105)

− i
2

(
〈↓n̂A |(n̂B× n̂A) ·σ | ↓n̂A 〉〉+ 〈↑n̂A |(n̂B× n̂A) ·σ | ↑n̂A 〉〉

)
.

In order to show 〈
ΣA
n̂A
⊗ΣB

n̂B

〉

Ψ−
=−n̂B · n̂A , (G.106)

we prove that in general for m̂, n̂ ∈ S1
R3

〈↓n̂ |m̂ ·σ ↓n̂〉+ 〈↑n̂ |m̂ ·σ ↑n̂〉= 0 (G.107)

holds. With m̂= n̂B× n̂A and n̂= n̂A it then follows that the second term in (G.105)
vanishes. To show (G.107), we consider first m̂ ·σ | ↑n̂〉 in the ONB {| ↑n̂〉, | ↓n̂〉}:

m̂ ·σ | ↑n̂〉= am̂| ↑n̂〉+bm̂| ↓n̂〉 . (G.108)

If bm̂ = 0, it follows that
m̂ ·σ | ↑n̂〉= am̂| ↑n̂〉 , (G.109)

and am̂ is an eigenvalue of m̂ · σ with eigenvector | ↑n̂〉. From (2.29) it follows
immediately, that (m̂ ·σ)2 = 1, and thus the eigenvalues of m̂ ·σ are given by ±1.
The eigenspace for the eigenvalue −am̂ is one-dimensional and orthogonal to the
eigenvector | ↓n̂〉for the eigenvalue am̂. Hence,

m̂ ·σ | ↓n̂〉=−am̂| ↓n̂〉 , (G.110)

and (G.107) follows from (G.109) and (G.110).
In case bm̂ �= 0, we obtain from (G.108) because of 〈↓n̂ | ↑n̂〉= 0 first

〈↓n̂ |m̂ ·σ ↓n̂〉= am̂ . (G.111)

On the other hand, because of (m̂ ·σ)2 = 1 it follows from (G.108) also that

| ↑n̂〉 = am̂m̂ ·σ | ↑n̂〉+bm̂m̂ ·σ | ↓n̂〉
= am̂

(
am̂| ↑n̂〉+bm̂| ↓n̂〉

)
+bm̂m̂ ·σ | ↓n̂〉 .

Taking on both sides the scalar product with 〈↓n̂ | yields, because of bm̂ �= 0 and
〈↓n̂ | ↑n̂〉= 0, thus

〈↓n̂ |m̂ ·σ ↓n̂〉=−am̂ . (G.112)
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From (G.111) and (G.112) follows (G.107) also in the case bm̂ �= 0 and thus
finally (G.106).

Alternatively, one can verify (G.106) also by an explicit calculation, making use
of the representations n̂, | ↑n̂A〉| ↓n̂A〉, n̂A ·σ in (2.122)–(2.123) and (2.125)–(2.126).
But that is equally lengthy.

Solution 4.56 Since n̂ in the result (4.25) of Exercise 4.54 is arbitrary, we can
choose n̂= n̂A and represent |Ψ−〉 as

|Ψ−〉= 1√
2

(| ↑n̂A〉⊗ | ↓n̂A〉− | ↓n̂A〉⊗ | ↑n̂A〉
)
. (G.113)

With ΣA
n̂A

= n̂A ·σ we thus have

〈
ΣA
n̂A
⊗1
〉

Ψ−
= 〈Ψ−|(n̂A ·σ ⊗1

)
Ψ−〉

=︸︷︷︸
(G.113)

1√
2
〈Ψ−| n̂A ·σ | ↑n̂A〉︸ ︷︷ ︸

=+|↑n̂A 〉

⊗| ↓n̂A〉− n̂A ·σ | ↓n̂A〉︸ ︷︷ ︸
=−|↓n̂A 〉

⊗| ↑n̂A〉〉

=
1√
2
〈Ψ−| ↑n̂A ⊗ ↓n̂A + ↓n̂A ⊗ ↑n̂A〉

=︸︷︷︸
(G.113)

1
2
〈↑n̂A ⊗ ↓n̂A − ↓n̂A ⊗ ↑n̂A | ↑n̂A ⊗ ↓n̂A + ↓n̂A ⊗ ↑n̂A〉

= 0 ,

where we used 〈↑n̂A | ↑n̂A〉= 1 and 〈↑n̂A | ↓n̂A〉= 0 in the last step.

Analogously, one shows that
〈
1⊗ΣB

n̂B

〉

Ψ−
= 0.

Solution 4.57 With

Σn̂ = n̂ ·σ
m̂ ·σ | ↑m̂〉 =︸︷︷︸

(2.124)

| ↑m̂〉 (G.114)

(
m̂ ·σ)∗ = m̂ ·σ (G.115)

one has
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〈Σn̂〉|↑m̂〉 = 〈↑m̂ |(n̂ ·σ) ↑m̂〉

=︸︷︷︸
(G.114)

1
2

[
〈(m̂ ·σ) ↑m̂ |(n̂ ·σ) ↑m̂〉+ 〈↑m̂ |(n̂ ·σ)(m̂ ·σ) ↑m̂〉

]

=︸︷︷︸
(G.115)

1
2
〈↑m̂ |

[
(m̂ ·σ)(n̂ ·σ)+(n̂ ·σ)(m̂ ·σ)] ↑m̂〉

=︸︷︷︸
(2.121)

1
2
〈↑m̂ |

[
(m̂ · n̂)1+ i((m̂× n̂) ·σ)+(n̂ · m̂)1+ i((n̂× m̂) ·σ)] ↑m̂〉

= n̂ · m̂+
i
2
〈↑m̂ |

([
m̂× n̂+ n̂× m̂

]
︸ ︷︷ ︸

=0

·σ) ↑m̂〉

= n̂ · m̂ .

Solution 4.58 To begin with, we have

Pλa |Ψ〉 =︸︷︷︸
(4.49)

(|ea〉〈ea|⊗1B)∑
a1,b

Ψa1b|ea1〉⊗ | fb〉= ∑
a1,b

Ψa1b|ea〉〈ea|ea1〉︸ ︷︷ ︸
=δaa1

⊗| fb〉

= ∑
b

Ψab|ea〉⊗ | fb〉 ,

which implies

Pλa |Ψ〉〈Ψ |Pλa =︸︷︷︸
(3.8)

∑
b1,b2

Ψab1Ψab2 |ea〉⊗ | fb1〉〈ea|⊗ 〈 fb2 |

=︸︷︷︸
(3.36)

∑
b1,b2

Ψab1Ψab2 |ea〉〈ea|⊗ | fb1〉〈 fb2 | . (G.116)

Inserting (G.116) into (4.51) yields

ρ =∑
a
∑
b1,b2

Ψab1Ψab2 |ea〉〈ea|⊗ | fb1〉〈 fb2 | (G.117)

for the density operator of the composite system. From Corollary 3.20 we know that
then the sub-system in H

B is described by
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ρB(ρ) =︸︷︷︸
(3.56)

trA (ρ) =︸︷︷︸
(G.117)

trA
(

∑
a
∑
b1,b2

Ψab1Ψab2 |ea〉〈ea|⊗ | fb1〉〈 fb2 |
)

= ∑
a
∑
b1,b2

Ψab1Ψab2 tr
A (|ea〉〈ea|⊗ | fb1〉〈 fb2 |

)

=︸︷︷︸
(3.57)

∑
a
∑
b1,b2

Ψab1Ψab2 tr(|ea〉〈ea|)︸ ︷︷ ︸
=1

| fb1〉〈 fb2 |

= ∑
a
∑
b1,b2

Ψab1Ψab2 | fb1〉〈 fb2 | ,

where we used in the last equation that tr(|ea〉〈ea|) = tr(ρea) = 1 for any pure state
|ea〉.

Solutions to Exercises from Chapter 5

Solution 5.59 To begin with, we have for any V ∈ U(¶H)

(V ∗ −1)(V −1) =V ∗V −V ∗ −V +1 =︸︷︷︸
(2.37)

21−V ∗ −V (G.118)

as well as

(
1⊗n+1+ |a〉〈a|⊗ (V −1

)⊗|b〉〈b|)∗

=︸︷︷︸
(3.31)

1⊗n+1+
(|a〉〈a|)∗ ⊗ (V −1

)∗ ⊗ (|b〉〈b|)∗

=︸︷︷︸
(2.35)

1⊗n+1+ |a〉〈a|⊗ (V ∗ −1
)⊗|b〉〈b| . (G.119)

With this we obtain
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(
1⊗n+1+ |a〉〈a|⊗ (V −1

)⊗|b〉〈b|
)∗(

1⊗n+1+ |a〉〈a|⊗ (V −1
)⊗|b〉〈b|

)

=︸︷︷︸
(G.119)

(
1⊗n+1+ |a〉〈a|⊗ (V ∗ −1

)⊗|b〉〈b|
)(

1⊗n+1+ |a〉〈a|⊗ (V −1
)⊗|b〉〈b|

)

= 1⊗n+1+ |a〉〈a|⊗ (V −1
)⊗|b〉〈b|

+ |a〉〈a|⊗ (V ∗ −1
)⊗|b〉〈b|

+ |a〉〈a|⊗ (V ∗ −1
)(
V −1

)⊗|b〉〈b|
= 1⊗n+1+ |a〉〈a|⊗

((
V ∗ −1

)(
V −1

)
+V +V ∗ −21

)
⊗|b〉〈b|

=︸︷︷︸
(G.118)

1⊗n+1 .

Solution 5.60 First we show (5.15). Per definition one has

Λ 1(V ) = 1⊗2+ |1〉〈1|⊗ (V −1)
= 1⊗1+ |1〉〈1|⊗V −|1〉〈1|⊗1

=
(|0〉〈0|+ |1〉〈1|)⊗1+ |1〉〈1|⊗V −|1〉〈1|⊗1

= |0〉〈0|⊗1+ |1〉〈1|⊗V . (G.120)

The proof of (5.16) with projections |0〉〈0|, . . . is a cumbersome writing down of
many terms and lengthy. A more concise alternative proof can be given if we use
the matrix representation in the computational basis. In this one has with (G.120) at
first

Λ 1(X) = |0〉〈0|⊗1+ |1〉〈1|⊗X

=
(
1
0

)
(1,0)⊗

(
1 0
0 1

)
+
(
0
1

)
(0,1)⊗

(
0 1
1 0

)

=
(
1 0
0 0

)
⊗
(
1 0
0 1

)
+
(
0 0
0 1

)
⊗
(
0 1
1 0

)

=

⎛

⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

⎞

⎟⎟⎠+

⎛

⎜⎜⎝

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

⎞

⎟⎟⎠

=

⎛

⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞

⎟⎟⎠ . (G.121)

Analogously, we have
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Λ1(X) = 1⊗1+
(
X−1

)⊗|1〉〈1|

=
(
1 0
0 1

)
⊗
(
1 0
0 1

)
+
(−1 1

1 −1
)
⊗
(
0 0
0 1

)

=

⎛

⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎞

⎟⎟⎠+

⎛

⎜⎜⎝

0 0 0 0
0 −1 0 1
0 0 0 0
0 1 0 −1

⎞

⎟⎟⎠

=

⎛

⎜⎜⎝

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

⎞

⎟⎟⎠ (G.122)

and

H⊗2 =
1√
2

(
1 1
1 −1

)
⊗ 1√

2

(
1 1
1 −1

)

=
1
2

⎛

⎜⎜⎝

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎞

⎟⎟⎠ . (G.123)

With (G.121) and (G.123) one then obtains

H⊗2Λ 1(X)H⊗2 =
1
4

⎛

⎜⎜⎝

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎞

⎟⎟⎠

⎛

⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞

⎟⎟⎠

⎛

⎜⎜⎝

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎞

⎟⎟⎠

=

⎛

⎜⎜⎝

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

⎞

⎟⎟⎠ =︸︷︷︸
(G.122)

Λ1(X) .

The proof of (5.17) is simpler in the operator-representation. With (G.120) it
follows that

Λ 1(M(α)) = |0〉〈0|⊗1+ |1〉〈1|⊗M(α)
= |0〉〈0|⊗1+ |1〉〈1|⊗ eiα1

=
(|0〉〈0|+ eiα |1〉〈1|)⊗1= P(α)⊗1 .

Solution 5.61 Since complex numbers can be multiplied to any factor in a tensor
product, that is, since for any c ∈ C
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· · ·⊗ c|ψ〉⊗ · · ·⊗ |ϕ〉⊗ · · ·= · · ·⊗ |ψ〉⊗ · · ·⊗ c|ϕ〉⊗ . . .

holds, one has

S(n)jk

0⊗

l=n−1
|ψl〉

= |ψn−1 . . .ψ j+1〉⊗ |0〉〈0|ψ j〉⊗ |ψ j−1 . . .ψk+1〉⊗ |0〉〈0|ψk〉⊗ |ψk−1 . . .ψ0〉
+ |ψn−1 . . .ψ j+1〉⊗ |1〉〈1|ψ j〉⊗ |ψ j−1 . . .ψk+1〉⊗ |1〉〈1|ψk〉⊗ |ψk−1 . . .ψ0〉
+ |ψn−1 . . .ψ j+1〉⊗ |0〉〈1|ψ j〉⊗ |ψ j−1 . . .ψk+1〉⊗ |1〉〈0|ψk〉⊗ |ψk−1 . . .ψ0〉
+ |ψn−1 . . .ψ j+1〉⊗ |1〉〈0|ψ j〉⊗ |ψ j−1 . . .ψk+1〉⊗ |0〉〈1|ψk〉⊗ |ψk−1 . . .ψ0〉

= |ψn−1 . . .ψ j+1〉⊗ |0〉〈0|ψk〉⊗ |ψ j−1 . . .ψk+1〉⊗ |0〉〈0|ψ j〉⊗ |ψk−1 . . .ψ0〉
+ |ψn−1 . . .ψ j+1〉⊗ |1〉〈1|ψk〉⊗ |ψ j−1 . . .ψk+1〉⊗ |1〉〈1|ψ j〉⊗ |ψk−1 . . .ψ0〉
+ |ψn−1 . . .ψ j+1〉⊗ |0〉〈0|ψk〉⊗ |ψ j−1 . . .ψk+1〉⊗ |1〉〈1|ψ j〉⊗ |ψk−1 . . .ψ0〉
+ |ψn−1 . . .ψ j+1〉⊗ |1〉〈1|ψk〉⊗ |ψ j−1 . . .ψk+1〉⊗ |0〉〈0|ψ j〉⊗ |ψk−1 . . .ψ0〉

= |ψn−1 . . .ψ j+1〉⊗ |0〉〈0|ψk〉⊗ |ψ j−1 . . .ψk+1〉⊗ |ψ j〉⊗ |ψk−1 . . .ψ0〉
+ |ψn−1 . . .ψ j+1〉⊗ |1〉〈1|ψk〉⊗ |ψ j−1 . . .ψk+1〉⊗ |ψ j〉⊗ |ψk−1 . . .ψ0〉

= |ψn−1 . . .ψ j+1〉⊗ |ψk〉⊗ |ψ j−1 . . .ψk+1〉⊗ |ψ j〉⊗ |ψk−1 . . .ψ0〉 .

This proves (5.31). From that (5.32) follows since the second application of S(n)jk
reverses the exchange of the qubits |ψ j〉 and |ψk〉.

As S(n)jk acts only on the factor spaces ¶
H j and ¶

Hk, and S(n)lm acts only on the

factor spaces ¶
Hl and ¶

Hm, it follows for j,k /∈ {l,m} that S(n)jk S
(n)
lm = S(n)lm S(n)jk , prov-

ing (5.33). For the same reason, (5.34) follows directly from the successive applica-

tion of the S(n)n−1− j j in S
(n).

Solution 5.62 For the proof of (5.46) one obtains from Definition 5.18 that

T|x〉|y〉 (V )T|x〉|y〉 (W )

=︸︷︷︸
(5.44)

⎛

⎜⎝
2n−1
∑
z=0
z �=x,y

|z〉〈z|+ v00|x〉〈x|+ v01|x〉〈y|+ v10|y〉〈x|+ v11|y〉〈y|

⎞

⎟⎠

⎛

⎜⎝
2n−1
∑
z=0
z �=x,y

|z〉〈z|+w00|x〉〈x|+w01|x〉〈y|+w10|y〉〈x|+w11|y〉〈y|

⎞

⎟⎠ .

Taking into account that vectors of the computational basis |x〉 and |y〉 satisfy 〈x|y〉=
δxy, this then becomes
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T|x〉|y〉 (V )T|x〉|y〉 (W ) =
2n−1
∑
z=0
z �=x,y

|z〉〈z|

+(v00w00+ v01w10)|x〉〈x|+(v00w01+ v01w11)|x〉〈y|
+(v10w00+ v11w10)|y〉〈x|+(v10w01+ v11w11)|y〉〈y|

=
2n−1
∑
z=0
z �=x,y

|z〉〈z|

+(VW )00|x〉〈x|+(VW )01|x〉〈y|
+(VW )10|y〉〈x|+(VW )11|y〉〈y|

=︸︷︷︸
(5.44)

T|x〉|y〉 (VW ) .

To prove (5.47), one uses that the matrix representation of V ∗ is given in the com-
putational basis by

V ∗ =
(
v00 v10
v01 v11

)
(G.124)

and that |a〉〈b|∗ = |b〉〈a| holds. With this we thus have

T|x〉|y〉 (V )
∗

=︸︷︷︸
(5.44)

2n−1
∑
z=0
z�=x,y

(|z〉〈z|)∗+(v00|x〉〈x|)∗+(v01|x〉〈y|)∗+(v10|y〉〈x|)∗+(v11|y〉〈y|)∗

=︸︷︷︸
(2.32),(2.36)

2n−1
∑
z=0
z�=x,y

|z〉〈z|+ v00|x〉〈x|+ v01|y〉〈x|+ v10|x〉〈y|+ v11|y〉〈y|

=︸︷︷︸
(5.44),(G.124)

T|x〉|y〉 (V ∗) .

In order to prove (5.48) we exploit (5.46) and (5.47)

T|x〉|y〉 (V )T|x〉|y〉 (V )
∗ =︸︷︷︸
(5.47)

T|x〉|y〉 (V )T|x〉|y〉 (V ∗) =︸︷︷︸
(5.46)

T|x〉|y〉 (VV ∗) = T|x〉|y〉 (1)

=︸︷︷︸
(5.44)

1⊗n .
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Solution 5.63 Let

x=
2n−1
∑
j=0

x j2
j <

2n−1
∑
j=0

y j2
j = y

with x j,y j ∈ {0,1} and

L01 :=
{
j ∈ {0, . . . ,n−1} ∣∣ x j = 0 and y j = 1

}
= {h1, . . . ,h|L01|}

L10 :=
{
j ∈ {0, . . . ,n−1} ∣∣ x j = 1 and y j = 0

}
= {k1, . . . ,k|L10|} .

The set L01 cannot be empty since otherwise x < y would not hold. Set g0 = x and
for l ∈ {1, . . . , |L10|}

|gl〉= 1⊗n−kl ⊗X⊗1⊗kl−1|gl−1〉 .

Then set for l ∈ {1, . . . , |L01|}

|gl+|L10|〉= 1⊗n−hl ⊗X⊗1⊗hl−1|gl+|L10|−1〉 .

The |gl〉 thus constructed start with |x〉, and, by construction, two consecutive ele-
ments differ in only one qubit until all qubits in which |x〉 differs from |y〉 have been
reset to equal the values for |y〉. The last element is thus |y〉. Consequently, the |gl〉
constitute a GRAY-coded transition from |x〉 to |y〉.

Solution 5.64 Let

|Ψ〉=
2n−1
∑
x=0

2m−1
∑
y=0

Ψxy|x〉⊗ |y〉 ∈H
A⊗H

B

be arbitrary, where we have made use of the computational basis in H
A = ¶

H
⊗n and

H
B = ¶

H
⊗m. Then we have

∣∣∣∣UfΨ
∣∣∣∣2 =︸︷︷︸

(2.4)

〈UfΨ |UfΨ〉 =︸︷︷︸
(5.82)

〈∑
x,y
Ψxy|x〉⊗ |y� f (x)〉|∑

a,b

Ψab|a〉⊗ |b� f (a)〉〉

=︸︷︷︸
(2.6)

∑
x,y,a,b

ΨxyΨab〈|x〉⊗ |y� f (x)〉||a〉⊗ |b� f (a)〉〉

=︸︷︷︸
(3.4)

∑
x,y,a,b

ΨxyΨab 〈x|a〉︸︷︷︸
=δxa

〈y� f (x)|b� f (a)〉

=︸︷︷︸
(3.24)

∑
x,y,b

ΨxyΨxb〈y� f (x)|b� f (x)〉 .

Now,
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〈y� f (x)|b� f (x)〉
=︸︷︷︸

(5.80)

〈yn−1
2⊕ f (x)n−1⊗·· ·⊗ y0

2⊕ f (x)0|bn−1
2⊕ f (x)n−1⊗·· ·⊗b0

2⊕ f (x)0〉

=︸︷︷︸
(3.4)

n−1
∏
j=0
〈y j

2⊕ f (x) j|b j
2⊕ f (x) j〉︸ ︷︷ ︸

=δy jb j

=︸︷︷︸
(3.24)

δyb

and thus ∣∣∣∣UfΨ
∣∣∣∣2 =∑

x,y

∣∣Ψxy
∣∣2 = ||Ψ ||2

for any |Ψ〉 ∈H
A⊗H

B. It follows from (5.7) thatUf is unitary.

Solution 5.65 To prove the claim, it suffices to show thatU∗c Uc maps any vector of
the computational basis in ¶

H
⊗4 onto itself. This can be seen with the help of (5.97)

and (5.99) as follows:

U∗c Uc

(
|x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉

)

=︸︷︷︸
(5.97)

U∗c
(
|x0(x1

2⊕ x2)
2⊕ x1x2

2⊕ x3︸ ︷︷ ︸
=x′3

〉⊗ |x1
2⊕ x2︸ ︷︷ ︸

=x′2

〉⊗ |x1〉⊗ |x0〉
)

=︸︷︷︸
(5.99)

|(x0
2⊕ x1)x′2

2⊕ x1
2⊕ x′3〉⊗ |x1

2⊕ x′2〉⊗ |x1〉⊗ |x0〉

= |(x0
2⊕ x1)(x1

2⊕ x2︸ ︷︷ ︸
=x′2

)
2⊕ x1

2⊕ x0(x1
2⊕ x2)

2⊕ x1x2
2⊕ x3︸ ︷︷ ︸

=x′3

〉

⊗|x1
2⊕ x1︸ ︷︷ ︸
=0

2⊕ x2〉⊗ |x1〉⊗ |x0〉

= |(x0x1
2⊕ x0x2

2⊕ x1
2⊕ x1x2

2⊕ x1
2⊕ x0x1

2⊕ x0x2
2⊕ x1x2

2⊕ x3〉
⊗|x2〉⊗ |x1〉⊗ |x0〉

= |x3〉⊗ |x2〉⊗ |x1〉⊗ |x0〉 .

Solution 5.66 From Definition 5.48 it follows that one has for an arbitrary vector
|u〉 of the computational basis
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F |u〉= 1

2
n
2

2n−1
∑

x,y=0
exp
(
2πi

xy
2n

)
|x〉〈y|u〉︸︷︷︸

=δyu

=
1

2
n
2

2n−1
∑
x=0

exp
(
2πi

xu
2n

)
|x〉 .

For arbitrary vectors |u〉 and |v〉 of the computational basis this implies

〈Fu|Fv〉 =
1
2n
〈
2n−1
∑
x=0

exp
(
2πi

xu
2n

)
|x〉|

2n−1
∑
y=0

exp
(
2πi

yv
2n

)
|y〉〉

=︸︷︷︸
(2.4),(2.6)

1
2n

2n−1
∑

x,y=0
exp

(
2πi

yv− xu
2n

)
〈x|y〉︸︷︷︸
=δxy

=
1
2n

2n−1
∑
x=0

exp

(
2πix

v−u
2n

)

=
1
2n

2n−1
∑
x=0

(
exp

(
2πi

v−u
2n

))x

=

⎧
⎨

⎩

1 if u= v
1−(exp(2πi v−u2n ))

2n

1−exp(2πi u−v2n )
= 0 if u �= v

= δuv . (G.125)

For arbitrary

|ϕ〉=
2n−1
∑
u=0

ϕu|u〉 and |ψ〉=
2n−1
∑
v=0

ψv|v〉 (G.126)

in ¶
H
⊗n thus

〈Fϕ|Fψ〉 =︸︷︷︸
(G.126)

2n−1
∑

u,v=0
ϕuψv 〈Fu|Fv〉︸ ︷︷ ︸

=δuv

=︸︷︷︸
(G.125)

2n−1
∑

u,v=0
ϕuψv =︸︷︷︸

(2.13)

〈ϕ|ψ〉

holds and by Definition 2.9 F is unitary.

Solutions to Exercises from Chapter 6

Solution 6.67 We show this by induction in n. For n= 1 we have
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H|x〉 = H|x0〉 =︸︷︷︸
(2.162)

1√
2

(|0〉+(−1)x0 |1〉)

=
1√
2

1

∑
y=0

(−1)x
2 y|y〉 ,

which proves the claim for n= 1. Suppose then the claim is true for n, that is,

H⊗n|x〉= 1

2
n
2

2n−1
∑
y=0

(−1)x
2 y|y〉 (G.127)

holds for a given n. For |x〉 ∈ ¶
H
⊗n+1 we use the notation |x〉= |xn . . .x0〉= |xn〉⊗|x̌〉,

where |x̌〉 ∈ ¶
H
⊗n. Then it follows that

H⊗n+1|x〉 = H|xn〉⊗H⊗n|x̌〉

=︸︷︷︸
(G.127)

H|xn〉⊗ 1

2
n
2

2n−1
∑
y=0

(−1)x̌
2 y|y〉

=︸︷︷︸
(2.162)

1√
2

(|0〉+(−1)xn |1〉)⊗ 1

2
n
2

2n−1
∑
y=0

(−1)x̌
2 y|y〉

=
1

2
n+1
2

2n−1
∑
y=0

(
(−1)x̌

2 y|0yn−1 . . .y0〉+(−1)xn+x̌
2 y|1yn−1 . . .y0〉

)

=
1

2
n+1
2

2n+1−1
∑
y=0

(−1)xnyn+x̌
2 y|ynyn−1 . . .y0〉

=
1

2
n+1
2

2n+1−1
∑
y=0

(−1)x
2 y|y〉 ,

where in the last step we used that a,b ∈ {0,1} implies (−1)a+b = (−1)a
2⊕b. Hence,

the claim holds for n+1 as well and the induction is complete.

Solution 6.68 Because of (2.76), one has 1 = 12 = σ2
x = σ2

z . With the definition
of the PAULI matrices (2.74) and (2.35) one can easily verify that 1∗ = 1,σ∗x =
σx,σ∗z = σz and thus

σzσx
(
σzσx

)∗ = σzσxσ∗x σ∗z = σzσ2
x σz

= σ2
z = 1 .
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Hence, we have that for everyUA ∈ {1,σA
x ,σA

z ,σA
z σA

x } thenUAUA∗ = 1A holds and
consequently,

(
UA⊗1B

)(
UA⊗1B

)∗
=
(
UA⊗1B

)(
UA∗ ⊗1B

)

=
(
UAUA∗ ⊗1B

)
= 1A⊗1B

= 1AB .

Furthermore, one has

(
σA
x ⊗1B

)
|Φ+〉 =

(
σA
x ⊗1B

) 1√
2

(
|00〉+ |11〉

)

=
1√
2

(
σA
x |0〉⊗ |0〉+σA

x |1〉⊗ |1〉
)

=
1√
2

(
|1〉⊗ |0〉+ |0〉⊗ |1〉

)
=

1√
2

(
|10〉+ |01〉

)

= |Ψ+〉

and

(
σA
z σA

x ⊗1B
)
|Φ+〉 =

(
σA
z σA

x ⊗1B
) 1√

2

(
|00〉+ |11〉

)

=
1√
2

(
σA
z σA

x |0〉⊗ |0〉+σA
z σA

x |1〉⊗ |1〉
)

=
1√
2

(
σA
z |1〉⊗ |0〉+σA

z |0〉⊗ |1〉
)

=
1√
2

(
−|1〉⊗ |0〉+ |0〉⊗ |1〉

)
=

1√
2

(
|01〉− |10〉

)

= |Ψ−〉 .

Solution 6.69 Let r be the period of the function fb,N(n) = bnmodN. Definition 6.7
then implies that we have for all n∈N that fb,N(n+r) = fb,N(n) holds. In particular,
for n= 0 it follows that

brmodN = fb.N(0+ r) = fb,N(0) = 1 . (G.128)

According to Definition D.20, the order ordN(b) of b modulo N is the smallest
number that satisfies (G.128). This implies

r ≥ ordN(b) . (G.129)
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On the other hand, we have for all n ∈ N0 that

fb,N(n+ordN(b)) = bn+ordN(b)modN

=︸︷︷︸
(D.20)

bn
(
bordN(b)modN

)
modN

=︸︷︷︸
Def. D.20

bnmodN

= fb,N(n) .

Since the period r is the smallest number with the property fb,N(n+ r) = fb,N(n), it
follows that

r ≤ ordN(b) . (G.130)

The claim r = ordN(b) then follows from (G.129) and (G.130).

Solution 6.70 Choosing an ONB {|Φ0〉 = |Ψ3〉, |Φ1〉, . . .} in H
A⊗H

B which con-
tains |Ψ3〉 to calculate this trace, we obtain

tr
(|Ψ3〉〈Ψ3|

(|z〉〈z|⊗1B
))

=︸︷︷︸
(2.57)

∑
j
〈Φ j|Ψ3〉︸ ︷︷ ︸

=δ j0

〈Ψ3|
(|z〉〈z|⊗1B

)
Φ j〉

= 〈Ψ3|
(|z〉〈z|⊗1B

)
Ψ3〉 (G.131)

Since the projection
(|z〉〈z|⊗1B

)
has the properties

(|z〉〈z|⊗1B
)2 = |z〉〈z|z〉︸︷︷︸

=1

〈z|⊗1B (G.132)

(|z〉〈z|⊗1B
)∗ =︸︷︷︸

(3.31)

(|z〉〈z|)∗ ⊗1B =︸︷︷︸
(2.36)

|z〉〈z|⊗1B , (G.133)

we have

〈Ψ3|
(|z〉〈z|⊗1B

)
Ψ3〉 =︸︷︷︸

(G.132)

〈Ψ3|
(|z〉〈z|⊗1B

)2Ψ3〉

=︸︷︷︸
(2.30)

〈(|z〉〈z|⊗1B
)∗Ψ3|

(|z〉〈z|⊗1B
)
Ψ3〉

=︸︷︷︸
(G.133)

〈(|z〉〈z|⊗1B
)
Ψ3|
(|z〉〈z|⊗1B

)
Ψ3〉

=︸︷︷︸
(2.5)

∣∣∣∣(|z〉〈z|⊗1B
)|Ψ3〉

∣∣∣∣2 (G.134)
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and inserting (G.134) in (G.131) yields the claim (6.45).

Solution 6.71 If 2L
r =: m ∈ N holds, it follows from (6.36) that

J =
⌊
m− 1

r

⌋
= m−1

as well as from (6.37) that

R= 2L−1mod r = 2L−1−
⌊
2L−1

r

⌋
r = 2L−1− (m−1)r = r−1 .

Furthermore, with (6.38) we have for all k ∈ N with 0≤ k ≤ r−1= R that

Jk = J = m−1 .

Inserting this into (6.46) this yields

W (z) =

⎧
⎨

⎩

1
22L ∑

r−1
k=0m

2 if z
m ∈ N

1
22L ∑

r−1
k=0

∣∣∣ 1−e
2πi zm m

1−e2πi zm

∣∣∣
2
else

=

{
r

22L

(
2L
r

)2
if z

m ∈ N

0 else

=
{

1
r if z

m ∈ N

0 else.

Solution 6.72 For n∈N0 we obtain, by equating the imaginary parts of the left side
to the right side of

cos(nα)+ i sin(nα) = einα =
(
eiα
)n

=
(
cosα+ i sinα

)n
,

that

sin(nα) =
� n2�
∑
l=0

(−1)l
(

n
2l+1

)
cosn−2l−1α sin2l+1α .

From this we have

sin(nα)
sinα

=
� n2�
∑
l=0

(−1)l
(

n
2l+1

)
cosn−2l−1α sin2l α
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and also obtain

(
sin(nα)
sinα

)′
=
� n2�
∑
l=0

(−1)l+1
(

n
2l+1

)
(n−2l−1)cosn−2l−2α sin2l+1α

+
� n2�
∑
l=1

(−1)l
(

n
2l+1

)
2l cosn−2l α sin2l−1α

as well as

(
sin(nα)
sinα

)′′
=
� n2�
∑
l=0

(−1)l
(

n
2l+1

)
(n−2l−1)(n−2l−2)cosn−2l−3α sin2l+2α

−
� n2�
∑
l=0

(−1)l
(

n
2l+1

)
(n−2l−1)(2l+1)cosn−2l−1α sin2l α

+
� n2�
∑
l=1

(−1)l
(

n
2l+1

)
2l(2l−1)cosn−2l+1α sin2l−2α

−
� n2�
∑
l=1

(−1)l
(

n
2l+1

)
2l(n−2l)cosn−2l−1α sin2l α .

At α = 0 one thus has

sin(nα)
sinα

∣∣
α=0 = n

(
sin(nα)
sinα

)′ ∣∣
α=0 = 0

(
sin(nα)
sinα

)′′ ∣∣
α=0 =

n
3
(1−n2) .

(G.135)

In s(α) = sin(α J̃k)
sinα we have J̃k ∈ N and J̃k = Jk+1≥

⌊
2L−1
r

⌋
>
⌊
2

L
2 − 1

r

⌋
> 1 since

we can assume L> 2. Hence, it follows from (G.135) that

s(0) = J̃k
s′(0) = 0

s′′(0) =
J̃k
3
(1− J̃k)< 0 ,

that is, s has a maximum at α = 0. That s has no further extrema in ]0, πr
2L+1 [ can be

seen as follows. First, we obtain by explicit computation
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s′(α) =
J̃k cos

(
α J̃k
)
sinα− sin

(
α J̃k
)
cosα

sin2α
. (G.136)

If α J̃k = π
2 , it follows that s

′(α)< 0. This value is then not an extremum. Suppose
now that α ∈]0, πr

2L+1 [ and α J̃k �= π
2 . Because of (6.51) and (6.52), one has then

α <
π

2
L
2+1

α J̃k <
π
2
+

π
2

L
2+1

.

This implies that in the case α J̃k < π
2 as well as α J̃k > π

2

tanα < tan(α J̃k)

holds and thus also

(J̃k tanα)′ = J̃k(1+ tan2α)< J̃k(1+ tan2(α J̃k)) = tan(α J̃k)′ .

This, together with J̃k tanα|α=0 = tan(α J̃k)|α=0, yields

J̃k tanα < tan(α J̃k)

and thus
J̃k cos

(
α J̃k
)
sinα < sin

(
α J̃k
)
cosα .

Because of (G.136) the latter is equivalent to s′(α)< 0. This completes the proof of
s′(α) < 0 for α ∈]0, πr

2L+1 ]. Since s(−α) = s(α), it also follows that s′(α) > 0 for
α ∈ [− πr

2L+1 ,0[. In the interval [− πr
2L+1 ,

πr
2L+1 ] the function s(α) thus takes a maximum

at α = 0 and decreases to the left and right of α = 0. Hence, inside the interval
it is greater than at the boundaries ± πr

2L+1 . Due to s(−α) = s(α) we can choose
αmin = πr

2L+1 . Finally, one has in the given interval that s(α) ≥ 0 so that there also
s(α)2 ≥ s(αmin)2 holds.

Solution 6.73 Per Definition 6.15 we have

f hides H ⇔ ∀g1,g2 ∈ G f (g1) = f (g2) ⇔ g−11 g2 ∈H

and since
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g−11 g2 ∈H ⇔ ∃h ∈H : g−11 g2 = h

⇔ ∃h ∈H : g2 = g1h

⇔︸︷︷︸
(F.25)

g2H = g1H

the claim (6.88) follows.

Solution 6.74 For any g1,g2 ∈ G we have

〈ΨA
[g1]H

|ΨA
[g2]H

〉 =︸︷︷︸
(6.99)

1
|H| ∑

k1∈[g1]H
∑

k2∈[g2]H
〈k1|k2〉 =︸︷︷︸

(6.89)

1
|H| ∑

k1∈[g1]H
∑

k2∈[g2]H
δk1,k2 .

(G.137)
From Lemma F.20 we know that the two cosets [g1]H and [g2]H are either identical
or disjoint, such that

∑
k1∈[g1]H

∑
k2∈[g2]H

δk1,k2 =

{
∑k1,k2∈[g1]H δk1,k2 if [g1]H = [g2]H
0 if [g1]H �= [g2]H

=

{
∑k∈[g1]H 1 if [g1]H = [g2]H
0 if [g1]H �= [g2]H

=

{
|H| if [g1]H = [g2]H
0 if [g1]H �= [g2]H ,

(G.138)

where in the last equation we used Theorem F.21, which tells us that the number of
distinct cosets of H is equal to |H|. Inserting (G.138) into (G.137) then yields the
claim (6.101).
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Solution 6.75 To prove the claim, we have to show that H as defined in (6.115)
satisfies the requirements of Definition F.6. Clearly, this set H is a subset of
G = ZN ×ZN . With the choice u = 0 it also contains the neutral element eG =
([0]NZ

, [0]NZ
) of that group, verifying (F.14).

For any two elements ([ui]NZ
, [−dui]NZ

) ∈H, where i ∈ {1,2}, we have
(
[u1]NZ

, [−du1]NZ

)
+G

(
[u2]NZ

, [−du2]NZ

)

=︸︷︷︸
(F.35)

([
u1+ZN u2

]
NZ

,
[−du1+ZN (−du2)

]
NZ

)

=︸︷︷︸
(F.35)

(
[(u1+u2)modN]NZ

, [−(du1+du2)modN]NZ

)

=︸︷︷︸
(F.35)

(
[u1+u2]NZ

, [(−d(u1+u2))modN]NZ

)

=︸︷︷︸
(D.20)

(
[u1+u2]NZ

, [(−d(u1+u2)modN)modN]NZ

)

=︸︷︷︸
(F.35)

(
[u1+u2]NZ

,
[
(−d(u1+ZN u2)

]
NZ

) ∈H ,

proving (F.16).
Lastly, for any [u]NZ

∈ZN we have that ([u]NZ
, [−du]NZ

)∈H, and that its inverse
([−u]NZ

, [du]NZ
) is also an element ofH, verifying (F.15).

Solution 6.76 From (6.119) we know that any χ ∈H⊥ is of the form χdnmodN,n.
For such characters we have for any ([x]NZ

, [y]NZ
) ∈ G

χdnmodN,n([x]NZ
, [y]NZ

) =︸︷︷︸
(6.117)

e2πi
(dnmodN)x+ny

N = e2πi
dnx+ny

N =
(
e2πi

dx+y
N

)n

=︸︷︷︸
(6.117)

(
χd,1([x]NZ

, [y]NZ
)
)n

=︸︷︷︸
(F.61)

χn
d,1([x]NZ

, [y]NZ
) ,

which shows that every element of H⊥ is some power of χd,1, implying H⊥ =
〈χd,1〉.
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Solution 6.77 We infer from (6.75) that

H =
{
([m]6Z

, [−3m]6Z
) ∈ Z6×Z6

∣∣ [m]6Z
∈ Z6

}

=
{
([0]6Z

, [0]6Z
), ([1]6Z

, [3]6Z
), ([2]6Z

, [0]6Z
),

([3]6Z
, [3]6Z

), ([4]6Z
, [0]6Z

), ([5]6Z
, [3]6Z

)
}

and from (6.119) that

H⊥ =
{
χ3n,n ∈ Ẑ6× Ẑ6

∣∣ [n]6Z
∈ Z6

}
=
{
χ0,0,χ3,1,χ0,2,χ3,3,χ0,4,χ3,5

}
.

For these characters we find

Ker(χ0,0) = Z6×Z6 = G

Ker(χ3,1) =
{
([x]6Z

, [y]6Z
) ∈ Z6×Z6

∣∣ [3x+ y]6Z
= 0
}

=
{
([0]6Z

, [0]6Z
), ([1]6Z

, [3]6Z
), ([2]6Z

, [0]6Z
), ([3]6Z

, [3]6Z
),

([4]6Z
, [0]6Z

), ([5]6Z
, [3]6Z

)
}
=H

Ker(χ0,2) =
{
([x]6Z

, [y]6Z
) ∈ Z6×Z6

∣∣ [2y]6Z
= 0
}

=
{
([0]6Z

, [0]6Z
), ([1]6Z

, [3]6Z
), ([2]6Z

, [0]6Z
), ([3]6Z

, [3]6Z
),

([4]6Z
, [0]6Z

), ([5]6Z
, [3]6Z

), ([0]6Z
, [3]6Z

), ([1]6Z
, [0]6Z

),

([2]6Z
, [3]6Z

), ([3]6Z
, [0]0Z

), ([4]6Z
, [3]6Z

), ([5]5Z
, [0]6Z

)
}

Ker(χ3,3) =
{
([x]6Z

, [y]6Z
) ∈ Z6×Z6

∣∣ [9x+3y]6Z
= 0
}

=
{
([0]6Z

, [0]6Z
), ([1]6Z

, [3]6Z
), ([2]6Z

, [0]6Z
), ([3]6Z

, [3]6Z
),

([4]6Z
, [0]6Z

), ([5]6Z
, [3]6Z

), ([0]6Z
, [2]6Z

), ([1]6Z
, [1]6Z

),

([2]6Z
, [2]6Z

), ([3]6Z
, [1]0Z

), ([4]6Z
, [2]6Z

), ([5]5Z
, [1]6Z

)
}

Ker(χ0,4) =
{
([x]6Z

, [y]6Z
) ∈ Z6×Z6

∣∣ [4y]6Z
= 0
}

=
{
([0]6Z

, [0]6Z
), ([1]6Z

, [3]6Z
), ([2]6Z

, [0]6Z
), ([3]6Z

, [3]6Z
),

([4]6Z
, [0]6Z

), ([5]6Z
, [3]6Z

), ([0]6Z
, [3]6Z

), ([1]6Z
, [3]6Z

),

([2]6Z
, [3]6Z

), ([3]6Z
, [0]0Z

), ([4]6Z
, [3]6Z

), ([5]5Z
, [0]6Z

)
}

Ker(χ3,5) =
{
([x]6Z

, [y]6Z
) ∈ Z6×Z6

∣∣ [9x+5y]6Z
= 0
}

=
{
([0]6Z

, [0]6Z
), ([1]6Z

, [3]6Z
), ([2]6Z

, [0]6Z
), ([3]6Z

, [3]6Z
),

([4]6Z
, [0]6Z

), ([5]6Z
, [3]6Z

)
}
=H .

With
χ3,1([x]6Z

, [y]6Z
) =︸︷︷︸
(6.117)

e2πi
3x+y
6 = eπi(x+

y
3 )

we also have
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χ0,0([x]6Z
, [y]6Z

) = 1 =
(
χ3,1([x]6Z

, [y]6Z
)
)0

χ3,1([x]6Z
, [y]6Z

) = eπi(x+
y
3 ) =

(
χ3,1([x]6Z

, [y]6Z
)
)1

χ0,2([x]6Z
, [y]6Z

) = eπi
2y
3 =

(
χ3,1([x]6Z

, [y]6Z
)
)2

χ3,3([x]6Z
, [y]6Z

) = eπi(x+y) =
(
χ3,1([x]6Z

, [y]6Z
)
)3

χ0,4([x]6Z
, [y]6Z

) = eπi
4y
3 =

(
χ3,1([x]6Z

, [y]6Z
)
)4

χ3,5([x]6Z
, [y]6Z

) = e
πi
(
x+ 5y

3

)

=
(
χ3,1([x]6Z

, [y]6Z
)
)5
,

confirming (6.120).

Solution 6.78 To calculate the trace in H
A we use that, because of (6.113), we can

utilize the basis {|r〉⊗ |s〉 ∣∣ r,s ∈ {0, . . . ,N−1}}⊂H
A

such that

tr
(
Pu,vFGρAF∗G

)
=︸︷︷︸

(2.57)

∑
r,s∈{0,...,N−1}

〈r⊗ s|(Pu,vFGρAF∗G)r⊗ s〉

=︸︷︷︸
(6.123)

∑
r,s∈{0,...,N−1}

〈r|u〉
︸︷︷︸
=δru

〈s|v〉
︸︷︷︸
=δsv

〈u⊗ v|(FGρAF∗G)r⊗ s〉= 〈u⊗ v|(FGρAF∗G)u⊗ v〉

=︸︷︷︸
(6.122)

1
N2 ∑

[g]H∈G/H
[n]NZ

,[m]NZ
∈ZN

e2πi
dx+y
N (n−m)〈u|dnmodN〉〈dmmodN|u〉〈v|n〉

︸︷︷︸
=δvn

〈m|v〉
︸ ︷︷ ︸
=δmv

=
1
N2 ∑

[g]H∈G/H
|〈u|dvmodN〉|2 = |〈u|dvmodN〉|2

N2 ∑
[g]H∈G/H

1

=
|〈u|dvmodN〉|2

N2 |G/H| =︸︷︷︸
(F.36)

|〈u|dvmodN〉|2
N2

|G|
|H|

=︸︷︷︸
(6.111),(6.116)

|〈u|dvmodN〉|2
N

.

Solution 6.79 For the proof of (6.152) note that (6.149) implies

sinθ0 =
√

m
N

and cosθ0 =
√

1− m
N
. (G.139)
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It follows then that

|Ψ0〉 =︸︷︷︸
(6.148)

1√
N

N−1
∑
x=0
|x〉 =︸︷︷︸

(6.138)

1√
N

(√
N−m|ΨS⊥〉+

√
m|ΨS〉

)

=︸︷︷︸
(G.139)

cosθ0|ΨS⊥〉+ sinθ0|ΨS〉 ,

proving (6.152).
Since ||Ψ0|| = 1, the projector onto the subspace Hsub = Span{|Ψ0〉} is Psub =

|Ψ0〉〈Ψ0|. Consequently RΨ0 as defined in (6.150) coincides with the definition of a
reflection about |Ψ0〉 given in (6.147).

Solution 6.80 With

cos((2 j+1)α) =
ei(2 j+1)α + e−i(2 j+1)α

2
=

eiα

2

(
e2iα
) j

+
e−iα

2

(
e−2iα

) j

we obtain

J−1
∑
j=0

cos((2 j+1)α) =
eiα

2

J−1
∑
j=0

(
e2iα
) j

︸ ︷︷ ︸
= 1−ei2Jα

1−ei2α

+
e−iα

2

J−1
∑
j=0

(
e−2iα

) j

︸ ︷︷ ︸
= 1−e−i2Jα

1−e−i2α

=
eiα

2
1− ei2Jα

1− ei2α
+

e−iα

2
1− e−i2Jα

1− e−i2α

=
eiJα

2
e−iJα − eiJα

e−iα − eiα
+

e−iJα

2
eiJα − e−iJα

eiα − e−iα

=
eiJα + e−iJα

2
eiJα − e−iJα

eiα − e−iα

= cos(Jα)
sin(Jα)
sinα

=
2cos(Jα)sin(Jα)

2sinα

=
sin(2Jα)
2sinα

.

Solutions to Exercises from Chapter 7

Solution 7.81 Recalling from (7.1) that for a,b ∈ F2
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a+F2 b= a
2⊕ b= (a+b)mod2=

{
0 if a= b

1 if a �= b ,

the claims (i) - (iii) are obvious. To show (iv), consider

dH(u,v)+dH(v,w)−dH(u,w) =
k

∑
j=1

u j
2⊕ v j+ v j

2⊕ wj−u j
2⊕ wj︸ ︷︷ ︸

=:a j

,

where u j
2⊕ v j,v j

2⊕ wj,u j
2⊕ wj ∈ {0,1} and thus for any j ∈ {1, . . . ,k}

u j = wj ⇒ a j ≥ 0

u j �= wj and u j = v j ⇒ v j �= wj ⇒ a j = 0

u j �= wj and u j �= v j ⇒ v j = wj ⇒ a j = 0 .

Hence, we obtain dH(u,v)+dH(v,w)−dH(u,w)≥ 0.

Solution 7.82

(i) Recall that the kernel of any linear map F :V→W between finite-dimensional
vector spaces V and W is defined as

Ker(F) =
{
w ∈ V

∣∣ Fw= 0
}
. (G.140)

For any w ∈ F
k
2 it follows from (7.8) that Gw ∈ Ker(H) and thus

HGw =︸︷︷︸
(G.140)

0 ,

verifying that HG= 0.
(ii) We use the following result from basic linear algebra: for any linear map F :

V→W between finite-dimensional vector spaces V and W we have

dimF{V}= dimV−dimKer(F) .

Applying this to H : F
n
2→ F

n−k
2 , we find

dimH{Fn
2}= dimF

n
2−dimKer(H) =︸︷︷︸

(7.8)

n−dimG{Fk
2}= n− k ,

where in the last equation we used that per definition G is of maximal rank k.
(iii) Let
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H=

⎛

⎜⎝
hT1
...

hTn−k

⎞

⎟⎠ ,

where the h j ∈ F
n
2 for j ∈ {1, . . . ,n− k} are linearly independent. Define

h̃ j =

{
h1+h2 if j = 1

h j if j �= 1 .
(G.141)

Then the h̃ j are linearly independent. To prove this, suppose a j ∈ F2 for j ∈
{1, . . . ,n− k} are such that

0=
n−k
∑
j=1

a jh̃ j =︸︷︷︸
(G.141)

a1(h1+h2)+
n−k
∑
j=2

a jh j

= a1h1+(a1+a2)h2+a3h3+ · · ·+an−khn−k .

Since the h j are linearly independent, we must have a1 = a1+a2 = a3 = · · ·=
an−k = 0 from which it follows that a j = 0 for all j ∈ {1, . . . ,n− k}. Thus, we
have shown that

n−k
∑
j=1

a jh̃ j = 0 ⇒ a j = 0 ∀ j ∈ {0, . . . ,n− k} ,

which means that the h̃ j are linearly independent. Therefore,

H̃=

⎛

⎜⎜⎝

h̃
T
1
...

h̃
T
n−k

⎞

⎟⎟⎠

has maximal rank dimH̃{Fn
2}= n− k, and we have

dimKer(H̃) = n−dimH̃{Fn
2}= k = dimKer(H) . (G.142)

Moreover,

u ∈ Ker(H) ⇔
n

∑
l=1

(h j)lul = 0 ∀ j ∈ {1, . . . ,n− k}

⇒
n

∑
l=1

(h̃ j)lul = 0 ∀ j ∈ {1, . . . ,n− k}

⇒ u ∈ Ker(H̃) ,
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which implies Ker(H)⊂ Ker(H̃), and together with (G.142) this gives

Ker(H̃) = Ker(H) =︸︷︷︸
(7.8)

G{Fk
2} .

Consequently, H̃ is a parity check matrix as well. But H̃ cannot be equal to H
since this would require h̃1 = h1 and (G.141) shows that then h2 = 0, which is
impossible since the h j are assumed linearly independent.

Solution 7.83 For any a,b ∈ F
n
2 we have

sync(a
2⊕ b) =︸︷︷︸

(7.11)

H(a
2⊕ b) = Ha

2⊕ Hb =︸︷︷︸
(7.11)

sync(a)
2⊕ sync(b) .

Solution 7.84 Evaluating the encoding map for a |ψ〉= a|0〉+b|1〉 ∈ ¶
H with a,b∈

C, we find first

A1ı|ψ〉 =︸︷︷︸
(7.30)

A1

((
a|0〉+b|1〉)⊗|0〉8

)

=︸︷︷︸
(7.31)

(
|1〉〈1|⊗1⊗2⊗X⊗1⊗2⊗X⊗1⊗2

)((
a|0〉+b|1〉)⊗|0〉8

)

+
(
|0〉〈0|⊗1⊗8

)((
a|0〉+b|1〉)⊗|0〉8

)

= a|0〉9+b|1〉⊗ |0〉2⊗|1〉⊗ |0〉2⊗|1〉⊗ |0〉2
= a|0〉9+b

(|100〉)⊗3 , (G.143)

where we used X |0〉= σx|0〉= |1〉. Next, we have

A2A1ı|ψ〉 =︸︷︷︸
(7.31),(G.143)

(
H⊗1⊗2

)⊗3(
a|0〉9+b

(|100〉)⊗3
)

(G.144)

=︸︷︷︸
(2.160),(2.161)

a

( |0〉+ |1〉√
2

⊗|0〉2
)⊗3

+b

( |0〉− |1〉√
2

⊗|0〉2
)⊗3

and finally,
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Cq |ψ〉 = A3A2A1ı|ψ〉
=︸︷︷︸

(7.31),(G.144)

(|1〉〈1|⊗X⊗X+ |0〉〈0|⊗1⊗2
)⊗3

[
a

( |0〉+ |1〉√
2

⊗|0〉2
)⊗3

+b

( |0〉− |1〉√
2

⊗|0〉2
)⊗3]

= a

[(|1〉〈1|⊗X⊗X+ |0〉〈0|⊗1⊗2
)( |0〉+ |1〉√

2
⊗|0〉2

)]⊗3

+b

[(|1〉〈1|⊗X⊗X+ |0〉〈0|⊗1⊗2
)( |0〉− |1〉√

2
⊗|0〉2

)]⊗3

= a

[(|1〉〈1|⊗X⊗X+ |0〉〈0|⊗1⊗2
) |000〉+ |100〉√

2

]⊗3

+b

[(|1〉〈1|⊗X⊗X+ |0〉〈0|⊗1⊗2
) |000〉− |100〉√

2

]⊗3

= a

( |000〉+ |111〉√
2

)⊗3
+b

( |000〉− |111〉√
2

)⊗3
.

Solution 7.85 In the following we use that

〈0|1〉 = 0= 〈1|0〉 (G.145)

|0〉〈0|+ |1〉〈1| = 1 (G.146)

X2 = σ2
x =︸︷︷︸
(2.76)

1 (G.147)

H2 =︸︷︷︸
(2.163)

1 . (G.148)

Therefore, we have first

A2
1 =︸︷︷︸

(7.31)

(|1〉〈1|⊗1⊗2⊗X⊗1⊗2⊗X⊗1⊗2+ |0〉〈0|⊗1⊗8
)2

=︸︷︷︸
(G.145)

(|1〉〈1|⊗1⊗2⊗X⊗1⊗2⊗X⊗1⊗2
)2+

(|0〉〈0|⊗1⊗8
)2

=︸︷︷︸
(G.147)

|1〉〈1|⊗1⊗8+ |0〉〈0|⊗1⊗8 = (|1〉〈1|+ |0〉〈0|)⊗1⊗8

=︸︷︷︸
(G.146)

1⊗9
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and then

A2
2 =︸︷︷︸
(7.31)

(
H⊗1⊗2

)⊗3(
H⊗1⊗2

)⊗3 =
(
H2⊗1⊗2

)⊗3 =︸︷︷︸
(G.148)

(
1⊗3
)⊗3

= 1⊗9 .

Finally, we obtain

A2
3 =︸︷︷︸

(7.31)

(|1〉〈1|⊗X⊗X+ |0〉〈0|⊗1⊗2
)⊗3(|1〉〈1|⊗X⊗X+ |0〉〈0|⊗1⊗2

)⊗3

=
(|1〉〈1|⊗X2⊗X2+ |0〉〈0|⊗1⊗2

)⊗3 =︸︷︷︸
(G.147)

(|1〉〈1|⊗1⊗2+ |0〉〈0|⊗1⊗2
)⊗3

=
(
(|1〉〈1|+ |0〉〈0|)⊗1⊗2

)⊗3 =︸︷︷︸
(G.146)

(
1⊗3
)⊗3

= 1⊗9 .

Solution 7.86 Keeping in mind that theUab are just complex numbers, we have

Ẽ
∗
a =︸︷︷︸
(7.41)

(
m

∑
b=1

UabEb

)∗
=

m

∑
b=1

(UabEb)∗ =︸︷︷︸
(2.32)

m

∑
b=1

UabE
∗
b

=︸︷︷︸
(2.34)

m

∑
b=1

U∗baE
∗
b , (G.149)

which implies

∑
a
ẼaρẼ

∗
a =︸︷︷︸
(7.41),(G.149)

∑
a

(

∑
b

UabEb

)
ρ
(
∑
c
U∗caE

∗
c

)

= ∑
b,c

(
∑
a
U∗caUab

)
Ebρ E∗c =∑

b,c

(U∗U)cb︸ ︷︷ ︸
=δcb

Ebρ E∗c

= ∑
b

Ebρ E∗b ,
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and similarly,

∑
a
Ẽ
∗
aẼa =︸︷︷︸

(7.41),(G.149)

∑
a

(

∑
b

U∗baE
∗
b

)(
∑
c
UacEc

)

= ∑
b,c

(
∑
a
U∗baUac

)
E∗bEc =∑

b,c

(U∗U)bc︸ ︷︷ ︸
=δbc

E∗bEc

= ∑
b

E∗bEb .

Solution 7.87 As quantum operations, S and T are convex-linear, and we have for
every ρ1,ρ2 ∈ D(H) and μ ∈ [0,1]

S(μρ1+(1−μ)ρ2) = μS(ρ1)+(1−μ)S(ρ2) . (G.150)

Let

T

(
S(ρ)

tr(S(ρ))

)
= ρ ∀ρ ∈ D(H) . (G.151)

Using the operator sum representation for T with Tl denoting the operation elements,
we have for any ρ ∈ D(H)

1
tr(S(ρ))∑l

TlS(ρ)T ∗l =∑
l

Tl
S(ρ)

tr(S(ρ))
T ∗l =︸︷︷︸

(3.97)

T

(
S(ρ)

tr(S(ρ))

)
=︸︷︷︸

(G.151)

ρ ,

which implies

∑
l

TlS(ρ)T ∗l = tr(S(ρ))ρ . (G.152)

Consequently, we have for any ρ1,ρ2 ∈ D(H) and μ ∈ [01, ]

μρ1+(1−μ)ρ2 =︸︷︷︸
(G.151)

T

(
S
(
μρ1+(1−μ)ρ2

)

tr
(
S
(
μρ1+(1−μ)ρ2

))
)

=︸︷︷︸
(G.150)

T

(
μS(ρ1)+(1−μ)S(ρ2)

tr(μS(ρ1)+(1−μ)S(ρ2))
)

=︸︷︷︸
(3.97)

∑
l

Tl
μS(ρ1)+(1−μ)S(ρ2)

tr(μS(ρ1)+(1−μ)S(ρ2))T
∗
l
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=
μ ∑l TlS(ρ1)T ∗l +(1−μ)∑l TlS(ρ2)T ∗l

μ tr(S(ρ1))+(1−μ) tr(S(ρ2))
=︸︷︷︸

(G.152)

μ tr(S(ρ1))ρ1+(1−μ) tr(S(ρ2))ρ2
μ tr(S(ρ1))+(1−μ) tr(S(ρ2)) ,

which implies

μ
(

tr(S(ρ1))
μ tr(S(ρ1))+(1−μ) tr(S(ρ2)) −1

)
ρ1

= (1−μ)
(
1− tr(S(ρ2))

μ tr(S(ρ1))+(1−μ) tr(S(ρ2))
)
ρ2 .

Since ρ1 and ρ2 and μ ∈ [0,1] are arbitrary, it follows that the terms in the paren-
thesis have to vanish from which it follows that tr(S(ρ1)) = tr(S(ρ2) and thus
tr(S(ρ)) = const as claimed.

Solution 7.88

∣∣∣∣(A−〈ψ|Aψ〉)|ψ〉∣∣∣∣2 =︸︷︷︸
(2.5)

〈Aψ−〈ψ|Aψ〉ψ|Aψ−〈ψ|Aψ〉ψ〉

=︸︷︷︸
(2.4),(2.6)

〈Aψ|Aψ〉−〈ψ|Aψ〉〈Aψ|ψ〉−〈Aψ|ψ〉〈ψ|Aψ〉

+ 〈Aψ|ψ〉〈ψ|Aψ〉〈ψ|ψ〉
=︸︷︷︸
(2.6)

〈Aψ|Aψ〉− |〈ψ|Aψ〉|2 (2−||ψ||2︸ ︷︷ ︸
=1

)

=︸︷︷︸
(2.31),(2.30)

〈ψ|A∗Aψ〉− |〈ψ|Aψ〉|2

Solution 7.89 The claim⇐ is trivially true. To prove⇒, let

ã : S1
H
−→ C

|ψ〉 �−→ 〈ψ|Aψ〉

and for all |ψ〉 ∈H with ||ψ||= 1 let

A|ψ〉= ã(|ψ〉)|ψ〉 . (G.153)
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Moreover, for i ∈ {1,2} let |ψi〉 ∈H be two linearly independent vectors satisfying
||ψi|| = 1, and let z1,z2 ∈ C with z1z2 �= 0 be such that ||z1|ψ1〉+ z2|ψ2〉|| = 1 as
well. Then it follows that

A
(
z1|ψ1〉+ z2|ψ2〉

)
=︸︷︷︸

(G.153)

ã(z1|ψ1〉+ z2|ψ2〉)
(
z1|ψ1〉+ z2|ψ2〉

)
(G.154)

Since A is a linear operator, we also have

A
(
z1|ψ1〉+ z2|ψ2〉

)
= z1A|ψ1〉+ z2A|ψ2〉 =︸︷︷︸

(G.153)

ã(|ψ1〉)z1)|ψ1〉+ ã(|ψ2〉)z2)|ψ2〉 .

(G.155)
Equating the right sides of (G.154) and (G.155) and using that the |ψi〉 are linearly
independent, it follows that their respective coefficients have to coincide and thus

ã(|ψ1〉) = ã(z1|ψ1〉+ z2|ψ2〉) = ã(|ψ2〉) .

This implies that ã is constant on the unit sphere S1
H
, that is, ã(|ψ〉) = const= a∈C

and thus
A|ψ〉= a|ψ〉 ∀|ψ〉 ∈ S1

H
. (G.156)

But then for any |ϕ〉 ∈H�{0} we have that |ϕ〉||ϕ|| ∈ S1
H
which implies

A
|ϕ〉
||ϕ|| =︸︷︷︸

(G.156)

a
|ϕ〉
||ϕ|| ,

and it follows that A|ϕ〉 = a|ϕ〉 for all |ϕ〉 ∈ H since this is also trivially true for
|ϕ〉= 0.

Solution 7.90 We first show that there is a g ∈ P9 with wP(g) = 3 such that
〈Ψ0|gΨ1〉 �= 0 = f (g)δ01, where the basis codewords |Ψ0〉 and |Ψ1〉 are given by
(7.33). For this consider

g= (1⊗2⊗Z)⊗3 = 1⊗1⊗Z⊗1⊗1⊗Z⊗1⊗1⊗Z , (G.157)

which satisfies wP(g) = 3. Noting that

(1⊗2⊗Z)|000〉= |0〉⊗ |0〉⊗Z|0〉= |0〉⊗ |0〉⊗ |0〉= |000〉
(1⊗2⊗Z)|111〉= |1〉⊗ |1〉⊗Z|1〉= |1〉⊗ |1〉⊗ (−|1〉) =−|111〉 , (G.158)
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we obtain

g|Ψ1〉 =︸︷︷︸
(G.157),(7.33)

(1⊗2⊗Z)⊗3
( |000〉− |111〉√

2

)⊗3

=
(
(1⊗2⊗Z)|000〉− (1⊗2⊗Z)|111〉√

2

)⊗3
=︸︷︷︸

(G.158)

( |000〉+ |111〉√
2

)⊗3

=︸︷︷︸
(7.33)

|Ψ0〉 .

Therefore, we have

∃g ∈ P9 : wP(g) = 3 and 〈Ψ0|gΨ1〉= 〈Ψ0|Ψ0〉= 1 �= 0= f (g)δ01 .

It remains to show that for any h ∈ P9 with wP(h) ≤ 2 and x,y ∈ {0,1} we have,
instead,

〈Ψx|hΨy〉= f (h)δxy .

We do this in two steps, first addressing the case x �= y, and in a second step we
show that it holds for the case x= y as well. To begin with, we note that with Σ j

α as
defined in (7.43) any h ∈ P9 with wP(h)≤ 2 is of the form

h= icΣ j
αΣ l

β (G.159)

with c,α,β ∈ {0, . . . ,3} and j, l ∈ {0, . . . ,8}. We also introduce the following intu-
itive and helpful notations.

|ψ±〉 := |000〉± |111〉√
2

∈ ¶
H
⊗3

|Ψ+〉 := |Ψ0〉=
( |000〉+ |111〉√

2

)⊗3
= |ψ+〉⊗3

|Ψ−〉 := |Ψ1〉=
( |000〉− |111〉√

2

)⊗3
= |ψ−〉⊗3 .

For j ∈ {0, . . . ,8} we set ĵ :=
⌊

j
3

⌋
and ǰ := jmod3. Therefore, we obtain

Σ j
α |Ψ±〉=δ ĵ2

(
Σ ǰ
α |ψ±〉

)
⊗|ψ±〉⊗ |ψ±〉

+δ ĵ1|ψ±〉⊗
(
Σ ǰ
α |ψ±〉

)
⊗|ψ±〉

+δ ĵ0|ψ±〉⊗ |ψ±〉⊗
(
Σ ǰ
α |ψ±〉

)
.

(G.160)
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It follows that
〈Σ j

αΨ+|Σ l
βΨ−〉= 0 (G.161)

since, due to (3.4), each of the nine scalar products formed by using (G.160) in the
left side of (G.161) will always involve scalar products of tensor factors in ¶

H
⊗3 of

the form 〈ψ+|ψ−〉= 0. Hence, we have for any h ∈ P9 with wP(h)≤ 2 that

〈Ψ0|hΨ1〉 =︸︷︷︸
(G.159),(G.160)

〈Ψ+|icΣ j
αΣ l

βΨ−〉 =︸︷︷︸
(2.4),(2.30)

ic〈(Σ j
α)∗Ψ+|Σ l

βΨ−〉

=︸︷︷︸
(Σ j

α )∗=Σ
j
α

ic〈Σ j
αΨ+|Σ l

βΨ−〉 =︸︷︷︸
(G.161)

0

= f (h)δ01

Finally, we show that for any h ∈ P9 with wP(h) ≤ 2 we have 〈Ψ0|hΨ0〉 = f (h) =
〈Ψ1|hΨ1〉. For this note first that

〈Σ j
αΨ±|Σ l

βΨ±〉 =︸︷︷︸
(G.160)

δ ĵl̂〈Σ ǰ
αψ±|Σ ľ

βψ±〉 (G.162)

+(1−δ ĵl̂)〈Σ ǰ
αψ±|ψ±〉〈ψ±|Σ ľ

βψ±〉 .

Here we have

〈ψ±|Σ ľ
βψ±〉

=︸︷︷︸
(G.160)

1
2

(
〈000|Σ ľ

β000〉+ 〈111|Σ ľ
β111〉±〈000|Σ ľ

β111〉±〈111|Σ ľ
β000〉

)

=︸︷︷︸
(3.4)

1
2

⎛

⎜⎜⎝〈0|σβ0〉+ 〈1|σβ1〉︸ ︷︷ ︸
=2δβ0

±〈0|σβ1〉〈0|1〉2︸ ︷︷ ︸
=0

±〈1|σβ0〉〈1|0〉2︸ ︷︷ ︸
=0

⎞

⎟⎟⎠

= δβ0 . (G.163)

Likewise, we obtain

〈Σ ǰ
αψ±|Σ ľ

βψ±〉 =︸︷︷︸
(Σ j

α )∗=Σ
j
α

〈(Σ ǰ
α)∗ψ±|Σ ľ

βψ±〉 =︸︷︷︸
(2.30)

〈ψ±|Σ ǰ
αΣ ľ

βψ±〉

=︸︷︷︸
(G.160)

1
2

(
〈000|Σ ǰ

αΣ ľ
β000〉+ 〈111|Σ ǰ

αΣ ľ
β111〉

±〈000|Σ ǰ
αΣ ľ

β111〉±〈111|Σ ǰ
αΣ ľ

β000〉
)
,
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where

〈000|Σ ǰ
αΣ ľ

β111〉 = δ ǰľ〈0|σασβ1〉〈0|1〉2︸ ︷︷ ︸
=0

+(1−δ ǰľ)〈0|σα1〉〈0|σβ1〉〈0|1〉︸︷︷︸
=0

= 0

and, similarly, 〈111|Σ ǰ
αΣ ľ

β000〉= 0, such that

〈Σ ǰ
αψ±|Σ ľ

βψ±〉=
1
2

(
〈000|Σ ǰ

αΣ ľ
β000〉+ 〈111|Σ ǰ

αΣ ľ
β111〉

)
=: Č(α, ǰ),(β ,ľ) (G.164)

Inserting (G.163) and (G.164) into (G.162) gives

〈Σ j
αΨ±|Σ l

βΨ±〉 = δ ĵl̂Č(α, ǰ),(β ,ľ) + (1−δ ĵl̂)δα0δβ0 =:C(α, j),(β ,l) (G.165)

such that, finally,

〈Ψ0|hΨ0〉 =︸︷︷︸
(G.159),(G.160)

〈Ψ+|icΣ j
αΣ l

βΨ+〉 =︸︷︷︸
(2.4),(2.30)

ic〈(Σ j
α)∗Ψ+|Σ l

βΨ+〉

=︸︷︷︸
(Σ j

α )∗=Σ
j
α

ic〈Σ j
αΨ+|Σ l

βΨ+〉 =︸︷︷︸
(G.165)

ic〈Σ j
αΨ−|Σ l

βΨ−〉

=︸︷︷︸
(Σ j

α )∗=Σ
j
α

ic〈(Σ j
α)∗Ψ−|Σ l

βΨ−〉 =︸︷︷︸
(2.4),(2.30)

〈Ψ−|icΣ j
αΣ l

βΨ−〉

=︸︷︷︸
(G.159),(G.160)

〈Ψ1|hΨ1〉 .

Solution 7.91 From Fig. 7.6 we have

A1 = |1〉〈1|⊗1⊗1⊗X⊗1+ |0〉〈0|⊗1⊗1⊗1⊗1

A2 = 1⊗|1〉〈1|⊗1⊗X⊗1+1⊗|0〉〈0|⊗1⊗1⊗1

B1 = |1〉〈1|⊗1⊗1⊗1⊗X+ |0〉〈0|⊗1⊗1⊗1⊗1

B2 = 1⊗1⊗|1〉〈1|⊗1⊗X+1⊗1⊗|0〉〈0|⊗1⊗1

such that

A2A1 = |1〉〈1|⊗ |1〉〈1|⊗1⊗1⊗1+ |1〉〈1|⊗ |0〉〈0|⊗1⊗X⊗1

+ |0〉〈0|⊗ |1〉〈1|⊗1⊗X⊗1+ |0〉〈0|⊗ |0〉〈0|⊗1⊗1⊗1

B2B1 = |1〉〈1|⊗1⊗|1〉〈1|⊗1⊗1+ |1〉〈1|⊗1⊗|0〉〈0|⊗1⊗X

+ |0〉〈0|⊗1⊗|1〉〈1|⊗1⊗X+ |0〉〈0|⊗1⊗|0〉〈0|⊗1⊗1 .
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After multiplying out term by term in B2B1A2A1 and using 〈0|1〉 = 0,〈1|1〉 = 1 =
〈0|0〉 as well as X2 = 1 we find

S= |1〉〈1|⊗ |1〉〈1|⊗ |1〉〈1|⊗1⊗1+ |1〉〈1|⊗ |1〉〈1|⊗ |0〉〈0|⊗1⊗X

+ |1〉〈1|⊗ |0〉〈0|⊗ |1〉〈1|⊗X⊗1+ |1〉〈1|⊗ |0〉〈0|⊗ |0〉〈0|⊗X⊗X

+ |0〉〈0|⊗ |1〉〈1|⊗ |1〉〈1|⊗X⊗X+ |0〉〈0|⊗ |1〉〈1|⊗ |0〉〈0|⊗X⊗1

+ |0〉〈0|⊗ |0〉〈0|⊗ |1〉〈1|⊗1⊗X+ |0〉〈0|⊗ |0〉〈0|⊗ |0〉〈0|⊗1⊗1
(3.36)
︷︸︸︷
= (|111〉〈111|+ |000〉〈000|)⊗1⊗1

+(|110〉〈110|+ |001〉〈001|)⊗1⊗X

+(|101〉〈101|+ |010〉〈010|)⊗X⊗1

+(|100〉〈100|+ |011〉〈011|)⊗X⊗X ,

which is (7.109).

Solution 7.92 Let h1,h2 ∈ Pn, and let g j be one of the n− k generators of S. Then
we have

(−1)l j(h1h2)g jh1h2 =︸︷︷︸
(7.122)

h1h2g j =︸︷︷︸
(7.122)

h1(−1)l j(h2)g jh2 =︸︷︷︸
(7.122)

(−1)l j(h1)+l j(h2)g jh1h2

such that

l j(h1h2) =
(
l j(h1)+ l j(h2)

)
mod2 =︸︷︷︸

(5.2)

l j(h1)
2⊕ l j(h2) (G.166)

and thus

synq(h1h2) =︸︷︷︸
(7.121)

(
l1(h1h2), . . . , ln−k(h1h2)

)

=︸︷︷︸
(G.166)

(
l1(h1)

2⊕ l1(h2), . . . , ln−k(h1)
2⊕ ln−k(h2)

)

=︸︷︷︸
(7.121)

synq(h1)
2⊕ synq(h2) .
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Solution 7.93 Per Definition F.16 we have that h ∈ N(S) means that hS = Sh and
thus for any g ∈ S there exists a g̃ ∈ S such that

hg̃= gh . (G.167)

Consequently, for any |Ψ〉 ∈H
Cq

gh|Ψ〉 =︸︷︷︸
(G.167)

hg̃|Ψ〉 =︸︷︷︸
g̃∈S

h|Ψ〉 ,

which means that h|Ψ〉 is left unchanged by the action of any g ∈ S. But H
Cq is the

subspace of all vectors left unchanged by every element of S, which implies that
h|Ψ〉 ∈H

Cq .

Solutions to Exercises from Chapter 8

Solution 8.94 As per Definition 2.8, we have for any |ψ〉, |ϕ〉 ∈H

〈ψ|A(s)ϕ〉= 〈A(s)∗ψ|ϕ〉 .

Consequently
d
ds
〈ψ|A(s)ϕ〉= d

ds
〈A(s)∗ψ|ϕ〉 . (G.168)

The linearity and continuity properties (see Definition 2.1 and Exercise 2.5) of the
scalar product allow us to pull the derivatives inside so that (G.168) implies

〈ψ|
.
A(s)ϕ〉= 〈 d

ds

(
A(s)∗

)
ψ|ϕ〉 =︸︷︷︸

(2.30)

〈ψ|
(

d
ds

(
A(s)∗

))∗
ϕ〉

for any |ψ〉, |ϕ〉 ∈H and thus

.
A(s) =

(
d
ds

(
A(s)∗

))∗

⇒
( .
A(s)

)∗
=
[(

d
ds

(
A(s)∗

))∗]∗
=︸︷︷︸

(2.31)

d
ds

(
A(s)∗

)
.
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Solution 8.95 From (8.8) we have

ε2 ≥ || |Φ〉− |Ψ〉 ||2 =︸︷︷︸
(2.5)

〈Φ−Ψ |Φ−Ψ〉

=︸︷︷︸
(2.5)

||Φ ||2+ ||Ψ ||2−〈Φ |Ψ〉−〈Ψ |Φ〉 =︸︷︷︸
(2.1)

2−2Re(〈Φ |Ψ〉) ,

where we also used the assumption ||Φ ||= 1= ||Ψ || in the last equation. Thus,

Re(〈Φ |Ψ〉)≥ 1− ε2

2

with which we obtain

|〈Φ |Ψ〉|2 = Re(〈Φ |Ψ〉)2+ Im(〈Φ |Ψ〉)2

≥ Re(〈Φ |Ψ〉)2 ≥
(
1− ε2

2

)2

= 1+
ε4

4
− ε2

≥ 1− ε2 .

Solution 8.96 For any computational basis vector |x〉= |xn−1 . . .x0〉 ∈ ¶
H
⊗n we have

Hini|x〉 =︸︷︷︸
(8.24)

n−1
∑
j=0

Σ j
z |x〉 =︸︷︷︸

(8.26)

(
n−2

n−1
∑
j=0

x j

)
|x〉 .

Hence, each |x〉 is an eigenvector of Hini with eigenvalue

Eini,x = n−2
n−1
∑
j=0

x j , (G.169)

where x j ∈ {0,1}, and we can determine the eigenvalue Eini,x by the number

lx = n−
n−1
∑
j=0

x j (G.170)

of the x j in |x〉 = |xn−1 . . .x0〉 which satisfy x j = 0. The lowest such number is
l2n−1 = 0 with eigenvalue Eini,l2n−1 = −n and eigenvector |2n− 1〉 = |1 . . .1〉. The
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highest lx is l0 = nwith eigenvalue Eini,l0 = n and eigenvector |0 . . .0〉. Consequently,
the eigenvalues are of the form

Eini,l =︸︷︷︸
(G.169),(G.170)

2l−n for l ∈ {0, . . . ,n} ,

and for a given l there are
(n
l

)
distinct |xn−1 . . .x0〉 such that l = n−∑n−1

j=0 x j.

Solution 8.97 For any computational basis vector |x〉= |xn−1 . . .x0〉 ∈ ¶
H
⊗n we have

Hfin|x〉 =︸︷︷︸
(8.24)

⎡

⎢⎣
n−1
∑
i, j=0
i �= j

Ji jΣ i
zΣ j

z +
n−1
∑
j=0

KjΣ j
z + c1⊗n

⎤

⎥⎦ |x〉

=︸︷︷︸
(8.26)

⎡

⎢⎣
n−1
∑
i, j=0
i �= j

Ji j(1−2xi)(1−2x j)+
n−1
∑
j=0

Kj(1−2x j)+ c1⊗n

⎤

⎥⎦ |x〉

=

⎡

⎢⎣4
n−1
∑
i, j=0
i �= j

xiJi jx j−2
n−1
∑
i, j=0
i �= j

(xiJi j+ Ji jx j)−2
n−1
∑
j=0

Kjx j +
n−1
∑
i, j=0
i �= j

Ji j +
n−1
∑
j=0

Kj + c

⎤

⎥⎦ |x〉 .

Using (8.25), we obtain

4
n−1
∑
i, j=0
i �= j

xiJi jx j−2
n−1
∑
i, j=0
i �= j

(xiJi j+ Ji jx j)−2
n−1
∑
j=0

Kjx j+
n−1
∑
i, j=0
i �= j

Ji j+
n−1
∑
j=0

Kj+ c

= 4
n−1
∑
i, j=0
i �= j

xi
Qi j

4
x j−2

n−1
∑
i, j=0
i �= j

(
xiQi j+Qi jx j

4

)

−2
n−1
∑
j=0

⎛

⎜⎝−1
4

n−1
∑
i=0
i �= j

(Qi j+Qji)− 1
2
Qj j

⎞

⎟⎠x j

+
n−1
∑
i, j=0
i �= j

Qi j

4
+

n−1
∑
j=0

⎛

⎜⎝−1
4

n−1
∑
i=0
i �= j

(Qi j+Qji)− 1
2
Qj j

⎞

⎟⎠

+
1
4

n−1
∑
i, j=0
i �= j

Q ji+
1
2

n−1
∑
j=0

Qj j
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=
n−1
∑
i, j=0
i �= j

xiQi jx j+
n−1
∑
j=0

Qj jx j =︸︷︷︸
x j∈{0,1}

n−1
∑
i, j=0
i �= j

xiQi jx j+
n−1
∑
j=0

Qj jx
2
j =

n−1
∑
i, j=0

xiQi jx j

=︸︷︷︸
(8.23)

B(x) .

Solution 8.98 From (2.36) we know that |Ψ〉〈Ψ |∗ = |Ψ〉〈Ψ | for all |Ψ〉 ∈ H and
since f (s) ∈ R it follows that Hini,Hfin and HT (s) are all self-adjoint.

By definition ||Ψ0||2 = 1. Hence, we have for any |Φ〉 ∈H

|〈Φ |Ψ0〉|2 ≤︸︷︷︸
(2.16)

||Φ ||2 ||Ψ0||2︸ ︷︷ ︸
=1

= ||Φ ||2 =︸︷︷︸
(2.5)

〈Φ |Φ〉

and thus

0 ≤ 〈Φ |Φ〉− |〈Φ |Ψ0〉|2
=︸︷︷︸
(2.1)

〈Φ |Φ〉−〈Φ |Ψ0〉〈Ψ0|Φ〉= 〈Φ |
(
1−|Ψ0〉〈Ψ0|

)
Φ〉

=︸︷︷︸
(8.28)

〈Φ |HiniΦ〉

proving the positivity of Hini.
To show this for Hfin we recall that any orthogonal projection P satisfies per

definition P2 = P and P∗ = P as well as from (2.55) that ||P|| = 1. Consequently,
for any |Φ〉 ∈H

〈Φ |PSΦ〉 = 〈Φ |P2
SΦ〉= 〈Φ |P∗SPSΦ〉= 〈PSΦ |PSΦ〉 =︸︷︷︸

(2.5)

||PSΦ ||2

≤︸︷︷︸
(2.51)

||PS||2 ||Φ ||2 =︸︷︷︸
(2.55)

||Φ ||2 =︸︷︷︸
(2.5)

〈Φ |Φ〉

and thus

0 ≤ 〈Φ |Φ〉−〈Φ |PSΦ〉= 〈Φ |
(
1−PS

)
Φ〉

=︸︷︷︸
(8.30)

〈Φ |HfinΦ〉 ,
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proving the positivity of Hfin.
As a consequence of the positivity of Hini and Hfin and the properties of the

schedule f : [0,1]→ [0,1], we have thus for any |Φ〉 ∈H that

〈Φ |HT (s)Φ〉 =︸︷︷︸
(8.32)

(
1− f (s)

)
︸ ︷︷ ︸

≥0

〈Φ |HiniΦ〉︸ ︷︷ ︸
≥0

+ f (s)︸︷︷︸
≥0

〈Φ |HfinΦ〉︸ ︷︷ ︸
≥0

≥ 0 .

Solution 8.99 Note that for s ∈]0,1[ we have

f (s)< 1

⇒ f (s)− 1
2
<

1
2

⇒ m̃

(
f (s)− 1

2

)2

<
m̃
4

⇒
(
f (s)− 1

2

)2

<
1
4

[
m̃+4(1− m̃)

(
f (s)− 1

2

)2
]

and thus

−1
2

√

m̃+4(1− m̃)
(
f (s)− 1

2

)2

< f (s)− 1
2
<

1
2

√

m̃+4(1− m̃)
(
f (s)− 1

2

)2

,

which implies

1
2
− 1

2

√

m̃+4(1− m̃)
(
f (s)− 1

2

)2

︸ ︷︷ ︸
=E−(s)

< 1− f (s)︸ ︷︷ ︸
=E1(s)

<
1
2
+

1
2

√

m̃+4(1− m̃)
(
f (s)− 1

2

)2

︸ ︷︷ ︸
=E+(s)

.
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Finally, also using 0< m̃< 1, we have

f (s)< 1

⇒ (1− m̃)
(
f (s)2− f (s)

)
< 0

⇒ 1
4

[
m̃+4(1− m̃))

(
f (s)2− f (s)+

1
4

)]
<

1
4

⇒ 1
2
+

1
2

√

m̃+4(1− m̃))
(
f (s)− 1

2

)2

︸ ︷︷ ︸
=E+(s)

< 1= E2(s) .

Solution 8.100 This is shown by a series of straightforward implications:

0≤ f (s)≤ 1

⇒ 0≤ f (s)
(
1− f (s)

)

⇒ 0≤−m̃( f (s)2− f (s)
)

⇒ 0≤ m̃
4
− m̃

(
f (s)− 1

2

)2

⇒
(
f (s)− 1

2

)2

≤ 1
4

[
m̃+4(1− m̃)

(
f (s)− 1

2

)2
]

⇒ f (s)− 1
2
≤ 1

2

√

m̃+4(1− m̃)
(
f (s)− 1

2

)2

︸ ︷︷ ︸
= 1

2−E−(s)
⇒ 0≤ 1− f (s)−E−(s) .

Solution 8.101 From the definition of Psub in (8.60) and the definition of the |Φ̂±(s)〉
in (8.49) it follows that

Psub|Φ̂±(s)〉= |Φ̂±(s)〉 . (G.171)

Hence, we have

HT (s)
∣∣
Hsub
|Φ̂±(s)〉 =︸︷︷︸

(8.64)

PsubHT (s)Psub|Φ̂±(s)〉 =︸︷︷︸
(G.171)

PsubHT (s)|Φ̂±(s)〉

=︸︷︷︸
Thm. 8.11

PsubE±(s)|Φ̂±(s)〉 =︸︷︷︸
(G.171)

E±(s)|Φ̂±(s)〉 ,
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such that
{
E±(s)

} ⊂ σ
(
HT (s)

∣∣
Hsub

)
and |Φ̂±(s)〉 are two orthonormal eigen-

vectors of HT (s)
∣∣
Hsub

. But Hsub is a two-dimensional HILBERT space, and it fol-

lows that HT (s)
∣∣
Hsub

cannot have any other eigenvalues than E±(s), which yields

the claim
{
E±(s)

}
= σ
(
HT (s)

∣∣
Hsub

)
.

Solution 8.102 To begin with, we have

(
Hfin−Hini

)∣∣
Hsub

=︸︷︷︸
(8.64)

Psub
(
Hfin−Hini

)
Psub

=︸︷︷︸
(8.28),(8.30)

Psub
(|Ψ0〉〈Ψ0|−PS

)
Psub

=︸︷︷︸
(8.61),(8.63)

|Ψ0〉〈Ψ0|− |ΨS〉〈ΨS|

=︸︷︷︸
(8.59)

(1− m̃)|ΨS⊥〉〈ΨS⊥|+(m̃−1)|ΨS〉〈ΨS|

+
√
m̃(1− m̃)

(|ΨS⊥〉〈ΨS|+ |ΨS〉〈ΨS⊥|
)
.

Now let |Ψ〉 ∈Hsub with ||Ψ ||2 = 1, which means

|Ψ〉= a|ΨS⊥〉+b|ΨS〉

with
|a|2+ |b|2 = 1 . (G.172)

Consequently,

(
Hfin−Hini

)∣∣
Hsub
|Ψ〉 = [(1− m̃)a+

√
m̃(1− m̃)b

]|ΨS⊥〉
+
[
(m̃−1)b+

√
m̃(1− m̃)a

]|ΨS〉

such that

∣∣∣
∣∣∣
(
Hfin−Hini

∣∣
Hsub
|Ψ〉)

∣∣∣
∣∣∣
2

=︸︷︷︸
(2.14)

∣∣∣(1− m̃)a+
√
m̃(1− m̃)b

∣∣∣
2

+
∣∣∣(m̃−1)b+

√
m̃(1− m̃)a

∣∣∣
2

=
(
(1− m̃)2+ m̃(1− m̃)

)( |a|2+ |b|2 )

=︸︷︷︸
(G.172)

1− m̃ .
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Together with Definition 2.12 of the operator norm this then implies the claim
(8.66).

Solution 8.103 The claim is shown by straightforward computation.

Ae0 =⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 −(a1)−1 0 · · · 0
−a1 2 −(a2)−1 0
0 −a2 2 −(a3)−1
...

. . .
. . .

. . .
...

−a j−1 2 −(a j)−1
...

. . .
. . .

. . .
...

−aL−2 2 −(aL−1)−1 0
−aL−1 2 −(aL)−1

0 · · · 0 −aL 1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

×

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
a1
a2a1
...

a j−1a j−2 · · ·a2a1
...

aL−2aL−3 · · ·a2a1
aL−1aL−2 · · ·a2a1
aLaL−1 · · ·a2a1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1− (a1)−1a1
−a1+2a1− (a2)−1a2a1

...
−a j−1a j−2 · · ·a2a1+2a j−1a j−2 · · ·a2a1− (a j)−1a ja j−1 · · ·a1

...

...
−aLaL−1 · · ·a2a1+aLaL−1 · · ·a2a1

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0

...
0
...

...
0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
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Solution 8.104 To prove (8.96), we note that

||Ξ(l)||2 =︸︷︷︸
(2.5)

〈Ξ(l)|Ξ(l)〉

=︸︷︷︸
(8.93)

〈Ul · · ·U1Ψini|Ul · · ·U1Ψini〉 =︸︷︷︸
(2.30)

〈Ψini|U∗1 · · ·U∗l Ul · · ·U1Ψini〉

=︸︷︷︸
(2.37)

〈Ψini|Ψini〉 =︸︷︷︸
(2.5)

||Ψini||2 = 1 .

To show (8.97), we have

〈Γ (l)|Γ (m)〉 =︸︷︷︸
(8.94)

〈Ξ(l)⊗ x(l)|Ξ(m)⊗ x(m)〉

=︸︷︷︸
(3.4)

〈Ξ(l)|Ξ(m)〉〈x(l)|x(m)〉 =︸︷︷︸
(8.91)

〈Ξ(l)|Ξ(m)〉δlm = 〈Ξ(l)|Ξ(l)〉δlm

=︸︷︷︸
(2.5)

||Ξ(l)||2 δlm =︸︷︷︸
(8.96)

δlm .

Solution 8.105 Starting with (8.115), we have

(|a0〉〈b0|⊗1⊗L−2
)|x(m)〉 = |a〉〈b|x(m)L−1〉⊗ |0〉〈0|x(m)L−2〉⊗ |x(m)L−3 . . .x(m)0〉

= δb,x(m)L−1δ0,x(m)L−2 |a0x(m)L−3 . . .x(m)0〉 . (G.173)

Recalling (8.90), we obtain

x(m)L−2 = 0 ⇔ m< 2 .

So only m = 0 or m = 1 give non-zero values for the right side of (G.173). From
(8.92) we also know that

|x(0)〉= |0 . . .0〉 and |x(1)〉= |10 . . .0〉 .

We can thus re-write (G.173) as



724 Solutions to Exercises

(|a0〉〈b0|⊗1⊗L−2
)|x(m)〉 = δb,x(m)L−1

(
δm,0+δm,1

)|a0 . . .0〉
=
(
δb,x(0)L−1δm,0+δb,x(1)L−1δm,1

)|a0 . . .0〉
=
(
δb,0δm,0+δb,1δm,1

)|a0 . . .0〉
=
(
δb,0δm,0+δb,1δm,1

)(
δa,0|x(0)〉+δa,1|x(1)〉

)

= δb,0δm,0δa,0|x(0)〉+δb,1δm,1δa,0|x(0)〉
+δb,0δm,0δa,1|x(1)〉+δb,1δm,1δa,1|x(1)〉

= δb,0δm,0δa,0|x(m)〉+δb,1δm,1δa,0|x(m−1)〉
+δb,0δm,0δa,1|x(m+1)〉+δb,1δm,1δa,1|x(m)〉 ,

which is (8.115). For (8.116) we have

(
1⊗l−2⊗|1a0〉〈1b0|1⊗L−l−1)|x(m)〉 (G.174)

= δ1,x(m)L−l+1
δb,x(m)L−lδ0,x(m)L−l−1 |x(m)L−1 . . .x(m)L−l+21a0x(m)L−l−2 . . .x(m)0〉 .

Using again (8.90), we find

x(m)L−l+1 = 1 ⇔ m≥ l−1 and x(m)L−l−1 = 0 ⇔ m< l+1 .

Hence, for the right side of (G.174) not to vanish, we must have l−1≤ m< l = 1,
that is, m= l−1 or m= l only. Recalling again (8.92), we know that

|x(l−1)〉= | 1 . . .1︸ ︷︷ ︸
l−1 times

0 . . .0〉 and |x(l)〉= |1 . . .1︸ ︷︷ ︸
l times

0 . . .0〉 .

We can thus re-write (G.174) as

(
1⊗l−2⊗|1a0〉〈1b0|1⊗L−l−1)|x(m)〉

= δb,x(m)L−l
(
δm,l−1+δm,l

)| 1 . . .1︸ ︷︷ ︸
l−1 times

a0 . . .0〉

=︸︷︷︸
(8.90)

(
δb,0δm,l−1+δb,1δm,l

)| 1 . . .1︸ ︷︷ ︸
l−1 times

a0 . . .0〉

=
(
δb,0δm,l−1+δb,1δm,l

)(
δa,0|x(l−1)〉+δa,1|x(l)〉

)

= δa,0δb,0δm,l−1|x(m)〉+δa,1δb,1δm,l |x(m)〉
+δa,1δb,0δm,l−1|x(m+1)〉+δa,0δb,1δm,l |x(m−1)〉 ,

which proves (8.116). For (8.117) consider

(
1⊗L−2⊗|1a〉〈1b|)|x(m)〉 = δ1,x(m)1δb,x(m)0 |x(m)L−1 . . .x(m)21a〉 .

Once more, (8.90) implies
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x(m)1 = 1 ⇔ m= L−1 or m= L .

Proceeding as before, this yields

(
1⊗L−2⊗|1a〉〈1b|)|x(m)〉 = δb,x(m)0

(
δm,L−1+δm,L

)|x(m)L−1 . . .x(m)21a〉
=︸︷︷︸

(8.90)

(
δb,0δm,L−1+δb,1δm,L

)|1 . . .11a〉

=
(
δm,L−1δb,0+δm,Lδb,1

)(
δa,0|x(L−1〉+δa,1|x(L)〉

)

=
(
δa,0δb,0δm,L−1+δa,1δb,1δm,L

)|x(m)〉
+δa,0δb,1δm,L|x(m−1〉+δa,1δb,0δm,L−1|x(m+1)〉 ,

which completes the proof of (8.117).

Solution 8.106 Making use of the result (2.48) and the fact that both HT (s) and
Psub are self-adjoint, we see that the claim (8.129) is proven, if we can show
that their product HT (s)Psub is self-adjoint. From (8.122) it is evident that this is
the case if HiniPsub and HfinPsub are self-adjoint. From (8.99) and (8.100) it fol-
lows that the latter is true if in turn each HXPsub is self-adjoint for the various
X ∈ {c-ini, input,clock, l}. We now proceed to show this. First, we consider

Hc-iniPsub =︸︷︷︸
(8.129)

Hc-ini

L

∑
m=0

|Γ (m)〉〈Γ (m)|=
L

∑
m=0

Hc-ini|Γ (m)〉〈Γ (m)|

=︸︷︷︸
(8.118)

L

∑
m=0

(1−δm,0)|Γ (m)〉〈Γ (m)|=
L

∑
m=1

|Γ (m)〉〈Γ (m)|

= Psub−|Γ (0)〉〈Γ (0)| ,

where (2.36) assures us that the last expression is self-adjoint, implying that this is
also the case for Hc-iniPsub. Similarly, we have

HinputPsub =︸︷︷︸
(8.129)

L

∑
m=0

Hinput|Γ (m)〉〈Γ (m)| =︸︷︷︸
(8.119)

0

HclockPsub =︸︷︷︸
(8.129)

L

∑
m=0

Hclock|Γ (m)〉〈Γ (m)| =︸︷︷︸
(8.120)

0 ,

and since the zero operator is obviously self-adjoint, so areHinputPsub and HclockPsub.
Lastly, for l ∈ {1, . . . ,L} consider
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HlPsub =︸︷︷︸
(8.129)

L

∑
m=0

Hl |Γ (m)〉〈Γ (m)|

=︸︷︷︸
(8.121)

1
2

L

∑
m=0

(δm,l−1+δm,l)|Γ (m)〉〈Γ (m)|

− 1
2

L

∑
m=0

(
δm,l−1|Γ (m+1)〉〈Γ (m)|+δm,l |Γ (m−1)〉〈Γ (m)|)

=
1
2

(|Γ (l−1)〉〈Γ (l−1)|+ |Γ (l)〉〈Γ (l)|
− |Γ (l)〉〈Γ (l−1)|− |Γ (l−1)〉〈Γ (l)|) ,

which is self-adjoint due to (2.36). Consequently, HpropPsub = 1
2 ∑

L
l=1HlPsub is self-

adjoint and thus ultimately HT (s)Psub as well. As already mentioned above, the
claim (8.130) then follows from (2.48).

Solution 8.107 Let

|Ψ〉=
L

∑
m=0

Ψm|Γ (m)〉

be an arbitrary vector of Hsub. Then we have

〈Ψ |HpropΨ〉 =︸︷︷︸
(8.104)

L

∑
k,m=0

ΨkΨm
1
2

L

∑
l=1

〈Γ (k)|HlΓ (m)〉

=︸︷︷︸
(8.121)

1
2

L

∑
k,m=0

L

∑
l=1

ΨkΨm
(
(δm,l−1+δm,l)〈Γ (k)|Γ (m)〉

−δm,l−1〈Γ (k)|Γ (m+1)〉−δm,l〈Γ (k)|Γ (m−1)〉)

=︸︷︷︸
(8.97)

1
2

L

∑
k,m=0

L

∑
l=1

ΨkΨm
(
(δm,l−1+δm,l)δk,m−δm,l−1δk,m+1−δm,lδk,m−1

)

=
1
2

L

∑
k=0

L

∑
l=1

(
ΨkΨk(δk,l−1+δk,l)−ΨkΨl−1δk,l−ΨkΨlδk,l−1

)

=
1
2

L

∑
l=1

(
Ψl−1Ψl−1+ΨlΨl−ΨlΨl−1−Ψl−1Ψl

)

=
1
2

L

∑
l=1

|Ψl−1−Ψl |2 ≥ 0 . (G.175)

For an arbitrary |Φ〉 ∈H
U ⊗H

C we have Psub|Φ〉 ∈Hsub and thus
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〈Φ |Hprop
∣∣
Hsub

Φ〉 =︸︷︷︸
(8.131)

〈Φ |PsubHpropPsubΦ〉 =︸︷︷︸
(2.30),P∗sub=Psub

〈PsubΦ |HpropPsubΦ〉

≥︸︷︷︸
(G.175)

0 ,

and Definition 2.12 implies (8.132).

Solution 8.108 To prove the claim, it is helpful to use the abbreviating notations
b = b

(
s,E(s)

)
and θ j = θ j

(
s,E(s)

)
and to introduce the following variables for

j ∈ {1,2}
u j = mθ j

v j = (m−2)θ j ,
(G.176)

which satisfy
u j+ v j

2
= (m−1)θ j

u j− v j
2

= θ j .
(G.177)

We then have

bΦ(s)m−1−Φ(s)m−2 =︸︷︷︸
(8.148)

Aj
[
bCo j

(
(m−1)θ j

)−Co j
(
(m−2)θ j

)]

+Bj
[
bSi j

(
(m−1)θ j

)−Si j
(
(m−2)θ j

)]

=︸︷︷︸
(8.147)

Aj
[
2Co j(θ j)Co j

(
(m−1)θ j

)−Co j
(
(m−2)θ j

)]

+Bj
[
2Co j(θ j)Si j

(
(m−1)θ j

)−Si j
(
(m−2)θ j

)]

=︸︷︷︸
(G.177)

Aj
[
2Co j

(
u j− v j

2

)
Co j

(
u j+ v j

2

)
−Co j

(
v j
)]

+Bj
[
2Co j

(
u j− v j

2

)
Si j

(
u j+ v j

2

)
−Si j

(
v j
)]
.

Here we can use the trigonometric identities

2Co j

(
u+ v
2

)
Co j

(
u− v
2

)
= Co j(u)+Co j(−v) = Co j(u)+Co j(v)

2Co j

(
u+ v
2

)
Si j

(
u− v
2

)
= Si j(u)−Si j(−v) = Si j(u)+Si j(v) ,

(G.178)

which hold for j = 1 and j = 2. Hence, we obtain
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bΦ(s)m−1−Φ(s)m−2 = AjCo j(u j)+Bj Si j(u j)
=︸︷︷︸

(G.176)

AjCo j(mθ j)+Bj Si j(mθ j)

=︸︷︷︸
(8.148)

Φ(s)m ,

which proves the claim.

Solution 8.109 We will first show that the solution (8.148) of the recursion together
with the boundary conditions (8.142) and (8.144) leads to (8.150), where Ta j is as
defined in (8.149).

We use again the abbreviating notation θ j = θ j
(
s,E(s)

)
. The boundary condition

(8.142) requires
Φ(s)1 = aΦ(s)0 ,

which implies
Aj

B j
=

Si j(θ j)
a−Co j(θ j)

. (G.179)

Whereas (8.144) requires
Φ(s)L = cΦ(s)L−1 ,

which implies
Aj

B j
=

cSi j
(
(L−1)θ j

)−Si j(Lθ j)
Co j(Lθ j)−Co j

(
(L−1)θ j

) . (G.180)

Hence, we must have

Si j(θ j)
a−Co j(θ j)

=︸︷︷︸
(G.179),(G.180)

cSi j
(
(L−1)θ j

)−Si j(Lθ j)
Co j(Lθ j)−Co j

(
(L−1)θ j

) ,

which leads to

Si j(θ j)Co j(Lθ j)−Si j(Lθ j)Co j(θ j) = acSi j
(
(L−1)θ j

)−aSi j(Lθ j)
+ c
[
Si j(θ j)Co j

(
(L−1)θ j

)−Si j
(
(L−1)θ j

)
Co j(θ j)

]
.

On the left side and in the last term on the right side we use the identity

Si j(u)Co j(v)−Co j(u)Si j(v) = Si j(u− v) , (G.181)
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which holds for j = 1 and j = 2, to obtain

(1+ac)Si j
(
(L−1)θ j

)
= aSi j(Lθ j)− cSi j

(
(L−2)θ j

)
. (G.182)

Here we can use the second of the identities (G.178) with u = Lθ j and v = −(L−
2)θ j, which yields

Si j(Lθ j) =︸︷︷︸
(G.178)

2Co j(θ j)Si j
(
(L−1)θ j

)−Si j
(
(L−2)θ j

)

=︸︷︷︸
(8.147)

bSi j
(
(L−1)θ j

)−Si j
(
(L−2)θ j

)
.

Inserting this into (G.182) gives

(1+ac−ab)Si j
(
(L−1)θ j

)
= (c−a)Si j

(
(L−2)θ j

)
.

Using the identity (G.181) with u= (L−1)θ j and v= θ j, we find

Si j
(
(L−2)θ j

)
=︸︷︷︸

(G.181)

Si j
(
(L−1)θ j

)
Co j(θ j)−Co j

(
(L−1)θ j

)
Si j(θ j)

=︸︷︷︸
(8.147)

Si j
(
(L−1)θ j

)b
2
−Co j

(
(L−1)θ j

)
Si j(θ j) .

Inserting this into (G.182) yields, after some re-arrangements,

Ta j
(
(L−1)θ j

)
=

2(c−a)Si j(θ j)
b(c+a)−2ac−2

. (G.183)

In deriving (G.183) we have ignored the fact that Co j
(
(L− 1)θ j

)
as well as b(c+

a)− 2ac− 2 can be zero. We will continue to do so, but shall discuss the points
(s,E) where this happens in more detail in the proof of Theorem 8.26.

Now, (8.147) also implies

Si j(θ j) =︸︷︷︸
(8.147)

{
sinhθ1 for j = 1

sinθ2 for j = 2
=

{√
cosh2 θ1−1 for j = 1√
1− cos2 θ2 for j = 2

=︸︷︷︸
(8.147)

{
1
2

√
b2−4 for j = 1

1
2

√
4−b2 for j = 2

=
1
2

√
(−1) j(4−b2) ,
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which, inserted into (G.183), yields (8.149). We have thus shown that a solution
of (8.142)–(8.144) implies (8.150). From Lemma 8.25 we know that a solution of
(8.142)–(8.144) is equivalent to |Φ(s)〉 being an eigenvector with eigenvalue E(s).
Consequently, E(s) has to be a solution of (8.150).

Solution 8.110 The proof of the claim (8.152) is accomplished by making use of
(8.145) and (8.151) and straightforward, albeit lengthy, calculations, which we give
here without many of the intermediate steps. Again, we ignore here the fact that
b(c+ a)− 2ac− 2 can be zero. We will continue to do so when proving (8.152),
but shall discuss the points (s,E) where this happens in more detail in the proof of
Theorem 8.26. To begin with, we have from (8.145)

a+ c=
4E(E−1)+2s
s(2−2E− s)

.

Here and in what follows we use the abbreviation E = E(s). We then have

b(a+ c) =
4s(1−E)−8E(E−1)2

s2(2−2E− s)

as well as

2ac=
2s3−4Es2

s2(2−2E− s)

and

c−a=
2s(s−1)+4E(1−E)

s(2−2E− s)
. (G.184)

Hence, we find

b(a+ c)−2ac−2= 4
s2(2E−1)+ s(1−E)−2E(E−1)2

s2(2−2E− s)
. (G.185)

On the other hand, (8.151) gives

2(s−−E)(E− p+)(E− p−) = s2(2E−1)+ s(1−E)−2E(E−1)2

as well as

(E− z+)(E− z−) =−1
4

(
2s(s−1)+4E(1−E)

)

such that (G.185) becomes

b(a+ c)−2ac−2=
8(s−−E)(E− p+)(E− p−)

s2(2−2E− s)
, (G.186)
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whereas (G.184) becomes

c−a=
−4(E− z+)(E− z−)

s(2−2E− s)
. (G.187)

Using (G.186) and (G.187) yields

(c−a)
√
(−1) j(4−b2)

b(a+ c)−2ac−2
=

(E− z+)(E− z−)
(E− p+)(E− p−)

s
√
(−1) j(4−b2)
2(E− s−)

. (G.188)

Here we can use that

(−1) j(4−b2) =︸︷︷︸
(8.145)

(−1) j
(
4−4

(1−E)2

s2

)
=

4(−1) j
s2

(
s2− (E−1)2

)

=
4(−1) j

s2
(
s− (E−1)

)(
s+(E−1)

)

=︸︷︷︸
(8.151)

4(−1) j
s2

(s+−E)(E− s−) ,

where s+−E > 0 in both cases and s− −E > 0 in Case j = 1 and s− −E ≤ 0 in
Case j = 2. Consequently, we have

s
√
(−1) j(4−b2)
2(E− s−)

=
√

s+−E

√
(−1) j(E− s−)
(E− s−)

,

where

√
(−1) j(E− s−)
(E− s−)

=

{√
s−−E

(E−s−) if j = 1√
E−s−

(E−s−) if j = 2
=

{
− 1√

s−−E if j = 1
1√

E−s− if j = 2

=
(−1) j√

(−1) j(E− s−)
,

such that
s
√
(−1) j(4−b2)
2(E− s−)

= (−1) j
√

s+−E
(−1) j(E− s−)

.

Inserting this into (G.188), we obtain

(c−a)
√
(−1) j(4−b2)

b(a+ c)−2ac−2
= (−1) j (E− z+)(E− z−)

(E− p+)(E− p−)

√
s+−E

(−1) j(E− s−)
=︸︷︷︸

(8.151)

h j(s,E)
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proving the claim (8.152).

Solution 8.111 The statements for s= 0 and s= 1 are easily obtained by inserting
these values in (8.151).

For s ∈]0,1[ we first obtain

(1+ s)2 > 1+ s2 > (1− s)2+ s2 = 1−2s+2s2

⇒ 1+ s >
√
1+ s2 >

√
1−2s+2s2

⇒ 2+2s > 1+ s+
√
1+ s2 > 1+

√
1−2s+2s2

⇒ 1+ s > 1
2

(
1+ s+

√
1+ s2

)
> 1

2

(
1+

√
1−2s+2s2

)

⇔ s+ > p+ > z+ .

(G.189)

Similarly, we have

1 > s
⇒ 2s > 2s2

⇒ 1−2s+2s2 > 1−4s+4s2 = (1−2s)2

⇒ √
1−2s+2s2 > 1−2s > −√1−2s+2s2

⇒ 1+
√
1−2s+2s2 > 2(1− s) > 1−√1−2s+2s2

⇒ 1
2

(
1+

√
1−2s+2s2

)
> 1− s > 1

2

(
1−√1−2s+2s2

)

⇔ z+ > s− > z−

and
√
1+ s2 > 1

⇒ −2s > −2s√1+ s2

⇒ 1−2s+2s2 > 1+2s2−2s
√
1+ s2 = (s−√1+ s2)2

⇒ √
1−2s+2s2 > s−√1+ s2 > −√1−2s+2s2

⇒ 1+
√
1−2s+2s2 > 2(1− s) > 1−√1−2s+2s2

⇒ 1
2

(
1+

√
1−2s+2s2

)
> 1

2

(
1+ s−√1+ s2

)
> 1

2

(
1−√1−2s+2s2

)

⇔ z+ > p− > z− .
(G.190)

Together (G.189)–(G.190) imply for 0 < s < 1 that z− < p−,s− < z+ < p+ < s+.
For 0< s< 3

4 we find

3
4 > s

⇒ 6s > 8s2

⇒ 1+ s2 > 9s2−6s+1= (1−3s)2

⇒ 1−3s > −√1+ s2

⇒ 2−2s > 1+ s−√1+ s2

⇒ 1− s > 1
2

(
1+ s−√1+ s2

)

⇔ s− > p−
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and conversely for 3
4 ≤ s< 1 that p− ≤ s−. Altogether thus for 0< s< 1

z− < p− < s− < z+ < p+ < s+ if s<
3
4

z− < s− ≤ p− < z+ < p+ < s+ if s≥ 3
4

as claimed in (8.154).

Solution 8.112 Let s ∈]0,1]. Then we have

s ≶ 3
4⇔ 0 ≶ 3−4s

⇔ 1+ s2 ≶ s2−4s+4= (2− s)2

⇔ √
1+ s2 ≶ 2− s

⇔ 1+ s2 ≶ (2− s)
√
1+ s2

⇔ 1− (2− s)
√
1+ s2 ≶ −s2

⇔ (2− s)(1+ s−√1+ s2) ≶ 1+ s−2s2

⇔ p− =︸︷︷︸
(8.151)

1
2

(
1+ s−√1+ s2

)
≶ 1+s−2s2

2(2−s) =︸︷︷︸
(8.157)

Ê

and similarly

s ≶ 3
4 =

6
8

⇔ 1
8 ≶ 7

8 − s

⇔ 1
64 ≶

(
7
8 − s

)2 = 49
64 − 7

4 s+ s2

⇔ 0 ≶ 3−7s+4s2

⇔ 1+ s−2s2 ≶ 4−6s+2s2 = 2(2− s)(1− s)
⇔ Ê =︸︷︷︸

(8.157)

1+s−2s2
2(2−s) ≶ 1− s =︸︷︷︸

(8.151)

s− .

Lastly,

s−
(
3
4

)
=

1
4
= Ê

(
3
4

)
= p−

(
3
4

)

is easily verified from the definitions (8.151) and (8.157) of s−, Ê and p−.

Solution 8.113 Let p−(s) ∈ Iq−(s) and p−(s) �= Es,q−−2. Then we have Es,q−−2 <
p−(s). It follows from (8.161) and (8.151) that then
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1− scosαq−−2 <
1
2

(
1+ s−

√
1+ s2

)
< 1 ,

which implies cosαq−−2 > 0. Thus

αq−−2 =︸︷︷︸
(8.160)

2(q−−2)+1
2(L−1)

π <
π
2
,

from which we obtain q− < L
2 +1.

Next, let p+(s) ∈ Iq+(s). Then we must have p+(s) < Es,q+−1. It follows again
from (8.161) and (8.151) that then

1<
1
2

(
1+ s+

√
1+ s2

)
< 1− scosαq+−1 ,

which implies cosαq+−1 < 0. Thus

π
2
< αq+−1 =︸︷︷︸

(8.160)

2(q+−1)+1
2(L−1)

π < π ,

Solution 8.114 For p±(s) ∈ Iq(s) to be the case, (8.163) requires L
2 < q< L

2 +1. If
L = 2k, this would imply k < q < k+ 1, which has no solution for q ∈ N0. Hence,
p±(s) ∈ Iq(s) is only possible for L = 2k+ 1 in which case q = k+ 1. Moreover,
p±(s) ∈ Iq(s) also implies that p+ and p− cannot be further apart than the width of
the interval, that is, we must have p+(s)− p−(s)< Es,q−1−Es,q−2. It then follows
from (8.161) and (8.151) that

√
1+ s2 < s(cosαq−2− cosαq−1) . (G.191)

Using that L= 2k+1,q= k+1 and (8.160), we find

αq−2 =
2(q−2)+1
2(L−1)

π =
(
1
2
− 1

4k

)
π

αq−1 =
2(q−1)+1
2(L−1)

π =
(
1
2
+

1
4k

)
π

such that αq−1 + αq−2 = π and thus cosαq−1 = −cosαq−2. This together with
(G.191) and s ∈]0,1] implies

1<
√

1+ s2 < 2scosαq−2 ≤ 2cosαq−2 .

Hence, for p±(s) ∈ Iq(s) to be true, we must have cosαq−2 > 1
2 and thus
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αq−2 =
(
1
2
− 1

4k

)
π <

π
3
,

which requires k < 3
2 , that is, L = 2k+ 1 < 4. Since we know already that L has

to be odd, and we assume L > 1, the only remaining possibility for p±(s) ∈ Iq(s)
to hold would be the case k = 1 and thus L = 3 and q = k+ 1 = 2. Consequently,
αq−2 = α0 = π

4 and cosαq−2 = 1√
2
, and the only remaining possibility is

p± ∈ I2(s) =︸︷︷︸
(8.162)

]
1− s√

2
,1+

s√
2

]
.

It follows from the definition (8.151) of the p± that in this case

1− s√
2
<

1
2

(
1+ s±

√
1+ s2

)≤ 1+
s√
2
.

The first of these inequalities implies

√
1+ s2 <(

√
2+1)s−1

⇒ 1+ s2 <(2+1+2
√
2)s2+1−2s(

√
2+1)

⇒ 1 <s ,

which is outside the range to which we have restricted s. Consequently, it is impos-
sible to have p±(s) ∈ Iq(s) for any L> 1.

Solution 8.115 To begin with, we have

∣∣∣∣Ĥ(t)−H(t)
∣∣∣∣ =︸︷︷︸

(8.210)

∣∣∣∣Ĥκ(t)−H(t)
∣∣∣∣

=︸︷︷︸
(8.206),(8.208)

∣∣∣∣

∣∣∣∣

(
1− κ(t)

J

)
Hini+

κ(t)
J

Hfin−
(
1− t− tini

T

)
Hini− t− tini

T
Hfin

∣∣∣∣

∣∣∣∣

=
∣∣∣∣

∣∣∣∣

(
κ(t)
J
− t− tini

T

)
Hfin−

(
κ(t)
J
− t− tini

T

)
Hini

∣∣∣∣

∣∣∣∣

=︸︷︷︸
(2.7)

∣∣∣∣
κ(t)
J
− t− tini

T

∣∣∣∣ ||Hfin−Hini|| . (G.192)
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Using that T = JΔ t, we obtain

κ(t)
J
− t− tini

T
=

κ(t)
J
− t− tini

JΔ t
=

1
J

(
κ(t)− t− tini

Δ t

)

=︸︷︷︸
(8.209)

1
J

(⌈
t− tini
Δ t

⌉
− t− tini

Δ t

)

︸ ︷︷ ︸
∈[0,1[

≤ 1
J

(G.193)

so that

∣∣∣∣Ĥ(t)−H(t)
∣∣∣∣ =︸︷︷︸

(G.192)

∣∣∣∣
κ(t)
J
− t− tini

T

∣∣∣∣ ||Hfin−Hini||

≤︸︷︷︸
(G.193)

1
J
||Hfin−Hini|| .

Solutions to Exercises from Appendix B

Solution B.116

(i) We show ĉ−j ∈ {0,−1} by induction in j. The induction-start at j = 0 is given
by the starting assumption ĉ−0 = 0.
For the inductive step from j to j+1 we suppose that ĉ−j ∈ {0,−1} holds true
for j. Then the possible values for ĉ−j+1 as a function of the possible values of

the a j,b j and ĉ−j are as shown in Table G.1 and ĉ−j+1 ∈ {0,−1} is satisfied.
(ii) To prove (B.8), note that the assumptions 0≤ a,b< 2n and d̂ j ∈ {0,1} as well

as (B.5) imply

−2n < b−a=
n−1
∑
j=0

d̂ j2
j

︸ ︷︷ ︸
≥0

+ĉ−n 2
n < 2n . (G.194)

Hence, in the case b ≥ a it follows that ĉ−n has to take the value 0 and in the
case b< a it has to take the value −1. Conversely, it follows from (G.194) that
ĉ−n = 0 implies b≥ a and that ĉ−n =−1 implies b< a.
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Table G.1 Table of values for ĉ−j+1 as function of a j,b j and ĉ−j

a j b j ĉ−j ĉ−j+1 =
⌊
b j−a j+ĉ−j

2

⌋

0 0 0 0

0 0 −1 −1
0 1 0 0

0 1 −1 0

1 0 0 −1
1 0 −1 −1
1 1 0 0

1 1 −1 −1

Solutions to Exercises from Appendix C

Solution C.117 The assumption fi(N) ∈ O(gi(N)) for i ∈ {1,2} means that there
exist Ci ∈ R and Mi ∈ N such that

∀N >Mi | fi(N)| ≤Ci |gi(N)| N→ ∞ .

For M̂ :=max{M1,M2} we then have for all N > M̂:

(i)

| f1(N)+ f2(N)| ≤ | f1(N)|+ | f2(N)|
≤ C1 |g1(N)|+C2 |g2(N)|
≤ max{C1,C2}(|g1(N)|+ |g2(N)|)

and thus f1(N)+ f2(N) ∈ O(|g1(N)|+ |g2(N)|).
(ii)

| f1(N) f2(N)| ≤ | f1(N)| | f2(N)|
≤ C1 |g1(N)|C2 |g2(N)|
= C1C2 |g1(N)g2(N)|

and thus f1(N) f2(N) ∈ O(g1(N)g2(N)).
(iii) For N >M we have, by assumption, |g1(N)|< |g2(N)|, which implies

| f1(N)+ f2(N)| ≤ | f1(N)|+ | f2(N)|
≤ C1 |g1(N)|+C2 |g2(N)|
≤ (C1+C2) |g2(N)| ,
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such that f1(N)+ f2(N) ∈ O(g2(N)).

Solutions to Exercises from Appendix D

Solution D.118 To show⇒, note that

amodN = bmodN ⇒︸︷︷︸
(D.1)

a−
⌊ a
N

⌋
N = b−

⌊
b
N

⌋
N ,

and it follows that N divides a−b, which implies (a−b)modN = 0.
To show⇐, let (a−b)modN = 0. Then it follows from (D.1) that there exists a

z ∈ Z such that a−b= zN. Consequently,

bmodN =︸︷︷︸
(D.1)

b−
⌊
b
N

⌋
N = a− zN−

⌊
a− zN
N

⌋
N = a−

⌊ a
N

⌋
=︸︷︷︸

(D.1)

amodN .

Solution D.119 Let a,N ∈ N with a> N. For any x ∈ R we have

0≤ x−�x�< 1

such that a
N −
⌊
a
N

⌋
< 1 and thus

amodN =︸︷︷︸
(D.1)

a−
⌊ a
N

⌋
N < N .

On the other hand, one can easily convince oneself with a graph of the functions that
x ≥ 1 implies 1

2x < �x�. Because a> N this in turn implies 1
2
a
N <

⌊
a
N

⌋
from which

it follows that a
2 <
⌊
a
N

⌋
N and thus

amodN =︸︷︷︸
(D.1)

a−
⌊ a
N

⌋
N <

a
2
.

Solution D.120 Let u,v,u j ∈ Z and k,a,N ∈ N. We first show (D.20).
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u(vmodN)modN =︸︷︷︸
(D.1)

u(vmodN)−
⌊
u(vmodN)

N

⌋
N

=︸︷︷︸
(D.1)

u
(
v−
⌊ v
N

⌋
N
)
−
⌊
u
(
v−⌊ v

N

⌋
N
)

N

⌋
N

= uv−u
⌊ v
N

⌋
N−

⌊uv
N
−u
⌊ v
N

⌋⌋
N

= uv−u
⌊ v
N

⌋
N−

⌊uv
N

⌋
N+u

⌊ v
N

⌋
N

= uv−
⌊uv
N

⌋
N

=︸︷︷︸
(D.1)

uvmodN .

Repeated application of (D.20) then yields (D.21):

(
k

∏
j=1

(u jmodN)

)
modN =︸︷︷︸

(D.20)

(
k−1
∏
j=1

(u jmodN)uk

)
modN

= . . .

=

(
k

∏
j=1

u j

)
modN .

With u j = u, then (D.22) follows as a special case of (D.21). To prove (D.23), it
suffices to show this for u1 and u2. The claim then follows from repeated application
of the statement for u1 and u2. For the left side one has for u1 and u2 by definition

(
u1 modN+u2 modN

)
modN =

(
u1−

⌊u1
N

⌋
N+u2−

⌊u2
N

⌋
N
)
modN

= u1−
⌊u1
N

⌋
N+u2−

⌊u2
N

⌋
N

−
⌊
u1−

⌊ u1
N

⌋
N+u2−

⌊ u2
N

⌋
N

N

⌋
N

= u1+u2−
⌊u1
N

⌋
N−

⌊u2
N

⌋
N

−
⌊
u1+u2

N
−
⌊u1
N

⌋
−
⌊u2
N

⌋⌋
N

= u1+u2−
⌊u1
N

⌋
N−

⌊u2
N

⌋
N

−
{⌊u1+u2

N

⌋
−
⌊u1
N

⌋
−
⌊u2
N

⌋}
N
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= u1+u2−
⌊
u1+u2

N

⌋

=
(
u1+u2

)
modN .

Solutions to Exercises from Appendix F

Solution F.121 Suppose first that besides e there is an ẽ ∈ G such that for every
g ∈ G we also have

gẽ = g (G.195)

gg−1 = ẽ . (G.196)

This implies

g−1ẽ =︸︷︷︸
(G.195)

g−1 ⇒ gg−1ẽ= gg−1 =︸︷︷︸
(F.3)

e

⇒ e =︸︷︷︸
(G.196)

ẽẽ =︸︷︷︸
(G.195)

ẽ ,

showing that e is unique.
Now, suppose that h1 and h2 are two inverses of g ∈ G, that is,

gh1 = e= gh2 . (G.197)

Then it follows for i ∈ {1,2} that

g =︸︷︷︸
(F.2)

ge =︸︷︷︸
(F.3)

ghih
−1
i =︸︷︷︸

(G.197)

eh−1i (G.198)

and thus
hig =︸︷︷︸

(G.198)

hieh
−1
i =︸︷︷︸

(F.2)

hih
−1
i =︸︷︷︸

(F.3)

e .

Consequently, we also have
h1g= e= h2g , (G.199)
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which finally implies

h1 =︸︷︷︸
(F.2)

h1e =︸︷︷︸
(F.3)

h1gg
−1 =︸︷︷︸

(G.199)

h2gg
−1 =︸︷︷︸

(F.3)

h2e =︸︷︷︸
(F.2)

h2 .

Solution F.122 From (F.2) we have for g= e that ee= e and from (F.3) we see that
then e= e−1, proving (F.4).

Next, consider

gh
(
h−1g−1

)
= ghh−1g−1 =︸︷︷︸

(F.3)

geg−1 =︸︷︷︸
(F.2)

gg−1 =︸︷︷︸
(F.3)

e ,

which proves (F.5). To show (F.6) note that (F.3) implies e = g−1
(
g−1
)−1

. Multi-
plying both sides with g and using that, because of (F.2), we have on the left side
ge= g, we obtain

g = gg−1
(
g−1
)−1 =︸︷︷︸

(F.3)

e
(
g−1
)−1 =︸︷︷︸

(F.4)

e−1
(
g−1
)−1 =︸︷︷︸

(F.5)

(
g−1e

)−1 =︸︷︷︸
(F.2)

(
g−1
)−1

,

which proves (F.6). Next, we have

h= g ⇒ hg−1 = gg−1 =︸︷︷︸
(F.3)

e

⇒︸︷︷︸
(F.3)

h−1 = g−1 (G.200)

⇒︸︷︷︸
(G.200)

(
h−1
)−1

=
(
g−1
)−1 ⇒︸︷︷︸

(F.6)

h= g

proving (F.7).

Solution F.123 To prove (F.8), we note that

(
g−1g

)−1
=︸︷︷︸
(F.5)

g−1
(
g−1
)−1

=︸︷︷︸
(F.6)

g−1g , (G.201)

which implies

e =︸︷︷︸
(F.3)

g−1g
(
g−1g

)−1
=︸︷︷︸

(G.201)

g−1gg−1g =︸︷︷︸
(F.3)

g−1eg =︸︷︷︸
(F.2)

g−1g ,

proving (F.8). To show (F.9), we note that
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eg =︸︷︷︸
(F.7)

(
(eg)−1

)−1
=︸︷︷︸
(F.5)

(
g−1e−1

)−1
=︸︷︷︸
(F.4)

(
g−1e

)−1
=︸︷︷︸
(F.2)

(
g−1
)−1

=︸︷︷︸
(F.7)

g .

To show (F.10), let gh = gk for some g,h,k ∈ G. Multiplying both sides from the
left by g−1 and using (F.8) implies h= k. Multiplying this in turn by g from the left
yields gh= gk. Hence, gh= gk if and only if h= k. The proof of the equivalence of
hg= kg with h= k is similar.

Solution F.124 Any subgroup contains the neutral element eG, which is then also
contained inH∩.

Let g1,g2 ∈H∩. Then g1,g2 ∈H j for every j ∈ I. Since each H j is a subgroup,
we thus have that also g1g2 ∈H j for every j ∈ I, and it follows that g1g2 ∈H∩.

Likewise, if g∈H∩, then g∈H j and thus g−1 ∈H j for each j ∈ I, which implies
that g−1 ∈H∩ and completes the proof that H∩ is a subgroup.

Solution F.125 Since eGg= geG for all g ∈ G, it follows that eG ∈ ClzG(S).
Let h1,h2 ∈ ClzG(S). Then we have for every g ∈ S

(h1h2)g= h1(h2g) =︸︷︷︸
(F.17)

h1gh2 =︸︷︷︸
(F.17)

gh1h2

and thus h1h2 ∈ ClzG(S).
Finally, for any h ∈ ClzG(S) and g ∈ S

hg =︸︷︷︸
(F.17)

gh ⇒ gh−1 = h−1g ⇒︸︷︷︸
(F.17)

h−1 ∈ ClzG(S) .

Solution F.126 Let g be any element of the group G. Since e ∈H, it follows from
(F.19) that e ∈Hg as well and (F.14) is satisfied forHg.

Now let h′ ∈Hg, that is, there exists an h ∈H such that h′ = ghg−1. But we also
have from (F.19) that gh−1g−1 ∈Hg. Hence,

h′
(
gh−1g−1

)
= ghg−1gh−1g−1 = e

and thus (h′)−1 = gh−1g−1 ∈Hg, which shows that (F.15) is satisfied forHg.
Finally, let h′1,h

′
2 ∈Hg, which, due to (F.19), means that there exist h1,h2 ∈H

such that h′j = gh jg−1 for j ∈ {1,2}. Since h1h2 ∈H, it follows that

h′1h
′
2 =
(
gh1g

−1)(gh2g−1
)
= gh1h2g

−1 ∈Hg ,

which shows that (F.16) is also satisfied for Hg.
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Solution F.127 The neutral element e of G clearly satisfies Se = eSe−1 = S. Conse-
quently, e ∈ NorG(S), and (F.14) is satisfied.

For any h1,h2 ∈ NorG(S) we have

Sh1h2 =︸︷︷︸
(F.18)

h1h2S(h1h2)−1 = h1h2Sh
−1
2 h−11 =︸︷︷︸

(F.18)

h1S
h2h−11 =︸︷︷︸

(F.20)

h1Sh
−1
1 =︸︷︷︸

(F.18)

Sh1

=︸︷︷︸
(F.20)

S

such that h1h2 ∈ NorG(S), verifying (F.16).
Finally, for any h ∈ NorG(S) we have

hSh−1 =︸︷︷︸
(F.18)

Sh =︸︷︷︸
(F.20)

S

⇒ S= h−1S(h−1)−1 =︸︷︷︸
(F.18)

Sh
−1

such that h−1 ∈ NorG(S), and (F.15) is satisfied as well.

Solution F.128 The neutral element e of G clearly satisfies eg = ge and so e ∈
Ctr(G), verifying (F.14).

For any h1,h2 ∈ Ctr(G) we have

h1h2g =︸︷︷︸
(F.21)

h1gh2 =︸︷︷︸
(F.21)

gh1h2

and thus h1h2 ∈ Ctr(G), showing that (F.16) holds.
Moreover, for any h ∈ Ctr(G) and g ∈ G we have hg= gh which implies gh−1 =

h−1g and thus h−1 ∈ Ctr(G) as well, verifying (F.15).
Finally, we find for any g ∈ G that

Ctr(G)g =︸︷︷︸
(F.18)

{
ghg−1

∣∣ h ∈ Ctr(G)
}

=︸︷︷︸
(F.21)

{
hgg−1

∣∣ h ∈ Ctr(G)
}
= Ctr(G) ,

proving that Ctr(G) is normal.
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Solution F.129 Definition F.15 of a normal subgroup H implies

H is normal

⇔ ∀g ∈ G ∀h ∈H ∃h̃ ∈H and ∀h̃ ∈H ∃h ∈H : ghg−1 = h̃

⇔ ∀g ∈ G ∀h ∈H ∃h̃ ∈H and ∀h̃ ∈H ∃h ∈H : gh= h̃g

⇔︸︷︷︸
(F.22),(F.23)

∀g ∈ G gH =Hg .

Solution F.130 Associativity of the product follows from the associativity of of the
products in each group. The neutral element is given by

eG1×G2 := (eG1 ,eG2) (G.202)

since for any (g1,g2) ∈ G1×G2

(g1,g2) ·× (eG1 ,eG2) =︸︷︷︸
(F.37)

(g1eG1 ,g2eG2) = (g1,g2) .

Similarly, any (g1,g2) ∈ G1×G2 has the inverse

(g1,g2)−1 = (g−11 ,g−12 )

since

(g1,g2) ·× (g1,g2)−1 =︸︷︷︸
(F.37)

(g1g−11 ,g2g
−1
2 ) = (eG1 ,eG2) =︸︷︷︸

(G.202)

eG1×G2 .

If G1 and G2 are both finite with their number of elements |G1| and |G2|, then the set
G1×G2 is finite as well and has the number of elements |G1||G2|.

Solution F.131 By the defining property (F.40) of a stabilizer, we have for every
m ∈M that e.m= m, which implies that e ∈ StaG(Q) and thus verifies (F.14).

Let h,g ∈ StaG(Q) and m ∈M be arbitrary. Then we have

(hg).m =︸︷︷︸
(F.41)

h.(g.m) =︸︷︷︸
(F.42)

h.m =︸︷︷︸
(F.42)

m

such that hg ∈ StaG(Q), which proves (F.16). Finally, we find
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m =︸︷︷︸
(F.40)

e.m =︸︷︷︸
(F.8)

(g−1g).m =︸︷︷︸
(F.41)

g−1.(g.m) =︸︷︷︸
(F.42)

g−1.m ,

and thus g−1 ∈ StaG(Q), which shows (F.15) and completes the proof that StaG(G)
is a subgroup of G.

Solution F.132 For any g ∈ G1 we have

ϕ(g)ϕ(g−1) =︸︷︷︸
(F.44)

ϕ(gg−1) = ϕ(eG1) =︸︷︷︸
(F.47)

eG2

and thus ϕ(g−1) = ϕ(g)−1.

Solution F.133 For i ∈ {1,2} let χi ∈ Ĝi and define

(χ1,χ2) : G1×G2 −→ U(1)
(g1,g2) �−→ χ1(g1)χ2(g2) ,

(G.203)

which is a homomorphism, since for any gi,g′i ∈ Gi

(χ1,χ2)
(
(g1,g2) ·× (g′1,g′2)

)
=︸︷︷︸

(F.39)

(χ1,χ2)(g1g′1,g2g′2) =︸︷︷︸
(G.203)

χ1(g1g′1)χ2(g2g′2)

=︸︷︷︸
(F.44)

χ1(g1)χ1(g′1)χ2(g2)χ2(g′2)

=︸︷︷︸
(G.203)

(χ1χ2)(g1,g2)(χ1χ2)(g′1,g′2) .

Hence, (χ1,χ2) ∈ Ĝ1×G2, and since we know from Theorem F.34 that Ĝ1, Ĝ2 and

Ĝ1×G2 are groups and from Exercise F.130 that Ĝ1×G2 is a group, thus

Ĝ1× Ĝ2 ≤ Ĝ1×G2 . (G.204)

Moreover, we have

|Ĝ1× Ĝ2| =︸︷︷︸
(F.38)

|Ĝ1||Ĝ2| =︸︷︷︸
(F.70)

|G1||G2| =︸︷︷︸
(F.38)

|G1×G2| =︸︷︷︸
(F.70)

|Ĝ1×G2| ,

which, together with (G.204), implies

Ĝ1× Ĝ2 = Ĝ1×G2 .
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Solution F.134 Let χ ∈ Ĝ, and set

Sχ = ∑
h∈H

χ(h) .

Then for any ȟ ∈H

Sχχ(ȟ) = ∑
h∈H

χ(h)χ(ȟ) = ∑
h∈H

χ(hȟ) = Sχ , (G.205)

where in the penultimate equation we have used that χ ∈ Hom(G,U(1)) and thus
satisfies (F.43). It follows from (G.205) that for every χ ∈ Ĝ and ȟ ∈H

Sχ
(
χ(ȟ)−1

)
= 0 . (G.206)

Now, let χ ∈H⊥. Then (F.72) implies thatH⊂Ker(χ), and it follows that χ(h) = 1
for all h ∈H. This implies Sχ = |H|.

On the other hand, if there exists an ȟ ∈H such that χ(ȟ) �= 1, then this is equiv-
alent to H �⊂ Ker(χ) and this in turn to χ /∈H⊥. Moreover, (G.206) implies that in
this case we must have Sχ = 0.

Solution F.135 By assumption, H is a subgroup of G and from Lemma F.30 we
know that the kernel of a homomorphism is a subgroup. Since each character is by
definition a homomorphism, its kernel is also a subgroup and from Exercise F.124
we know that any intersection of a set of subgroups is again a subgroup. Conse-
quently,

⋂
χ∈H⊥Ker(χ) is a subgroup of G.

Now, let h ∈H. Then by definition (F.72) of H⊥ we have for any χ ∈H⊥ that
H ⊂ Ker(χ). Hence,

H ⊂
⋂

χ∈H⊥
Ker(χ)

and each of them being a subgroup, the claim (F.77) is proven.
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Solution F.136 We have

F∗G =︸︷︷︸
(F.107)

⎛

⎜⎜⎝
1√|G| ∑g∈G

χ∈Ĝ

χ(g)(|χ〉〈g|)

⎞

⎟⎟⎠

∗

=︸︷︷︸
(2.32)

1√|G| ∑g∈G
χ∈Ĝ

χ(g)(|χ〉〈g|)∗

=︸︷︷︸
(2.36)

1√|G| ∑g∈G
χ∈Ĝ

χ(g)|g〉〈χ| =︸︷︷︸
(F.62)

1√|G| ∑g∈G
χ∈Ĝ

χ−1(g)|g〉〈χ| (G.207)

such that

FGF
∗
G =︸︷︷︸

(F.107),(G.207)

1
|G| ∑

g1,g2∈G
χ1,χ2∈Ĝ

χ1(g1)χ−12 (g2)|χ1〉 〈g1|g2〉︸ ︷︷ ︸
=︸︷︷︸

(F.106)

δg1g2

〈χ2|

=
1
|G| ∑

χ1,χ2∈Ĝ

(

∑
g∈G

χ1(g)χ−12 (g)

)
|χ1〉〈χ2|

=︸︷︷︸
(F.76)

∑
χ∈Ĝ

|χ〉〈χ|

=︸︷︷︸
(F.106)

1H ,

and it follows from (2.37) that FG is unitary.

Solution F.137 With the change of variables

u= r1+ r2
v= r1r2 ,

(G.208)

it follows first from (F.109) that r3 =−u and then

(r1−r2)(r1−r3)(r2−r3) = (r1−r2)(r1+u)(r2+u) = (r1−r2)(2u2+v) (G.209)

as well as

A =︸︷︷︸
(F.110)

−(u2+ v) (G.210)

B =︸︷︷︸
(F.111)

uv . (G.211)
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Consequently, we have

(
(r1− r2)(r1− r3)(r2− r3)

)2 =︸︷︷︸
(G.209)

(r1− r2)2(2u2+ v)2

=︸︷︷︸
(G.208)

(u2−4v)(2u2+ v)2

= 4u6−15u2v2−12vu4−4v3 (G.212)

as well as

−4A3 =︸︷︷︸
(G.210)

−4(u2+ v)3 = 4u6+12v2u2−12vu4−4v3

−27B2 =︸︷︷︸
(G.211)

−27u2v2 (G.213)

such that
−ΔE =︸︷︷︸

(F.108)

−(4A3+27B2)

=︸︷︷︸
(G.213)

4u6−15u2v2−12vu4−4v3

=︸︷︷︸
(G.212)

(
(r1− r2)(r1− r3)(r2− r3)

)2
.

Solution F.138 Clearly, the matrix product is associative and σ0 = 1= eP ∈ P is a
neutral element under matrix multiplication.

For any two elements iaσα , ibσβ ∈ P, we have for their product

iaσα ibσβ = ia+bσασβ =︸︷︷︸
(2.76)

⎧
⎪⎨

⎪⎩

ia+bσβ if α = 0

ia+bσα if β = 0

ia+b(δαβσ0+ iεαβγσγ) if α �= 0 �= β

=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ia+bσβ if α = 0

ia+bσα if β = 0

ia+bσ0 if α = β �= 0

ia+b+cσγ with c= 0 or 1 if α �= 0 �= β �= α ,

(G.214)

and, noting that id = idmod4, we see that

iaσα ibσβ ∈ P=
{
icσγ

∣∣ c,γ ∈ {0, . . . ,3}} .
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It follows from (G.214) that for any iaσα ∈ P

(
iaσα

)∗
iaσα = iaiaσ∗ασα = σ0 = 1 ,

proving not only that any element in P has an inverse in P, but that also the inverse
is given by its adjoint and thus P<U(2). By selecting a basis in ¶

H, we can identify
every element in the matrix group U(2) bijectively with an element in U(¶H).

The elements iaσα ∈ P are given by specifying one of the four exponents a ∈
{0, . . . ,3} together with one of the four indices α ∈ {0, . . . ,3}, giving altogether 16
distinct elements and proving that |P|= 16.

Solution F.139 To prove (F.127), we first need to show that any element iaσα ∈ P

can be written in the form

iaσα =∏
p≥0

σup
x σ vp

y σwp
z

with up,vp,wp ∈ N0. First, we show how iaσ0 for a ∈ {0, . . . ,3} can be written in
this form:

σ0 = σ2
x = σ0

x iσ0 = σzσxσy︸︷︷︸
=iσz

−σ0 = (σzσxσy)2 −iσ0 = (σzσxσy)3 .

With this, we can generate iaσ j for j ∈ {1,2,3} by multiplying σ j with the powers
of σzσxσy given above. For example,

iσy = σzσx , −σy = σzσx(σzσxσy) , −iσy = σzσx(σzσxσy)2 ,

which shows that we can generate iaσy for a ∈ {1,2,3} and in the same way this
can be done for σx and σz.

To show (F.128), we first note that as a set

〈iσ0〉= {±σ0,±iσ0} . (G.215)

Now, let g = iaσα ∈ Ctr(P). This implies gibσβ = ibσβg for all b,β ∈ {0, . . . ,3}.
Hence, σα has to be such that

σασβ = σβσα ∀β ∈ {0, . . . ,3} ,

which can only be satisfied by α = 0. It follows that g = iaσ0 with a ∈ {0, . . . ,3},
which implies g ∈ {±σ0,±iσ0}. With (G.215), we thus have

Ctr(P)⊂ 〈iσ0〉 .
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Since σ0 = 1, the converse inclusion is obvious, and (F.128) is proven.

Solution F.140 With

g =︸︷︷︸
(F.141)

ic(g)Σx
(
x(g)

)
Σz
(
z(g)
)

(G.216)

h =︸︷︷︸
(F.141)

ic(h)Σx
(
x(h)

)
Σz
(
z(h)
)

(G.217)

gh =︸︷︷︸
(F.141)

ic(gh)Σx
(
x(gh)

)
Σz
(
z(gh)

)
(G.218)

we have

gh =︸︷︷︸
(G.216),(G.217)

ic(g)+c(h)Σx
(
x(g)

)
Σz
(
z(g)
)
Σx
(
x(h)

)
Σz
(
z(h)
)

=︸︷︷︸
(F.140)

ic(g)+c(h)(−1)z(g)
2 x(h)Σx

(
x(g)

)
Σx
(
x(h)

)
Σz
(
z(g)
)
Σz
(
z(h)
)

=︸︷︷︸
(F.139)

ic(g)+c(h)+2z(g)
2 x(h)Σx

(
x(g)

2⊕ x(h)
)
Σz
(
z(g)

2⊕ z(h)
)

=︸︷︷︸
(G.218)

ic(gh)Σx
(
x(gh)

)
Σz
(
z(gh)

)
,

and since Lemma F.68 tells us that the representation of gh with the help of
c(gh),x(gh) and z(gh) is unique, the claims (F.143)–(F.145) follow.

Solution F.141 First, we show that NorPn(S)⊂ClzPn(S). For this let g∈NorPn(S).
By Definition F.16 this implies gS= Sg, which means that

∀h ∈ S ∃h̃ ∈ S : gh= h̃g . (G.219)

From Proposition F.70 we know that for any h,g ∈ Pn we have either hg = gh or
hg=−gh. Hence, (G.219) becomes

∀h ∈ S ∃h̃ ∈ S : ±hg= h̃g ,

and we must have either h̃= h or h̃=−h. Suppose h̃=−h. Since S is a subgroup and
h̃,h ∈ S, it follows that then h̃h−1 =−1⊗n ∈ S, which we have excluded. Therefore,
we must have h̃= h, and (G.219) implies
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gh= hg ∀g ∈ NorPn(S) and h ∈ S

and thus
NorPn(S)⊂ ClzPn(S) . (G.220)

To prove the converse inclusion, let g∈ClzPn(S). Then it follows from the definition
of Clz in (F.17) that

gh= hg ∀h ∈ S

and thus gS= Sg, which implies g ∈ NorPn(S). Hence,

NorPn(S)⊃ ClzPn(S) ,

and this together with (G.220) completes the proof of the claim.

Solutions to Exercises from Appendix G

Solution G.142 We have for every j ∈ I and z ∈ C�σ(A)

(A− z1)∑
j∈I

Pj

λ j− z
=︸︷︷︸

(2.42)

(

∑
k∈I

λkPk− z1

)

∑
j∈I

Pj

λ j− z

= ∑
k, j∈I

λkPkPj

λ j− z
−∑

j∈I

zPj

λ j− z

=︸︷︷︸
(2.44)

∑
k, j∈I

λkδk jPj

λ j− z
−∑

j∈I

zPj

λ j− z
=∑

j∈I

λ jPj

λ j− z
−∑

j∈I

zPj

λ j− z

= ∑
j∈I

Pj =︸︷︷︸
(2.43)

1 .

In the same way one verifies that ∑ j∈I
Pj

λ j−z (A− z1) = 1. Consequently, we have

∑
j∈I

Pj

λ j− z
= (A− z1)−1 =︸︷︷︸

(G.1)

Rz(A)

Solution G.143 From (G.1) in Definition G.1 of the resolvent we know that
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Rz
(
HT (s)

)(
HT (s)− z1

)
= 1 . (G.221)

Since we require HT to satisfy the Adiabatic Assumption (AA), the function s �→
HT (s) is twice differentiable. Taking the derivative with respect to s on both sides
of (G.221) implies

( d
ds

Rz
(
HT (s)

)) (
HT (s)− z1

)

︸ ︷︷ ︸

=︸︷︷︸
(G.1)

(
Rz
(
HT (s)

))−1

=−Rz
(
HT (s)

) .
HT (s)

from which the claim (G.7) follows.

Solution G.144 The claim actually follows from the results of Exercise 2.18, but
we give the proof here once more forUA, j(s).

Since for all j ∈ I and s ∈ [0,1] we have

UA, j(s)∗UA, j(s) = 1=UA, j(s)UA, j(s)∗ , (G.222)

it follows that
1=UA, j(0)∗UA, j(0) =︸︷︷︸

(G.21)

UA, j(0)∗ ,

proving that UA, j(0)∗ satisfies the initial condition in (G.22). Taking the derivative
with respect to s on both sides in (G.222), we find

.

UA, j(s)∗UA, j(s)+UA, j(s)∗
.

UA, j(s) = 0 .

Multiplying both sides with i, withUA, j(s)∗ from the right, and using again (G.222),
we obtain

i
.

UA, j(s)∗ = −UA, j(s)∗
(
i

.

UA, j(s)
)
UA, j(s)∗

=︸︷︷︸
(G.21)

−UA, j(s)∗
(
HA, j(s)UA, j(s)

)
UA, j(s)∗

=︸︷︷︸
(G.222)

−UA, j(s)∗HA, j(s) ,

proving (G.22).

Solution G.145 From (G.24) we see that
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(
A−λ j1

)∣∣
Pj{H}⊥ ∑

k∈I�{ j}

1
λk−λ j

Pk
∣∣
Pj{H}⊥ =︸︷︷︸

(G.24)

∑
k,l∈I�{ j}

λl−λ j

λk−λ j

(
PlPk
)∣∣

Pj{H}⊥

=︸︷︷︸
(2.44)

∑
k∈I�{ j}

Pk
∣∣
Pj{H}⊥

= 1
∣∣
Pj{H}⊥ .

Consequently, we have

((
A−λ j1

)∣∣
Pj{H}⊥

)−1
= ∑

k∈I�{ j}

1
λk−λ j

Pk
∣∣
Pj{H}⊥ . (G.223)

Now, (2.44) and P∗j = Pj imply that for all |Φ〉, |Ψ〉 ∈H one has 〈(1−Pj)Φ |PjΨ〉=
0 and thus

(1−Pj) : H→ Pj{H}⊥ ⊂H .

Using this in (G.223), gives

(
1−Pj

)((
A−λ j1

)∣∣
Pj{H}⊥

)−1(
1−Pj

)

= ∑
k∈I�{ j}

1
λk−λ j

(
1−Pj

)
Pk
∣∣
Pj{H}⊥

(
1−Pj

)

= ∑
k∈I�{ j}

1
λk−λ j

(
1−Pj

)
Pk
(
1−Pj

)

= ∑
k∈I�{ j}

1
λk−λ j

(
Pk−PjPk−PkPj+PjPkPj

)

=︸︷︷︸
(2.44)

∑
k∈I�{ j}

1
λk−λ j

Pk ,

which proves (G.25).
The claim (G.26) then follows from (G.25) and (2.44), whereas (G.27) follows

immediately from (G.26).

Solution G.146 We have
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∣∣∣
∣∣∣Ř j

(( .
HT PjA+APj

.
HT
)
Ř j +

( .
HT Ř jA+AŘ j

.
HT
)
Pj

)
Ψ
∣∣∣
∣∣∣
2

≤︸︷︷︸
(2.51)

∣∣∣∣Ř j
∣∣∣∣2
∣∣∣
∣∣∣
(( .

HT PjA+APj

.
HT
)
Ř j +

( .
HT Ř jA+AŘ j

.
HT
)
Pj

)
Ψ
∣∣∣
∣∣∣
2

≤︸︷︷︸
(2.18)

∣∣∣∣Ř j
∣∣∣∣2
(∣∣∣
∣∣∣
( .
HT PjA+APj

.
HT
)
Ř jΨ

∣∣∣
∣∣∣+
∣∣∣
∣∣∣
( .
HT Ř jA+AŘ j

.
HT
)
PjΨ
∣∣∣
∣∣∣
)2

≤︸︷︷︸
(2.51)

∣∣∣∣Ř j
∣∣∣∣2
(∣∣∣
∣∣∣
( .
HT PjA+APj

.
HT
)∣∣∣
∣∣∣
∣∣∣∣Ř jΨ

∣∣∣∣+
∣∣∣
∣∣∣
( .
HT Ř jA+AŘ j

.
HT
)∣∣∣
∣∣∣
∣∣∣∣PjΨ

∣∣∣∣
)2

≤︸︷︷︸
(2.51),(2.53)

(
2
∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣ ||A||

∣∣∣∣Ř j
∣∣∣∣
)2 (∣∣∣∣Pj

∣∣∣∣ ∣∣∣∣Ř jΨ
∣∣∣∣+
∣∣∣∣Ř j
∣∣∣∣ ∣∣∣∣PjΨ

∣∣∣∣)2

≤︸︷︷︸
||Pj||=1,(G.27)

(
2
∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣ ||A||

∣∣∣∣Ř j
∣∣∣∣
)2 (∣∣∣∣Ř j(1−Pj)Ψ

∣∣∣∣+
∣∣∣∣Ř j
∣∣∣∣ ∣∣∣∣PjΨ

∣∣∣∣)2

≤︸︷︷︸
(2.53)

(
2
∣∣∣
∣∣∣

.
HT

∣∣∣
∣∣∣ ||A||

∣∣∣∣Ř j
∣∣∣∣2
)2 (∣∣∣∣(1−Pj)Ψ

∣∣∣∣+
∣∣∣∣PjΨ

∣∣∣∣)2 . (G.224)

Here we can further use the estimate

(∣∣∣∣(1−Pj)Ψ
∣∣∣∣+
∣∣∣∣PjΨ

∣∣∣∣)2 =
∣∣∣∣(1−Pj)Ψ

∣∣∣∣2+
∣∣∣∣PjΨ

∣∣∣∣2+2
∣∣∣∣(1−Pj)Ψ

∣∣∣∣ ∣∣∣∣PjΨ
∣∣∣∣

≤︸︷︷︸
(2.15)

||Ψ ||2+2
∣∣∣∣(1−Pj)

∣∣∣∣
︸ ︷︷ ︸

=1

∣∣∣∣Pj
∣∣∣∣

︸ ︷︷ ︸
=1

||Ψ ||2

= 3 ||Ψ ||2 ,

which, inserted into (G.224), yields the claim (G.41).
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63. J.S. Bell, Physics 1, 195 (1964)
64. R. Werner, Phys. Rev. A 40, 4277 (1989)
65. M. Zukowski, A. Zeilinger, M. Horne, A. Ekert, Phys. Rev. Lett. 71(26), 4287 (1993). https://

doi.org/10.1103/PhysRevLett.71.4287
66. S. Bose, V. Vedral, P. Knight, Phys. Rev. A 57(2), 822 (1998). https://doi.org/10.1103/

PhysRevA.57.822
67. J.W. Pan, D. Bouwmeester, H. Weinfurter, A. Zeilinger, Phys. Rev. Lett. 80(18), 3891 (1998)

https://doi.org/10.1109/SFCS.2001.959902
https://doi.org/10.1109/SFCS.2001.959902
https://doi.org/10.1137/080734479
https://doi.org/10.3389/fphy.2014.00005
https://doi.org/10.1103/PhysRevLett.71.4287
https://doi.org/10.1103/PhysRevLett.71.4287
https://doi.org/10.1103/PhysRevA.57.822
https://doi.org/10.1103/PhysRevA.57.822


References 757

68. D. Dieks, Phys. Lett. A 92, 271 (1982)
69. J. Audretsch, Entangled Systems (Wiley-VCH, 2007)
70. M. Fernández, Models of Computation: An Introduction to Computability Theory (Springer,

2009)
71. M. Reck, A. Zeilinger, H.J. Bernstein, P. Bertani, Phys. Rev. Lett. 73(1), 58 (1994)
72. A. Vedral, V. Barenco, A. Ekert, Phys. Rev. A 54, 147 (1996)
73. R. Jozsa, Proc. R. Soc. Lond. A 454, 323 (1998)
74. N.D. Mermin, Quantum Computer Science: An Introduction (Cambridge University Press,

20017)
75. D. Deutsch, R. Jozsa, Proc. R. Soc. Lond. Ser. A 439(1907), 553 (1992)
76. C. Bennett, S. Wiesner, Phys. Rev. Lett. 69, 2881 (1992)
77. C.H. Bennet, G. Brassard, A.K. Ekert, Sci. Am. 70, 26 (1992)
78. R.L. Rivest, A. Shamir, L.M. Adleman, Commun. ACM 51(2), 2738 (1978)
79. J. Hoffstein, J. Pipher, J.H. Silverman, An Introduction to Mathematical Cryptography

(Springer, 2014)
80. Wikipedia. http://en.wikipedia.org/wiki/RSA numbers
81. T. Kleinjung, K. Aoki, J. Franke, A.K. Lenstra, E. Thomé, J.W. Bos, P. Gaudry, A. Kruppa,
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Bit-flip error, 367
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process
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quantum, 356
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SCHRÖDINGER, 38
WEIERSTRASS, 601

Error
bit-flip, 367
bit-phase-flip, 367
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theorem of, 526
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FOURIER transform
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on group, 599
quantum, 237

Function
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classical, 161
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universal, 165
XOR, 163

quantum, 169
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universal, 175
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Generator
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direct product, 575
discrete, 560
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general linear, 562
generated, 565
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of characters, 583
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orthogonal, 565
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unitary, 564
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HADAMARD-
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Hamiltonian, 38
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HAMMING
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Matrix
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of an operator, 19
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representation, 19
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Maximum-likelihood decoding, 354
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function, 501
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Measure, 501
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Measurement
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Non-degenerate, 23
Norm

of a vector, 13
of an operator, 26

Normalizer, 568
Normal subgroup, 568
Normed, 14

O
Observable, 12, 29
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Operator, 22
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