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Preface

The pace of advances in nanoscale materials and devices has led to a gamut of develop-
ments in the emerging areas of science and technology that has permeated to almost all 
applications. The rapid growth of the electronics industry can be attributed by and large to 
the continuous progress in nanotechnology driven by a relentless pursuit of innovation. 
With the new prospects from emerging nanomaterial and devices, a frontier challenge 
is to gain insight into their behavior and properties. The aim of this book is to integrate 
developments in the area of nanoelectronics devices and systems, evolving from a unify-
ing set of principles and practices. This book is a collective effort of well-known pioneers 
and many leading researchers in the field of nanoelectronics, nanomaterials, plasmonics, 
and related areas, providing extraordinary breadth and depth of coverage. To comprehend 
this book, a basic knowledge of semiconductor physics is assumed. In 17 chapters, grouped 
under 6 subareas, the book eloquently covers the major advancements in the field of nano-
electronics. The book presents an interdisciplinary perspective of nanoelectronics and can 
serve as a comprehensive reference for researchers and academicians working in the area 
of nanotechnology.

The continuous miniaturization of transistors has been considered a primary reason 
behind the progress in the electronics industry. New approaches based on quantum 
mechanics and a multiphysics perspective are now required to accurately model these 
nanoscale transistors. The first section of this book provides a comprehensive overview 
of quantitative understanding of the operation of nanoscale transistors. It begins with 
an introduction to nanoscale transistors, their current state of development, and various 
challenges associated with commercialization of the technology. Chapter 1 of the book 
deals with the recent development in modeling and simulation of nanoscale transistors. 
A multiphysics approach has been used to capture the relevant physics at the atomic level 
while taking quantum effects into account. The major challenge to the present and next-
generation nanoscale device is the variability that requires serious attention. Considering 
this fact, Chapter 2 discusses the major sources of variability in nanoscale devices and 
circuits. To increase the robustness of a design, the impact of process, voltage, and temper-
ature variation has been modeled and analyzed using technology computer-aided design 
(TCAD) simulations. An epitaxial delta-doped channel (EδDC) MOS transistor is a prom-
ising approach for extending the scalability of bulk metal oxide semiconductor (MOS) 
technology for low-power system-on-chip applications. The subsequent part of the chapter 
discusses the structure and characteristics of EδDC MOS transistors and compares them 
with a conventional MOS transistor.

For nanoscale semiconductor field-effect transistor (FET) devices, several efforts have 
been made to reduce the short-channel effects (SCEs). For controlling short-channel effects, a 
ground plane can be formed in the silicon substrate underneath the buried oxide. Chapter 3 
compiles the application of ground plane and strained engineering for high-performance 
silicon on insulator (SOI) FET devices. The first part introduces the concept of ground plane 
in SOI structures and the method of incorporation in fully depleted silicon on insulator 
(FDSOI) and fin field-effect transistor (FinFET) devices. The later part of the chapter dis-
cusses the strained-silicon concept to boost the device performance through higher carrier 
mobility and reduced source/drain resistance. The chapter discusses the basic concepts for 
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introducing strain in CMOS transistor channels. The methods and structures for making 
strained FDSOI and strained FinFET device structure have been presented.

Improvement in the transistor structure is considered to be a novel way for sustaining 
performance improvement with aggressive device scaling. The benefits derived with 
various alternative device architectures can be seen as a possible alternative to the con-
ventional planar MOSFET. Section II of the book presents such novel structures to improve 
device performance. It is organized with the aim of finding and building a successful 
novel device structure that can replace conventional MOSFET. The need for higher oper-
ating voltages and switching speeds has necessitated the use of alternative structures and 
materials in the power electronics domain. Basic principles of operation of the U-shaped 
gate trench MOSFET (UMOSFET) structure are discussed in Chapter 4. The superior on-
resistance for this structure makes it a possible contender in high-frequency power circuits. 
Numerical analysis has been presented for evaluating the effectiveness of the device in 
comparison to vertical double-diffused MOSFET (VDMOSFET). The VDMOSFET domi-
nates the medium voltage-level power electronic applications. Chapter 5 analyzes per-
formance of the VDMOSFET structure including shielded accumulation-mode MOSFET 
(ACCUFET) structures for the development of monolithic power switches from silicon 
carbide. To accommodate future technology nodes, double-gate MOSFET (DGFET) has 
been shown to be more optimal due to the improved short-channel effects and reduced 
leakage current compared to conventional FET. The double-gate MOSFET (DG-MOSFET) 
has several advantages over conventional single-gate (SG) MOSFETs. Chapter 6 explores 
the scope of DGMOSFETs for use in future high-performance, low-power nanoscale 
device applications. Modeling and analysis of various configurations of DGMOSFETs, 
such as symmetric/asymmetric with gate and channel engineering, have been presented 
in the chapter.

Tunnel field-effect transistors (TFETs) are also considered to be a potential successor of 
MOSFETs by enabling the supply voltage (VDD) scaling at nanometer dimensions due to 
the absence of a subthreshold swing limit of 60 mV/decade. The third section of the book 
would enhance the knowledge base of the reader in the area of tunnel FETs. Currently, it 
is of prime interest to develop compact analytical models, describing the device opera-
tion to meet the circuit and system design. Chapter 7 of the book deals with potentials 
and challenges of analog circuits based on unique characteristics of TFET. The chapter 
discusses parameters of TFET that are important for analog circuit operations. Different 
TFET architectures have been studied to overcome the challenges in conventional TFET. 
Doping-less structure has been proposed as a potential solution to overcome the need of 
creating abrupt junctions in TFETs. Chapter 8 deals with the performance analysis of a 
dual-metal double-gate tunnel FET device and its advantages over doping-less TFET.

The fourth section of the book focuses on nanocarbons, in particular carbon nanotubes 
and graphene, and their application in the area of electronics and plasmonics. The real-
ization of these carbon-based materials has facilitated many interesting nanodevices for 
future technological revolutions. In recent years, there have been substantial efforts in 
filling the (THz) design gap. The recent advancement in photonics and nanofabrication 
technology opens up the development of plasmon-assisted devices. The prospects of 
graphene-based plasmonic devices for THz applications attract several research and appli-
cation areas. Chapter 9 of the book provides an overview of optical and electronic proper-
ties of graphene and discusses graphene-based plasmonic waveguides for the terahertz 
range operation while targeting the multiplexing/demultiplexing and sensing applica-
tions. In nano-regime, carbon nanotube field-effect transistor (CNTFET) technology has 
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been actively researched as an alternative to the conventional CMOS technology. CNTs 
have shown remarkable electronic properties that distinguish them as a good replacement 
for channel material in MOSFET also. CNTFET significantly outperforms the MOSFET 
and FinFET-based memory cells in the metrics of power, delays, and noise. Chapter 10 
covers the important aspects of CNT for various electronic applications. The chapter pres-
ents the fundamental concepts of CNTFETs with a major focus on application of CNTFET 
for low-power static random access memory (SRAM) cell design. It is quite sensible to 
investigate newer circuit with CNFETs because of their unique structure and electrical 
characteristics. Ternary logic is a promising alternative to conventional binary logic, real-
izing energy-efficient circuits. Chapter 11 discusses the design of ternary logic circuits that 
are benefitted from the unique properties of carbon nano-tube field-effect transistors. The 
combination of ternary logic and CNFETs has the capability of achieving highly efficient 
digital systems.

The section V of the book presents recent approaches toward the modeling of emerging 
transistors employing non-silicon materials. The III-V compound semiconductors-based 
high electron mobility transistors (HEMTs) are rapidly emerging as front-runners in high-
power millimeter, submillimeter, and microwave and THz applications. Chapter 12 pro-
vides readers with an overview of state-of-the-art HEMT devices. The chapter covers the 
working principle of the device followed by analysis of different structures of HEMTs. 
It develops a detailed theoretical framework of HEMT devices along with their applica-
tion areas and future directions. Recently, the organic semiconductor (OSC)-based devices 
have been in focus due to low-cost fabrication techniques and their application in large-
area electronics. Chapter 13 covers the emerging field of organic thin-film transistor 
(OTFT) while discussing the analytical methods for evaluation of device performance. 
The chapter deals with the device models that are developed using the underlying device 
physics and geometry-related parameters.

The last section of the book presents recent advances in nonvolatile memory and storage 
technology and provides an overview of future trends in the field. It covers a wide range of 
emerging memory device applications from state-of-the-art spintronic devices, magnetic 
tunnel junction to RRAM and memristor-based logic. Chapter 14 provides a comprehen-
sive introduction to spintronics for an emerging class of high-speed, low-power memory 
and logic devices. Spintronic devices that utilize electron spin as a state variable for logic 
computation have recently emerged as one of the leading candidates for computing and 
data storage applications. The chapter focuses toward the future aspects of spintronics 
including spintronics-based energy-efficient on-chip memory and logic. Magnetic tunnel 
junctions (MTJs), are an important subset of spintronics devices. Magnetic storage tech-
nology has been under intensive study in recent years and is capable of overcoming the 
shortcomings of CMOS. Chapter 15 provides a platform to understand the fundamentals 
of MTJs, advanced device models, and their application in the area of field-programmable 
reconfigurable fabrics and logic-in-memory circuits. The past few years have seen an 
increased interest in resistive switching (RS) resistive random access memory (RRAM) for 
future data storage. Chapter 16 covers RRAM as one of the potential candidates for nonvol-
atile memories (NVMs) and their circuit applications. The chapter investigates the physics-
based mathematical models and circuit models of the Ta2O5/TaOx bi-layered RRAM. 
A SPICE model has been developed to study the behavior of devices to be used in circuit 
simulations. The memristor provides an opportunity for design of high-performance cir-
cuits and memories at a nanoscale level. Chapter 17 reports the latest advances in the area 
of memristor and its application in the area of digital and analog computing.
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The book integrates the recent research and development in the area of nanoelectronics 
and provides a synergic platform for further advancement of devices and systems. This 
book shall prove to be a convenient and thorough reference for academicians and practi-
tioners in the field of nanoelectronics.

Brajesh Kumar Kaushik
Roorkee, India
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1
Simulation of Nanoscale Transistors from 
Quantum and Multiphysics Perspective

Zhipeng Dong, Wenchao Chen, Wen-Yan Yin, and Jing Guo

1.1 Background and Introduction

The success of the semiconductor industry critically relies on collaborative efforts on 
 fabrication, characterization, and design. It is estimated by the electronics industry that 
the use of computer-aided design saves the semiconductor development cost by 40%. 
Conventional technology computer-aided design (TCAD) simulation tools describe 
electrons in semiconductor devices as classical particles based on continuum theories. 
The physics base does not extend to nanoelectronic devices and sensors. As transistors 
scale down, multiphysics phenomena, quasi-ballistic transport, quantum effects, and even 
atomistic scale features of devices, interfaces, and surfaces become inevitably important 
for nanoscale devices and sensors.

This chapter describes our recent efforts in modeling nanoscale transistors, with an 
emphasis on modeling quantum transport and multiphysics phenomena. Section  1.2 
 discusses a simulation approach based on the non-equilibrium Green’s function formal-
ism and multiphysics approach. Section  1.3 gives examples of applying the simulation 
capability to assess transistors based on 2D semiconductor materials near the scaling 
 limits, and Section 1.4 applies the multiphysics simulation capability to ultra-thin-body 
silicon on insulator (SOI) MOSFETs.

CONTENTS

1.1 Background and Introduction .............................................................................................3
1.2 Overview on Quantum and Multiphysics Simulation of Nanoscale Transistors ........4

1.2.1 Quantum Simulation Approach for Nanotransistors ..........................................4
1.2.2 Approach of Multiphysics Simulation for Nanotransistors .................................6

1.3 Assessment of Nanotransistors Near Scaling Limit ....................................................... 10
1.3.1 2D Material-Based MOSFET Characteristics with ~10 nm Gate Length ......... 10
1.3.2 TMDC FET Performance at Sub-5 nm Gate Length Scale ................................. 11
1.3.3 Performance Limits of Device Applications ........................................................ 14

1.4 Multiphysics Simulation of Nanoscale Transistors ......................................................... 18
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4 Nanoscale Devices

1.2  Overview on Quantum and Multiphysics Simulation 
of Nanoscale Transistors

1.2.1 Quantum Simulation Approach for Nanotransistors

Electrons in semiconductor devices are traditionally modeled as semiclassical particles 
based on a continuum theory, such as the drift-diffusion theory. For nanoelectronic 
devices, quantum effects and atomistic scale features become inevitably important. Recent 
research has led to the evolution of a unified and powerful quantum transport simula-
tion framework based on the non-equilibrium Green’s function (NEGF) formalism [1–6]. 
The NEGF formalism provides a general approach for quantum simulations of nanoscale 
transistors as diverse as nanoscale silicon FETs, nanowire FETs, CNTFETs, graphene and 
graphene nanoribbon FETs, molecular FETs, and TMDC FETs.

Figure 1.1 summarizes the procedure of applying the NEGF approach to a transistor. 
The transistor channel is connected to the source and drain contacts, and the gate modu-
lates the conductance of the channel. One first identifies a suitable basis set and derives 
the Hamiltonian, [H], for the isolated channel, which can be a molecule, CNT, graphene, or 
silicon. Then, the contact self-energy matrices, [Σ1] and [Σ2] are computed, which describe 
how the channel couples to the source and drain contacts. Next, the scattering self-energy 
[ΣS] is identified to describe the dissipative process. After that, the retarded Green’s func-
tion is computed self-consistently with the potential matrix [U]. After self-consistency is 
achieved, the physical quantities of interest, such as the charge density and current, are 
computed from the Green’s function. The NEGF formalism meets the needs of nanode-
vice modeling by providing (i) an atomistic description, (ii) treatment of open boundary 
and non-equilibrium transport, and (iii) treatment of inelastic scattering. The formalism, 
however, treats electron-electron interaction based on an independent-electron approxi-
mation. Many-body effects such as magnetism, single-electron charging, Kondo effect, 
and entanglement are left out [1–6].

Figure 1.2 shows our preliminary results on modeling a MoS2 FET with a channel length 
of 20 nm by using the NEGF formalism. The device performance at the ballistic limit and 
in the presence of phonon scattering is presented. Phonon scattering plays an important 
role in establishing the intrinsic device performance limits and the impact of self-heating 
effects, which is carefully treated by using the self-consistent Born approximation with a 

Gate

S D
molecule or device

[H]+[U]
EF

1Σ
Σ

Σ

EF-qVD

S
2
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FIGURE 1.1
The NEGF applied to a generic nanodevice.
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first principle description of the phonon  energy and electron-phonon  coupling strength. 
The results in Figure 1.2 establish the ballistic performance limits as well as the practical 
intrinsic device performance limits with phonon scattering, and they provide a detailed and 
physical description of heat generation due to self-heating effects in the TMDC FET device.

Self-heating effects, which highlight the importance of modeling coupled with electron-
thermal transport, can play an important role in nanoscale transistors. Take graphene 
transistor as an example: Figure 1.3 illustrates the corresponding thermal transport model 
of the simulated device. The top surface is assumed to be adiabatic. The interface thermal 
resistance between the graphene layer and the BN layer is equivalent to a 15-nm thick SiO2 
layer. gS (gD) is the source (drain) contact thermal conductance. Its value depends on the 
quality of the contact, and the quantum limit is about 1.5 Wm−1K−1 [7]. In simulation, we 
use the quantum limit value for the perfect thermal conductance contacts and a 10 times 

FIGURE 1.2
NEGF simulation of MoS2 horizontal homojunction FETs with LG = 20 nm. (a) ID−VD characteristics at the ballis-
tic limit and in the presence of various phonon scattering mechanisms, including acoustic phonon (AP), optical 
phonon (OP), and Frohlich scattering. (b) The energy resolved current spectrum at on state with phonon scatter-
ing shows energy relaxation and back scattering. The red solid line is a potential profile, and the black dashed 
curve is the Fermi level at the source (drain).

FIGURE 1.3
(a) Simulated device structure. HfO2 is used for the top gate insulator with a thickness of 3 nm and  dielectric 
 constant of 25. Pd is used for the metal contacts, which have a Schottky barrier height of 0.2 eV for  electrons. 
A BN layer deposited on the SiO2 substrate is used as the improved substrate for the graphene sheet. The  thickness 
of SiO2 substrate is 300 nm. (b) The corresponding thermal boundary model of the device. The interface thermal 
resistance between the graphene sheet and BN layer is equivalent to a 15 nm-thick SiO2.
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smaller value for the realistic contacts. The steady state heat transport equation for 2D 
graphene along the transport direction is given by 
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where A is the cross section of graphene, k ≈ 600 Wm−1K−1 is the thermal conductivity of 
supported graphene [8], p y I y( ) = −∂ ∂heat  is the Joule heating rate where Iheat is the heat flux, 
g g g= − −+ −( )Interface Substrate

1 1 1 is the effective thermal conductance to the substrate where gInterface 
is the thermal conductance between the graphene sheet and the BN layer, and gSubstrate is 
the thermal conductance of the SiO2 substrate. T0 is ambient temperature, which is fixed at 
300K. The thermal boundary conditions at contacts are given by 
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The thermal transport equation is solved self-consistently by coupling it to the NEGF for-
malism with phonon scattering. The simulation results under both equilibrium and hot-
phonon circumstances can be considered to study the self-heating effects in GFETs by this 
approach.

1.2.2 Approach of Multiphysics Simulation for Nanotransistors

Short-channel effect (SCE) limits further miniaturization of field effect transistors. To min-
imize the SCE, transistors based on new structures and new materials as discussed in 
previous sessions have been experimentally and theoretically investigated more recently. 
As the transistors keep shrinking, the integration density increases with the reduction 
of device size. Hence, self-heating effect (SHE) becomes more severe for smaller transis-
tors [9–12], especially for silicon-on-insulator (SOI) MOSFETs with insertion of buried 
oxide (BOX) layer, which has low thermal conductivity. High temperature deteriorates hot 
 carrier injection (HCI) and causes worse reliability for sub-100 nm Si-MOSFETs [13–15]. 
In order to capture the effects of HCI in MOSFETs stressed by different signals, transient 
electrothermal simulation needs to be employed [16].

The primary heat carriers in silicon are the acoustic phonons, which have group velocities 
around 5000 m/s for transverse modes and around 9000 m/s for longitudinal modes [12]. 
Scattering time of acoustic phonons is in the scale of tenths of picoseconds [17]. Electrons 
with energy above 50 meV scatter mainly with optical phonons, which have low group 
velocities around 1000 m/s [12]. Optical phonons decay into acoustic phonons in the scale 
of picoseconds [17]. The electrons gain energy from an electric field, and they need to 
travel several mean-free paths to release it to the lattice [12,18]. With an electron velocity 
of 107 cm/s, which is the saturation velocity in silicon [12], the transit time for electrons in 
the sub-100 nm channel MOSFET is in the scale of picoseconds. On the other hand, the 
transistors typically operate at GHz frequencies. Each operating pulse lasts for several 
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hundreds of picoseconds, which is several orders higher than the heat generation process. 
Hence, the heat generation can be treated as an instantaneous process as the GHz pulse is 
applied to transistors.

The heat generation rate can be calculated by various methods, including drift 
 diffusion, Monte Carlo, and NEGF, which treat carriers classically, semi-classically, 
and quantum mechanically, respectively. The heat generation rate in a quasi-ballistic 
 transistor with a channel length of 20 nm is presented by using different methods as 
shown in [19]. The heat generation rate obtained by drift diffusion has larger magnitude 
and also large negative value, and the Monte Carlo simulation results indicate that heat 
dissipates far into the drain [19].

Thermal conductivity has temperature dependence. Specifically, the thermal conductiv-
ity of Si thin film depends not only on temperature but also its thickness [20–22]. As the 
thickness decreases, boundary scattering starts to play an important role in determining 
the overall thermal conductivity [20]. In particular, based on the modeling method given 
in [22], the temperature-dependent thermal conductivity of Si thin film with nanoscale 
thickness can be calculated as shown in Figure 1.4. For the thickness around 10 nm, its 
thermal conductivity shows linear dependence on temperature; it can be described by 

 κ κ γSi film Si( ) ( )T T= + −0 300  (1.3)

where κSi 0 is the thermal conductivity of Si thin film with certain thickness at 300K, and 
γ  is the linear coefficient. The values of κSi 0 and γ  for Si thin film with different  thicknesses 
are listed in Table 1.1.

Usually, the field effect transistor is buried inside several hundred micrometers thick 
Si substrate and several micrometers thick insulator. The heat will spread out through its 
surroundings. Hence, once the heat generation rate in the transistor is determined, heat 
transport on the circuit level can be described by the following heat conduction equation, 

 C T T r t t T T r t Q t( ) ( , )/ ( ) ( , ) ( )∂ ∂ = ∇ +
� �

κ 2  (1.4)

FIGURE 1.4
Experimental and simulated thermal conductivities of Si thin films with different nanoscale thicknesses. 
The simulated results are obtained by the method provided in Liu et al. (From Liu, W. et al., IEEE Trans. Electron 
Devices, 53, 1868–1876, 2006.)



8 Nanoscale Devices

where C(T) is the heat capacity, κ( )T  is the thermal conductivity of materials involved, and 
Q(t) is the heat generation. Equation (1.4) can be simplified into a static thermal conduction 
equation by setting the left-hand side to be zero, 

 κ( ) ( )T T r Q∇ + =2 0
�

 (1.5)

Following the standard procedure of time domain finite element method [23], the matrix form 
of Equation (1.4) can be obtained by doing backward difference with respect to time, i.e., 

 [ ] [ ] { } [ ]{ } [ ]{ } { }M t K T t S Q M T Bt t t t t+( ) = + ++∆ +∆ ∆ ∆  (1.6)

where [ ]M  is the time-dependent matrix, [ ]K  is the thermal conduction matrix, [ ]S  is the 
overlap matrix, { }B  is the boundary condition matrix, { }Q  is the heat generation vector, and 
∆t  is the time step for time evolution. For steady case, the matrix form of Equation (1.5) can 
be written as 

 [ ]{ } [ ]{ } { }K T S Q B= +  (1.7)

The processes for solving time-dependent and static thermal conduction equations with 
temperature-dependent parameters are shown in Figure 1.5.

Different from conventional long-channel MOSFETs, the worst case of HCI effect hap-
pens at Vg = Vd = VDD for sub-100 nm Si-MOSFET [13]; it also gets worse as temperature 
increases [13–15]. Based on the empirical model of threshold voltage shift as a function of 
time [24], a temperature-dependent exponential coefficient α can be introduced, 

 ∆ ∆V V t tth th0= ( / )0
α (1.8)

According to the measured threshold voltage shift given in [25], a linear model to charac-
terize the temperature-dependent α can be given as 

 α α β= + −0 0( )T T  (1.9)

where nominal values α0 0 1= . , T0 300= K and β = × −5 10 4/K are used in our simulation.
To numerically calculate the threshold voltage shift, we need to do a derivative of 

Equation (1.8) with respect to time, 

TABLE 1.1

Thermal Conductivity of Silicon Thin Film with Nanoscale 
Thickness

Thickness of Si Film (nm) κSi 0 (W/K/m) γ (W/K2/m)

12 14.60 −1.25 × 10−2

11 13.52 −1.11 × 10−2

10 12.41 −9.66 × 10−3

9 11.29 −8.27 × 10−3

8 10.14 −6.93 × 10−3

7 8.96 −5.64 × 10−3

6 7.76 −4.42 × 10−3
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At time step n, the threshold voltage shift is 
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It should be noted that ∆Vth  does not change as a function of time when the gate bias Vg is 
zero at time step n. Therefore, Equation (1.11) can be rewritten as 
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where Vg n,  is the gate bias Vg at time step n.
It should be noted that the previous equations are derived under the condition that Vd is 

fixed at VDD, and Vg is biased by step pulse or a sequence of AC pulses, which is a typical 
way in which hot-carrier injection is measured.

FIGURE 1.5
Flowchart for solving (a) time-dependent thermal conduction equation and (b) static thermal conduction 
 equation with temperature-dependent parameters.



10 Nanoscale Devices

1.3 Assessment of Nanotransistors Near Scaling Limit

1.3.1 2D Material-Based MOSFET Characteristics with ~10 nm Gate Length

New emerging 2D semiconductor materials such as MoS2, which belongs to the transi-
tion metal dichalcogenides (TMDCs) material family, have been extensively studied in 
research [26–28]. The ballistic performance limit of monolayer MoS2 FET has been studied 
in literature [29,30]. Here, we investigate the effects of phonon  scattering on the device 
performance as well as the scaling limit of MoS2 transistors [31].

A double-gated MOSFET is studied here, as shown in Figure  1.6. Monolayer MoS2 is 
used as the channel material with the source and drain heavily doped. By solving the 
Schrodinger equation coupled with Poisson equation, the ID  −  VD characteristics of a 
monolayer MoS2 FET are shown in Figure 1.7 with LG = 5 nm. The electron-phonon interac-
tion is treated by the self-consistent Born approximation within the NEGF formalism [32]. 
With scattering effect, the on-state current is degraded with LG = 5 nm compared with the 
on-current in ballistic limit. This highlights the significance of phonon scattering on accu-
rate estimation of performance limits of monolayer MoS2 FETs even with a channel length 

FIGURE 1.6
Cross section of studied MoS2 MOSFET with LG gate length. The source and drain are heavily doped.

FIGURE 1.7
NEGF simulation of MoS2 horizontal homojunction FETs with LG = 5 nm. (a) ID–VD characteristics at the  ballistic 
limit and in the presence of various phonon scattering mechanisms, including acoustic phonon (AP),  optical 
phonon  (OP), and Frohlich scattering. (b) The energy resolved current spectrum at on state with phonon 
 scattering shows energy relaxation and back scattering. The solid line is a potential profile, and the black 
dashed curve is the Fermi level at the source (drain).
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down to 5 nm. Because of the large direct source-drain tunneling, the FET with LG = 5 nm 
does not have good ID − VD saturation behavior as shown in Figure 1.7a. Figure 1.7b shows 
the on-state position-resolved current spectrums of monolayer MoS2 FETs with LG = 5 nm. 
It shows that when electrons travel across the top of a potential barrier, the energy of elec-
trons is relaxed due to phonon scattering. Hence, the current spectrum is broadened, and 
the energy of peak current density is lowered after phonon scatterings. For a gate length 
with 5 nm, energy relaxation is not significant since electron transport is quasi-ballistic, 
compared with Figure 1.2b. In addition, direct source-to-drain tunneling is more signifi-
cant since the energy barrier of a device with LG = 5 nm is thinner.

We also compare the channel-length scaling behavior of drain-induced barrier lowering 
(DIBL) and subthreshold swing (SS) between monolayer MoS2 FETs and ultra-thin-body Si 
FETs in Figure 1.8. The body thickness of Si film is 3 nm, and all the other device parameters 
are the same as that of MoS2 FET. It shows that DIBL and SS are independent of phonon scat-
tering since phonon scattering has little impact to the subthreshold region. Both DIBL and 
SS increase quickly when the channel length decreases due to large source-drain tunneling. 
For both monolayer MoS2 FETs and ultra-thin-body Si FETs, the DIBL disappears and SS 
approaches the 60 mV/decade limit when the gate length is beyond 15 nm. In short- channel 
FETs, severe source-to-drain tunneling results in large degradation of DIBL and SS as 
shown in Figure 1.8b. When the channel length scales down to sub-10 nm, monolayer MoS2 
FETs show smaller DIBL and better SS compared to 3-nm-thick-body Si FETs. The reason 
is that MoS2 has an atomic thin body that would provide better gate control and has higher 
effective mass, which reduces direct source-to-drain tunneling. If DIBL of ∼100 mV/V is 
a practically acceptable value [33], Figure 1.8a suggests a minimum gate length of ∼8 nm 
for monolayer MoS2 FETs and 10 nm for ultra-thin-body Si FETs, respectively. Their corre-
sponding SS of ∼75 and 77 mV/decade, respectively, are also acceptable for practical appli-
cations [33]. In conclusion, the gate length of monolayer MoS2 FETs can be scaled down to 
8 nm, while the gate length scaling limit of 3-nm-thick-body Si FETs is 10 nm.

1.3.2 TMDC FET Performance at Sub-5 nm Gate Length Scale

Further scaling gate length to sub 5 nm is necessary since the ITRS requires a gate length of 
5.9 nm in the year of 2026 [34]. Recently, S. B. Desai et al. have demonstrated a MoS2 transistor 

FIGURE 1.8
(a) DIBL and SS of monolayer MoS2 FETs and ultra-thin-body Si FETs versus gate length. (b) Percentage of direct 
source-drain tunneling in off-state current in ballistic case. Different gate work functions are used to achieve 
the specific off-current (0.1 μA/μm).
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with a 1 nm gate length [35], which shows the importance of a gate-fringing field to achieve 
ultimate channel-length scaling. By solving the non-equilibrium Green’s function (NEGF) 
transport equation self-consistently with a Poisson equation, device scaling, design, and per-
formance potentials of 2D TDMC FETs in the sub-5 nm gate length scale are studied [36].

Figure 1.9a is the schematic of the modeled double-gated monolayer TMDC FET with 
a gate length of LG, high-κ insulator thickness of tins =  3 nm, and dielectric constant of 
κins = 20. The monolayer MoS2 material is used as a representative case with the effective 
mass as .m m mx y≈ ≈  0 57 0. Three types of devices are proposed and simulated to study the 
effects of the gate spacer dielectric constant and the underlap doping: (i) a baseline FET, 
which is without a gate spacer (i.e., κ = 20 in the spacer region) and without the underlap 
doping, (ii) a FET with spacer, which is with a gate spacer of κsp = 4 and without underlap 
doping, and (iii) an underlap-doped FET with spacer, which is with a gate spacer of κsp = 4 
and underlap doping. For the modeled devices without underlap doping, the doping den-
sity changes abruptly from ND0 = 1013/cm2 in the source and drain regions to 0 in the intrin-
sic gated region, as noted in the dashed line in Figure 1.9b. For the modeled devices with 
underlap doping, there exists a gate underlap region with a length of Lu and a Gaussian 
profile of the doping density, as shown in the solid line in Figure 1.9b.

Figure  1.10a and b show the simulated I-V characteristics at VD  =  0.05V and 
VD = VDD = 0.5V for a baseline FET with LG = 1 nm. The gate work function is tuned to 
produce an off-current of IOFF A/ m= 0 1. µ µ . A large transconductance of 5106 μS/μm, 
on-current of ION = 820 μA/μm, and an on-/off-current ratio of about 8200 are achieved 
even with a 1 nm gate length and lower power supply voltage 0.5V. The calculated SS and 
the DIBL are 84.6 mV/dec and 107 mV/V, respectively, which indicate relatively good sub-
threshold characteristics at a short gate length of LG = 1 nm. The percentage of tunneling 
current in the off-current is also studied. Figure 1.10c shows the conduction band profile 
for the baseline FET at off state (VG = 0V, VD = 0.5V), and the energy-resolved current 
density is plotted in Figure 1.10d. The dashed line denotes the top of the barrier. The cur-
rent density is from direct source-to-drain tunneling when the electron energy is below 
the top of the barrier. Although the relatively large effective mass of MoS2 suppresses the 

FIGURE 1.9
Schematic cross section of the modeled, double-gated MoS2 FET. (a) The high-κ gate insulator, metal gate (G), 
and gate spacer are denoted. The dashed line shows the modeled region. (b) Sketch of the doping density as 
a function of the position with (solid line) and without (dashed line) the gate underlap doping. The modeled 
source extension length (L0), gate underlap length (Lu), and metal gate length (LG) are denoted. The doping 
density in the source extension is ND0, and a Gaussian doping profile is used in the gate underlap region. The 
gate insulator dielectric constant is κins =  20. Three FETs are simulated: (i) a baseline FET, which is without 
spacer (i.e., κ = 20 in the spacer region) and without underlap doping; (ii) a FET with spacer (i.e., κsp = 4 in the 
spacer region) but without underlap doping; (iii) an underlap-doped FET with spacer, which is with underlap 
doping and spacer (i.e., κsp = 4 in the spacer region).



13Simulation of Nanoscale Transistors from Quantum and Multiphysics Perspective

direct source-to-drain tunneling, source-to-drain tunneling is still dominant at off state 
for the baseline FET with LG = 1 nm.

With the short gate length and the high-κ dielectrics in the gate spacer region in the 
baseline FET, a large gate-fringing capacitance is expected, which will lower the switch-
ing speed and frequency performance. Hence, we examine the effect of the spacer region 
by using dielectrics with κsp = 4. The simulated I-V characteristics for the FET with spacer 
are shown in Figure 1.11a and b. The figure shows that the design of the gate spacer has a 
considerable impact on the DC I-V characteristics of the device with LG = 1 nm. At the same 
specified off-current and power supply voltage, the on-current reduces to 269 µ µA/ m , and 
the SS and DIBL increase to 101 mV/dec and 267 mV/V, respectively. Meanwhile, the out-
put conductance increases, and the output I-V characteristics show lack of saturation. This 
indicates that the high-κ dielectrics in the gate spacer region can be used to improve the 
immunity to electrostatic SCEs at a short gate length by increasing the effective channel 
length through the gate-fringing field in the spacer region.

Next, we investigate the gate underlap doping effect on the device performance. 
Figure 1.11c and d show the I-V characteristics for the underlap-doped FET with spacer 
with LG = 1 nm. A low SS of 81 mV/dec and a DIBL of 94 mV/V can be achieved, which 
are lower than both baseline FET and a FET with spacer. With the underlap doping, 

FIGURE 1.10
(a) ID−VG and (b) ID−VD characteristics of the baseline FET. The gate voltage ranges from 0 V to 0.5 V at 0.025 V 
per step. The modeled baseline FET is shown in Figure 1.9, with a gate length LG = 1 nm. (c) The corresponding 
conduction band profile and (d) energy-resolved current density of the baseline FET is at the off state. The 
dashed line denotes the top of the barrier.
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the on-current value increases from 269 µ µA/ m  for a FET with spacer to 323 µ µA/ m  due 
to improved SS. And the output I-V characteristics saturate better with the output conduc-
tance value drops to 162 μS/μm. The underlap doping design can significantly improve the 
immunity to electrostatic SCEs.

Figure 1.12 presents the scaling behaviors with regard to the gate length LG for both the 
baseline FET and the underlap-doped FET with spacer. When LG scales from 5 nm down 
to 1 nm, the SS increases to a reasonable range for the underlap-doped FET with spacer 
and the baseline FET, respectively, as shown in Figure 1.12a. The scaling behaviors of the 
on-current, off-current, and on-/off-current ratios are shown Figure 1.12b. The figure shows 
that the on-current and off-current of underlap-doped FET with spacer are less sensitive 
to the gate length variation compared to the baseline FET, indicating that the FET designs 
with underlap doping are beneficial for reducing the device variability due to LG variation.

1.3.3 Performance Limits of Device Applications

In addition, we access the performance limit of the 2D FET at sub-5 nm gate length for both 
high-frequency application and digital electronics application [36].

FIGURE 1.11
(a) ID−VG characteristics and (b) ID−VD characteristics of the FET with spacer and (c) ID−VG characteristics and 
(d) ID−VD characteristics of the underlap-doped FET with spacer at a gate length LG = 1 nm. The gate voltage 
ranges from 0 V to 0.5 V at 0.025 V per step. The underlap doping length is Lu = 10 nm and the steepness is 
1 nm/dec. The gate work function is tuned to achieve the specified off-current of IOFF A/ m= 0 1. µ µ .
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A quasi-static treatment is used to study the high-frequency performance of the MoS2 
FETs. An equivalent circuit model is numerically extracted. The gate capacitance Cg and 
the transconductance gm can be expressed as 
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The intrinsic cut-off frequency fT is computed as 
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The gate capacitance, transconductance, and cut-off frequency values are extracted with 
a DC bias of VDD V= 0 5.  and a common specified DC current of IDC A/ m= 1000 µ µ  for the 
three FET structures. The gate capacitance and transconductance as a function of the gate 
length LG for the three devices are shown in Figure 1.13a. Due to the high-κ dielectrics 
in the gate-fringing region, which leads to large gate-fringing capacitance, the baseline 
FET has the largest gate capacitance. At LG = 1 nm, the gate capacitance can be reduced 
by over a factor of 2 by introducing a gate spacer with a low dielectric constant. This also 
shows that the underlapped doping design can further lower the gate capacitance. Since 
the length scale of the gate length and insulator thickness are comparable, the gate capaci-
tance values scale down with the gate length much slower than the proportional relation 
that is used for MOSFET with a long gate length. Due to the degraded gate control of the 
channel, the transconductance also decreases as the gate length scales down.

FIGURE 1.12
Scaling behaviors with regard to the gate length: (a) The SS and DIBL and (b) the on-current (solid), off-current 
(dashed), and on-/off-current ratio (dash-dot) as a function of the gate length LG down to 1 nm. The lines 
with circles are for the underlap-doped FET with spacer, and the lines with triangles are for the baseline 
FET. For the underlap-doped FET with spacer, the underlap doping length is Lu = 10 nm and the steepness 
is 1 nm/dec.
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Figure 1.13b shows that cut-off frequency increases as the gate length decreases at the 
common specified DC current. Both devices with a gate spacer have a larger cut-off fre-
quency than the baseline FET without a gate spacer due to smaller gate-fringing capaci-
tance. A lower dielectric constant value in the gate spacer region is favorable to improve 
the RF performance. At LG = 1 nm, the FET with spacer has the largest cut-off frequency 
due to large transconductance and lower gate capacitance, while the baseline FET has the 
lowest cut-off frequency because of large gate-fringing capacitance. A good current satura-
tion and small output conductance in the ID − VD characteristics are preferred to achieve 
a good power gain frequency ( fmax) performance. Among three modeled devices, the 
 underlap-doped FET with spacer has the best saturation in the output I-V  characteristics 
as well as relative large cut-off frequency, which are mostly preferred for improving the 
power gain frequency fmax. The results indicate that designs of the gate spacer and  underlap 
doping are important for improving the RF high-frequency performance. TMDC FETs 
with a 1 nm gate length can have attractive RF performance with the cut-off frequency 
above 2 THz by proper design of the gate spacer and underlap doping.

The performance potential of studied devices in digital electronics is analyzed next. 
Figure 1.14 shows the intrinsic delay of the modeled underlap-doped FET with spacer as 
a function of the gate length. The intrinsic gate delay is computed as /τ = ∆Q ION , where 
∆ = −Q Q QG G( ),ON ,OFF  and ,QG ON and QG ,OFF are the gate charge computed at the on and off 
states, respectively, and ION is the on-current computed at a common specified off- current 
of IOFF A/ m= 0 1. µ µ . A slight increase of intrinsic delay is observed for the underlap-
doped FET with spacer as the gate length scales down from 5 nm to 1 nm. The reason is 
that the decrease of the on-current outpaces the decrease of the gate charge change as LG 
decreases. A similar trend is also observed for both the baseline FET and the FET with 
spacer, all of which have a gate insulator thickness of 3 nm. However, by scaling down 
the gate oxide thickness, we can reverse the trend. Figure 1.14b compares the underlap-
doped FET with different gate insulator thickness values. A gate insulator with dielectric 
constant of 4 is used for the device with a gate insulator thickness of tins = 1 nm. It shows 
that for the FETs with tins = 2 nm and 1 nm, the intrinsic delay decreases as the gate length 
decreases. Meanwhile, a large decrease of the intrinsic gate delay is shown when the 
gate insulator thickness decreases from 3 nm to 1 nm. A thinner gate oxide improves the 

FIGURE 1.13
(a) Gate capacitance Cg and transconductance gm and (b) cut-off frequency fT as a function of the gate length LG for 
the modeled MoS2 FETs. The solid lines with diamonds are for the baseline FET. The dashed lines with circles 
are for the FET with spacer, and the dash-dot lines with triangles are for the underlap-doped FET with spacer.
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intrinsic gate delay because of a decreased ratio of the fringing capacitance to the total 
gate capacitance.

Finally, we simulate an inverter circuit based on the modeled monolayer MoS2 FETs. 
Figure 1.15a shows the butterfly curves of the inverter for the three modeled devices with 
LG = 1 nm. Balanced p-type and n-type transistors are assumed because the effective mass 
values for electrons and holes are close for monolayer MoS2. The result shows that good 

FIGURE 1.14
(a) Gate charge variation from the off to on state ∆Q and the on-current and (b) intrinsic delay as a function of LG. 
Three FETs modeled all have the structure of the underlap-doped FET with spacer but with different gate insu-
lator thickness and dielectric constant. The solid lines with diamonds have a gate insulator of tins = 3 nm and 
κ = 20. The dashed lines with triangles have a gate insulator of tins = 2 nm and κ = 20. The dash-dot lines with 
circles have a gate insulator of tins = 1 nm and κ = 4. A common off-current of IOFF = 0.1 μA/μm is achieved by 
adjusting the gate work function.

FIGURE 1.15
Simulation of inverter characteristics. The butterfly curves of the inverters based on the three modeled MoS2 
with LG = 1 nm. The solid lines with diamonds are for the baseline FET, the dashed lines with circles are for 
FET with spacer, and the dash-dot lines with triangles are for the underlap-doped FET with spacer. Balanced 
p-type and n-type transistors are assumed, because the effective mass values for electrons and holes are close 
in monolayer MoS2.
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inverter characteristics can be achieved for all three devices at a gate length of LG = 1 nm. 
The underlap-doped FET with spacer shows the most preferred butterfly curve in terms 
of the largest voltage gain and static noise margin (SNM), whereas the FET with spacer 
shows the smallest noise margin due to lack of saturation in the output I-V characteristics 
as shown in Figure 1.11b. Our work demonstrates the good performance potential for 2D 
TMDC FET with carefully designed gate spacer and underlap doping in both RF and digi-
tal electronics applications.

1.4 Multiphysics Simulation of Nanoscale Transistors

A fully depleted silicon-on-insulator (SOI) MOSFET is taken as an example to study elec-
trothermal effects on its hot-carrier reliability [16]. The channel length is 100 nm, and the 
thickness of the Si thin-film channel is 8 nm, as shown in Figure 1.16a. In order to get the 
heat generation rate in the channel region, various methods can be applied as mentioned 
previously. Here, a drift-diffusion method is applied since the channel length is in the 
scale of 100 nm, which is relatively long, and it can be a reasonable treatment. The simu-
lated J-V curves agree well with experiments as shown in Figure 1.16b.

Typically, the SOI MOSFETs are fabricated with several hundred micrometers thick Si 
substrate and several micrometers thick Si3N4 insulator. To mimic the heat conduction pro-
cess in a real chip and meanwhile save computational cost, two thin layers with d = 50 nm 
thickness are added on top and at bottom as shown in Figure 1.17a. The top thin layer has 
its thermal resistance Rth as that of lSi N 3 43 4 m Si N= 2 µ , and the bottom one has Rth as that 
of lSi m Si= 200 µ . With the top layer as an example, its effective thermal conductivity can 
be written as 

 κ κ κeff, top th Si N Si N Si N Si N3 4 3 4 3 4 3 4= = =d R d l d l/ /( / ) /  (1.16)

FIGURE 1.16
(a) Schematic of a fully depleted SOI MOSFET with its dimensions as noted. The channel length is 100 nm. 
(b) Comparison between the simulated and measured Id−Vg curve in linear plot and logarithmic scale.
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Similarly, the effective thermal conductivity of the bottom layer can be obtained.
By using the finite element method and following the simulation procedures illustrated 

in Figure 1.5, the steady temperature profile is obtained and plotted in Figure 1.17b. The 
white dotted line shows the skeleton of the modeling structure as in Figure 1.17a. The top 
and bottom low thermal conductivity layers are used to mimic the effects of 2 μm Si3N4 
and 200 μm Si substrate. It is observed that the highest temperature is localized around the 
drain region and is about 600K.

In state-of-the-art digital ICs, transistors are typically operated at GHz frequencies. In 
traditional experiments and simulations, AC signals with MHz frequencies are usually 
used to characterize the HCI. To further capture the electrothermal effects on HCI behav-
ior under transient signal stress, time-dependent thermal conduction needs to be further 
studied. The AC signal with frequency 2.5 GHz is shown in Figure 1.18. Both rising and 
falling times are 50 ps, and the period is 400 ps, with 1-bit endurance as 200 ps.

The temperature responses to the step pulse and AC signal with 1.2V magnitude are 
shown in linear and logarithmic timescale as plotted in Figure 1.19. The temperature is the 
highest temperature captured in the channel at each time step. The thermal response time 
is around 300ns, as shown in the temperature response to step pulse. The temperature for 
the step pulse is much higher than that of the AC pulse because the input power of the 
step pulse is higher.

Based on the temperature response in Figure 1.19 and Equation (1.12), the TVS evolu-
tion up to 10 years for the SOI MOSFET under different signal stresses can be obtained 
as shown in Figure 1.20. TVS for AC with time larger than 4 ms is extrapolation based on 
simulation for saving computational cost. The slope of extrapolation is obtained by lin-
early fitting the simulation results from 0.4 ms to 4 ms. The step pulse has the largest TVS 
due to these reasons: (i) the temperature response to step pulse has the largest magnitude 

FIGURE 1.17
(a) The schematics for modeling of heat conduction. The top and bottom thin layers are with the same thermal 
resistance as 2 μm Si3N4 and 200 μm Si substrate to mimic the real environment around the active region of the 
transistor. (b) Temperature profile at steady state Vg = 1.2V and Vd = 1.2V. The top and bottom layers are with low 
thermal conductivity to mimic the thick insulator and substrate.
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FIGURE 1.18
AC signal with both pulse rising and falling times as 50 ps. The period for the pulse is 400 ps and corresponds 
to frequency 2.5 GHz.

FIGURE 1.19
Temperature response in linear timescale (a) and logarithmic scale (b) to different signal stresses.

FIGURE 1.20
(a) Simulated threshold voltage shift ΔVT as a function of time for different signal biases. Data for AC with time 
larger than 4 ms is extrapolation based on simulation for saving computational cost. (b) Zoom-in of (a). The 
slope of extrapolation is obtained by linearly fitting the simulation results from 0.4 ms to 4 ms.
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and it leads to large temperature-dependent exponential α, and (ii) the SOI MOSFET is 
always in on state when it is stressed by the step pulse, while the device is half on and half 
off when it is stressed by the AC signals.

The temperature responses to AC signals with different frequencies are presented in 
Figure 1.21a. As the frequency decreases, the temperature oscillation magnitude increases. 
Since both on and off states last long for the low frequency signal, the transistor has a long, 
continuous time to absorb and dissipate the heat. As a result, long endurance of the on or 
off state leads to more time for the temperature to increase or fall.

Similarly, based on the temperature response to AC signals, the TVS evolution up to 
10 years for the SOI MOSFET under AC signal stresses with different frequencies is shown 
in Figure 1.21b. As the frequency decreases, the slope of TVS evolution increases due to 
a large temperature magnitude during the on state when the device is stressed by a low 
frequency signal.

The values of TVS in 10 years for the SOI MOSFET under stress of various types of  sig-
nals are summarized in Figure 1.22. It should be noted that there is a breakpoint in the y axis 

FIGURE 1.21
(a) Temperature response to the AC signals with different frequencies. The lower frequency results in large 
temperature oscillation. (b) Simulated threshold voltage shift ΔVT as a function of time for the AC signals with 
different frequencies.

FIGURE 1.22
Prediction of the threshold voltage shift ΔVT for the SOI MOSFET under 10-year stress of various signals.
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in order to show the data more clearly. Although the TVS evolves  differently for devices 
with different temperature exponentials as in Equation (1.9), the following trends should 
remain the same when the HCI is measured by applying AC or step pulse as gate bias 
with fixed VD = VDD. Firstly, for the sub-100 nm n-type SOI MOSFETs, the TVS under step 
pulse bias is worse than AC bias. Secondly, as the frequency of a measurement AC signal 
decreases from GHz to tens of MHz, the TVS increases.
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2.1 Introduction

For the last 50 years, the driving force behind the semiconductor industry has been device 
scaling and the ability to manufacture devices with smaller geometries. Due to the expo-
nential increase in the number of metal-oxide-semiconductor (MOS) devices on a chip, 
following Moore’s law, the integrated circuit (IC) market dramatically evolved from small-
scale integration (SSI) to large-scale integration (LSI) and then to very large-scale integra-
tion (VLSI) era [1]. The key factors behind this dramatic evolution are reduction in cost per 
chip and increase of functionality. Since the creation of the first microprocessors in the 
1970s, both supply voltage and gate length have decreased from 15V and 10 μm, respec-
tively, to 0.8 V and 15 nm in state-of-the-art technologies [2,3]. This dramatic downscal-
ing of the MOS transistors in the deep sub-micrometer and nanometer regime makes the 
devices and circuits vulnerable to a number of new detrimental effects. These include 
effects associated with printing finer geometry features, increased atomic-scale effects, 
and increased on-chip power densities. These effects are manifested as variations in envi-
ronmental and process parameters and device/circuit aging effect.

This chapter presents an overview of various sources of variability in nanoscale devices 
and circuits. The device-level process variability mitigation using planar MOS technology 
is discussed. Nominal substrate bias and mismatch characteristics for the device are pre-
sented. The performances of the device are analytically studied and verified by extensive 
TCAD simulations.

2.2 Sources of Variability in Nanoscale Technology

The effects of various variabilities in nano-dimension circuits cause significant deviation 
of the circuit performance from the prescribed specifications. This in turn eventually leads 
to circuit/chip failure, and the yield is severely reduced. The different sources of varia-
tions that critically affect the performance of an integrated circuit are broadly classified as 
follows: 

• Environmental variation
• Aging or reliability
• Process variation

2.2.1 Environmental Variation

Environmental variation corresponds to the changes during the operation of a circuit. 
Variations in the supply voltage ( )VDD  and the temperature come under this category.

2.2.1.1 Supply Voltage Variation

With the scaling of technology node, the supply voltage has also been scaled down, which 
in turn reduces the tolerance to voltage changes within power distribution networks in 
CMOS integrated circuits. Runtime fluctuations in the supply voltage levels in a chip cause 
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significant variations in gate delay. The gate delay of a circuit can be mathematically rep-
resented as [4], 

 t
k C V

V V
L

T
pd

DD

DD

=
−( )

. .
α  (2.1)

where k and α are two constants, VDD is the supply voltage, and VT is the threshold v oltage 
of the MOS transistor. A small variation in supply voltage leads to significant variation 
of the gate delay, which in turn may even result in the logic failure of the whole circuit. 
In  nanometer-scale technologies, the current densities have increased over previous 
 generations, and spatial imbalances between the currents in various parts of a chip are 
accentuated—particularly with the advent of multi-core systems where some cores may 
switch on and off entirely.

2.2.1.2 Temperature Variation

The impact of temperature on the functioning of a chip is an important factor in induc-
ing variation. It causes transistor threshold voltages to go down and carrier mobility to 
increase. Threshold voltage decrease tends to speed up a circuit, while mobility deteriora-
tion slows it down. Depending on which effect wins, a circuit may show either negative 
or positive or mixed temperature dependence if the trend is non-uniform. Leakage power 
also increases with temperature in cases where this increase is substantial; the increased 
power can raise the temperature further, causing a feedback cycle. This positive feedback 
can even cause thermal runaway, where the increase in the power goes to a point that 
 cannot be supported by the heat sink, and the chip burns out.

2.2.2 Aging or Reliability

Reliability is a serious issue in VLSI circuits. The reliability of a design often degrades by 
various causes such as soft errors, electromigration, hot-carrier injection, negative bias 
temperature instability (NBTI), crosstalk, power supply noise, and variations in the physi-
cal design. With the continuous scaling down of circuit designs achievable by the advance-
ment in technology, the sources of reliability degradation have more serious impact within 
the design. In this scenario, high-performance and energy-efficient circuit design becomes 
a crucial challenge for the chip designers. There are significant research contributions to 
reliable VLSI circuit design; however, such techniques are often computationally expen-
sive or power intensive.

2.2.3 Process Variation

To overcome the scaling limitations of MOSFET devices, recent changes in device 
 structures, processing materials, and processing conditions have enhanced the complexi-
ties of advanced CMOS technologies. Some of these technologies are strained-silicon 
channels, halo doping, ultrathin gate oxides, ultra-shallow source-drain junctions, and 
millisecond annealing [5–8]. The increasing processing complexities, along with atomistic 
and  quantum-mechanical limitations, have introduced an increasing amount of process 
variability. Process variability is considered to be the most critical source of performance 
variation of nano-CMOS circuits. It can affect the performances of two transistors placed 
side by side in different wafers or fabricated at different times.
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2.3 Sources of Process Variation

Process variation is broadly categorized into inter-die and intra-die, where inter-die 
variation is completely systematic in nature; intra-die variation can be both systematic 
and random. Inter-die variation is found globally; it can be between two lots of wafers, 
between two wafers of same lot, or even with a single wafer. In contrast, intra-die varia-
tions occur within the same die. As suggested by the name, systematic variations cause 
the performance mean values to shift systematically in one direction. Random variations 
are quite critical as they lead to the statistical distribution (spread) of the performances. In 
the subsequent sections we discuss various sources of process variations. Inter-die process 
variability causes a shift in the mean value of the design parameters such as transistor 
channel length (L), channel width (W), gate oxide thickness (tox), doping density (Nch), etc. 
Sophisticated resolution enhancement techniques (RETs) such as optical proximity cor-
rection (OPC), phase shift mask (PSM), etc., are some of the sources of systematic process 
variations. Apart from these RETs, layout induced strain, well-proximity effect (WPE), 
chemical mechanical polishing (CMP), etc., also introduce systematic process variations. 
The systematic nature of inter-die variability enables us to address it through layout design 
and more controlled RETs [9]. However, for technology nodes below 90 nm, the impact of 
random intra-die variability on device/circuit performance is of critical concern. In the fol-
lowing subsections we focus on the sources of random process variations.

2.3.1 Random Process Variation

The random process variation, which occurs within a die (intra-die), is totally statistical 
in nature. The impact of random process variation is a serious bottleneck in nanoscale 
device/circuit design and hence deserves major attention to be paid. Different sources of 
process variation that fall under this category are random discrete dopant (RDD), line 
edge roughness/line width roughness (LER/LWR), and poly gate granularity/metal gate 
granularity (PGG/MGG). [10].

2.3.1.1 Random Discrete Dopant

RDD is the most important source of intra-die variation. It results from the discreteness of 
dopant atoms, mainly in the channel region. It is a common technique to control thresh-
old voltage Vth of a MOS transistor by tuning doping concentration of the channel. For a 
transistor, if the channel concentration is Na, the source/drain junction depth is xj and the 
channel length and width are L and W , respectively, then the number of atoms enclosed 
in the channel is 

 N N LW xa jch,tot = ( ). . .  (2.2)

With continuous scaling of xj, L, and W  in the nanometer regime, the number of dopant 
atoms drastically goes down as is evident from (2.2), even after the channel doping con-
centration increases following CMOS scaling rules [11,12]. Due to the comparable dimen-
sion of the dopant atoms and channel with downscaling of the device, continuous doping 
assumption no longer remains valid. The number of dopants in a transistor channel 
becomes a discrete statistical quantity with the probability to occupy any random location 
as shown in Figure 2.1.
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It is worth mentioning that this random nature of the dopant number and position is 
also observed in the source/drain regions as well. Thus, the electrical characteristics of 
two otherwise identical neighboring transistors in a circuit no longer remain identical. 
Following this physical phenomenon, threshold voltage variation (standard deviation) for 
a uniformly doped device is given by the Stoke’s formula as [13], 

 σV
a

T

q
C

N W
WL

,RDD
ox

dm=
3

 (2.3)

For a non-uniformly doped device, Na has to be replaced by effective channel doping con-
centration Neff  given by [14], 
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Here, N x( ) is the doping concentration along the depth of the device. Equation (2.3) shows 
that threshold voltage variation due to RDD continuously increases with a decrease in the 
channel area LW . However, it decreases with downscaling of the oxide thickness tox. It is 
reported that RDD contributes by 60% to the total VT  variation [10,15]. This VT  variability 
leads to the variation of overall performance of the circuit, such as drain current variation, 
delay variation, etc., as discussed earlier.

2.3.1.2 Line Edge Roughness/Line Width Roughness (LER/LWR)

The physical dimensions of a transistor—i.e., its length (L) and width (W)—are defined by 
the lithography process. Lithography is the process where a light-sensitive material, called 
photo-resist, is exposed to light for transferring the desired pattern from a mask or reticle 
to the wafer. There are various lithography techniques such as ultraviolet lithography, 
X-ray lithography, electron beam lithography, etc. However, each technique has its own 
merits and flaws. Roughness in the pattern is inherited from the lithography process itself. 
It may come from (i) the mismatch in the wavelength in light used with the dimension 
needed to be described or from (ii) intrinsic non-uniformities of the photoresist, which 

FIGURE 2.1
Random Discrete Dopant effect in both the channel and source/drain regions.
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occurs due to random dissolution and different sizes in the polymer chain as shown in 
Figure 2.2 [16]. This edge roughness of the pattern is termed as line edge roughness (LER). 
The LER is defined as the roughness of a single printed pattern edge. On the other hand, 
line width roughness (LWR) indicates the fluctuation in the physical distance between two 
printed pattern edges. The physical origin is the same for LER and LWR; these are math-
ematically related to each other.

Channel length, i.e., the distance between source and drain, becomes a random variable 
Li as an impact of LER. In Figure 2.3, < >L  represents the average channel length. LER 
can be characterized by two quantities: (i) variability of an edge, σLER and (ii) correlation 

FIGURE 2.2
Polymer chain creating edge roughness.

FIGURE 2.3
Line edge and line width roughness.



31Variability in Nanoscale Technology and EδDC MOS Transistor

length, Wc. The correlation length denotes the distance beyond which the amplitudes of 
two points along an edge can be considered almost uncorrelated. Let the variability of left 
edge be σL and that of the right edge be σR . If σLWR denotes the variance of the line width, 
then it is given by [17], 

 σ σ σ ρ σ σLWR
2 2 2 2= + −L R X L R (2.5)

Here, σL and σR are the left edge and right edge variances, respectively, of the channel; ρX 
is the cross-correlation coefficient between them. Under the assumption σ = σ σL R = LER , 

 σ σ ρLWR LER
2 22 1= −( )X  (2.6)

The variance of the average channel length is related to σLWR as follows [18]. 

 σ σ
< > =

+
L

c

W
W

LWR

1 0 75.
 (2.7)

As a random variable, the device channel length causes other device parameters such as 
threshold voltage VT , drain current ID, etc., to vary randomly.

2.3.1.3 Oxide Thickness Variation (OTV)

In CMOS technology, oxide thickness variation (OTV) occurs due to atomic-level interface 
roughness between the (i) semiconductor substrate and the gate dielectric material and 
between the (ii) gate material and gate dielectric. In MOSFETs below 65  nm, the value 
of  the oxide thickness tox is equivalent to the length of a few Si atoms with a compara-
ble interface roughness of about one to two atomic layers [19]. In present-day technology, 
where, tox is about 1 nm, its variation due to the comparable thickness of interface rough-
ness introduces a gate current variation. This variation in turn produces a voltage drop in 
the gate and changes VT  significantly. If one assumes that the two interfaces are uncorre-
lated, the standard deviation of oxide thickness variation is expressed as [18] 

 σ λ
t H

B
WLox = ∆

2
 (2.8)

Here, ∆  H is the height of one atomic layer, λ denotes the correlation length of oxide surface 
roughness, and B is a fitting parameter. The corresponding variance in VT  comes out to 
be [18] 
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Here, C is a fitting parameter and the rest of the symbols have their usual significances.

2.3.1.4 Poly-Silicon/Metal Gate Granularity (PSG/MGG)

PSG causes enhanced gate dopant diffusion along the grain boundaries (GBs), leading to 
non-uniform polysilicon gate doping and potential localized penetration of the dopants 
through the gate oxide into the channel region. Fermi-level pinning at the boundaries 
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between grains due to the high density of defect states is considered to be the most sig-
nificant source of fluctuation within polysilicon. The uncertainty in doping concentration 
of polysilicon gates and transistor channels, as well as Fermi-level pinning, leads to para-
metric fluctuation comparable to that of RDD. However, the introduction of high-κ/metal 
gate technologies suppresses the issue of PSG. Still, the typically polycrystalline nature of 
the metal gate granularity (MGG) has become a new source of statistical variability [20]. In 
gate-first technologies, post-metallization annealing results in crystallization of the metal. 
Metal grains with different crystallographic orientations have different work functions at 
the metal/high-κ interface. Thus, the threshold voltage becomes a locally varying quan-
tity from one metallic grain to the other. Hence, VT  becomes a random variable. However, 
MGG is technologically reduced to a significant extent in a gate-last process technology, 
where the metal gate does not suffer high-temperature thermal processing treatments, and 
hence poly-crystallization of the metal film can be avoided [21].

2.3.2 Device-Level Process Variability Mitigation Technique

Among the different process variability sources discussed previously, LER/LWR is lim-
ited by the lithography process used. In modern process technologies, the oxide thick-
ness can be precisely controlled to have a few atomic layers leading to negligible oxide 
thickness variation (OTV) [22]. MGG can be reduced by implementing gate-last process 
technology. Only RDD is the effect that can be controlled with an appropriate design of 
the doping profile of the channel. Use of a low-doped channel can practically eliminate 
RDD. However, in practice, the channel is made low doped; this results in a highly reduced 
RDD effect. This technique is implemented in both silicon-on-insulator (SOI) and FinFET 
devices, which also have much improved electrostatic integrity compared to the conven-
tional transistor structures [23]. Another approach is to use an epitaxial delta doped chan-
nel (EδDC) MOS transistor for controlled VT  variability [24–26]. A deeply depleted channel 
(DDC) MOS transistor, utilizing a layered channel profile, demonstrates the aggressive 
reduction of VT  variation [27,28].

2.4 Epitaxial Delta Doped Channel MOS Transistor

The novel transistor structures such as FinFETs and ultrathin body silicon-on-insulator 
(UTB-SOI) structures achieve low power consumption with superior electrostatic integrity. 
However, the fabrication process of these structures requires greater process complexity, so 
that increasing manufacturing cost is a concern. Hence, EδDC MOS transistor, being based 
on bulk CMOS technology, is a promising approach for extending the scalability of bulk 
metal oxide semiconductor (MOS) technology for low power system-on-chip applications.

2.4.1 Device Structure and Simulation

The schematic of an n-channel EδDC MOS transistor structure is shown in Figure 2.4. 
The doping concentration of the channel region is graded into two layers as shown in 
Figure 2.5. The first layer is very lightly doped and controls mismatch; this enhances 
carrier mobility, which reduces impurity scattering. This layer is usually formed by the 
epitaxy process and is termed an epitaxial layer. The second layer is very highly doped. 
The mobile charge carriers present in this high-doped layer terminate most of the electric 
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field lines that originate from the drain and the source regions, thereby preventing them 
from penetrating into the channel region. This is referred to as screening phenomenon. 
The corresponding layer is termed a screening layer. Screening reduces the short-channel 
effects and any punch-through phenomenon between the source and drain. The source/
drain extension (SDE) regions are shallower than the low-doped channel; the peak electric 
field associated with the source/drain-channel junction is less and hence band-to-band-
tunneling (BTBT) leakage current is less compared to the conventional structures [13]. 
The supply voltage is considered to be VDD 0.8V= . The lightly doped epitaxial layer has 
a concentration of Ns = ×5 1016 3/cm . The screening layer has a Gaussian doping distribu-
tion with peak doping concentration of Np = ×8 1019 3/cm . The substrate doping concentra-
tion is Na = ×4 1018 3/cm . The epitaxial layer has thickness of x1 10= nm. The depth of the 
peak doping concentration below the epitaxial layer is d1 5= nm. The peak doping con-
centrations for the raised source/drain region and that for the SDE regions are taken to be 
3 7 1020 3. × /cm  and 3 1019 3× /cm , respectively. The transistor is implemented in High-κ Metal 
Gate (HKMG) technology. The equivalent oxide thickness is considered to be 0.8 nm. HfO2 

FIGURE 2.4
The schematic of an n-channel EδDC MOS transistor.

FIGURE 2.5
The doping profile in the channel region and its approximation.
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is used as the gate dielectric. The spacer material is Si3N4 and the length is 7 nm, for which 
acceptable current values are obtained.

In order to characterize the electrical performance of the device, we do device simulation 
using a Silvaco Atlas platform. Optimized meshing strategy is used for accurate results 
with less computational burden. The critical areas of the transistor such as the channel, 
gate oxide, and SDEs have dense meshing. The less critical regions such as deep inside the 
substrate have coarse meshing. A drift-diffusion (DD) model with density gradient quan-
tum correction has been used to model the carrier transport. The Shockley–Read–Hall and 
Auger models take care of the carrier recombination process. For carrier mobility model-
ing, Arora, Lombardi CVT, and Caughey-Thomas models are incorporated. Kane’s model 
takes care of the BTBT leakage mechanism. The model parameters and work function of 
the gate material are tuned to calibrate the simulator.

2.4.2 Study of Short-Channel Effect Characteristics

The simulation result of the variation of the magnitude of the lateral field along the channel-
length direction is shown in Figure 2.6.

It is observed from Figure 2.6 that the magnitude of the lateral electric field near the 
middle of the channel is only 5 kV/cm for high drain bias where the channel length is as 
low as 16 nm. This is a significantly low field for a short-channel transistor compared to 
conventional transistors. The high-doped screening region restricts the p-n junction deple-
tion depth associated with the source and the drain region. This in turn alleviates the 
impact of lateral field, and hence gate-controlled bulk depletion charge density becomes 
high. According to Poisson’s equation, the source–drain controlled depletion charge den-
sity, therefore, becomes low. This implies that the contribution of the lateral electric field 
is low and the device becomes promising for controlled short-channel effect (SCE) and 
drain-induced barrier lowering (DIBL). A comparison of the DIBL coefficient of the EδDC 
transistor with reported values of FinFET and UTB-SOI is summarized in Table 2.1.

The variation of the maximum depletion depth Wdm of an EδDC transistor with various 
channel lengths is shown in Figure 2.7. With decreasing channel length, the depletion 
depth is found to remain constant for the device. This happens due to the presence of the 
screening region, which being highly doped restricts the gate depletion from penetrating 

FIGURE 2.6
Variation of lateral electric field along the channel of an n-channel EδDC transistor.
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into the substrate. This is a remarkable improvement over the conventional devices where 
the gate depletion significantly increases removal of the gate’s control over the channel 
and thereby enhances the short-channel effect. Figure 2.7 shows how the immunity is 
established from the SCE of the EδDC transistor.

The variation of the threshold voltage with applied drain bias for the EδDC transis-
tor is shown in Figure 2.8. The corresponding DIBL coefficient is found to be 63 mV/V. 

TABLE 2.1

Comparison of DIBL Coefficient of EδDC Transistor with FinFET and UTB-SOI

Parameter

FinFET [29] 
VDD V== 0.75
L == 30 nm

UTB-SOI [30]
VDD V== 0.9
L == 20 nm

EδDC
VDD V== 0.8
L == 16 nm

DIBL coefficient (mV/V) 42 80 63

FIGURE 2.7
Variation of depletion depth with channel length for an n-channel EδDC transistor.

FIGURE 2.8
Variation of threshold voltage with applied drain bias.
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This shows that the DIBL effect is much lower in the EδDC transistor and is comparable to 
state-of-the-art devices such as an ultra-thin-body silicon-on-insulator (UTB-SOI) transis-
tor [31]. This is because the contribution of the lateral electric field is much lower for the 
EδDC MOS transistor compared to conventional transistor structures.

2.5 Substrate Bias Effect of EδDC MOS Transistor

Strong body effect makes adaptive substrate bias a useful strategy for dynamic VT  man-
agement to optimize circuit speed and power dissipation in SoC circuits [32,33]. However, 
body effect diminishes with transistor scaling in conventional nanoscale transistors. 
Channel engineering provides a good solution to boost the substrate bias effect. The non-
uniform vertical doping of the EδDC transistor helps it to achieve a high substrate bias 
effect. The depletion width for an EδDC transistor very weakly depends upon the applied 
substrate bias, and with scaling down of channel length, the depletion width insignifi-
cantly widens. This way, substrate control over the channel becomes high, thereby ter-
minating a significant amount of substrate depletion charge on the gate, instead of on the 
source and the drain. The substrate bias effect on the depletion depth and threshold volt-
age can be explicitly examined by an analytical model with suitable approximation of the 
nonlinear doping profile.

2.5.1 Substrate Bias Effect on Long-Channel Threshold Voltage

The channel doping profile given in Figure 2.5 can be mathematically approximated by a 
combination of abrupt retrograde and graded retrograde channel profiles [34] and is writ-
ten as shown in the following equation: 
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We start from a one-dimensional Poisson’s equation, using (2.10), and the maximum value 
of the long-channel depletion layer width for the EδDC transistor is derived as shown in 
(2.11): 
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Here, ΦF signifies the separation of the Fermi potential from the intrinsic potential. It may 
be noted from (2.11) that for the EδDC transistor, Np is sufficiently high so that the deple-
tion width very weakly depends on the potential term.

In order to simplify the computational task of using doping concentrations for low-
doped and high-doped layers separately, we use Arora doping transformation [35] and 



37Variability in Nanoscale Technology and EδDC MOS Transistor

compute an equivalent doping concentration of Neq. The transformation assumes that the 
total charge under the gate is conserved, that is, 

 qN W q N x dx
Wd

eq eq = ∫ ( )
0

 (2.12)

where 
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When we substitute (2.13) in (2.12), the equivalent doping concentration is found to be 
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Under depletion approximation, the long-channel threshold voltage is 
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As we evaluate the integral in (2.12) by using the profile definition given in (2.10), the long-
channel threshold voltage in the absence of a substrate bias is evaluated to be 
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In the presence of a substrate bias, the long-channel depletion width and the long-channel 
threshold voltage, respectively, are written as 
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 V V VF FTl Tl0 eq SB= + + +( )γ 2 2Φ Φ  (2.18)

Using first-order Taylor’s series expansion of the square-root term of (2.18), we can write 
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Here, Cdm is the depletion capacitance per unit area; Cox is the oxide capacitance per unit 
area; and α is the slope of VTl versus VSB—that is, dV

dV
Tl
SB

 is referred to as the substrate bias 
sensitivity.

The depletion width Wdm is almost independent of the substrate bias applied (evident 
by the high doping term in the first part of [2.17]); the associated capacitance, Cdm, is also 
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independent of VSB. Thus, we get the long-channel threshold voltage sensitivity α to be a 
constant. For high VSB, however, the depletion width Wdm may vary slightly with VSB so that 
the threshold voltage dependence on VSB exhibits some classical behavior. This is incorpo-
rated through the following model of 

 V V V k Vs sTl Tl0 SB SB= + + + −( )α ψ ψ1  (2.20)

where k1 is a fitting parameter that takes into account the high substrate bias effect.
The variation of the depletion depth with substrate bias is shown in the Figure 2.9. As 

is already predicted from the analytical relation, simulation results also show a negligi-
bly small increase in the depletion depth when substrate bias is increased. The highly 
doped screening region practically confines the channel depletion within the epitaxial 
layer. Therefore, as VSB increases, the depletion layer width does not change significantly. 
The physical implication of this is as follows. The inversion channel layer forms a capaci-
tor with the substrate, the dielectric being the depletion region. The channel-to-substrate 
capacitance is given by C Wdm Si dm= ε . Thus, the lower value of Wdm signifies a larger Cdm, 
hence strong channel-to-substrate coupling, which in turn implies better substrate bias 
sensitivity. Therefore, we observe that with an increase of substrate bias, the channel-to-
substrate coupling does not deteriorate in the EδDC transistor, as it happens for conven-
tional transistors.

The variations of the threshold voltage with substrate bias for the EδDC transistor, as 
obtained from an analytical model (2.20), and simulation results are shown in Figure 2.10. 
A good match between the two indicates accuracy of the model. The variations of the 
substrate bias sensitivity with substrate bias for the EδDC transistor are also shown in it. 
It is observed that the substrate bias sensitivity of the EδDC transistor is nearly constant 
with the applied substrate bias. This validates the linear relationship (2.19). Physically, it 
is explained by the strong and invariant depletion capacitance with the applied substrate 
bias. The slight decrease of the substrate bias sensitivity is well taken care of by the param-
eter k1 in (2.20) with its very small value.

FIGURE 2.9
Variation of depletion depth with applied substrate bias.
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2.5.2 Short-Channel Threshold Voltage Model

The threshold voltage model for an EδDC transistor is modeled [36] as follows: 

 V V V L V VT T= + ( )Tl SB DS∆ , ,  (2.21)
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where l t Wt = ( /3 ox dm η)  is the characteristic length. η is a fitting parameter and Wdm is 
given by (2.17). With the introduction of some fitting parameters for better accuracy, the 
short-channel effect becomes [36] 
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With the application of substrate bias, the characteristic length becomes 

 l l Vt t= +( )0 SB1 DVT2.  (2.24)

where lt0 is the zero substrate bias characteristic length.
Similarly, the threshold voltage shift due to drain-induced barrier lowering (DIBL) is 

modeled as 
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The DIBL coefficient, therefore, linearly increases with the substrate bias. The fitting 
parameters DVT0, DVT1, DVT2, ETA0, ETAB, and DSUB are extracted using optimization 
algorithm [37].

FIGURE 2.10
Variation of long-channel threshold voltage and its sensitivity with applied substrate bias.
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The variations of the change in threshold voltage due to a substrate bias effect, that is, 
δV V VT T V T V

= −
= =SB SB0 8 0.

 with channel length L for the EδDC, are plotted in Figure 2.11. This 
quantity represents the amount of substrate effect. It reduces by only 10  percent when 
the channel length reduces to a mere 16 nm from 200 nm. Significant substrate bias effect 
of the EδDC transistor is attributed to the fact that the EδDC transistor is quite immune 
to the coupling of the source/drain lateral field on the channel due to the screening phe-
nomenon. Consequently, the depletion width remains almost constant with scaling of the 
channel length (see Figure 2.9), and channel-to-substrate coupling remains significant. 
This explains the existence of a significant substrate bias effect in the EδDC transistor for 
short-channel lengths. The short-channel parameters noted are extracted using a param-
eter extraction algorithm and incorporated in the model. Once again, the close proximity 
of the model and TCAD data validates the model.

The variations of the threshold voltage roll off due to short-channel effect, that is, 
∆V V VT T= −Tl  with substrate is shown in Figure 2.12. However, ΔVT it increases only by 

FIGURE 2.11
The variation of change in threshold voltage due to substrate bias with L.

FIGURE 2.12
Variation of threshold voltage roll-off due to short-channel effect with substrate bias.
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25% at a maximum VSB with respect to zero substrate bias. This is another manifestation of 
a highly restricted short-channel effect in EδDC transistors.

In Section 2.4 we discussed the excellent DIBL performance of the EδDC transistor. Due 
to the depletion layer confinement even at a high substrate bias, the EδDC transistor gives 
good DIBL performance at a high substrate bias as well. There is an insignificant increase 
of the DIBL coefficient with increasing reverse substrate bias as shown in Figure 2.13. This 
effect is also captured very well by the model.

2.6  Channel Profile Design of an EδDC MOS Transistor 
for Low VT  Mismatch and High Intrinsic Gain

The motivation that drives us to design a device like an EδDC transistor is its variability-
resistant device architecture. The two major concerns for analog circuit designers for 
designing analog circuits in nanoscale CMOS technologies are enhanced threshold volt-
age mismatch and the degradation of intrinsic gain of the transistors [38,39]. The major 
variability sources causing VT  mismatch are already outlined in Section 2.3. Different stud-
ies reveal RDD to be the most crucial source of mismatch in planar MOS technologies 
[10,15]. The primary reason behind the degradation of intrinsic gain of MOS transistors 
is the degradation of the output resistance, caused by the DIBL effect. As already dis-
cussed, device structures such as FinFET and UTB-SOI transistor are the two novel device 
structures with reduced RDD effect and improved electrostatic integrity [23]. However, 
enhanced manufacturing and/or design cost restricts their use for the low-cost system-
on-a-chip (SoC) applications. Therefore, advanced planar bulk MOS transistor is still the 
cost-effective choice for SoC applications. A systematic methodology for the design of a 
channel profile of an EδDC MOS transistor based on planar bulk technology, for high gain 
and low VT  mismatch, is developed here. By design space exploration, the optimum values 
of the channel profile parameters are obtained.

FIGURE 2.13
Variation of DIBL coefficient with applied substrate bias.
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2.6.1 Channel Profile Design

The intrinsic voltage gain of a MOS transistor is given by [38] 

 A
g
g

V
m= −
ds

 (2.26)

Here, gm is the trans-conductance of the MOS transistor and gds is the conductance. In 
order to quantify the dependence of the output conductance on DIBL phenomenon, we 
express gds as follows: 
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Considering the fact that the drain current is a function of gate overdrive voltage, V VTGS −( ) , 
we can write 
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Substituting (2.28) in (2.27), we can write 
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Comparing (2.26) and (2.29), we get 
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Using (2.22) in (2.30), we get 
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The device-to-device VT  mismatch due to the RDD effect is quantified by computing the 
standard deviation of the threshold voltage difference between two closely spaced tran-
sistors. The device-to-device VT  variability for a non-uniformly doped channel bulk MOS 
transistor is given as [13], 
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Here, Noi  is an effective number of dopant atoms per unit area in the channel region and 
is given by 
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With the help of (2.10) and (2.11), Noi  is found to be as follows: 
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It may be noted here that the formulation, (2.32 through 2.34), does not consider the ran-
dom placement of the dopant atoms in the channel region. In order to find the device-
to-device mismatch σ∆VT( ), the device variability σVT( ) is to be multiplied by a factor of 

2 . Equations (2.31) and (2.32) are used to find the optimal values of the channel profile 
parameters by simultaneously studying the impact of their variations on intrinsic gain 
and VT  mismatch.

2.6.2 Design Space Exploration

The profile parameters to be optimized are x1, d1, Ns, and Np. In order to restrict the chan-
nel depletion from spreading into the bulk of the device, Np has to be considerably high. In 
that case, the epitaxial layer effectively represents the channel depletion layer. Practically, 
the channel depletion will be slightly higher due to the spread of the Gaussian profile 
of the screening region. For an ideal retrograde profile d1 0=( ), for x1 10= nm (say), for 
Np ≥ × −8 1019 3cm , Wdm approximately equals to x1. It can be found in Figure 2.14.

The plot of simultaneous variations of σ∆VT  and AV  with d1 is shown in Figure 2.15. We 
can see that both the performances show detrimental effects with an increase in d1. Also, 
σ∆VT  increases and AV  decreases with d1. With an increase in d1, it follows from (2.17) that 
the depletion depth Wdm increases, i.e., the effect of a screening phenomenon diminishes. 
This increases the characteristic length lt, which in turn deteriorates the DIBL phenom-
enon, characterized through dV

dV
T

DS
. It, therefore, follows from (2.30) that the intrinsic gain  

AV  reduces. On the other hand, with an increase in Wdm, the number of charges that take 
part in the RDD phenomenon increases, so that σ∆VT  increases. However, d1 depends on the 
width of the Gaussian doping profile of the screening region. The width practically has 
to have a non-zero value. It can be assumed to have some minimum allowable value—for 
example, 5 nm [40].

FIGURE 2.14
Variation of maximum depletion depth with simultaneous variations of epitaxial layer thickness and peak dop-
ing concentration using analytical equation.
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The plot of simultaneous variations of σ∆VT  and AV  with x1 is shown in Figure 2.16. With 
increasing x1, the channel depletion depth increases according to the charge conservation 
rule. This is also analytically evident from (2.17). An increase in Wdm deteriorates intrin-
sic gain AV  as already explained. On the other hand, with the increase in x1, the effective 
number of channel dopant atoms per unit area Noi  reduces, as evident from (2.34). Hence, 
σ∆VT , which is directly proportional to Noi , also decreases with increasing x1. Selection 
of x1 is not straightforward because of the conflicting requirement of high AV  and low Noi. 
However, Figure 2.16 shows that a good solution may be found around x1 nm= 10 .

Figure 2.17 shows the plot of simultaneous variations of σ∆VT  and AV  with Ns. Though 
an increase of Ns does not appreciably change the AV  value, it remarkably deteriorates the 
VT  mismatch. However large Ns becomes, it is orders less than Np. In this limit, the deple-
tion depth does not depend upon Ns and consequently AV  does not vary significantly. But 
an increase in the Ns level enhances the number of dopant atoms in the channel region, 
thereby detrimentally affecting RDD. Hence, σ∆VT  rapidly increases with an increase in Ns 
level.

FIGURE 2.15
Simultaneous variations of VT  mismatch and intrinsic gain with depth of peak doping concentration below the 
epitaxial layer using analytical equations.

FIGURE 2.16
Simultaneous variations of VT  mismatch and intrinsic gain with epitaxial layer thickness using analytical 
equations.
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Figure 2.18 represents the variations of σ∆VT  and AV with Np. We can see that AV initially 
rises with the increase in Np, then becomes almost independent of it. Due to charge conser-
vation, Wdm is lower for higher Np and vice versa. As a consequence, a higher Np level results 
in better AV. But for very high values of Np, Wdm and hence AV are independent of Np as 
evident from (2.17) and (2.31). However, as was the case of Ns, a high Np level also enhances 
the number of dopant atoms in the channel region, thereby increasing σ∆VT  rapidly.

2.6.3 Intrinsic Gain Characteristics

For the profile optimization purpose, we considered a simplified model of intrinsic 
gain and neglected its bias dependence. But for the validation purpose, we have to take 

FIGURE 2.17
Simultaneous variations of VT  mismatch and intrinsic gain with epitaxial layer doping concentration using 
analytical equations.

FIGURE 2.18
Simultaneous variations of VT  mismatch and intrinsic gain with peak doping concentration of screening layer 
using analytical equations.
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into account the bias dependence of AV . Consider that the bias dependence AV  can be 
written as 

 A g R
V g
I

V m O
A m= =.

.

Dsat
 (2.35)

where VA is the early voltage parameter [38]. The early voltage due to channel-length mod-
ulation is calculated to be [38], 
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When we consider the effective early voltage due to both channel-length modulation and 
DIBL effect, the intrinsic gain can be expressed as 
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The analytical results from (2.38) and results obtained from TCAD simulation are plot-
ted in Figure 2.19. An excellent match between the two results proves the accuracy of the 
model. The presence of the screening region helps the device for better short-channel and 
DIBL performance w.r.t. the conventional transistor structures, as already discussed. Thus, 
VACLM and VADIBL are considerably higher for the EδDC transistor than the conventional 
one. This leads to better intrinsic gain of the EδDC transistor.

The VT  mismatch characteristics with the thickness of the low-doped region are shown 
in Figure 2.20. The nature of variation of the simulated and model predicted results with x1

FIGURE 2.19
Comparison of model predicted and TCAD simulation results of variation of intrinsic gain with gate overdrive 
voltage.
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reveal that the TCAD simulated results are higher than predicted by the analytical model 
discussed earlier (2.32). This is due to the fact that the random placement of the dopant 
atoms in the channel region was not considered in the analytical model. However, we find 
from Figure 2.20 that a multiplication factor (∼1.9), makes the results predicted by the ana-
lytical model a perfect match with the TCAD simulation results.

The channel-length dependence of σσ∆∆VT  is depicted in Figure 2.21. We observe that σσ∆∆VT

increases with decreasing channel length. This is quite obvious and in accordance with 
Pelgrom’s law.

2.7 Summary and Conclusion

This chapter gives an overview of different sources of variability in nanoscale devices and 
circuits. RDD is reported to be the most crucial source of performance variability in bulk 
CMOS technologies. We prefer bulk CMOS technology as it is cost effective compared 
to various state-of-the-art technologies. However, RDD can be restricted with the help of 

FIGURE 2.20
Comparison between VT  mismatch results obtained by model and TCAD simulation.

FIGURE 2.21
Channel-length dependence of VT  mismatch at a fixed channel width.
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a channel engineering technique. Following this route, we designed an epitaxial delta doped 
channel (EδDC) transistor. The beauty of the device lies in the screening property of the δ 
doped layer. This helps the device to be almost immune from short-channel effects and DIBL 
effects. In fact, the DIBL performance of the EδDC is found to be on par with a state-of-the-
art device such as the UTB-SOI transistor. The highly doped screening region also helps 
to boost the substrate bias coefficient, which actually degraded in conventional transistor 
structures in scaled-down technologies. High substrate bias enables a device to be subjected 
to adaptive body biasing. Thus, significant leakage power reduction by applying reverse 
substrate bias is possible for the EδDC transistor. However, a careful selection of the thick-
ness of the low-doped layer as well as concentration of the high-doped layer is required for 
the desired substrate bias effect of the transistor. The most important feature of the EδDC 
transistor, which makes it a deserving candidate for low-power SoC design, is its excellent 
mismatch characteristics. The channel being very low doped, RDD effect observed for the 
device is very low. Thus, an RDD induced VT mismatch is highly reduced in these devices. 
However, the mismatch characteristics also depend on the selection of the different profile 
parameters. It is shown in the chapter that with a suitable choice of channel profile param-
eters, the device can give acceptable VT mismatch characteristics with some compromise 
with the intrinsic gain.
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3
Effect of Ground Plane and Strained 
Silicon on Nanoscale FET Devices

Saurabh Chaudhury and Avtar Singh

3.1 Introduction

In this chapter, we will briefly discuss the effect of ground plane and strained  silicon 
in  different FET device structures along with their implementations issues. Section  3.2 
 introduces the concept of ground plane in SOI structures and the method of  incorporation 
in FDSOI and FinFET devices. We will illustrate the concept of straining silicon and its 
 advantages over conventional silicon devices in Section 3.3. We also mention  different 
methods of introducing the strain in silicon. Finally, some emphasis is given on the 
 structure of strained SOI and strained FinFET devices.
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3.2 Concept of Ground Plane

The short-channel effects in nanoscale devices are largely due to the fringing electric 
field lines underneath the channel region (substrate), as shown in Figure 3.1. Potential 
applied at the drain causes field lines to emanate from the drain. The channel is safe 
from these field lines at the top because of the presence of a gate terminal, and the field 
lines penetrate laterally the part of the channel and through the body or substrate [1]. The 
field lines through the substrate connect through the drain to body potential and cause 
unwanted back‐channel conduction. There occurs a peak in the potential at the body/
channel interface, and a voltage rises in the substrate as well. The back channel is driven 
from the depletion region to a weak inversion region, and due to the interface coupling, 
the threshold voltage decreases. Further, due to the decrement in the subthreshold slope, 
the drain-induced barrier lowering (DIBL) [9] largely occurs. Due to short-channel effects 
such as DIBL, it has been observed that the back-channel conduction is controlled via a 
drain rather than the substrate.

It has been proved that ground plane is effective in suppressing the short-channel 
effects as shown in Figure 3.2. When a highly conducting surface (P+ or N+) is placed 
beneath the channel or buried oxide (in the case of SOI devices), or a single P+ or N+ 

FIGURE 3.1
Schematic of fringing fields in SOI device. (From Ernst, T., and Cristoloveanu, S., The ground-plane concept 
for the reduction of short-channel effects in fully depleted SOI devices, Electrochemical Society Proceedings, 
pp. 329–334, 1999.)

FIGURE 3.2
Ground-plane structures in SOI. (From Yanagi, S. et al., IEEE Electron Device Lett., 22, 278–280, 2001.)
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implant situated in the channel/buried oxide is aligned with the gate-oxide or two P + 
or N+ implants located under the source and drain, this is termed a ground plane as 
shown in Figure 3.2. Doping of the ground plane layer is about 1 × 1018/cm3. A highly 
conducting surface acts as an electric field block and shields the moving fringing field 
lined from the drain coupling to the channel. When the substrate is lightly doped, the 
depletion region in the substrate is large and adds to the effective buried oxide thick-
ness in the case of silicon on insulator (SOI). Deploying a ground plane reduces the 
body region depletion and stops the conduction via a back channel, which happens 
due to drain current.

Partial ground planes are also possible, but the fabrication steps and cost will increase in 
that case. Partial ground plane [8] is more effective in minimizing the short-channel effects 
in comparison with the continuous ground plane method.

3.2.1 Ground Plane in FDSOI

Buried oxide (BOX) is inserted in SOI between the channel and substrate as shown in 
Figure 3.3. Some advantages of SOI over conventional MOSFET are: 

• Negligible drain-to-substrate capacitance
• Small body effects, fast stacked gates
• No latch-up
• Simple device isolation, smaller area
• Excellent radiation hardness
• Small junction leakage current
• Reduced short-channel effects

There are two ways to insert the ground plane in SOI structure: 

• Ground Plane in Substrate (GPS)
• Ground Plane In BOX (GPB)

FIGURE 3.3
Silicon on insulator (SOI).
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3.2.2 Ground Plane in Substrate (GPS)

When the ground plane is inserted between the body and buried oxide layer or after the 
BOX within the substrate, then it termed as the ground plane in substrate as shown in 
Figure 3.4.

The aforementioned structure is a continuous ground plane in substrate. For further 
reducing short-channel effects, there is a possibility to introduce the ground plane under 
the source/drain region or under the gate region [2,4].

Partial ground plane [3] is more effective in minimizing the short-channel effects. 
Figure 3.2 shows the partial ground plane design. Ground plane regions are formed 
by an ion-implantation technique after gate-electrode etching, whose edge locations 
can be self-aligned with the gate-side spacer whereas the widths can be well controlled 
by using a window-shaped photolithographic mask covering the gate electrode. Ion 
implantation is done in the resist window. L can be controlled by tilting an ion beam 
and by a slit size between edges of the gate electrode and the resist window. The SiO2/
poly-Si structure is used to prevent the gate electrode from being counter doped during 
the PGP implant. The partial ground plane (PGP) SOI MOSFET minimizes the short-
channel effects (SCE) compared to the conventional single-gate SOI MOSFET because 
the gate-induced field in the SOI layer is held high by the PGP region. This results in 
lower standby leakage current [3]. The PGP SOI MOSFET shows much better switching 
performance because of its smaller parasitic capacitance as compared to the conven-
tional GP device.

3.2.3 Ground Plane in BOX (GPB)

To realize the FD SOI MOSFETs in nano-regime, two device issues are most important. 
Firstly, we must have less drain-induced barrier lowering (DIBL); and secondly, the sub-
threshold slope must be very steep. In long-channel SOI MOSFET, the subthreshold slope 
can be improved by increasing the BOX thickness. In a short-channel SOI MOSFET, on 
the other hand, a thicker BOX causes a larger DIBL due to the electric field penetration 
through the BOX. Due to this, the subthreshold slope worsens with an increase in the BOX 
thickness. Ground plane (GP) concept is one of the techniques used to reduce the DIBL 

FIGURE 3.4
Ground plane in substrate.
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effect, and it is quite effective only when the distance between the ground plane and the 
drain is small compared to the channel length. Therefore, if the placing of the GP in the 
substrate (GPS) is to be done, then one should keep the BOX thickness as small as possible, 
but it will increase the subthreshold slope. Therefore, in nanoscale devices with a very 
short channel length, it is not possible to achieve both reduced DIBL effect and steep sub-
threshold slope. By using GP in the BOX, it may be possible to reduce the aforementioned 
shortcomings; thus, the requirement of reduced DIBL as well as an improved subthreshold 
slope can be obtained [5,7] (Figure 3.5).

Figure 3.6 shows the electric field contour of the FDSOI, FDSOI-GP, and FDSOI-GPB 
structures. In Figure 3.6a, conventional FDSOI have a large number of electric field lines 
passing through the channel-body, and hence the drain to substrate leakage is high in this 
structure. Whereas in FDSOI-GP and FDSOI-GPB, as in Figure 3.6b and c, fewer electric 
field lines pass through the channel, thereby reducing the leakage due to the addition 
of the ground plane in a conventional FDSOI structure. The GPB structure has the low-
est leakage in all the aforementioned structures due to the reduced distance between the 
channel and the ground plane [5].

Figure 3.7 shows that the Vt roll-off effect—as we decrease the gate length, Vt decreases. 
The FDSOI devices have the lowest Vt as compared to the GP and GPB devices. The ground 
plane keeps the electric field lines from propagating into the channel region, which helps 
to improve the SCE. The blocked field leads to increases in the threshold voltage.

3.2.4 Ground Plane in FinFET

FinFET is the fin-shaped field effect transistor that has much higher immunity to short-
channel effects and has higher charge mobility. Therefore, it is expected to have an 
increased saturation current. In recent years, different types of FinFETs have been pro-
posed, fabricated, and deployed. Mostly, FinFETs are classified based on controlling the 
flow of charge carriers using different types of gates such as double gate, Pi- gate, sur-
rounding gate, gate all around, and omega gate. FinFET devices are built on both types of 
wafers-bulk and SOI. SOI-type FinFET has relatively less leakage current, lower parasitic 
capacitances, higher saturation current, less sensitivity to body doping and better sub-
threshold slope as compared to bulk type. On the other hand, bulk FinFET is cheaper than 
SOI FinFET. Moreover, a self-heating problem is also not present in the bulk SOI [8].

FIGURE 3.5
FD SOI with ground plane in BOX. (From Kumar, M. J. et al., IEEE Trans. Device Mater. Rel., 7, 181–187, 2007.)
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FIGURE 3.6
Electric field contour for FDSOI devices. (a) Conventional FDSOI (b) FDSOI with ground plane in substrate. 
(c) FDSOI with ground plane in substrate. (From Singh, A., and Chatterjee, A. K., Study of ground plane in 
FDSOI MOSFET, Proceedings of the IEEE International Conference on ICONSET, 2011.)

FIGURE 3.7
Threshold voltage for the FDSOI devices at gate lengths of 25 nm and 32 nm. (From Singh, A. et al., Inform. 
MIDEM, 45, 72–78, 2015.)
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In SOI FinFET, the channel and substrate are isolated by a buried oxide layer while in 
bulk FinFET, the buried oxide layer covers almost everything except the channel region. 
The ground plane FinFET (GP-FinFET) structure is the same as the SOI FinFET struc-
ture except the two ground planes and polysilicon layer, which are inside the BOX layer. 
GP-FinFET is built by the SOIAS technology with the bonded SIMOX approach, and the 
ground planes are placed under the source and drain regions to control the electric field 
around the junction regions.

In the tri-gate FinFET structure, if the fin length is short, then the corner effect may 
influence the electrostatic potential profile between the gates and source/drain more than 
those of a SOI FET. To reduce the corner effects, tall spacers are used. Threshold voltage 
in these devices is controlled by the metal gate, which has the mid-gap work function. It 
has been proved that if the length of the ground plane is equal to the source/drain width, 
a better control over the channel can be achieved.

Figure 3.8 shows a 3D view of the FinFET with a ground plane. If the width of the ground 
plane is smaller than that of the source/drain, then the electrostatic potentials under the 
source/drain are not fully grounded, which will degrade the controlling of charge carriers 
in the channel.

By incorporating a ground plane in the FinFET structure, drain-induced barrier lower-
ing (DIBL) can be minimized. A larger subthreshold slope can also be achieved in the 
ground plane FinFET structure as compared to other structures. Further, this leads to a 
considerable reduction in the leakage current. The on-/off-current ratio is also found to be 
larger in this structure, which is basically a parameter normally used to show a compro-
mise between the speed and the leakage characteristics of a device. Subthreshold swing 
is reduced by increasing the channel doping with a consequent increase in control of the 
gate over the channel.

FIGURE 3.8
FinFET with ground plane.
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The ground plane FinFET structure may be used in digital circuits in which the static 
power is of prime concern while the speed is of secondary issue. The structure may find 
applications in the circuits for mobile applications where the battery life is short.

3.3 Strained Silicon

As devices scale down to nanometer, alternative devices are emerging to minimize the 
short-channel effects. However, it can only be done at the cost of transistor sizes. When 
device dimensions are reduced, both the vertical as well as lateral dimensions are mini-
mized. This causes channel length to reduce and thereby increases the associated electric 
field under the gate across the channel, which is further expected to increase as the scal-
ing continues. The increase in the vertical electric field severely degrades silicon channel 
mobility. Mobility degradation leads to reduction in drive current [10].

One more issue with the short-channel devices is the requirement for a reduced sili-
con body thickness. For a 32 nm technology node, the silicon body needs to be as thin as 
10 nm to minimize DIBL through it. A thinner body adds to the series resistance of the 
source and drain, which reduces the mobility and device performance. A reduction in ion 
translates to reduced operating speed. To increase the mobility or the drive capability of 
the nanodevices, new devices techniques should be implemented. Strained silicon is an 
attractive method by which one can increase the device performances. Strain in strained 
silicon causes increased carrier mobility in the channel region. This results in an increase 
in the number of ions on and speed, which is otherwise not possible because of a non-
scalable subthreshold slope. Strain improves both electron and hole mobility. Most of the 
semiconductor industries such as Intel and Texas Instruments have already started work-
ing on strained silicon-based devices [11,12]. Figure 3.9 shows that after the application of 
strain in the channel, the charges attain larger mobility as compared to the channel that is 
not under strain.

3.3.1 Mobility Enhancement

There are a number of theories that were given by researchers and scientists about the 
straining of the channel. The most popular one is the use of the virtual substrate method, 
also known as biaxial tensile strain. Here, we discuss the physics of this method; a later 
part will discuss the implementation and characteristics [24].

FIGURE 3.9
Mobility enhancement in strained silicon.
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Under the biaxial strain, six-fold degenerate valleys in silicon are split into two groups. 
The first group, which has the lower energy, is twofold degenerate and is also the primary 
contributor of the carrier transport at the low fields [22]. The effective mass of the electron 
within the plane is almost equal to the silicon transverse effective mass (mt* = 0.19 mo). On 
the other part, the effective mass perpendicular to the transport plane is equal to the lon-
gitudinal effective mass (ml* = 0.19 mo). We can see the schematic representation of energy 
ellipses in Figure 3.10. It has been shown that energy of the conduction band minima of 
the four valleys in the plane <100> axes rises with respect to the energy of the two valleys 
on the <100> axes perpendicular to the plane. Therefore, the electrons colonize the lower 
valleys with lighter effective mass, which helps in the reduction of the average conductiv-
ity effective mass.

The other mechanism of mobility enhancement for the hole was given by S.I.Takagi 
et.al., in which he discussed the abolishment of intervalley phonon scattering because of 
the energy splitting between the twofold and the fourfold valleys [23]. Strain uproots the 
degeneracy between the heavy-hole and light-hole bands, and the spin-orbit band shifts 
further down. This slows down the intervalley scattering of the holes.

Maxima of the valance band in unstrained materials is composed of three bands: the 
degenerate heavy‐hole (HH) and light‐hole (LH) bands at k  =  0; and the split‐off (SO) 
band, which is slightly lower in energy as shown in Figure 3.11 [25]. Further, the biaxial 
stress can be divided into a hydrostatic and a uniaxial stress component. The hydrostatic 
stress equally shifts all three valance bands, while the uniaxial stress lifts the degeneracy 
between light holes and heavy holes bands by raising the LH band higher than the HH. 
The SO band is at the lowest of the three bands. Stress application also changes the shape 
of the bands as shown in Figure 3.11. Thus, with the band deformation, the in-plane trans-
port mass becomes smaller and the interband scattering is also quenched. In this way the 
hole mobility is improved.

Figure 3.11 Simplified hole valance band structure for longitudinal in plane 
direction [20].
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FIGURE 3.10
Strain-induced conduction band splitting in silicon.
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3.3.2 Straining the Si Channel

There are the three ways by which we can introduce the strain in the channel. These are 
process-induced strain, substrate-induced strain, and external (mechanical), which is also 
known as package strain.

3.3.2.1 Process-Induced Strain

If strain is introduced at the time of processing of the device, then it is termed as process-
induced strain [16]. When the conventional CMOS process flow is going on, the stress pat-
terns can arise from various factors such as different processing temperatures, difference 
in thermal expansion coefficient, different growth conditions and mechanism, and dopant 
implantations. Due to the large number of processing steps, charge carriers distribution is 
non-uniform and increases the strain in some parts of the devices as compared to others. 
Process-induced strain is dependent on the device layout; therefore, it should be taken care 
of that the uniaxial stress components along different directions are not canceling each 
other. If this strain is deployed with some controlling action, then it helps to enhance the 
mobility of the device and increase the on-current of the device. It is also termed the local 
strain.

There are three ways we can introduce the process-induced strain in the devices: stress 
liners, STI stress, and heteroepitaxial strain.

3.3.2.1.1 Stress Liners

Strain is introduced into the FET devices using a capping layer. Capping layers are usually 
made up of Si nitride, which can be grown easily using a CVD process. The deposition con-
ditions determine whether a strain produced is tensile or compressive in nature [14]. Both 
compressive and tensile stress are required for increasing the mobility of the transistor 
and the performance of the CMOS transistors. Generally, tensile stress is used in NMOS 
for enhancing the on-current, and similarly, compressive strain in PMOS is utilized for the 

Split-off 
holes

Light holes

FIGURE 3.11
Simplified hole valance band structure for longitudinal in plane direction. (From Maikap, S. et al., IEEE Electron 
Device Lett., 25, 40–42, 2004.)
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same purpose. We can also use both compressive and tensile strain in a single architecture 
which is termed as dual stress linear technology. At first, a tensile silicon nitride layer is 
deposited over the entire wafer and then etched off the film over the PMOS part of the 
CMOS device [21]. Next, a compressive film is deposited over the whole device and then 
etched off it from the NMOS side. It is seen that the performance of both NMOS and PMOS 
device is improved simultaneously. It has also been found that both the linear and satura-
tion current are also improved due to strained silicon.

3.3.2.1.2 Shallow Trench Isolation Stress

As we know, local oxidation of silicon (LOCOS), which was used for isolation, is obsolete 
and was replaced by shallow trench isolation (STI) for nanoscale gate lengths [16]. But due 
to the scaling factor, the distance between STI and the channel decreases, which induces 
stress into the channel [18]. Since it is a compressive stress, only PMOS-based devices ben-
efit. It is reported that about 20% hole mobility is enhanced while STI stress is used, and at 
the same time the NMOS performance degrades by 20% (Figure 3.12).

3.3.2.1.3 Heteroepitaxial Strain

Compressive strain also originates in devices when there is a lattice mismatch between 
Si and SiGe channels. This is due to epitaxial growing of SiGe into the source and drain 
regions, then the Si channel introduces a compressive stress into the channel. With the 
help of this technique, we can improve the hole mobility enhancement factor that is depen-
dent on the amount of strain coming from the Ge content into the SiGe. In addition, elec-
tron mobility also enhances with this technology, but tensile stress is needed that can be 
incorporated if a SiC material is used for making the epitaxial layer.

3.3.2.2 Substrate-Induced Strain

In substrate‐induced strain [16], the most effective way to introduce high tensile strain to 
the channel is to grow epitaxial strained silicon on a relaxed silicon germanium (SiGe) 
layer. Bulk silicon and bulk germanium have different lattice constants, 5.43A and 5.65A, 
respectively. Si and Ge have a lattice mismatch of about 4.2% and can be combined to form 
a SiGe alloy, the lattice constant of which lies between those of Si and Ge. If a thin layer of 
Si is grown on a relaxed Si(1−y)Gey substrate, and after that if a Si layer is grown, then it is 

FIGURE 3.12
Different types of process-induced uniaxial strains including stress liners, stress from STI and  hetero-epitaxial 
stress. (Courtesy of S. Dhar, Analytical Mobility Modeling for Strained Silicon-Based Devices.)
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said to be under biaxial tensile strain. In that case, strain is given by Ge content. The lattice 
constant in the alloy Si1−xGex is between that of Si and Ge and varies with Ge concentration 
as a(y) = aSi + (1 − y)a Ge [11] (Figure 3.13).

If a thin silicon film is grown on top of Si1−xGex, up to a critical thickness, the Si lattice fol-
lows the lattice of underlying substrate and gets stretched (or strained) in the plane of the 
interface. This results in biaxial tensile strain in the channel as shown in Figure 3.11 [13]. 
As a result of biaxial tensile strain, carriers experience a lower resistance in the strained 
layer and typically have 50%–70% higher mobility.

3.3.2.3 External Mechanical and Package Strain

In this type of strained silicon, the strain is either introduced through direct bending of 
the Si wafer or by bending a packaged substrate with a silicon chip [16].

The former technique is known as the mechanical strain, whereas the latter is known as 
the package strain. With the help of this technique, both short-channel and long channel-
MOSFETs benefit. It is also very inexpensive as compared to all the other strain-inducing 
techniques. Uniaxial strain is produced using the one-end bending method, and the biax-
ial strain is generated when there is a displacement at the center of the wafer [19].

3.3.3 Advantages of Strained Silicon MOSFET

A few preferences have been found by presenting strained silicon in MOSFET [17]. It incor-
porates transporter versatility improvement, brings down the protection and power utili-
zation, and the most vital feature is that it will defer the new gate stacking material needs. 
The benefits of strained silicon should not be tinkered with because they provide a kind 
of engineering done at the lattice structure for enhancing the mobility of the carriers in 
MOSFETs for better execution [17].

3.3.3.1 Carrier Mobility Enhancement

The variation of interatomic distance in silicon layers due to tensile or compressive force 
(strain) would eventually lead to an increase in the mobility of the device. By increas-
ing mobility, the current and the speed requirement in a device can be maintained. The 
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FIGURE 3.13
Formation of SiGe alloy and growth of strained Si on top. (From Chang, S.-T., Jpn. J. Appl. Phys., 44, 5304–5308, 
2005.)
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carriers can move almost 70% faster in strained silicon compared to intrinsic silicon. This 
will result in a device that will be 35% faster [17].

3.3.3.2 Lower the Resistance and Power Consumption

Since the interatomic distance between the atoms in the strained silicon has enhanced, it allows 
electrons to move faster, which means that it creates a lower resistance region. Fortunately, the 
power consumption in the device will be reduced as the resistance is lowered [17].

3.3.3.3 New Gate Stack Material Needs Delay

Strained silicon improves the MOSFET performances without further scaling of gate 
dielectric thickness, junction depth, or other dimensions of a transistor. The silicon germa-
nium (SiGe) material could integrate well with silicon technology [17]. Further, the strained 
silicon products are expected to be less expensive than conventional silicon devices.

3.3.4 Strained Silicon-on-Insulator

Strained SOI MOSFET is formed using the biaxial strained silicon (strained silicon grown 
on relaxed SixGe1−x) as already discussed in section 4.2 and shown in Figure 3.14. Strained 
SOI MOS can be made through a number of methods such as the etch-back and smart-
cut method process [25], SIMOX technology [26], and the wafer-bonding method [28]. The 
presence of the SiGe layer in the strained silicon substrate gives rise to several challenges 
allied to materials and integration such as high density of defects in strained silicon on 
relaxed SiGe assured by the strain relaxation in SiGe and a meaningful difference in dop-
ing diffusion effects in SiGe. These effects can be minimized through more focus on the 
junction engineering to control SCEs and through the threshold voltage being set to the 
desired value. Self-heating is also found in strained SOI MOS devices because of the lower 
thermal conductivity in SiGe. Threshold voltage of the device can be adjusted by setting 
the SiGe profile in the channel, the channel and cap doping, and the gate oxide thickness. 
Gate materials are also the critical design parameter. The key design parameter of any 

FIGURE 3.14
Strained FDSOI.
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type of MOSFET is the device transconductance. It can be increased by maximizing the 
number of high mobility holes limited to the SiGe channel while minimizing the density 
low mobility holes, which flow at the Si/SiO2 interface. The simulation results show that 
the thickness of the SiGe channel has very little effect on the hole densities in the SiGe and 
the surface channel. Decreasing the width of the SiGe layer improves the stability of the 
strained film, thus allowing higher Ge content to be used at the same stability [29].

Methods for fabricating both a P channel FET and N channel FET in a single SIGe chan-
nel region are proposed [30]. The fully integrated SiGe CMOS fabrication process solves 
the thermal budget and multi-deposition problems. Furthermore, this results in a planar 
structure at the expense of only one additional mask. In this process, a boron-doped layer 
would be grown with a typical concentration of 4 × 1017 cm−3 and a thickness of 350 0A. 
After that, an undoped SiGe channel is grown over it, then a thin intrinsic Si Cap is spread. 
This cap separates the gate oxide from the SiGe channel to minimize surface scattering.

Lastly, a quasi-uniform doping profile is obtained with a peak doping level of 
3.5 × 1017 cm−3 behind the channel and a surface-junction depth of 400 0A. The doping con-
centration at the top of the channel (where most of the holes flow) is below 1 × 1016 cm−3; 
hence, impurity scattering is minimized.

An additional mask is used to adjust the n-MOSFET threshold voltage. The final N chan-
nel MOSFet is a surface channel device, and the P channel is a subsurface channel device 
with holes confined in the SiGe channel.

3.3.5  Strained FinFETs

FinFET is the most innovative device for 14-nm technology node-based architectures. The 
main issue of any device is the controllability of the charge carriers passing through the 
channel with the number of gates and minimization of leakage current [27]. However, 
for ultra-low power (ULP), digital device applications are regularly demanding for high 
speeds, too. For the increment of the drive current, strained silicon is the most appropri-
ate technique. Using a source/drain (S/D) stressor, we are able to enhance the mobility of 
charge carriers in the channel. SiGe [1] is used for compressive stress, and silicon carbide 
(SiC) [8] is generally employed for tensile stress. While SiGe has been used as a stressor for 
PMOS extensively, and SIC is used for NMOS, by changing the substrate, we are also able 
to control the driving current and speed of operation of the device [31].

The shape of the FIN also influences the mobility of the charge carriers. Due to this, the 
driving capability of the devices is strongly influenced by the triangular and rectangular fin 
shapes for strained FinFETs [finfet strained]. Symmetric and asymmetric profile is one of the 
major components in determining the compatibility of the device for high-speed applications.

3.4 Conclusion

In this chapter, we discussed the concept of ground plane in SOI device structures, the use 
of which can reduce the off-state leakage current and optimize it for the low-power appli-
cations. Further, we discussed the deployment of the ground plane in FDSOI MOSFET 
using both the methods of GPS and GPB. It has been found that the off-current is reduced 
significantly in the FD GPS SOI structure (ground plane behind the substrate) compared to 
conventional FD SOI MOSFET. Further, the current is reduced more in the case of the FD 
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SOI GPB structure (ground plane in between the substrate). The leakage current is less in 
GPB because in this structure the device region comes closer to the ground plane region. 
Hence, the drain-induced barrier lowering is reduced.

By incorporating the ground plane concept in the FinFET structure, DIBL can be mini-
mized. It has also been found that a larger subthreshold slope is obtained in the ground 
plane FinFET structure as compared to other structures, which results in a remarkable 
reduction in the off-current. However, in these structures, the current drive capability of the 
transistors also reduces. To increase the on-current, a strained silicon channel has been used.

Besides the ground plane, we have studied how we can introduce the strain in the 
channel. Two types of strain technology are discussed. The physics of strain engineering 
through an E-K diagram are also discussed in this chapter. These are process-induced 
strain and substrate-induced strain. Further, their types are also discussed. It is seen 
that the on-current in the strained structure is greater compared to conventional FD SOI 
MOSFET structures. To decrease the leakage current, the ground plane concept—in accor-
dance with the strained SOI structure—has been used. Lastly, we shed some light on 
incorporation of strain in FinFET and also discussed the different factors that affect the 
strain in FinFET such as fin shapes, etc.

To reduce the leakage concept of the ground plane, and to increase the drive capability, 
strain engineering should be used. Thus, by deploying the concepts of ground plane and 
strained silicon in a device, we are able to optimize SOI FET devices for low-power and 
high-speed applications.
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4
U-Shaped Gate Trench Metal Oxide Semiconductor 
Field Effect Transistor: Structures and Characteristics

Deepshikha Bharti and Aminul Islam

4.1 Introduction

A Silicon Carbide (SiC) vertical power MOSFET is a next-generation switching device 
expected to replace conventional Silicon (Si) power-switching devices in many applica-
tions because it can operate with lower power loss at a higher switching frequency and 
at higher operating temperatures. In the past 10 years, a lot of effort has been devoted to 
develop SiC power MOSFETs, and great progress has been achieved.

It was found that the ability to reduce the specific on-resistance for silicon carbide 
power VDMOSFETs was constrained by the poor channel density and the JFET region 
resistance [1]. The trench-gate or UMOSFET structure enabled significant increase in 
the channel density and elimination of the JFET resistance contribution, resulting in 
a major enhancement in power MOSFET performance. The first SiC power MOSFET 
was demonstrated in 1994 in the form of a U-shaped Gate Trench MOSFET structure 
(UMOSFET) [2,3]. The UMOS structure is attractive in SiC because the base and source 
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regions can be formed epitaxially, without the need for ion implantation and associated 
high- temperature annealing. In UMOSFETs, the MOS channel is formed on the side-
walls of trenches. The silicon carbide UMOSFET was developed by borrowing the trench 
 technology originally developed for DRAMs.

However, problems with controlling the quality of the trench surface and oxide reli-
ability problems needed to be solved before the introduction of commercial devices. 
Eventually, this technology overtook the planar VDMOSFET technology in the 1990s 
and has now taken a dominant position in the industry for serving portable appliances, 
such as laptops, PDAs, etc. In the silicon carbide power VDMOSFET structure, the chan-
nel and JFET resistances were found to become the dominant components when the 
breakdown voltage was reduced below 50 V because of the low resistance of the drift 
region. Due to the much lower specific on-resistance for the drift region in silicon car-
bide, the channel and JFET contributions become dominant even when the breakdown 
voltage approaches 5000 V, especially if the channel mobility is poor. This has motivated 
the development of the trench-gate architecture in silicon carbide. In addition, the P-well 
region for the trench-gate device could be fabricated using epitaxial growth, which was 
at a more advanced state than the ability to use ion implantation to create P-type layers 
in silicon carbide. But the performance of the trench-gate silicon carbide power MOSFET 
structure is severely compromised by the development of a high electric field in the gate 
oxide during the blocking mode of operation. This problem occurs because the trench 
spans the P-well region, exposing the gate oxide at the bottom of the trench to the high 
electric field in the silicon carbide drift region. The electric field in the gate oxide reaches 
its rupture strength well before the electric field in the semiconductor approaches its 
breakdown field strength. Consequently, in order to operate at any given blocking volt-
age, the drift region doping concentration has to be reduced and its thickness increased 
until the specific on-resistance becomes 25 times larger than that for the ideal drift 
region. This problem inhibited the performance of the first trench-gate 4H-SiC power 
MOSFETs. In order to suppress the development of high electric fields in the gate oxide, 
a UMOSFET structure has been proposed [4] with a shielding region incorporated at 
the bottom of the trench. In the blocking state, it guards the oxide from the high electric 
field and thus results in a higher breakdown voltage value. The conventional UMOSFET 
and shielded UMOSFET are inversion-channel devices, and their on-resistance is greatly 
affected by the resistance of the MOS channel. The SiC U-ACCUFET (accumulation layer 
UMOSFET) [5] is introduced as an encouraging way to overcome the problems associ-
ated with the low mobility of an inversion layer in the channels of the SiC UMOSFET 
structure. This leads to significant increase in research activity on SiC U-ACCUFETs. The 
N-type epilayer is created along the sidewalls of the gate groove, translates the device 
to an accumulation-mode MOSFET, or “ACCUFET,” escalating the mobility of MOSFET 
and also dropping the on-resistance value.

This chapter reviews the basic principles of operation of the UMOSFET structure. The 
specific on-resistance for this structure is shown to be significantly lower than that for the 
VDMOSFET structure. However, the gate oxide in the UMOSFET structure is exposed to 
the very high electric field developed in the silicon carbide drift region during the blocking-
mode. This is a major limitation to adopting the basic UMOSFET structure. Consequently, 
structures designed to reduce the electric field at the gate oxide by using a shielding region 
are essential to the realization of practical silicon carbide MOSFET structures. These struc-
tures are described and analyzed in further sections. The next section reviews the basic 
principle of accumulation mode UMOSFET utilizing the higher mobility of accumulation 
layer channels.
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4.2 UMOSFET Structure

The UMOSFET is a rectangular (U-shaped) groove MOSFET with a high packing den-
sity and a reduced channel resistance. The basic structure of the UMOSFET is shown in 
Figure 4.1. In the UMOSFET (U-shaped gate trench MOSFET) structure, the channel as 
well as the drift region is vertically aligned. This permits reduced value of on-resistance 
and higher packing density than the Vertically diffused MOSFET (VDMOSFET), thus 
resulting in its enhanced popularity in modern power device technology. The structure 
can be fabricated by either the epitaxial growth of the P-well region over the drift region or 
by introducing the P-type dopants using ion-implantation. The device is fabricated by dif-
fusing P-well and N+-source regions into an N-epitaxial drift region of an N+ wafer with 
the P-well region diffused deeper than the N+-source. The first 4H-SiC UMOSFET struc-
ture was fabricated by the epitaxial growth of the P-well region [6]. However, this requires 
either removal of the P-type layer on the edges of the structure to form a mesa edge termi-
nation [6] or multiple trench-isolated guard rings [7]. Reactive ion etching is used to form 
rectangular grooves or trenches in the substrate, followed by a gate oxidation that was 
created by thermal oxidation, followed by refilling the trench with polysilicon, as done for 
silicon UMOSFET structures. A P+-region is incorporated into the UMOSFET structure 
under the source region to suppress the extension of the depletion region in this portion of 
the cell structure. Also, the P-well region is short-circuited to the N+-source region by the 
source metal through this P+-region. This is also advantageous for reducing the cell pitch, 
which results in a larger channel density. A refractory gate electrode is required to allow 
diffusion of the dopants under the gate electrode at elevated temperatures. The N-drift 
region is designed to give the forward blocking capabilities. The forward blocking capabil-
ity is achieved by the P-N junction between the P-well region and the N-drift region. The 
N-drift must be moderately doped so that the drain breakdown voltage is sufficiently large 
and the thickness of the N-drift region is made as thin as possible to minimize drain resis-
tance. During the device operation, a fixed potential to the P-well region is established by 
connecting it to the source metal by the break in the N+-source region. Without adding a 
gate bias, a high voltage can be supported in the UMOSFET structure when a positive bias 
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FIGURE 4.1
Cross section of the conventional UMOSFET structure.
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is applied to the drain. In this situation—i.e., by short-circuiting the gate to the source and 
applying a positive bias to the drain—the junction formed between the P-well region and 
N-drift region becomes reversely biased, and this junction supports the drain voltage by 
the extension of a depletion layer on both sides. However, due to the higher doping level of 
the P-well layer, the depletion layer extends primarily into the N-drift region. The voltage 
is supported mainly within the thick lightly doped N-drift region. By adding a positive 
gate bias, drain current flow is introduced in the UMOSFET structure.

This produces an inversion layer in the P-well region alongside the gate electrode 
as shown in Figure 4.2. This inversion layer channel provides a path for transport of 
electrons from the source to the drain, thereby inducing the current flow (IDS) from the 
drain to the source electrode when a positive drain voltage is applied. After transport 
from the source region through the channel in the P-well region, the electrons enter the 
N-drift region and then reach to the drain region. On the other hand, when the MOSFET 
is turned off, the gate voltage should be lower than the threshold voltage. In this way, 
the MOSFET switches to on-state and off-state. The JFET region, which was generated 
between the adjacent P-well regions in the VDMOSFET structure, is eliminated here in 
the UMOSFET structure. Thus, a lower value of on-resistance can be achieved. In the drift 
layer, the potential difference is distributed and reduces the maximal electric field in the 
transistor. Due to a lower electric field, increased drain voltages are allowed and the high-
power performance improves.

4.2.1 UMOSFET Structure: Off-State Characteristics

When the UMOSFET operates in the forward blocking mode, the voltage is supported by 
a depletion region formed on both sides of the P-well/N-drift junction. The maximum 
blocking voltage can be determined by the electric field at this junction becoming equal 
to the critical electric field for breakdown if the parasitic N+/P/N bipolar transistors are 
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Principle of operation of UMOSFET.
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completely suppressed. This suppression is accomplished by short-circuiting the N+-source 
and P-well regions using the source metalas shown on the upper left and right-hand side 
of the cross section. However, a large leakage current can occur when the depletion region 
in the P-well region reaches through to the N+-source region. The doping concentration 
and thickness of the P-well region must be designed to prevent the reach-through phe-
nomenon from limiting the breakdown voltage.

The maximum blocking voltage capability of the UMOSFET structure is determined 
by the drift region doping concentration and thickness. The relation between maximum 
depletion width and breakdown voltage can be stated as 
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where VBR is the breakdown voltage and EC is the critical electric field. The doping concen-
tration of the drift region (ND) to achieve the required breakdown voltage VBR is given as 
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The blocking characteristics of the 4H-SiC UMOSFET proposed in [8] are presented in 
Figure 4.3. The blocking characteristics measurement was performed with a gate voltage 
of 0 V. The measured blocking voltage is 880 V.

In the UMOSFET structure, the gate extends into the drift region, exposing the gate 
oxide to the high electric field developed in the drift region under forward blocking condi-
tions. For 4H-SiC, the electric field in the oxide reaches a value of 9 × 106 V/cm when the 
field in the semiconductor reaches its breakdown strength. This value not only exceeds the 
reliability limit but also can cause rupture of the oxide, leading to catastrophic breakdown. 
The problem is exacerbated by electric field enhancement at the corners of the trenches in 

FIGURE 4.3
Blocking characteristics in a UMOSFET structure at VGS =  0 V. (From Qing-Wen, S. et al., Chin. Phys. B, 22, 
027302, 2013.)



74 Nanoscale Devices

the figure. A novel structure [4] that shields the gate oxide from a high electric field has 
been proposed and demonstrated to resolve this problem. This structure is discussed in 
the next section.

4.2.2 UMOSFET Structure: On-State Characteristics

Current flow between the drain and source can be induced by creating an inversion layer 
channel on the surface of the P-well region. The current path is illustrated in Figure 4.4 
by the highlighted region. The current flows from the source region into the drift region 
through the inversion layer channel formed on the vertical sidewalls of the trench due to 
the applied gate bias. It then spreads into the N-drift region from the bottom of the trench 
at around a 45° angle and becomes uniform throughout the rest of the structure.

Figure 4.5 shows on-state source-drain (ID − VDS) characteristics at room temperature 
for the 4H-SiC UMOSFET with an active area of 9.88 × 104 cm2 with the gate voltage (Vg) 

FIGURE 4.5
On-state characteristics of a UMOSFET structure. (From Qing-Wen, S. et al., Chin. Phys. B, 22, 027302, 2013.)
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FIGURE 4.4
Current flow illustration during on-state in a UMOSFET structure.
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increased from 0 V to 40 V and the drain–source voltage (VDS) increased from 0 V to 22 V. 
The device exhibits a drain current density of 65.8 A/cm2 at Vg = 40 V and VDS = 15 V. 
From the slope of the ID − VDS characteristics in the linear region, the specific on-resistance 
(Rsp-on) can be calculated.

The total on-resistance for the UMOSFET power MOSFET structure is determined by the 
resistance of these components in the current path: 

 R R R RDon,sp CH Subs  = + +  (4.3)

where RCH is the channel resistance, RD is the resistance of the drift region after taking into 
account current spreading from the channel, and RSubs is the resistance of the N+-substrate. 
The various components of the on-resistance are shown in Figure 4.4.

The specific channel resistance is given by: 
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where LCH is the channel length determined by the width of the P-well region as shown in 
Figure 4.1, p is the cell pitch, μinv is the mobility for electrons in the inversion layer channel, 
Cox is the specific capacitance of the gate oxide, VG is the applied gate bias, and VT is the 
threshold voltage. The specific capacitance can be obtained using: 
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where εox is the dielectric constant for the gate oxide and tox is its thickness.
The drift region spreading resistance can be obtained by using: 
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where t is the thickness of the drift region below the P-well region and WT, WM are the 
widths of the trench and mesa regions, respectively.

The contribution to the resistance from the N+-substrate is given by: 

 R tsubs subs subs= ρ .  (4.7)

where ρsubs and tsubs are the resistivity and thickness of the substrate, respectively.
Figure 4.6 shows the relationship between the specific on-resistance (Rsp-on) and the gate 

voltage (Vg), which indicates that the total specific on-resistance gradually reduces as the 
gate voltage increases. This is attributed to the reduced channel resistance that results 
from an increased charge in the inversion layer, and the drift region resistance gradually 
becomes the predominant one. The Rsp,on of 181 mΩ.cm2 can be obtained from the ID − VDS 
characteristics at Vg = 40 V, as shown in Figure 4.6.

The specific on-resistance for this UMOSFET 4H-SiC MOSFET structure is plotted in 
Figure 4.7 as a function of the breakdown voltage using a channel mobility of 25 cm2/V-s.
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From Figure 4.7, it can be concluded that the specific on-resistance of 4H-SiC UMOSFETs 
(Trench-gate MOSFETs) approaches the ideal specific on-resistance when the breakdown 
voltage exceeds 5000 V, even with a channel mobility of 25 cm2/V-s. However, the chan-
nel resistance limits the performance of the UMOSFET 4H-SiC MOSFET structure when 
the breakdown voltage falls below 1000 V. For a better perspective, the performance of 
the planar 4H-SiC inversion-mode MOSFET (VDMOSFET) structure is also shown in the 
figure. The planar MOSFET analysis was based upon using the same channel length, gate 
oxide thickness, and channel mobility of 25 cm2/V-s, same as the trench-gate UMOSFET 
structure. A cell-pitch of 3 μ was used for the planar structure based upon the same 0.5 μ 
design rules. It can be seen that the UMOSFET structure offers a substantial (five-fold) 

FIGURE 4.6
Relationship between Rsp-on and Vg. (From Qing-Wen, S. et al., Chin. Phys. B, 22, 027302, 2013.)

FIGURE 4.7
Specific on-resistance for 4H-SiC UMOSFETs. (From Baliga, J., Silicon Carbide Power Devices, World Scientific 
Publishing, Singapore, 2005.)
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reduction of the specific-on-resistance due to the higher channel density. These results 
highlight the need for development of aggressive processing techniques, such as those 
routinely used for low voltage silicon power UMOSFET structures, to achieve a small 
cell pitch in the UMOSFET 4H-SiC MOSFET structure. This model assumes that all the 
applied drain bias is supported within the N-drift region. For devices with lower break-
down voltages, the doping concentration in the N-drift layer becomes comparable to 
that for the P-well region. Consequently, a substantial fraction of the applied drain bias 
is supported within the P-well region as well. A model for the specific on-resistance that 
takes this into consideration indicates further reduction of the specific on-resistance [10]. 
However, the specific on-resistance of the UMOSFET structure is still limited by the 
channel inversion layer mobility for devices designed to support 1000 V. To address this 
issue, an accumulation layer UMOSFET (U-ACCUFET) structure is utilized, as discussed 
in further sections.

4.2.3 UMOSFET Structure: Transfer Characteristics

The transfer characteristics of the MOSFETs were obtained by measuring the drain cur-
rent as the gate-source voltage was swept for a fixed drain-source voltage.

Figure 4.8 shows the room-temperature transfer characteristics of the 4H-SiC UMOSFET 
measured at a drain voltage of 100 mV. A threshold voltage of 5.5 V is obtained by linear 
extrapolation from the linear region of the transfer characteristics. From the semi-log plot 
of the transfer characteristics, it can be seen that the device is completely pinched off with 
a drain current of as low as ~3.0 × 10−10 A at Vg = 1.3 V and VDS = 100 mV.

The threshold voltage of the UMOSFET structure is determined by the doping concen-
tration of the P-well region, along the sidewalls of the trench region. A minimum threshold 
voltage must be maintained at above 1 V for most system applications to provide immu-
nity against inadvertent turn-on due to voltage spikes arising from noise. At the same 
time, a high threshold voltage is not desirable because the voltage available for creating the 
charge in the channel inversion layer is determined by (VG − VT), where VG is the applied 
gate bias voltage and VT is the threshold voltage.

The threshold voltage can be modeled by defining it as the gate bias at which onset of 
strong inversion begins to occur in the channel. This voltage can be determined using [1]: 

FIGURE 4.8
Transfer characteristics of an UMOSFET structure. (From Qing-Wen, S. et al., Chin. Phys. B, 22, 027302, 2013.)
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where NA is the doping concentration of the P-well region, k is the Boltzmann’s constant, 
and T is the absolute temperature. The presence of positive fixed oxide charge shifts the 
threshold voltage in the negative direction by: 
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A further shift of the threshold voltage in the negative direction by 1 V can be achieved 
by using heavily doped N-type polysilicon as the gate electrode as is routinely done for 
silicon power MOSFETs.

The much larger threshold voltage for silicon carbide is physically related to its larger 
bandgap as well as the higher P-well doping concentration required to suppress reach-
through breakdown. This indicates a fundamental problem for achieving reasonable 
levels of threshold voltage in silicon carbide power MOSFETs if the conventional silicon 
structure is utilized. Innovative structures that shield the P-well region can overcome this 
limitation as discussed in the next section.

4.3 Shielded UMOSFET Structure

The basic structure of the shielded power UMOSFET is shown in Figure 4.9. The shielding 
region consists of a heavily doped P-type (P+) region located at the bottom of the trench. 
The P+-shielding region is connected to the source electrode at a location orthogonal to 
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FIGURE 4.9
Cross section of the shielded UMOSFET structure.
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the device cross section shown above. The shielded power UMOSFET structure can be 
fabricated by using the same process for the conventional UMOSFET device structure dis-
cussed in a previous section, with the addition of an ion implantation step to form the P+-
shielding region. The ion implant used to form the P+-shielding region must be performed 
after etching the trenches. The shielding is effective as long as the gate oxide is buffered 
from the high electric field in the N-drift region.

Application of positive gate bias higher than threshold voltage produces an inversion 
layer in the P-well region alongside the gate electrode as shown in Figure 4.10. This inver-
sion layer channel provides a path for transport of electrons from the source to drain, 
thereby inducing the current flow (IDS) from the drain to the source electrode when a posi-
tive drain voltage is applied.

4.3.1 Shielded UMOSFET Structure: Off-State Characteristics

The shielded UMOSFET power MOSFET operates in the forward blocking mode when 
the gate electrode is shorted to the source by the external gate drive circuit. At low drain 
bias voltages, the voltage is supported by a depletion region formed on both sides of the 
P-well/N-drift junction. Consequently, the drain potential appears across the MOSFET 
located at the top of the structure. This produces a positive potential at a location below the 
P-well region, so that the junction between the P+-shielding region and the N-drift region 
becomes reverse bias because the P+-shielding region is held at zero volts. The depletion 
region that extends from the P+/N junction pinches off the JFET region, producing a poten-
tial barrier at that location. The potential barrier tends to isolate the P-well region from 
any additional bias applied to the drain electrode. Consequently, a high electric field can 
develop in the N-drift region below the P+-shielding region while the electric field at the 
P-well region remains low. This has the beneficial effects of mitigating the reach-through 
of the depletion region within the P-well region and in keeping the electric field in the gate 
oxide low at a location where it is exposed to the N-drift region. The maximum blocking 
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Principle of operation of shielded UMOSFET.
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voltage of the shielded UMOSFET is determined by the properties of the drift region. This 
allows reduction of the drift region resistance close to that of the ideal case. In addition, 
the reduction of the electric field in the vicinity of the P-well region allows reduction of 
the channel length as well as the gate oxide thickness. This is beneficial for further reduc-
tion of the device on-state resistance. It is worth pointing out that the P +-shielding region 
must be adequately short-circuited to the source terminal in order for the shielding to be 
fully effective. The location of the P +-region at the bottom of the trench implies that contact 
to it must be provided at selected locations orthogonal to the cross section of the device. 
Since the sheet resistance of the ion implanted P +-region can be quite high, it is impor-
tant to provide the contact to the P +-region frequently in the orthogonal direction during 
chip design. This must be accomplished without significant loss of channel density if low 
 specific on-resistance is to be realized.

Figure 4.11 shows the breakdown characteristics of the shielded UMOSFET in [11], hav-
ing the value of breakdown voltage of 850 V.

4.3.2 Shielded UMOSFET Structure: On-State Characteristics

In the shielded UMOSFET structure, current flow between the drain and source can be 
induced by creating an inversion layer channel on the surface of the P-well region. The cur-
rent flows from the source region into the drift region through the inversion layer channel 
formed on the vertical sidewalls of the trench due to the applied gate bias. The current 
then spreads into the N-drift region at around a 45° angle and becomes uniform through-
out the rest of the structure.

The current path is illustrated in Figure 4.12 by the highlighted area. It can be seen 
that the addition of the P+-shielding region introduces two JFET regions into the basic 
UMOSFET structure. The first one is formed between the P-well region and the P+ shield-
ing region with the current constricted by their zero-bias depletion boundaries. The second 
JFET region is formed between the P+-shielding regions. Since the cross section for current 

FIGURE 4.11
Blocking characteristics in a shielded UMOSFET structure at VGS = 0 V. (From Furuhashi, M. et al., Semicond. Sci. 
Technol., 31, 034003, 2016.)
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flow through this region is constricted by the zero-bias depletion width of the P+/N junc-
tion, it is again advantageous to increase the doping concentration in the JFET region to 
avoid having to enlarge the mesa width. A smaller mesa width allows for a smaller cell 
pitch to be maintained, which reduces the specific on-resistance due to a larger channel 
density. The total on-resistance for the shielded UMOSFET structure is determined by the 
resistance of all the components in the current path: 

 R R R R R RDon,sp CH JFET1 JFET2 Subs =  +  +  +  +   (4.10)

where RCH is the channel resistance, RJFET1 and RJFET2 are the resistances of the two JFET 
regions, RD is the resistance of the drift region after taking into account current spreading 
from the channel, and RSubs is the resistance of the N+-substrate. These resistances can be 
analytically modeled by using the current flow pattern indicated by the shaded regions in 
Figure 4.12.

The specific resistance of the first JFET region can be calculated using: 
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where ρJFET is the resistivity of the JFET region, xP+ is the junction depth of the P+-shielding 
region, and WP is the zero-bias depletion width in the JFET region. The resistivity and 
zero-bias depletion width used in this equation must be computed using the enhanced 
doping concentration of the JFET region.

The specific resistance of the second JFET region can be calculated using: 
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Current flow illustration during on-state in the shielded UMOSFET structure.
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The drift region spreading resistance can be obtained by using: 
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where t is the thickness of the drift region below the P+-shielding region and WT, WM are 
the widths of the trench and mesa regions, respectively.

Due to the shielding of the P-well region, the channel length for the shielded UMOSFET 
structure can be reduced when compared with that for the unshielded conventional 
UMOSFET structure.

Figure 4.13 shows IDS − VDS characteristics of the SiC UMOSFET structure proposed in [11]. 
The Ron,sp of the UMOSFET is 2.8 mΩ.cm2.

In all the inversion layer mobility cases, the specific on-resistances of the shielded 
UMOSFET structure with a channel length of 0.4 μ are found to be very close to those for 
the conventional trench-gate structure with a channel length of 1 μ. This demonstrates the 
ability to obtain low specific on-resistance with the shielded UMOSFET structure while 
resolving the problems of P-well reach-through and high electric field in the gate oxide 
observed for the conventional UMOSFET structure. The behavior of the shielded structure 
with respect to other blocking voltages is similar to that provided for the conventional 
UMOSFET structure in the previous section.

4.3.3 Shielded UMOSFET Structure: Transfer Characteristics

The threshold voltage of the UMOSFET structure is determined by the doping concentration 
of the P-well region along the sidewalls of the trench region. As discussed in the previous sec-
tions, the reach-through in the P-well region of the shielded UMOSFET structure is mitigated 
by the reduced potential under the P-well/N-drift junction. This allows the P-well doping 
concentration to be decreased in order to reduce the threshold voltage. In addition, a P+-region 

FIGURE 4.13
On-state characteristics of a shielded UMOSFET structure. (From Furuhashi, M. et al., Semicond. Sci. Technol., 
31, 034003, 2016.)
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is incorporated under the source region to suppress the extension of the depletion region in 
this portion of the cell structure as described in the case of conventional UMOSFET structure.

The transfer characteristics obtained with a drain bias of 1 V are shown in Figure 4.14 for 
the device with a cell pitch of 1.8 μ. From the transfer characteristics, it can be seen that the 
threshold voltage that determines the on-resistance is approximately 5 V (allowing opera-
tion of this device with a gate bias of 10 V). The impact of changing the channel inversion 
layer mobility is also shown in this figure. As expected, there is a reduction in the drain 
current as the channel mobility is reduced.

4.4 Accumulation Mode UMOSFET Structure

The aforementioned devices, both conventional UMOSFET and shielded UMOSFETs, are 
inversion-channel devices and their on-resistances are greatly affected by the resistance of 
the MOS channel. The SiC ACCUFET (accumulation layer MOSFET) [12] is introduced as an 
encouraging way to overcome the problems associated with the deprived mobility of an inver-
sion layer in the channels of the SiC conventional and shielded UMOSFET structures, which 
leads to significant activity in accumulation-mode SiC MOSFETs [5,12]. The basic structure of 
the accumulation layer UMOSFET is shown in Figure 4.15 with an accumulation layer channel.

To turn down the electric field at the oxide-SiC boundary to a null value, at the bottom of 
the trench, a p-type region is used as in the case of shielded UMOSFET. It shields the oxide 
from high electric fields in the blocking state. Under the p-well region, the N-type epilayer 
is formed, which avoids pinch-off of the conducting channel in the on-state and assists lat-
eral current dispersion into the drift region. The lightly doped N-type epilayer grown on 
the sidewalls of the gate trench translates the device into an accumulation-layer MOSFET, 

FIGURE 4.14
Transfer characteristics of the shielded UMOSFET structure. (From Qing-Wen, S. et al., Chin. Phys. B, 22, 
027302, 2013.)
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or “ACCUFET,” escalating the MOSFET mobility and further dropping on-resistance. When 
a positive bias is applied to the gate electrode, an accumulation layer channel is formed in 
the structure, enabling the conduction of drain current with a low specific on-resistance as 
shown in Figure 4.16.

The epitaxially grown n-type SiC trench sidewall layer that defines the channel region 
can be completely depleted by the built-in potential of the PN junction between the p-type 
SiC base layer and the n-type SiC trench sidewall epilayer. The potential created by the 
work function difference between the n-type SiC trench sidewall epilayer and the poly-Si 
gate electrode controls the channel condition during MOSFET operations.
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FIGURE 4.15
Cross section of the accumulation-mode UMOSFET structure.
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4.4.1 Accumulation Mode UMOSFET Structure: Off-State Characteristics

The U-ACCUFET operates in the same forward blocking mode as the shielded UMOSFET—
i.e., when the gate electrode is shorted to the source by the external gate drive circuit. In the 
accumulation-mode UMOSFET structure, the depletion of the trench sidewall n-epilayer 
region is accompanied by the formation of the potential barrier for the flow of electrons 
through the channel.

In the off-state, a depletion region is formed in the n-type SiC trench sidewall layer by 
the built-in fields of the SiC P-well and the poly-Si gate electrode. To obtain a sufficient 
barrier height to prevent conduction between the source and the drain, the trench sidewall 
epilayer that forms the channel must be thin (sub-μm). The maximum thickness of the 
epilayer that can be used depends on its impurity concentration, the SiO2 film thickness, 
and the type of poly-Si used as the gate electrode. This enables normally-off operation of 
the accumulation mode UMOSFET with zero gate bias.

The N-epilayer is commonly designed with a much higher donor concentration than 
the N-drift layer. Since the N-layer doping between the P-well layer and the bottom 
trench P-implant layer is higher than that of the N-drift layer in the previously discussed 
UMOSFETs,  the depletion region with the UMOSFET having this N-layer will be much 
shorter than the UMOSFETs without the N-epilayer. Also, it is well known that the break-
down field increases as doping increases. For typical UMOSFET doping parameters, the dop-
ing concentration of the P-well is much higher than that of the N-drift region. Therefore, the 
breakdown field of the P-well is higher than that of the N layer. If the P-well is adjacent to 
the N-layer, the breakdown field is determined by the lower doped N-layer. So it is possible 
to insert an N layer with the right thickness and right doping that makes the higher doped 
P-well layer and lower doped N-drift layer reach their respective breakdown fields at about 
the same point. This is another way of fully utilizing the high avalanche field property of SiC.

The blocking voltage of a proposed accumulation mode UMOSFET structure in [15] is 
1400 V, and the device is robust in breakdown if the drain current is externally limited. 
The high-voltage portion of Figure 4.17 is swept four times, and all four measurements are 
shown in the figure, although the points overlay each other.

FIGURE 4.17
Blocking characteristics in a shielded UMOSFET structure at VGS = 0 V. (From Tan, J. et al., IEEE Electron Device 
Lett., 19, 487–489, 1998.)
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4.4.2 Accumulation Mode UMOSFET Structure: On-State Characteristics

The device can be switched to the on-state by the application of a positive bias to the gate 
to create a surface accumulation layer at the interface between the SiO2 and the n-type 
SiC surface epilayer extending from the N+ source to the N/N-drift region. The electrons 
flow from the source region into the drift region through the accumulation layer chan-
nel formed on the vertical sidewalls of the trench in the N-epilayer region due to the 
applied gate bias. The current then spreads into the N-drift region and becomes uniform 
through the rest of the structure. The current path is illustrated in Figure 4.18 by the 
highlighted area.

The conventional UMOSFET has no problem of current flow, since the surface under the 
bottom trench is accumulated. For the shielded UMOSFET, the introduction of the bot-
tom trench P-layer prevents the current from flowing directly downward from the bottom 
trench, and the current has to flow laterally from the sidewall first. Since this is usually 
a very small area and the N-epilayer along the sidewall of the gate trench is very lightly 
doped, the resistance here is usually very high, and for some cases this can totally cut out 
the current when pinch-off occurs. The introduction of a thin N-layer between the P-well 
and the bottom trench shielding the P-layer not only solves the pinch-off effect, but it also 
provides a highly conductive path for the current. The current actually first flows later-
ally in the N-layer, then flows downward to the drain. Since this N-layer is two orders 
of magnitude higher in doping than the trench sidewall N-epilayer, the resistance in the 
N-layer is very small and therefore not taken into account. It can be seen that utilizing the 
accumulation layer UMOSFET, one of the JFET regions formed between the P+-shielding 
regions has been eliminated as compared to two JFET regions in the shielding UMOSFET, 
as discussed in the previous section. Although a JFET resistance still exists, the total drift 
region resistance is smaller than that of the conventional UMOSFET because of the elimi-
nation of the spreading resistance.

The total on-resistance for the shielded UMOSFET power MOSFET structure is deter-
mined by the resistance of all the components in the current path: 

 R R R R RDon,sp CH JFET2 Subs =  +  +  +   (4.14)

4H-SiC n+ substrate

N-drift layer

Gate

R
D

R
CH

R
JFET2

R
Subs

FIGURE 4.18
Current flow illustration during on-state in a U-ACCUFET structure.
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where RCH is the channel resistance, RJFET2 is the resistance of the JFET region, RD is the 
resistance of the drift region after taking into account current spreading from the chan-
nel, and RSubs is the resistance of the N+ substrate. The resistance components are shown 
in Figure 4.18.

For the UMOSFET structure with the accumulation layer, the specific channel resistance 
is given by: 
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CH
CH
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 (4.15)

where μa is the mobility for electrons in the accumulation layer channel.
The drain characteristics for the U-ACCUFET device are shown in Figure 4.19. The 

device is normally off (VT = 1 V), since the accumulation channel is totally depleted by 
the built-in voltage. The specific on-resistance is 15.7 mΩ.cm2 at a gate voltage of 40 V 
with oxide field of 3.1 MV/cm. TLM measurements indicate that the source has a specific 
contact resistance of 0.1–0.2 mΩ.cm2 and a sheet resistance of 2–2.5 kΩ per square. These 
resistances contribute approximately 1  mΩ.cm2 to the total on-resistance of the device. 
The combined resistance of the drift region and JFET region is difficult to determine from 
experimental measurements, but it is in the range of 6–12 mΩ.cm2. The contribution of the 
MOSFET channel can be estimated by subtracting these values from the total resistance of 
15.7 mΩ.cm2.

Much larger accumulation layer mobility in silicon carbide allows reduction of the spe-
cific on-resistance. In addition, the threshold voltage for the accumulation mode is smaller 
than for the inversion mode, allowing further improvement in the channel resistance con-
tribution. The rest of the resistance components in this UMOSFET structure can be mod-
eled by using the same equations provided in a previous section.

FIGURE 4.19
On-state characteristics of a UMOSFET structure. (From Tan, J. et al., IEEE Electron Device Lett., 19, 487–489, 1998.)
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4.4.3 Accumulation Mode UMOSFET Structure: Transfer Characteristics

The threshold voltage of the power MOSFET is an important design parameter from 
an application standpoint. The band bending required to create a channel in the 
 accumulation-mode MOSFET is much smaller than required for the inversion mode device. 
This provides the opportunity to reduce the threshold voltage while obtaining the desired 
normally-off device behavior. A model for the threshold voltage of  accumulation-mode 
MOSFETs has been developed using the electric field profile shown in Figure 4.20 when the 
gate is biased at the threshold voltage. In this figure, the electric fields in the  semiconductor 
and oxide are given by:
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Note that this model is based upon neglecting any voltage supported within the P-well 
region under the assumption that it is very heavily doped. Using these electric fields, the 
threshold voltage is found to be given by:
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The first term in this equation accounts for the work function difference between the gate 
material and the lightly doped N-epilayer region. The second term represents the effect of 
the built-in potential of the P+/N junction that depletes the N-epilayer region.

P-wellOxide N-epilayerGate

Eox

WNEtox

FIGURE 4.20
Electric field profile in the gate region for the accumulation-mode UMOSFET structure.
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The room-temperature linear region versus characteristic of an accumulation mode 
UMOSFET is shown in Figure 4.21, measured at a drain voltage of 50 mV. A threshold volt-
age of 4.5 V is extracted from the linear portion of the curve. Of course, the most important 
benefit of the accumulation-mode is that lower threshold voltages can be achieved than in 
the inversion-mode structures.

4.5 Summary

The 4H-SiC vertical power UMOSFET structure was the first approach explored by the 
silicon carbide community because the P-well region could be epitaxially grown rather 
than formed by ion implantation, which was a less mature technology. Although devices 
with high breakdown voltages have been fabricated, their performance was severely lim-
ited by the onset of rupture of the gate oxide and the poor channel mobility. In order to 
overcome these problems, it is necessary to shield the gate oxide from the high electric field 
developed in the drift region. The shielded trench-gate power MOSFET structure was pro-
posed for silicon carbide in order to shield the P-base region and the gate oxide from the 
high electric field generated in the drift region during the blocking mode. The shielding 
is provided by the addition of a P-type region located at the bottom of the trenches. This 
P-type shielding region must be connected to the source electrode. Its presence creates two 
JFET regions in the trench gate structure, which can increase the on-resistance unless the 
doping concentration in the vicinity of the trenches is enhanced. With the enhanced dop-
ing concentration, it has been found that the full blocking voltage capability of the drift 
region in 4H-SiC can be utilized with a low electric field at the P-base region and the gate 
oxide. Further, an accumulation mode UMOSFET has been discussed to overcome the low 
inversion layer mobility of the channel by incorporating an accumulation channel instead 
of the inversion channel. It also reduces the on-resistance as compared to the shielded 
UMOSFET.

FIGURE 4.21
Transfer characteristics of an accumulation-mode UMOSFET structure. (From Sui, Y. et al., IEEE Electron Device 
Lett., 26, 255–257, 2005.)
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5
Operational Characteristics of Vertically Diffused 
Metal Oxide Semiconductor Field Effect Transistor

Deepshikha Bharti and Aminul Islam

5.1 Introduction

MOSFETs are the commonly fabricated unipolar semiconductor devices. The first power 
MOSFET structure commercially introduced by the power semiconductor industry was 
the vertical double-diffused or VDMOSFET structure [1]. The device fabrication process 
depends on the available planar gate technology used to manufacture CMOS integrated 
circuits. These devices initially found applications in power electronic circuits that are 
operated at low (<100 V) voltages. To reduce the area of the device, MOSFETs for high-
power, high-voltage applications are normally designed with the source and drain at 
opposite sides of the wafer, the result of which is a vertical MOSFET. The operation of 
power MOSFET depends on the creation of a conductive channel at the surface of the semi-
conductor under the gate oxide layer. The channel is defined as the separation between the 
N+/P-well junction and the P-well/N-drift junction under the gate electrode. Consequently, 
a reduction in channel length can be achieved toward sub-micron dimensions without the 
requirement for high-resolution lithography. This approach with VDMOSFETs served the 
industry from the 1970s into the 1990s and is still available for power electronic applica-
tions. VDMOS transistors are common in silicon power device technology where through 
a common mask opening, the P-well and N+-source regions are created by impurity dif-
fusion. However, impurity diffusion is impractical in Silicon Carbide (SiC) because of the 
very low diffusion coefficients at any temperature. The first VDMOS transistors in SiC 
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were fabricated by the Purdue group using ion implantation for introducing dopants for 
the P-well and the N+-source. The implanted VDMOSFET requires separate masks to be 
used for defining the P-well and the N+-source. Thus, a vertical structure is constructed 
with a drift layer built on a highly conductive N+-substrate. The much lower resistance of 
the drift region in silicon carbide enables development of power MOSFETs with very high 
breakdown voltages. These devices offer not only fast switching speed but also a superior 
safe operating area when compared to high-voltage silicon IGBTs. This allows reduction 
of both the switching loss and conduction loss components in power circuits [2]. But the 
conventional VDMOSFET structure is not satisfactory for application in silicon carbide due 
to a reach-through problem, a high electric field developed in the gate oxide, a relatively 
high threshold voltage, and the relatively low inversion layer mobility in the channel. To 
address these issues in a satisfactory manner, shielding of the channel from this developed 
high electric field can be done. At PSRC in the early 1990s, the concept of shielding of the 
channel region was first proposed with a U.S. patent issued in 1996 [3]. The shielding was 
accomplished by formation of either a P-type region under the channel or by creating a 
conduction barrier region of high resistivity under the channel. An accumulation mode of 
operation addressed the issue of a low inversion layer channel [3].

This chapter begins with an analysis of the basic principles of operation of the VDMOSFET 
structure. Next, the DC characteristics of the structure such as off-characteristics, 
 on-characteristics, and transfer characteristics are described in detail. The following section 
begins with the analysis of the basic principles of operation of the shielded VDMOSFET 
structure. Then, the DC characterization for the same is analyzed in detail. The shielded 
accumulation-mode MOSFET structures (named the ACCUFET) are discussed in this sec-
tion and have the most promising characteristics for the development of monolithic power 
switches from silicon carbide.

5.2 VDMOSFET Structure

A vertical device such as VDMOSFET (vertically diffused MOSFET), which uses a double-
diffusion process, is preferred to achieve a higher value of breakdown voltage. Figure 5.1 
shows the cross section of the basic structure for the vertical DMOSFET. During the  formation 
of this structure, an N-type drift layer is developed on a heavily doped N+-substrate. P-well 
and N+-source regions are also formed such that the P-well region is diffused deeper than 
the N+-source. The device channel is formed by the difference in lateral extension of the 
P-well region and N+-source region. A refractory gate electrode is desired to permit the 
dopant diffusion under the gate electrode at increased temperatures. The forward blocking 
capability is achieved by the P-N junction formed between the P-well region and N-drift 
region. The N-drift must be moderately doped so that the drain breakdown voltage is suffi-
ciently large and the thickness of the N-drift region is made as thin as possible to minimize 
drain resistance. During the device operation, a fixed potential is established to the P-well 
region by connecting it to the source metal using a P+-contact.

Without adding a gate bias, a high voltage can be supported in the vertical DMOSFET 
structure when a positive bias is applied to the drain. In this situation, i.e., by short-
circuiting the gate to the source and applying a positive bias to the drain, a junction is 
formed between the P-well region and N-drift region that becomes reversely biased. By 
the extension of a depletion layer on both sides, this junction supports the drain voltage. 
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The depletion layer extends primarily into the N-drift region, due to the higher doping 
level of the P-well layer. By adding a positive gate bias, a drain current flow is introduced 
in the vertical DMOSFET structure. This produces an inversion layer at the surface of the 
P-well region under the gate electrode as shown in Figure 5.2. This inversion layer chan-
nel provides a path for the flow of electrons from the source to the drain electrode when 
a positive drain voltage is applied. After transport from the source region through the 
channel, at the upper surface of the device, the electrons enter the N-drift region. They 
are then transported through a relatively narrow JFET region, which is created between 
the adjacent P-well regions. Due to the restriction of current flow through the JFET region, 

P-well

N-drift layer

4H-SiC N+-substrate

Source Contact

P+-contact

Drain Contact

Gate Oxide

N+-Source

Gate Contact

Interlayer Dielectric

LCH

FIGURE 5.1
Cross section of the conventional VDMOSFET structure.
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VGS>Vth
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Flow of 
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FIGURE 5.2
Principle of operation of VDMOSFET.
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the internal resistance would increase in the vertical DMOSFET structure. As a result, the 
gate width should be carefully chosen to minimize the internal resistance of the structure. 
After being transported through the narrow JFET region, the electrons enter the N-drift 
region and the current spreads to the entire width of the cell cross section. On the other 
hand, when the MOSFET is turned off, the gate voltage should be lower than the thresh-
old voltage. In this way, the MOSFET switches to on-state and off-state. The large inter-
nal resistance of the VDMOSFET structure provided motivation for the development of 
the trench-gate power MOSFET (UMOSFET) structure in the 1990s and advanced power 
MOSFET structures, which has already been discussed in the previous chapter.

5.2.1 VDMOSFET Structure: Off-State Characteristics

In the drift layer, the potential difference is distributed and thus decreases the maximal 
electric field in the transistor. Due to a lower electric field, increased drain voltages are 
allowed and the high-power performance improves [6]. The thickness and doping con-
centration of the drift region determine the blocking capability of the MOSFET. On both 
sides of the P-well/N-drift junction, the depletion region is formed in the forward block-
ing mode of the VDMOSFET, which supports the voltage. When the electric field at this 
junction becomes equal to the critical electric field for breakdown, the maximum blocking 
voltage can be determined if the parasitic N+/P/N bipolar transistor is fully suppressed. 
This suppression is attained by short-circuiting the N+-source and P-well regions using 
the source metal as shown on the upper left and upper right-hand side of the cross section 
of the structure shown in Figure 5.2. However, a large leakage current can occur when the 
depletion region in the P-well region reaches through to the N+-source region. Thus, to 
avoid the reach-through phenomenon from restricting the breakdown voltage, the doping 
concentration and thickness of the P-well region must be strategic in a way.

The applied drain voltage is supported by the N-drift region and the P-well region with 
a triangular electric field distribution, as shown in Figure 5.3, if the doping is uniform on 
both sides. At the P-well/N-drift junction, the maximum electric field occurs. The maxi-
mum electric field (Em) reaching the critical electric field (Ec) determines the maximum 

N+ P-well N-drift N+

tP

WP WN

Em

FIGURE 5.3
Reach-through in a power VDMOSFET structure.
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voltage that can be supported by the drift region for breakdown for the semiconductor 
material. The critical electric field for breakdown and the doping concentration determine 
the maximum depletion width (WP) on the P-well side given as:

 W
E

qN
P

S m

A
= ε

 (5.1)

where NA is the doping concentration in the P-well region and Em is the maximum electric 
field located at the P-well/N-drift junction. If we assume that the maximum electric field 
at the P-well/N-drift junction reaches the critical electric field for breakdown when the 
P-well region is completely depleted, the minimum P-well thickness needed to avoid a 
reach-through restricted breakdown can be obtained as 
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where Ec is the critical electric field for breakdown in the semiconductor. The minimum 
thickness of the P-well region required to avoid reach-through breakdown declines with 
increasing doping concentration.

The maximum blocking voltage capability of the power VDMOSFET structure is deter-
mined by the drift region doping concentration and thickness. The relation between maxi-
mum depletion width and breakdown voltage can be stated as 
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where VBR is the breakdown voltage and EC is the critical electric field. The doping concen-
tration of the drift region (ND) to achieve the required breakdown voltage VBR is given as 
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The previous equation states that the blocking voltage of the MOSFETs depends on the 
drift layer used. Devices fabricated on lighter doped drift layers achieve a higher value of 
blocking voltage as compared to those with heavier drift doping.

The blocking I-V characteristics of the VDMOSFET are shown in Figure 5.4 with 
ND = 1.4 × 1016 cm−3. The breakdown voltage is VBR = 990 V with VGS = 0 V (IDS = 10 μA) [4]. 
However, under forward blocking conditions in the power MOSFET structure, a high elec-
tric field also appears in the gate oxide. The developed electric field in the oxide is associ-
ated with the electric field in the underlying semiconductor by Gauss’s Law as 

 E EOxide
Semi

Oxide
Semi= 









ε
ε

.  (5.5)

where εSemiand εOxide are the dielectric constants of the semiconductor and the oxide, and 
ESemi is the electric field in the semiconductor. In the case of both silicon and silicon car-
bide, the electric field in the oxide is about three times larger than in the semiconductor. 
The electric field in the oxide does not exceed its reliability limit of about 3 × 106 V/cm 
because the maximum electric field in the silicon drift region remains below 3 × 105 V/cm. 
However, for 4H-SiC, the electric field in the oxide reaches a value of 9 × 106 V/cm when 



96 Nanoscale Devices

the field in the semiconductor reaches its breakdown strength. This value not only exceeds 
the reliability limit but also can cause rupture of the oxide, leading to a catastrophic break-
down. It is therefore important to monitor the electric field in the gate oxide when design-
ing and modeling the silicon carbide MOSFET structures. Novel structures that shield the 
gate oxide from a high electric field have also been discussed to resolve this problem. This 
topic is addressed in the next section.

5.2.2 VDMOSFET Structure: On-State Characteristics

Current flow between the drain and source can be induced by creating an inversion layer 
channel on the surface of the P-well region. The channel in the VDMOSFET is aligned hor-
izontally below the oxide; however, as it reached the n-region, the direction of the electron 
flow turns vertically in the drift layer. The current path is illustrated in Figure 5.5 by the 
highlighted area. The current drifts through the inversion layer channel (formed due to the 
applied gate bias) into the JFET region via the accumulation layer formed above it under 
the gate oxide. It then spreads into the N-drift region at about a 45° angle and becomes 
uniform throughout the rest of the structure. The total on-resistance for the VDMOSFET 
structure is determined by the resistance of these components in the current path given as 

 R R R R R RA Don,sp CH JFET Subs =  +  +  +  +   (5.6)

where RCH is the channel resistance, RA is the accumulation region resistance, RJFET is the 
resistance of the JFET region, RD is the resistance of the drift region after taking into account 
current dispersal from the JFET region, and RSubs is the resistance of the N+-substrate. The 
specific channel resistance is given by
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FIGURE 5.4
Blocking characteristics in a VDMOSFET structure at VGS = 0 V. (From Losee, P. A. et al., IEEE Trans. Electron 
Devices, 55, 1824–1829, 2008.)
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where LCH is the channel length, p is the cell pitch, μinv is the mobility for electrons in the 
inversion layer channel, Cox is the specific capacitance of the gate oxide, VG is the applied 
gate bias, and VT is the threshold voltage. The specific capacitance can be obtained using: 

 C
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ox
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 (5.8)

where εox is the dielectric constant for the gate oxide and tox is its thickness.
The specific resistance of the accumulation region is given by:
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where μa is the mobility for electrons in the accumulation layer, Cox is the specific capaci-
tance of the gate oxide, VG is the applied gate bias, and VT is the threshold voltage. The 
factor K is used to account for two-dimensional current spreading from the channel into 
the JFET region. In this equation, WP is the zero-bias depletion width at the P-well/N-drift 
junction. It can be determined using 
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where the built-in potential VbiP for the P-N junction is typically 3.3 V for 4H-SiC.
The specific JFET region resistance is given by 
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The drift region spreading resistance can be obtained by using 
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FIGURE 5.5
Electron flow illustration during on-state in a VDMOSFET structure.
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where t is the thickness of the drift region below the P-well region and s is the width of the 
P-well region.

The contribution to the resistance from the N+ substrate is given by

 R tsubs subs subs= ρ .  (5.13)

where ρsubs and tsubs are the resistivity and thickness of the substrate, respectively. The 
JFET width in the VDMOSFET structure must be optimized not only to obtain the lowest 
specific on-resistance but also to control the electric field at the gate oxide interface.

Figure 5.6 shows the drain I–V characteristics of a SiC VDMOSFET [4] with a 0.9-μm chan-
nel length. The device shown was designed with a cell pitch of 19 μm and device active 
area of 1.96 × 10−2 cm2. Figure 5.6 shows linear I–V characteristics up to IDS = 5 A with a 
modest gate drive (VGS = 15 V). At a lower gate drive (VGS = 10 V), the channel resistance 
dominates, and the drain current saturates at about IDS = 1 A. With a gate bias of VGS = 15 V 
(≈3 MV/cm), the on-resistance taken at IDS = 5 A (current density J = 250 A/cm2) is 850 mΩ 
(RSP,ON = 16.6 mΩ·cm2), reducing to 420 mΩ or RSP,ON = 8.3 mΩ·cm2 at VGS = 20 V (≈4 MV/cm).

The inversion layer mobility in the channel of the VDMOSFET also influences the spe-
cific on-resistance of the device. The relative magnitude of the channel mobility on the 
performance of the VDMOSFET depends upon the drift region resistance, which is a func-
tion of the breakdown voltage of the device.

From Figure 5.7, it can be seen that when the breakdown voltage exceeds 5000 V, the 
specific on-resistance of 4H-SiC VDMOSFETs (also called planar MOSFETs) ranges toward 
the ideal specific on-resistance if a channel mobility of 100 cm2/Vs is achieved. The chan-
nel resistance restricts the performance of the VDMOSFET when the breakdown voltage 
falls below 1000 V even at this relatively high inversion layer mobility for silicon carbide. 
For a breakdown voltage of 1000 V, the anticipated improvement in specific on-resistance 
over silicon devices is then about 100 times (as opposed to the 2000× improvement in the 
specific on-resistance of the drift region). When the inversion layer mobility is reduced to 

FIGURE 5.6
On-state characteristics of a VDMOSFET structure. (From Losee, P. A. et al., IEEE Trans. Electron Devices, 55, 
1824–1829, 2008.)
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10 cm2/Vs, the degradation in performance extends to much larger breakdown voltages. 
This highlights the importance of developing process technology to achieve high inver-
sion layer mobility in 4H-SiC structures. In comparison with silicon, whose ideal specific 
on-resistance is shown by the dashed line in Figure 5.7, the 4H-SiC VDMOSFET can sur-
pass the performance by an order of magnitude at breakdown voltages above 1000 V if a 
channel mobility of at least 10 cm2/Vs is achieved [5].

5.2.3 VDMOSFET Structure: Transfer Characteristics

The transfer characteristic speaks about the response of the drain current (IDS) to the input 
gate-source driving voltage (VGS). Since the gate terminal is isolated electrically from the 
remaining terminals (source, drain and bulk), the gate current is effectively zero. Therefore, 
the gate current is not considered in most of the analysis.

From the transfer characteristic curve, we observe that at a certain gate voltage the 
device leaves the off-state and enters the on-state. This gate voltage is known as the thresh-
old voltage (VT) of the device. The transfer current–voltage (I–V) characteristics of a typi-
cal device [4] with Lch = 0.9 μm are shown in Figure 5.8, exhibiting a threshold voltage of 
VT = 5.7 V at room temperature.

The threshold voltage of the power MOSFET is an important design parameter from 
an application point of view. To offer immunity against unintended turn-on due to volt-
age spikes arising from noise, a minimum threshold voltage must be retained at above 
1 V for most system applications. At the same time, a high threshold voltage is not desir-
able because the voltage available for building the charge in the channel inversion layer is 
determined by (VG − VT), where VG is the applied gate bias voltage and VT is the threshold 
voltage.

FIGURE 5.7
Specific on-resistance of a VDMOSFET structure. (From Baliga, J., Silicon Carbide Power Devices, World Scientific 
Publishing, Singapore, 2005.)
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The gate bias at which onset of strong inversion begins to occur in the channel is defined 
as the threshold voltage. This voltage can be determined using [7] 
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where NA is the doping concentration of the P-well region, k is Boltzmann’s constant, and T 
is the absolute temperature. The presence of a positive fixed oxide charge shifts the thresh-
old voltage in the negative direction by
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A further shift of the threshold voltage in the negative direction by 1 V can be achieved 
by using heavily doped N-type polysilicon as the gate electrode as is routinely done for 
silicon power MOSFETs.

The much larger threshold voltage for silicon carbide is physically related to its larger 
bandgap as well as the higher P-well doping concentration required to suppress reach-
through breakdown. This indicates a fundamental problem for achieving reasonable 
levels of threshold voltage in silicon carbide power MOSFETs if the conventional silicon 
structure is utilized. By decreasing the gate oxide thickness, the threshold voltage for a 
MOSFET can be reduced. However, operation of very high-voltage power MOSFETs with 
such thin gate oxides may create manufacturing and reliability issues when the high elec-
tric fields under the gate oxide in the semiconductor are taken into account. This limita-
tion can be overcome by utilizing innovative structures that shield the P-well region, as 
discussed in the next section.

FIGURE 5.8
Transfer characteristics of a VDMOSFET structure. (From Losee, P. A. et al., IEEE Trans. Electron Devices, 55, 
1824–1829, 2008.)
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5.3 Shielded VDMOSFET Structure

The basic structure of the shielded VDMOSFET is shown in Figures 5.9 and 5.10 with an 
inversion layer channel or an accumulation layer channel, respectively. In the case of the 
structure with the inversion layer channel, the P+-shielding region extends under both the 
N+-source region as well as under the P-well region. It could also extend beyond the edge of 
the P-well region. In the case of the structure with the accumulation layer channel, the P+-
shielding region extends under the N+-source region and the N-well region located under 
the gate. This N-well region can be formed using an uncompensated portion of the N-type 
drift region, or it can be created by adding N-type dopants with ion implantation to con-
trol its thickness and doping concentration. The gap between the P+-shielding regions is 
optimized to obtain a low specific on-resistance while simultaneously shielding the gate 
oxide interface from the high electric field in the drift region. In both the aforementioned 
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FIGURE 5.9
Cross section of the shielded inversion-mode VDMOSFET structure.
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FIGURE 5.10
Cross section of the shielded accumulation-mode VDMOSFET structure.
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structures, shielded VDMOSFET with an inversion layer channel and an accumulation 
layer channel, a potential barrier is formed at location after the JFET region becomes 
depleted by the applied drain bias in the blocking mode. This barrier prevents the electric 
field from becoming large at the gate oxide interface. When a positive bias is applied to the 
gate electrode, an inversion layer or accumulation layer channel is formed in the structures, 
enabling the conduction of the drain current with a low specific on-resistance.

5.3.1 Shielded VDMOSFET Structure: Off-State Characteristics

In the forward blocking mode of the shielded planar MOSFET structure, the voltage is 
supported by a depletion region formed on both sides of the P+-region/N-drift junction. 
The maximum blocking voltage can be determined by the electric field at this junction, 
becoming equal to the critical electric field for breakdown if the parasitic N+/P/N bipolar 
transistor is completely suppressed. This suppression is accomplished by short-circuiting 
the N+-source and P+-regions using the source metal as shown on the upper left and upper 
right-hand side of the cross section. This short circuit can be accomplished at a location 
orthogonal to the cell cross section, if desired, to reduce the cell pitch while optimizing the 
specific on-resistance.

If the doping concentration of the P+-region is high, the reach-through breakdown prob-
lem discussed in the previous section is completely eliminated. In addition, the high dop-
ing concentration in the P+-region promotes the depletion of the JFET region at lower drain 
voltages, providing enhanced shielding of the channel and gate oxide. With the shielding 
provided by the P+-region, the minimum P-well thickness for 4H-SiC power MOSFETs is 
no longer constrained by the reach-through limitation. This enables the channel length 
to be reduced below the values associated with any particular doping concentration of 
the P-well region. In addition, the opportunity to reduce the P-well doping concentration 
enables the threshold voltage to be decreased. The smaller channel length and threshold 
voltage provide the benefits of reducing the channel resistance contribution.

In the case of the accumulation mode VDMOSFET structure, the presence of the sub-
surface P+-shielding region under the N-well region provides the potential required for 
completely depleting the N-well region if its doping concentration and thickness are 
appropriately chosen. This enables normally-off operation of the accumulation mode 
VDMOSFET with zero gate bias. It is worth pointing out that this mode of operation is 
fundamentally different from that of buried channel MOS devices. Buried channel devices 
contain an undepleted N-type channel region that provides a current path for the drain 
current at zero gate bias. This region must be depleted by a negative gate bias, creating a 
normally-on device structure.

In the accumulation-mode, the VDMOSFET structure, the depletion of the N-well region 
is accompanied by the formation of the potential barrier for the flow of electrons through 
the channel. The channel potential barrier does not need to have a large magnitude because 
the depletion of the JFET region screens the channel from the drain bias as well.

The maximum blocking voltage capability of the shielded planar MOSFET structure is 
determined by the drift region doping concentration and thickness, as already discussed 
in the previous section for conventional VDMOSFET. However, to fully utilize the high 
breakdown electric field strength available in silicon carbide, it is important to screen 
the gate oxide from the high field within the semiconductor. In the shielded VDMOSFET 
structure, this is achieved by the formation of a potential barrier by the depletion of the 
JFET region at a low drain bias voltage.
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5.3.2 Shielded VDMOSFET Structure: On-State Characteristics

In the shielded VDMOSFET structure, current flow between the drain and source can be 
induced by creating an inversion layer channel on the surface of the P-well region or an 
accumulation layer channel on the surface of the N-well region. The current path is simi-
lar to that already shown in Figure 5.5 by the highlighted area. The current flows through 
the channel formed due to the applied gate bias into the JFET region via the accumula-
tion layer formed above it under the gate oxide. It then spreads into the N-drift region at 
around a 45° angle and becomes uniform throughout the rest of the structure. The total 
on-resistance for the power VDMOSFET structure is determined by the resistance of these 
components in the current path 

 R R R R R RA Don,sp CH JFET Subs =  +  +  +  +   (5.16)

where RCH is the channel resistance, RA is the accumulation region resistance, RJFET is 
the resistance of the JFET region, RD is the resistance of the drift region after taking into 
account current spreading from the JFET region, and RSubs is the resistance of the N+ sub-
strate. These resistances can be analytically modeled by using the current flow pattern 
indicated by the highlighted regions in Figure 5.5.

For the shielded VDMOSFET structure with the P-well region, the specific channel resis-
tance is given by
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where LCH is the channel length, p is the cell pitch, μinv is the mobility for electrons in the 
inversion layer channel, Cox is the specific capacitance of the gate oxide, VG is the applied 
gate bias, and VT is the threshold voltage. For the shielded VDMOSFET structure with the 
N-well region, the specific channel resistance is given by
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where μa is the mobility of electrons in the accumulation layer channel.
Much larger accumulation layer mobility in silicon carbide allows reduction of the spe-

cific on-resistance. In addition, the threshold voltage for the accumulation mode is smaller 
than for the inversion mode, allowing further improvement in the channel resistance con-
tribution. The rest of the resistance components in the shielded VDMOSFET structure can 
be modeled by using the same equations provided in the previous section.

The specific on-resistance for the shielded 4H-SiC VDMOSFETs is plotted in Figure 5.11 
as a function of the breakdown voltage [5]. From Figure 5.11, it can be seen that specific 
on-resistance of 4H-SiC shielded VDMOSFET, also called planar MOSFETs, approaches 
the ideal specific on-resistance when the breakdown voltage exceeds 5000 V because the 
drift region resistance becomes dominant. However, when the breakdown voltage falls 
below 1000  V, the channel contribution becomes dominant. In this design regime, the 
advantage of using an accumulation channel becomes quite apparent. The accumulation-
mode device has about two times lower specific on-resistance. When compared with the 
VDMOSFET structure without the shielded channel, the difference in specific on-resistance 
does not appear to be very significant. However, as discussed in the previous section, the 
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unshielded devices were able to support only about half the blocking voltage capability of 
the drift region due to the reach-through breakdown problem.

5.3.3 Shielded VDMOSFET Structure: Transfer Characteristics

As pointed out in the previous section, the threshold voltage of the power MOSFET is 
an important design parameter from an application standpoint. For the inversion-mode 
shielded planar MOSFET, the threshold voltage can be modeled by defining it as the gate 
bias at which onset of strong inversion begins to occur in the channel. This voltage can be 
determined using
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where NA is the doping concentration of the P-well region, k is Boltzmann’s constant, and T 
is the absolute temperature. The presence of a positive fixed oxide charge shifts the thresh-
old voltage in the negative direction by
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A further shift of the threshold voltage in the negative direction by 1 V can be achieved 
by using heavily doped N-type polysilicon as the gate electrode, as is routinely done for 
silicon power MOSFETs.

FIGURE 5.11
On-resistance for the shielded VDMOSFET structure. (From Baliga, J., Silicon Carbide Power Devices, World 
Scientific Publishing, Singapore, 2005.)
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The band bending required to create a channel in the accumulation-mode planar 
MOSFET is much smaller than required for the inversion mode device. This provides the 
opportunity to reduce the threshold voltage while obtaining the desired normally-off 
device behavior. A model for the threshold voltage of accumulation-mode MOSFETs has 
been developed using the electric field profile shown in Figure 5.12 when the gate is biased 
at the threshold voltage. In this figure, the electric fields in the semiconductor and oxide 
are given by
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Note that this model is based upon neglecting any voltage supported within the P+-region 
under the assumption that it is very heavily doped. Using these electric fields, the thresh-
old voltage is found to be given by
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The first term in this equation accounts for the work function difference between the 
gate material and the lightly doped N-Well region. The second term represents the effect of 
the built-in potential of the P+/N junction that depletes the N-well region (Figures 5.13 
and 5.14).

The analytically calculated threshold voltage for 4H-SiC accumulation-mode MOSFETs 
is provided in Figure 5.15 for the case of a gate oxide thickness of 0.05  μ, and N-well 
thickness of 0.2  μ as a function of the N-well doping concentration with the inclusion 
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FIGURE 5.12
Electric field profile in the gate region for the accumulation-mode VDMOSFET structure. (From Baliga, J., Silicon 
Carbide Power Devices, World Scientific Publishing, Singapore, 2005.)
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of a metal-semiconductor work-function difference of 1 V. For comparison purposes, the 
threshold voltage for the inversion-mode 4H-SiC MOSFET is also given in this figure for 
the same gate oxide thickness. A strikingly obvious difference between the structures is 
a decrease in the threshold voltage for the accumulation-mode structure with increasing 
doping concentration in the N-well region. This occurs due to the declining influence of 

FIGURE 5.13
Transfer characteristics of an inversion-mode, shielded VDMOSFET structure. (From Baliga, J., Silicon Carbide 
Power Devices, World Scientific Publishing, Singapore, 2005.)

FIGURE 5.14
Transfer characteristics of an accumulation-mode VDMOSFET structure. (From Baliga, J., Silicon Carbide Power 
Devices, World Scientific Publishing, Singapore, 2005.)
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the P+/N junction at the gate oxide interface when the doping concentration of the N-well 
region is increased. It can also be noted that the temperature dependence of the threshold 
voltage is smaller for the accumulation-mode structure. Of course, the most important 
benefit of the accumulation-mode is that lower threshold voltages can be achieved than in 
the inversion-mode structures.

5.4 Summary

The silicon carbide-based power VDMOSFET structure has been critically examined in 
this chapter. It enables the device to achieve superior performance with silicon carbide as 
compared to silicon-based devices. Also, incorporation of a subsurface P+ region into the 
VDMOSFET structure enables the P-well region to be shielded from reach-through limited 
breakdown and prevents high electric fields from developing across the gate oxide dur-
ing the blocking mode. Since relatively low inversion layer mobility has been reported for 
4H-SiC MOSFETs, an accumulation-mode structure was proposed with an N-well region 
that is completely depleted by the built-in potential of the underlying P+/N junction. This 
structure takes advantage of the much larger accumulation mobility observed in semicon-
ductors. The operating principle of the shielded VDMOSFET structures has been reviewed 
in the chapter. It has been demonstrated that the JFET width is a critical parameter that 
controls the electric field at the gate oxide interface as well as the specific on-resistance. 

FIGURE 5.15
Threshold voltage of inversion mode and accumulation-mode VDMOSFET structures. (From Baliga, J., Silicon 
Carbide Power Devices, World Scientific Publishing, Singapore, 2005.)
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Its optimization is important for obtaining high-performance devices. In the case of the 
accumulation-mode structure, the appropriate combination of the doping  concentration 
and thickness of the N-well region must be chosen to ensure that it is completely depleted 
by the built-in potential of the underlying P+/N junction. With adequate shielding of the 
well region, it is found that short-channel devices will support high blocking  voltages, 
 limited only by the properties of the drift region. These devices have excellent safe- 
operating-area and fast switching speed. This technology has the potential for use in 
 systems operating at up to at least 5000 V.
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6
Modeling of Double-Gate MOSFETs

D. Nirmal and J. Ajayan

6.1 Introduction

The world of electronics started with the invention of the vacuum tube  (a two-terminal 
device—the terminals are anode and cathode) by the famous English physicist John 
Ambrose Fleming in 1895, based on the principle called “Edison Effect.” In 1883, Thomas 
Alva Edison found that electrons could flow from one metal conductor to another through 
a vacuum. In other words, current flow is possible through a vacuum and this phenom-
enon is called the Edison effect. The main drawbacks of the first electronic device—a vac-
uum tube—were the low reliability and very high-power consumption; the device also 
required cooling mechanisms. Two years later, Lee De Forest from the United States dis-
covered a similar type of device called a triode (a three-terminal device—the terminals 
are anode, cathode, and grid), which had the characteristics of an amplifier. These vacuum 
tube devices (diode, triode, tetrode, and pentode) were the main obstacles in the road of 
progress since the size of these devices could not be reduced too much. The search for new 
device architectures, initiated by the development of semiconductors, resulted in the dis-
covery of the first solid-state device called a PN junction diode. The major breakthrough in 
the semiconductor industry was the invention of point contact transistors by Brattain and 
Bardeen at Bell Laboratories, USA, in 1947. At the same period of time, Shockley developed 
the first NPN transistor, which is widely used in radio frequency (RF) and analog cir-
cuits today. It has been more than five decades since the invention of the integrated circuit 
(IC) technology based on the idea given by Jack Kilby from Texas Instruments. Jack Kilby 
and Robert Noyce decided to throw away all the wires and tried to connect the resistors, 
capacitors, diodes, and transistors on the same piece of wafer internally. One of the most 
important aspects in the evolution of IC technology is the physical feature sizes of the tran-
sistors are reduced continually over time as the lithography technologies used to define 
these features become available. The tremendous and steady progress in IC technology is 
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also propelled by the development of various etching and deposition techniques. The first 
metal oxide semiconductor field effect transistor (MOSFET) on a silicon substrate using 
SiO2 as the gate oxide was fabricated in 1960 (Kahng and Atalla). Since then, complemen-
tary metal oxide semiconductor (CMOS) transistors have become the technology of choice 
for high-speed, low-power digital circuits, and bipolar junction transistors (BJTs) are used 
primarily in RF and analog circuits only.

The invention of MOSFETs led to the electronics revolution of the 1970s and 1980s, in 
which the microprocessor made possible powerful desktop computers, laptops, sophisti-
cated handheld calculators, iPods, and other electronic systems. The MOSFET can be made 
very small, so high-density, very large-scale integration (VLSI) circuits and high-density 
memories are possible. In 1965, Intel co-founder Gordon Moore predicted that the number of 
transistors on a microchip would double approximately every two years. Over the course of 
time, his prediction proved accurate and has since been known as “Moore’s Law.” Advances 
in lithography, etching, and deposition techniques have enabled the semiconductor industry 
to scale down transistors in physical dimensions into the nanometer regime and to pack 
more transistors in the same chip area. Generally, by scaling down the geometrical dimen-
sions of the device, the density of MOSFETs on the microchip is increased, power consump-
tion per device is decreased due to the low operating voltages of the small devices, and the 
switching speed of the MOSFETs can also be increased due to reduced parasitics. However, 
in recent years the scaling has become increasingly challenging, due to the fundamental 
physical limits as well as the limits in existing fabrication technologies.

As the semiconductor industry moves toward even smaller devices, especially in the 
sub-100 nm regime, the greatest challenge is the transition from SiO2 to high-k dielectrics. 
Below the 50 nm technology node, however, the major challenge is the transistor structure 
(ITERS 1999 and 2000). As the gate length (Lg) is scaled down, the source/drain (S/D) junc-
tion depth (xj), depletion width (Wd), and oxide thickness (tox) has to be scaled as well, so 
that the gate maintains electrostatic control over the device. Reduction of oxide thickness 
is limited by gate leakage current due to tunneling, which has forced the semiconductor 
industry to change the gate oxide from SiO2 to high-k oxides [1]. Reducing depletion width 
requires higher bulk doping, which reduces mobility of carriers and hence overall speed of 
the MOSFETs due to various scattering mechanisms such as interface roughness scattering, 
coulombic scattering, and phonon scattering. In order to overcome these scaling limitations, 
new device structures are being considered to replace the MOSFET when conventional scal-
ing fails. Fully depleted (FD) structures with a thin Si body, such as ultra-thin-body (UTB), 
and multiple-gate (double-gate, tri-gate, and gate-all-around) MOSFETs have, in recent years, 
been the subject of intensive research [2–5]. It has been shown that the subthreshold swing 
and drain-induced barrier lowering (DIBL) increase with reduction in gate length and Ion/Ioff 
also decreases with decreasing Lg, which indicates severe short-channel effects (SCEs) for 
low gate-length devices. The double-gate MOSFETs (DG-MOSFETs) are being considered as 
the most attractive candidate for the 10–50 nm gate length regime.

6.2 DG-MOSFET Structure

The schematic diagram of DG-MOSFET is shown in Figure 6.1. Double-gate MOSFETs 
(DG-MOSFETs) have the great potential for future CMOS applications as the gate length 
is scaled into the nanometer regime [1]. Device simulations performed by various research 
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groups predicted that the DG-MOSFET is extendable to a gate length of 10 nm [2–10]. The 
DG-MOSFETs have several advantages over conventional single-gate (SG) MOSFETs. Some 
of the advantages are reduced short-channel effects, ideal subthreshold slope, and double the 
drain current. The ideal DG-MOSFETs should have a thin channel as well as thick source/
drain regions for lower contact resistance. Because two gates are on either side of the lightly 
doped channel in the DG MOSFETs, both gates control the channel from both sides and 
provide additional gate-length scaling by a factor of 2. Due to better control on SCEs, DG 
MOSFET is superior to the conventional MOSFETs and it has higher current density, higher 
transconductance, higher subthreshold swings at low supply voltage, and reduced DIBL.

There are two different forms of DG MOSFETs, namely symmetric DG-MOSFET 
and asymmetric DG-MOSFET. The structure of symmetric as well as asymmetric 
DG-MOSFETs is shown in Figure 6.2. Nanoscale DG-MOSFETs with an undoped body, 
also called the intrinsic channel, are particularly attractive [11]. DG-MOSFETs with an 
intrinsic channel are very much effective in the suppression of SCEs by means of an 
undoped UTB instead of the conventional channel with high doping density. The absence 
of dopant atoms in the channel further enhances mobility by eliminating impurity scat-
tering and avoiding random microscopic dopant fluctuations [12–14]. Figure 6.2a shows 
the schematic structure of symmetric DG n-type MOSFET. The symmetric DG-MOSFET 
has two gates (a front gate and a back gate) with the same oxide thickness. Figure 6.2b 

FIGURE 6.1
Structure of DG-MOSFET.

FIGURE 6.2
(a) Structure of symmetric DG-MOSFET and (b) structure of asymmetric DG-MOSFET.
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shows the schematic structure of an asymmetric DG n-type MOSFET, and this device 
consists of two gates—a front gate and a back gate with two different oxide thicknesses. 
The back gate at the bottom of the device allows for full depletion of the channel. The 
symmetric device is a special case of the asymmetric device; that is, the symmetric 
device’s two-oxide thickness is equal, the two gates have the same flat-band voltage, 
and the gates are connected together [14].

The threshold voltage of an asymmetric DG-MOSFET can be appropriately set by using 
n-type and p-type polysilicon gates in the DG structure; however, this will increase the 
transverse electric field since a built-in potential exists through the body due to the asym-
metric gate work functions [15]. The appropriate threshold voltage of the DG MOSFET can 
also be set by providing proper channel doping; however, channel doping degrades the 
device performance in terms of carrier mobility and dopant fluctuations [16]. Increasing the 
doping density in the channel results in increased band-to-band tunneling leakage between 
the body and drain terminals [17]. Hence, the channel doping as well as an asymmetric DG 
MOSFET structure results in degraded device performance. This emphasizes the need for 
gate work function engineering as alternative solutions for nanometer devices. The thresh-
old voltage of the DG-MOSFETs can be properly set by using work function engineering, 
which enables the device designers to maintain device performance in terms of drive cur-
rent and reduced short-channel effects. Selection of the metal gate is also extremely impor-
tant for achieving desired device performance. Molybdenum (Mo) is a potential candidate 
for a metal gate technology in nanoscale DG-MOSFETs due to the fact that it has a suffi-
ciently high and stable work function. The work function of Mo can be significantly reduced 
by high-dose nitrogen implantation. Nitrogen implantation can be used to adjust the Mo gate 
work function in a controllable way without degrading device performance.

6.3 Effect of High-k Dielectrics on DG-MOSFETs

The semiconductor industry is working to introduce high-k gate oxides in DG-MOSFETs in 
order to meet the requirements for low off-leakage current while keeping power consump-
tion under control. Many research groups have replaced SiO2 with different  high-k gate oxide 
materials in DG-MOSFETs. The International Technology Roadmap for Semiconductors 
(ITRS-2010) clearly predicted that high-k dielectric materials would soon replace the SiO2 in 
the MOSFET. The ITRS-2003 clearly explained that the gate dielectric has emerged as one 
of the most difficult challenges for future nanoscale MOSFETs. Equivalent oxide thickness 
(EOT) for high-k materials can be mathematically calculated as
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Equation (6.1) clearly indicates that replacing SiO2 with high-k gate dielectrics will increase 
the physical gate oxide thickness, which further increases the scalability of the device 
while retaining the same oxide capacitance (Cox). This is evident from Equation (6.2). 
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Here, KSiO2  is the dielectric constant of SiO2, Khigh-k is the dielectric constant of high-k gate 
dielectric, thigh-k is the thickness of high-k dielectrics, and Cox is the oxide capacitance per 
unit area. Since a thicker gate dielectric layer is used for isolating the gate from the chan-
nel in DG-MOSFETs, the tunneling current can be significantly reduced in this nanoscale 
regime. The major requirements for high-k dielectrics are high thermal stability, smooth 
oxide-semiconductor interface, and high dielectric breakdown field. The properties of 
some of the high-k dielectric materials are given in Table 6.1. For the same EOT, the oxide 
capacitance remains the same for all the gate dielectrics due to the fact that the increase in 
dielectric constant is compensated by the large physical thickness.

6.4 Leakage Currents in DG-MOSFETs

Scaling down the transistors to smaller dimensions increases the speed of the transistors 
as well as minimizes the effective cost per transistor and also helps to increase the transis-
tor density in the integrated circuit chips. In DG-MOSFETs, both the front gate as well as 
the back gate can control one-half of the device, and the operations are independent of each 
other. In DG-MOSFETs, there are two channels—one channel is under the front gate, and 
the second channel is under the back gate; therefore, the total drain current through the 
device is the sum of the current through the separate channels. In DG-MOSFET devices, 
the presence of two gates and ultra-thin body helps to reduce the short-channel effects, 
which drastically reduces the subthreshold leakage current. Reduced short- channel 
effects and higher drive currents allow the use of high-k gate oxides instead of SiO2 in 
DG-MOSFET devices compared to conventional bulk CMOS devices. The large physical 
thickness of high-k dielectrics helps to reduce the gate leakage current by increasing the 
gate-channel separation.

The major leakage components in DG-MOSFETs are subthreshold leakage current, gate 
leakage current, and band-to-band tunnel leakage. Electrically coupled front and back gates 
and ultra-thin body reduce the short-channel effects in DG-MOSFET devices, resulting in a 
reduction of subthreshold leakage current. Moreover, for an equal ON current, DG-MOSFETs 
show lower subthreshold leakage current compared to the conventional single -gate 
MOSFETs, and this is because the surface electric field is lower in DG-MOSFETs due to low 
doping in the channel. Gate leakage in DG-MOSFETs is due to the tunneling of electrons 

TABLE 6.1

High-k Dielectric Material Properties

Material K Eg (eV) CBO (eV) VBO (eV) Breakdown Field (MV/cm)

SiO2 3.9 9 3.2 4.7 10
Al2O3 8 8.8 2.8 4.9 10
TiO2 80 3.5 0 2.4 3
ZrO2 25 5.8 1.5 3.2 4–5
HfO2 20 6 1.4 3.3 4–5
La2O3 30 6 2.3 2.6 3–4
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from channel to gate through the gate oxide. Interface traps at the gate oxide- channel inter-
face will also increase the leakage current. Therefore, a smooth oxide- semiconductor is 
required to minimize the trap density, thereby reducing the leakage current. Due to lower 
doping in the channel, the electric field across the oxide is lower in DG-MOSFETs compared 
to conventional single-gate (SG) MOSFETs. Hence, the DG-MOSFETs show lower gate leak-
age current compared to SG-MOSFETs. In the asymmetric DG-MOSFETs, due to the work 
function difference of front and back gates, the front surface field is very high whereas a back 
surface field is negligible. Hence, tunneling of electrons from channel to gate through the 
gate oxide takes place only through a front gate. The band-to-band tunneling (BTBT) across 
a reverse biased PN junction from the P-side valence band to the N-side conduction band is 
also a very important component of leakage in nanoscale DG-MOSFETs.

6.5 Double-Gate SOI MOSFET Fabrication Steps

Silicon-on-insulator (SOI) MOSFETs are emerging as one of the most promising next-
generation technologies because of their inherent thin channel region, which can effec-
tively suppress SCEs [18–24], and therefore, SOI-DG-MOSFETs are being considered as an 
ideal candidate to enable further dimension downscaling below the sub-50-nm regime 
[23,24]. Two applications showing evidence of the superiority of the SOI MOSFETs over 
bulk CMOS technology are SOI microprocessors with more than 20% percent speed 
improvement [25,26] and SOI RF power amplifiers with higher power efficiency [27]. SOI 
technology is now intensively studied because of its ability to overcome several inherent 
limitations of bulk silicon CMOS technology such as lateral isolation, radiation tolerance, 
lower parasitic capacitance and power, higher speed, and reduced short-channel effects 
[18,28]. SOI substrates are mainly formed by oxygen implantation (SIMOX), selective oxi-
dation of porous silicon (FIPOS), or overgrowth and recrystallization techniques [28].

There are several methods have been proposed by various research groups to fabricate 
DG-MOSFETs. The direct wafer bonding and polishing technique is the most commonly 
used method to fabricate double-gate devices. However, this method involves crucial 
alignment of two wafers [29]. Another method used to fabricate DG-MOSFET is to etch a 
cavity on the buried oxide (BOX) for the bottom gate. However, it is very difficult to control 
the bottom gate length [30]. Selective epitaxy and epitaxial lateral overgrowth have been 
widely used to fabricate DG-MOSFETs [31,32]. However, these two methods are very com-
plex and expensive. The lateral solid phase epitaxy (LSPE) is a very simple and compat-
ible method used to fabricate DG-MOSFETs [33,34]. Haitao Liu et al. [35] have fabricated 
DG-MOSFET using the LSPE technique, and the major fabrication steps of the double-gate 
MOSFET are shown in Figure 6.3. The fabrication process begins with the commercial 
SIMOXSOI wafers. The first step is the etching of the complete SOI layer and part of the 
buried oxide layer to form a deep trench for the bottom gate, which is shown in Figure 6.3a; 
the smallest trench size is determined by the present lithography. The second step is the 
deposition of a thin layer of Si3N4 and a layer of low temperature oxide (LTO); the surface 
is polished using CMP, which is shown in Figure 6.3b. The oxide in the trench serves as 
the dummy bottom gate, and it will be removed later. The thin Si3N4 layers on the surface 
need to be removed in hot H3PO4 at 165°C. After being dipped in HF (1:50) solution, the 
wafers have to be loaded immediately into the LPCVD furnace for the deposition of a layer 
of amorphous silicon, which is shown in Figure 6.3c.
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A masked single-sided Si implantation will be carried out to prevent the twin boundary in 
the middle of the channel, and Ge implantation is used to enhance the lateral  crystallization 
[36]. This is because with the single-sided implantation, the crystallization will only start from 
either the source-side or drain-side [37]. It should be noted that the Si ion implantation energy 
and dose are very important to obtain a high-quality LSPE layer. After Si and Ge implan-
tation, furnace annealing will be implemented to crystallize the amorphous silicon film, 
which is also shown in Figure 6.3c. The crystallized silicon will be thinned down to 100 nm 
using oxidation and is defined using an addition mask. Then, the dummy oxide and Si3N4 
under the channel region needs to be removed in BOE (1:6) and hot H3PO4, which is shown 
in Figure 6.3d. The next step is the growth of a thin gate oxide and a  phosphorus-doped 
polysilicon will be deposited and patterned, which is shown in Figure 6.3e. The top and bot-
tom gates are inherently connected during polysilicon deposition. However, these two gates 
are not self-aligned because they are defined by different masks. After the polysilicon gate is 
patterned, source/drain implantation will be carried out. This is followed by the deposition 
of LTO and dopants activation. The rest of the processes include contact opening, metal sput-
tering, and metal patterning to complete the device fabrication, which is shown in Figure 6.3f.

FIGURE 6.3
Major fabrication steps for the double-gate MOSFET using LSPE. (a) Etching of complete SOI layer and part of 
the BOX layer to form a deep trench for the bottom gate; (b) Deposition of a thin layer of Si3N4 and a layer of low 
temperature oxide (LTO); (c) Masked single-sided Si implantation is carried out to prevent the twin boundary 
in the middle of the channel and Ge implantation is used to enhance the lateral crystallization; (d) Removal of 
dummy oxide and Si3N4 under the channel region using BOE (1:6) and hot H3PO4; (e) Growth of a thin gate oxide 
and a phosphorus-doped poly-silicon; (f) Contact opening, metal sputtering, and metal patterning.
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6.6 Gate Engineering in DG-MOSFET

The control of the gate-to-source voltage (VGS) on the threshold voltage (Vth) decreases as 
the channel length shrinks to a sub-50 nm regime because of the increased charge sharing 
from the source and drain. Therefore, the Vth reduction with decreasing channel lengths 
and DIBL are critical issues that need to be addressed while providing immunity against 
SCEs [4,18]. In order to improve the immunity against SCEs, a new structure called a 
dual-material gate (DMG) MOSFET was developed [38–41]. The schematic diagram of the 
 gate-engineered DMG MOSFET is shown in Figure 6.4. The structure of DMG MOSFET 
consists of two metals in the gates M1 and M2 with different work functions. The dual 
metal gate structure reduces the SCEs and also improves transconductance due to a step in 
the surface-potential profile when compared with a single-gate MOSFET. In the DMG struc-
ture, the peak electric field at the drain end is reduced, which in turn increases the average 
electric field under the gate. This improves the reliability of the device, reduces the ability 
of the localized charges to increase drain resistance [42], and enables more control of the 
gate over the conductance of the channel so as to increase the gate transport efficiency. The 
step function profile of the surface potential ensures screening of the channel region under 
the material on the source side (M1) from drain-potential variations. After saturation, M2 
absorbs any additional drain–source voltage, and the region under M1 is screened from 
drain-potential variations. However, the drive ability and transconductance of the DMG 
structure are not as good as that of the DG structure. To combine the advantages of both DG 
and DMG structures, G. Venkateshwar Reddy et al. [43]  proposed a new structure, i.e., the 
dual-material double-gate (DMDG) SOI MOSFET, which is similar to that of an asymmetri-
cal DG SOI MOSFET with the exception that the front gate of the DMDG structure consists 
of two materials (p+ poly and n+ poly). The DMDG-SOI MOSFET has a considerable reduc-
tion in the peak electric field near the drain end, high drain breakdown  voltage, improved 
transconductance, reduced drain conductance, and a desirable threshold  voltage “roll-up” 
even for channel lengths far below 100 nm [43].

The threshold voltage for the back gate (VthBG) with n+ -poly silicon gate for long channel 
devices is given by [44]
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FIGURE 6.4
Gate-engineered DG-MOSFET.



117Modeling of Double-Gate MOSFETs

The threshold voltage ( )VthFG  for the front gate with p+ poly and n+ poly for long-channel 
devices is given by [44] 
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where VFB,fp and VFB,fn are the front-channel flat-band voltages of p+ poly and n+ poly at the 
front gate, and they can be expressed as [43] 

 VFB,fp MS M Si= = −φ φ φ1 1  (6.5)

 VFB,fn MS2 M2 Si= = −φ φ φ  (6.6)

ϕM1 and ϕM2 are the work functions of M1 and M2 respectively, ϕSi is the work function of 
silicon, which is given by 

 
φ χ φSi Si= + +

E
q
g

F
2

 (6.7)

Here, Eg is the bandgap of the silicon at 300K, χSi is the electron affinity of silicon, ϕF = 
VTln (NA/ni) is the Fermi potential, VT is the thermal voltage, and ni is the intrinsic carrier 
concentration. 
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Here, εSi is the permittivity of silicon, εox is the permittivity of oxide, tSi is the thickness of 
channel, tf and tb are the oxide thickness of front and back gates, respectively, and NA is the 
body doping concentration.

Therefore, the expression for the threshold voltage of the DMDG SOI MOSFET is given by 

 V V Vth thL th= − ∆  (6.14)

where VthL can be either VthFG or VthBG.
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The short-channel threshold voltage shift ΔVth of the DMDG SOI MOSFET is given 
by [43] 

 ∆V es Lth = −2 1η η ς (6.15)
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Vbi is the built-in potential across the body-source junction, and NA and ND are the body 
and source/drain doping concentrations, respectively.

The channel current for DMDG SOI MOSFET is given by [44] 
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Here, Vth1 = Vth,BG and Vth2 = Vth,FG, and EC is the critical electric field at which the electron 
velocity (vns) saturates and VDS,sati is the saturation voltage. 

 
E

v
C = 2 ns

neffµ  
(6.24)



119Modeling of Double-Gate MOSFETs

 

V
V V

V V
LEC

DS,sati
GS thi

GS thi
= −

+ −
1

 (6.25)

The effective mobility (μneff) of the inversion layer electrons is given by [44] 

 

1 1 1
µ µ µneff ph sr

= +  (6.26)

where μph is the mobility associated with the phonon scattering and μsr is the mobility 
associated with the surface roughness scattering.

6.7 Channel Engineering in DG-MOSFETs

The continuous downscaling of complementary metal oxide semiconductor (CMOS) tran-
sistors into sub-100 nm dimensions seems to have reached its limits with SiO2 as the gate 
oxide material [45]. As a result, the ever-growing semiconductor industry is focusing on 
high-k gate dielectrics in transistor manufacturing processes to meet the need for higher 
switching speed transistors while keeping power consumption under control [45–48]. 
DG-MOSFETs with channel lengths below 100  nm exhibit considerable threshold volt-
age roll-off and DIBL effects. The decrease in threshold voltage with reduction in channel 
length is widely used as an indicator of the short-channel effect (SCE) in evaluating CMOS 
cutting-edge technologies. This threshold voltage roll-off will determine the minimum 
acceptable channel length for future CMOS technology.

The threshold voltage roll-off can be reduced by locally raising the channel doping 
next to the drain or drain/source junctions [49]. This method is called lateral channel 
engineering, e.g., halo or pocket implants, and the engineered channel is known as a 
lateral asymmetric channel or graded channel (GC) [50]. Halo-implanted devices show 
excellent output characteristics with low DIBL, higher drive currents, flatter saturation 
characteristics, and slightly higher breakdown voltages compared to the conventional 
MOSFETs [51]. The use of polysilicon gates in MOS devices can significantly increase the 
capacitance equivalent thickness, resulting in high sheet resistance, and cause dopant 
diffusion through the high-k layer. One viable way to solve these challenges is to use a 
metal for the gate electrodes. Metal gates eliminate polydepletion effects, resulting in 
the reduction of inversion capacitance. Molybdenum is taken as the gate material so that 
the gate work function can be fixed at 4.577 eV to obtain the threshold voltage of 0.3 V 
at a drain voltage of 0.1 V [52,53]. The structure of channel-engineered DG-MOSFET is 
shown in Figure 6.5.

The effects of high-k dielectrics on ID Vs VGS characteristics of 45 nm DG-MOSFET 
are shown in Figure 6.6 which indicates that the drain current of DG-MOSFETs 
increases with an increase in dielectric constant. The DG-MOSFETs with high-k gate 
oxides improve the gm/ID ratio. This is mainly due to the improved transconductance 
of DG-MOSFETs with high-k gate oxides, which is shown in Figure 6.7. The effects 
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FIGURE 6.6
Effects of high-k dielectrics on the performance of DG-MOSFET.

FIGURE 6.7
Effects of high-k dielectrics on transconductance of DG-MOSFET.

FIGURE 6.5
Channel-engineered DG-MOSFET.
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of work function on ID Vs VGS and ID Vs VDS characteristics of 45 nm DG-MOSFET are 
shown in Figures 6.8 and 6.9, respectively. The metal gates with lower work function 
improve the drain current of DG-MOSFETs.
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TFETs for Analog Applications

Marcio Dalla Valle Martino, Paula Ghedini Der Agopian, 
Joao Antonio Martino, Eddy Simoen, and Cor Claeys

7.1 TFETs: Operation Principle and Basic Characteristics

The drift-diffusion conduction mechanism governing transport in Metal-Oxide-
Semiconductor Field-Effect Transistors (MOSFETs) physically limits the minimum sub-
threshold swing (SS) to 60 mV/dec at room temperature, which is hampering low supply 
voltage operation without increasing exponentially the off-current (Figure 7.1a). Tunnel-
FET (TFET) devices present a new class of devices with the conduction mechanism domi-
nantly based on Band-to-Band Tunneling (BTBT) current, which can result in a SS lower 
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than 60 mV/dec. This means that it is possible to adopt a lower supply voltage (which 
requires a low threshold voltage VT in order to keep the performance) without increasing 
the leakage or off-state current (IOFF) approaching the ideal switch behavior, compared to 
the other device technologies (Figure 7.1b).

A TFET cross section and its band diagram at off-state and on-state conditions are 
shown in Figure 7.2. The Si- and Ge-source TFETs are in the off-state (Figure 7.2b) when 
the PIN diode (Source/Channel/Drain) is reverse biased and the gate voltage (VGS) is 
zero. When VGS increases, the channel band diagram shifts down, and when the source 
valence band becomes higher than the channel conduction band, a BTBT current starts 
and the TFET is turned to the on-state (Figure 7.2c). The choice of the source material is 
crucial for the magnitude of the tunneling current. For Si TFET devices ION is much lower 
than for a MOSFET with the same dimensions. In order to increase ION, it is necessary to 
use a source material with a lower bandgap (i.e., SiGe, Ge, or III-V materials) for improv-
ing the tunneling current. Figure 7.2b and c, illustrating the band diagram for a Si and 
Ge source, clearly point out that for the Ge source, the tunneling path is higher than for 
the Si one.

If VGS is negative enough, it is possible to have an undesirable tunneling current between 
drain and channel, called the ambipolar current. In order to avoid the ambipolar current, 
the gate-to-drain cannot be self-aligned as shown in Figure 7.2a. Simulations point out 
that reduction of the total gate length with 20 nm diminishes the off-current with three 
to five orders of magnitude [2]. Another important remark is that in spite of the desirable 
predominant BTBT current between source and channel, other conduction mechanisms 
can also take place in TFETs for lower VGS, such as Trap-Assisted Tunneling (TAT) and 
Shockley-Read-Hall (SRH) generation.

FIGURE 7.1 
(a) MOSFET drain current as a function of gate voltage for different VT; (b) Drain current as a function of gate 
voltage for different device architectures, i.e., bulk Si MOSFET, Multiple Gate FET (MuGFET), and TFET. (After 
Ionescu, A. M., and Riel, H., Nature, 479, 329–337, 2011.)
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Figure 7.3 shows a nanowire TFET (with gate-to-drain underlap and a small gate to 
source overlap – Figure 7.3a) for different VGS conditions, showing the drain current and 
the band diagram for three different predominant conduction mechanisms: SRH, TAT, 
and BTBT in Figure 7.3b–g, respectively [3]. JSRH, JTAT, and Jt are the current density due to 
SRH, TAT, and BTBT, respectively. In Figure 7.3, kB is Boltzmann’s constant, T the absolute 
temperature, and ∆Et the energy difference of the SRH generation level with respect to the 
intrinsic level in the semiconductor. One can see that based on the first-order model, SRH 
and TAT currents are thermally assisted and the relative influence of the temperature on 
it is much higher than for BTBT, which depends on the small narrowing of the bandgap 
(Eg) with higher temperature. Figure 7.4a shows the drain current as a function of gate 
voltage from 100 K to 400 K, where it is possible to see that for higher VGS the IDS changes 
due to increasing temperature are relatively lower (when the BTBT is the predominant 
current) than for low VGS, where TAT and SRH are dominant. The dominant conduction 
mechanism for a determined bias condition can be obtained through the analysis of the 
activation energy (EA), which has to be lower than 0.1 eV (for silicon devices) in order to 
have BTBT dominant (Figure 7.4b).

In spite of the silicon, TFETs do not present a SS lower than 60 mV/dec as expected (since 
the TAT contribution is not negligible and it degrades the subthreshold region, and ION is 
low compared to the MOSFET/FinFET on-current); it is observed that the output conduc-
tance is much better (lower) compared to the case of a MOSFET. As a result, although the 
digital behavior is still not good enough, the main analog parameters such as the early 
voltage and intrinsic voltage gain are improved compared to MOSFET/FinFET devices, as 
discussed in the next section.

FIGURE 7.2
TFET cross section (a) and band-diagram for TFET in off-state (b) and in on-state (c) for silicon (dashed lines) and 
germanium (full lines) source materials.
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FIGURE 7.3
(a) Nanowire TFET cross section; drain current and band-diagram at SRH (b and c), TAT (d and e) and BTBT 
(f and g) conduction mechanisms. (After Martino, M.D.V. et al., J. Integr. Circuits Syst., 8, 110–115, 2013.)
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7.2 Analog Operation of TFETs

Although the tunnel-FET devices were developed for digital applications, some researchers 
have demonstrated their potential for analog circuit design. In order to discuss this topic, 
two important figures of merit for analog application were chosen: the intrinsic voltage 
gain and the unit gain frequency. The intrinsic voltage gain (AV) depends on the good 
control of the drain current by the gate voltage and the low influence of the drain voltage 
on the output characteristics. The AV can be obtained by: 

 A
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where IDS is the drain current, gm is the transconductance, gd is the output conductance, and 
VEA is the early voltage.

The unit gain frequency is an important parameter to define the operating frequency 
limit and can be represented by 
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where Cgg is the total gate capacitance.
The analog performance of TFETs can be evaluated by investigating the AV and 

fT parameters at room and high temperatures. Comparing simulations, performed to bet-
ter understand the obtained results, with experimental data is a very useful approach. 
Data has been reported on the analog performance of full silicon devices, silicon-based 
nanowire TFETs with different source compositions (Si1−xGex) and line-TFETs. Interesting 
results are also published on the performance of the latest generation of devices, fabricated 
with III-V materials.

FIGURE 7.4
(a) Drain current as a function of the gate voltage for different temperatures; (b) Activation energy as a function 
of the gate voltage for VDS = 0.9 V. (After Neves, F.S. et al., Transconductance hump in vertical gate-all-around 
tunnel-FETs, in IEEE SOI-3D-Subthreshold Microelectronics Technology Unified Conference (S3S), IEEE Explore, 
pp. 1–3, 2015.)
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7.2.1 Analog Performance of Full Silicon TFETs

Considering that FinFETs are one of the adopted structures in the semiconductor industry 
for the current technological nodes, the first analog evaluation will be performed by 
the comparison between FinFETs and TFETs fabricated in the same Silicon-on-Insulator 
(SOI) wafer, with the same process conditions, changing only the source implantation. 
A schematic structure is shown in Figure 7.5. Technological details about the devices fab-
rication process can be found in [5,6].

Figure 7.6 presents the transconductance (gm) and output conductance (gd) (a) and 
the intrinsic voltage gain (b) for both TFETs and FinFETs as a function of temperature. 
An evaluation of gm for FinFETs for different dimensions reveals that the shorter and 
wider device presents a higher transconductance, as expected, due to the well-known 

FIGURE 7.5
Scanning Electron Microscope (SEM) image of a FinFET structure with a TFET doping schema and TFET and 
FinFET 2D structures, highlighting the different doping in the source part.
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W/L dependence. However, the small leakage current at the second interface degrades 
the gm for shorter FinFETs, which appears due to the wide fin (weak coupling between lat-
eral gates). As we focus on TFETs, we see that the better transconductance was obtained 
for narrow devices. Since for point tunneling transistors the influence of the channel 
length is negligible, only the fin width plays a role; therefore, for narrow devices the 
good coupling between the side gates ensures that the electric field is stronger along the 
entire source/channel junction and the tunneling current is enhanced. When we com-
pare both technologies, pFinFETs present a much higher transconductance (more than 
four orders of magnitude) than pTFETs [7]. The low gm obtained for TFETs is a conse-
quence of the wide silicon bandgap; that results in a low on-state current when compared 
with its MOSFET counterpart. Beside all these analyses, the opposite trend of gm with 
the temperature increase also has to be taken into account. While for FinFETs the gm is 
slightly reduced due to the mobility degradation at higher T, for TFETs a gm improvement 
is observed, since the tunneling mechanism increases with temperature caused by band-
gap narrowing.

When the output conductance is evaluated, better (lower) gd values are obtained for 
pTFET devices, and the difference of gd between both technologies is at least four orders of 
magnitude. The very low gd obtained for TFETs can be explained by the weak dependence 
of the tunneling current on the drain voltage. When we analyze the temperature impact 
on gd, it is possible to observe an unexpected slight increase in gd values for the FinFET with 
equal channel length and width. The output conductance should decrease with increasing 
temperature due to reduced mobility, suffering a slight increase due to self-heating as 
reported in [7]. However, for pTFET devices, the bandgap is reduced with the temperature 
increase, which results in an enhancement of the tunneling current degrading (increasing) 
the gd values.

As we analyze the experimental intrinsic voltage gain for different temperature values 
(Figure 7.6b), it is possible to observe that for pTFETs, independent on the device dimen-
sions, the obtained AV is higher than for pFinFETs. Although the FinFETs have a higher 
transconductance than the tunneling transistors, the output conductance obtained by the 
pTFETs is much lower (better) than for FinFETs. This excellent gd behavior becomes pre-
dominant and results in a better intrinsic voltage gain.

The unit gain frequency ( fT) strongly depends on gm and the total gate capacitance (Cgg) 
(Equation 7.2). The Cgg is also dependent on the applied bias as reported in [7]. When we 
consider the same bias condition for which the transconductance and intrinsic voltage gain 
were extracted (VGS = −1.7 V and VDS = −1.2 V), the total gate capacitance was estimated 
by simulation for the temperature range from 25°C to 150°C, as can be seen in the inset 
of Figure 7.7. Since the total gate capacitance for TFETs, when operating in the on-state, 
depends only on the gate-to-drain capacitance (Cgd) [8], Cgg for TFETs is approximately two 
times lower than for a pFinFET at the studied bias conditions. However, considering the 
transconductance impact on f T, since gm varies over four orders of magnitude when both 
technologies are compared, it becomes the predominant factor and results in a higher fT for 
pFinFETs for all temperature ranges.

Considering the good intrinsic voltage gain, full silicon TFETs thus show good potential 
for analog applications if a high unit gain frequency is not required. However, the problem 
observed for low fT, is the low transconductance that results from the low ION. Some strate-
gies have been adopted to improve ION, as an example, the use of materials with a smaller 
bandgap at the source (heterojunction devices).
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7.2.2 Analog Performance of Si1−xGex/Si Source to Channel Junction TFETs

With an aim to reach a higher on-state current, some important changes were considered in 
heterojunction devices. The first modification is the use of a gate-all-around (GAA) structure, 
which ensures a better coupling between gate and channel, increasing the tunneling rate. 
The second variation is to increase the germanium (Ge) amount in the source composition 
of GAA-TFETs. The third one is a change of the source geometry, resulting in a new type of 
tunneling device called line-TFETs. The structures of GAA (a) and line-TFET (b) are presented 
in Figure 7.8.
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the calculated gate-to-drain capacitance as a function of T at VDS = −1.2 V and VGS = −1.7 V. (After Agopian, 
P.G.D. et al., IEEE Trans. Electron Devices, 60, 2493–2497, 2013.)

FIGURE 7.8
Gate-all-around structure (a) and a schematic cross section of a Line-TFET (b).
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Although the GAA structure increases the tunneling rate, the improvement of ION of full 
silicon GAA transistors is not enough to achieve similar levels to those of the drain current 
supplied by a MOSFET. In order to obtain higher ION and higher gm, the source material 
was changed to a SiGe alloy or to pure germanium.

Since germanium has a lower bandgap than silicon, the higher the germanium con-
centration in the source material, the higher the BTBT rate, which results in an increase 
of ION without degrading the off-state current (IOFF). Besides the ION enhancement, it is 
still possible to observe in Figure 7.9a that by increasing ION, the switch velocity is also 
improved. The higher BTBT influence on total drain current as the Ge concentration 
increases can also be seen from the activation energy (EA) graph (Figure 7.9b). It is possible 
to notice that the higher the Ge concentration, the smaller is EA, i.e., the BTBT becomes the 
predominant mechanism (EA < 0.1 eV) for lower VGS.

To explain the analog behavior of each TFET structure based on the transport mecha-
nism, it is important to keep in mind that since the tunneling mechanism occurs at the 
source/channel junction, the influence of the drain electric field is smaller than that shown 
by MOS transistors. Besides, when the tunneling transport mechanisms are compared, 
TAT is quite dependent on gate voltage and almost independent of the drain bias, while 
BTBT is more susceptible to the drain electric field.

Considering the ION improvement promoted by inserting the germanium at the source, 
it is reasonable to imagine that there is an increase in transconductance values as the Ge 
concentration is higher. The increase of gm, in turn, takes the TFET to operate with a higher 
frequency of unit gain.

However, it is not only the transconductance value that increases with the increasing 
germanium percentage at the source; the output conductance also increases because 
the lower is the source bandgap, the more dominated by the BTBT mechanism is the 
device behavior and, therefore, it becomes more dependent on the drain voltage. When 
we compare the intrinsic voltage gain values for GAA-TFETs (Figure 7.10), it is possible to 
notice that there is a competition between the gm improvement and the gd degradation. The 
GAA-TFET with 27% of Ge at the source shows a better AV because the gm was improved 
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due to the higher tunneling rate, but the BTBT mechanism is still not strong enough to 
degrade the gd characteristic.

An extremely low gd value is key for a very high AV, and this is the reason why the full 
silicon device presents an intrinsic voltage gain at almost the same level as a TFET with a 
Si0.73Ge0.27 source.

The main variation in the line-TFET structure is the source extension under the gate and 
under the thin intrinsic silicon layer (channel). This new geometry allows an alignment 
between the tunneling and the electric field (as represented in Figure 7.11a). This alignment 
improves the tunneling rate, and extension of the source increases the tunneling area, 
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FIGURE 7.11
The schematic tunneling alignment (a) and drain current of Line-TFET as a function of gate bias for different 
drain voltages (b). (After Agopian, P.G.D. et al., Intrinsic voltage gain of line-TFETs and comparison with other 
TFET and MOSFET architectures, in Joint International EUROSOI Workshop and International Conference on 
Ultimate Integration on Silicon (EUROSOI-ULIS), IEEE Explore, pp. 13–15, 2016.)
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improving the total drain current. The final IDS for this TFET structure has the same level 
compared to conventional MOSFETs.

Although this ION improvement is very good for digital applications, when the 
AV performance is required, the high gd degrades AV, resulting in the lowest AV value among 
Group IV TFET devices, but it is still higher than for MOSFETs. Then, if a high IDS level is 
required, the line-TFETs could be the best option for the application.

7.2.3 Analog Performance of III-V TFETs

III-V alloys usually have a direct bandgap compared with Si, SiGe alloys, or Ge, which 
offers another possibility to improve ION by using III-V TFETs. The presence of a direct gap 
increases the BTBT rate, which makes the transistor behavior almost independent on TAT.

The activation energy and intrinsic voltage are evaluated for In0.53Ga0.47As TFETs, with 
TiN as the metal gate and a gate dielectric composed by 1 nm Al2O3 followed by two dif-
ferent gate HfO2 thicknesses (3 and 2 nm) [11].

The activation energy of ION (Figure 7.12) drops from a 0.4 eV maximum at 0 V to a mini-
mum plateau, independent of the gate oxide thickness. This abrupt transition to the BTBT 
regime confirms the small dependence of ION on TAT, which means a high switch velocity.

The III-V TFETs subthreshold slope reaches lower values than 60 mV/dec at room tem-
perature [11], and this characteristic also contributes to a higher transistor efficiency 
(gm/IDS) and consequently high intrinsic voltage gain at a weak conduction regime. For 
strong conduction, the scenario changes a little. The strong conduction is not the optimum 
analog operation regime for this type of TFET, but it still reaches AV~50 dB at room tem-
perature (Figure 7.13), showing it to be better than MOSFET technologies.

It is important to highlight that when these III-V TFETs were analyzed at strong 
conduction, the gate and drain bias were equal to 0.6  V. It means that, besides these 
devices presenting a good performance at a weak inversion regime (useful for 
low-power/low-voltage applications), the necessary voltage to reach the strong conduc-
tion is not high, reducing the supply voltage for this technology.

FIGURE 7.12
Activation energy as a function of VGS for In0.53Ga0.47As nTFETs, for two HfO2 thicknesses, with a VDS = 0.6 V.
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7.3 Low-Frequency Noise and Random Telegraph Signals

Low-frequency (LF) noise is an important parameter for the analog performance 
of solid-state devices and circuits. It sets a lower limit to the lowest detectable sig-
nal with respect to background fluctuations in the current. In addition, LF noise can 
be upconverted to high frequencies in the Radio Frequency (RF) domain by the device 
non-linearities, giving rise to phase noise in oscillator circuits. In this section, LF noise 
in TFETs will be outlined both from an experimental and a modeling viewpoint. First, 
the basic types of LF noise and their origin in semiconductor devices will be discussed. 
In a second part, the experimental LF noise behavior in TFETs, including RTS, will be 
described and compared with MOSFETs. This has led to dedicated analytical models. 
Finally, simulation results of the LF noise behavior of TFETs and simple TFET-based 
circuits will be summarized.

7.3.1 Noise Types and Origin

A general LF noise spectrum of a semiconductor device can be represented as follows [12]: 
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In Equation (7.3) SI is the current noise power spectral density (PSD); KW is the PSD of 
the white (frequency-independent) noise; Kf is the amplitude factor of the so-called 1/f or 
flicker noise with a frequency exponent γ close to 1 ( f the frequency), and Ai and f0i is the 
amplitude and the corner or characteristic frequency of Generation-Recombination (GR) 
noise, corresponding with a Lorentzian spectrum. Each of the noise types in Equation (7.3) 
can have different origins. For example, white noise has a fundamental origin, which is 
related to the transport in the device or across a junction (potential barrier). Thermal noise 
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FIGURE 7.13
Experimental intrinsic voltage gain as a function of temperature for In0.53Ga0.47As nTFETs, with a VGS = VDS = 0.6 V.
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is driven by fluctuations in the thermal energy kBT of the carriers, and for a resistor type of 
device (resistance R) the spectral density is [13] 

 S k T RI B= 4 /  (7.4)

In case of a rectifying type of device (a Schottky barrier or a p-n junction), the white noise 
will be dominated by so-called shot noise, given by [13] 

 S qII D= 2  (7.5)

for fully uncorrelated transitions (=full shot noise). For scaled transistors, thermal and 
shot noise will only dominate at rather high f, starting from a few hundred kHz to 1 MHz, 
up to the GHz range.

In the LF range from ~1 Hz to 100 kHz, non-fundamental excess noise determined by 
defects in the material or at the interfaces will govern the current fluctuations. Two types 
of 1/f noise sources have been proposed over the years, yielding two different models: 
mobility fluctuations often abbreviated as ∆μ and number fluctuations also termed ∆n. 
While the exact fundamental origin of ∆μ noise is still a matter of debate, it has been 
described in terms of an empirical model, given by [14] 

 S
I Nf

I

D

H
2 = α  (7.6)

with N the total number of fluctuators in the device, i.e., the number of carriers in a transis-
tor channel and αH the so-called Hooge parameter, which can depend on the bias condi-
tions and has to be considered as a quality indicator for the noise of a device. A defective 
device has high values (>10−3) while a good-quality device has a low αH (<<10−3). Usually, 
the αH value is inversely correlated with the transport mobility.

While standard polysilicon/SiO2 pMOSFETs can be described by the ∆μ model, most 
of the nMOSFETs (and also scaled metal gate/high-κ pMOSFETs) are governed by ∆n 
fluctuations. In other words, they are determined by carrier trapping and de-trapping by 
structural defects present in the gate oxide, in the vicinity of the interface with the semi-
conductor substrate [15]. These are also termed border traps, as they are able to communi-
cate with the channel with time constants in the range of 1 ms to >1 s. Several models have 
been developed in the past to describe the corresponding 1/f noise. To date, the most popu-
lar description is based on the correlated mobility fluctuations ∆n model, given by [16,17] 

 S S C VV V CG = ±fb eff ox GT( )1 2α µ  (7.7)

with SVG  as the input-referred voltage noise PSD (=SI/gm
2 in V2/Hz) and SV fb as the value 

at flat-band voltage. Further, in Equation (7.7) αC is the Coulomb scattering coefficient, μeff 
the effective mobility, Cox the oxide capacitance density (F/cm2), and VGT the gate voltage 
overdrive. The sign in front of the second term between brackets depends on the nature of 
the oxide traps (acceptor or donor): if the trap becomes charged upon capture of a channel 
carrier, the Coulombic scattering associated with it adds up to the number fluctuations; the 
opposite holds in the other case. From the flat-band voltage spectral density, the oxide trap 
density Not can be derived, according to [16,17]: 
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In Equation (7.8), αt is the attenuation factor of the electron (hole) wave function in the gate 
dielectric, on the order of 108 cm−1.

Finally, Generation-Recombination (GR) noise is due to subsequent carrier thermal gen-
eration and recombination through a deep level in the bandgap, according to the Shockley-
Read-Hall (SRH) mechanism [18]. For a deep level in the semiconductor depletion region, 
maximum GR noise will be generated when the Fermi level crosses the trap level, which 
also pins the corner frequency f0i, irrespective of the gate voltage [19,20]. The latter is related 
to the capture (τc) and emission time (τe) of the trap level through 

 2
1 1

0π
τ τ

f
c e

= +  (7.9)

Therefore, the f0 in function of the temperature T enables the so-called GR noise spec-
troscopy to be performed, yielding the trap activation energy and capture a cross section 
from an Arrhenius plot [21]. For scaled transistors, the number of active traps can be 
reduced to only a few. While the corresponding noise spectrum remains Lorentzian, the 
fluctuations in the time domain become discrete, as in Figure 7.14, switching between a 
high state and a low state. This phenomenon is called a Random Telegraph Signal (RTS) 
and originates from a single trap, which can reside on either side of the semiconductor/
dielectric interface [22]. The high state usually corresponds with the trap empty (capture 
interval), while in the low state, the trap is occupied by a carrier (emission time). These 
time constants can depend strongly (exponentially) on the gate voltage, indicating that 
the trap is in the gate oxide [22,23]. A more detailed description of RTS (or RT Noise – 
RTN) can be found in Ref. [22].

FIGURE 7.14
Impact of transistor scaling on the LF noise behavior. Reducing the transistor feature size results in a change 
in the time domain current fluctuations from structureless to RTS. The corresponding noise spectrum changes 
from predominantly 1/fγ-like to Lorentzian GR noise.
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7.3.2 LF Noise in TFETs

Initial LF noise studies were performed on Si-based homojunction or hetero-junction 
TFETs [24–28]. A strong sensitivity to single-defect related RTS was reported [24–26], espe-
cially when the trap was close to the source tunneling junction. Other devices exhibited 
rather 1/fγ-like spectra [26–28], indicating a distribution of traps in the vicinity of the tun-
neling path contributing to the ∆n fluctuations. Similar flicker noise dominance was found 
for In0.7Ga0.3As homo-junction and GaAs0.35Sb0.65/In0.7Ga0.3As hetero-junction TFETs [29] 
and in InAs-based nanowire TFETs [29]. Overall, the 1/f noise magnitude depends on 
the dominant transport mechanism, i.e., whether BTBT or defect-assisted mechanisms 
(TAT and SRH) are present [27,28]. An example is given in Figure 7.15, showing the input-
referred voltage noise PSD versus gate voltage for Si-based TFETs with different types 
of source material (Ge or Si). It is evident that at low currents, where TAT dominates a 
higher SVG is observed, while at higher currents, the noise magnitude saturates in the BTBT 
regime. Qualitatively, this behavior is opposite to what is typically found in a MOSFET, 
where SVG is constant at low currents and starts to increase in strong inversion [13]. This is 
related to the different behavior of gm: for a TFET, gm continuous to increase for higher gate 
voltage VGS (inset Figure 7.15), while for a MOSFET a peaked behavior around VT is typi-
cally obtained. As the defect-assisted current mechanisms are usually thermally activated, 
low-temperature operation suppresses these in favor of BTBT. This is also found in the 
noise behavior [27,28], where compared with room temperature the excess flicker noise 
due to TAT is suppressed at 77 K, while the BTBT-related noise PSD remains constant [28].

As seen in Figure 7.15, heterojunction TFETs exhibit lower 1/f noise compared with 
homojunction devices, which can be explained, as seen later, by the more efficient BTBT 
in the former, yielding a shorter effective tunneling length L’. The higher the Ge content 

FIGURE 7.15
Input-referred voltage noise PSD versus VGS at 25 Hz and VDS = 0.9 V for a TFET with a Ge source and 3 nm HfO2 
gate dielectric (▪), a Ge source and 2 nm HfO2 (▴) and a silicon source and 3 nm HfO2 (•). (After Neves, F.S. et al., 
IEEE Trans. Electron Devices, 63, 1658–1665, 2016.)
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in the source, the smaller the 1/f noise PSD is, whereby the BTBT-related noise reduces for 
increasing Ge content x in the Si1−xGex source [27,28]. A similar tendency has been reported 
for III-V TFETs [29]: higher 1/f noise PSD for homojunction versus heterojunction TFETs.

Reducing the gate oxide thickness also helps to improve the 1/f noise performance 
of Ge-source TFETs (Figure 7.15). This can be explained by the higher vertical electrical 
field at the same VGS, which increases the BTBT generation rate. This should also reduce 
the tunneling length and increase the carrier density. The latter is important to screen 
the potential of a charged (interface) trap, contributing to the flicker noise.

In order to better understand the underlying noise mechanism(s) in TFETs, it can 
be helpful to investigate the RTS behavior as a function of the vertical and lateral trap 
position, for different device geometries (L and W) and for different bias conditions 
(VGS and VDS). Numerical simulation studies on RTS in nTFETs have shown that the trap 
amplitude is closely related to the lateral position along the channel: traps close to the 
tunneling path near the source junction will have the highest impact, while traps closer 
to the drain have smaller amplitudes ∆ID [31]. The obtained RTS amplitude distribution 
is non-Gaussian, with large-amplitude tails. The up-and-down time constants follow an 
exponential distribution, as in MOSFETs [31]. The RTS amplitude can be estimated in the 
first instance by calculating the effective region of trap-induced potential perturbation. For 
a trap at the Si/high-κ interface, the maximum radius of the perturbed area is 0.8 × tox. This 
yields a theoretical maximum ∆ID, which is smaller than 0.01 × ID. The highest experimen-
tal amplitudes may amount, however, to several tens % of the channel current [31]. Such 
high amplitudes can only be explained by considering a non-uniform BTBT generation 
rate along the width of the device at the source-channel junction. These points of high 
generation rate can act as critical current paths, similar to the current filaments across 
the channel of a MOSFET [22]. An (interface) trap in close vicinity of this critical path will 
have a high impact on the BTBT current. Since there will be fewer critical paths in a nar-
row device, the impact of a single defect will become more pronounced [31]. As the BTBT 
current is determined by the maximum electric field (Fmax), all variability sources impact-
ing on this parameter will also influence the RTS amplitude, e.g., Line Edge Roughness 
(LER), Random Dopant Fluctuations (RDFs), and Work Function Variation (WFV). WFV 
will be important for metal-gate TFETs and less pronounced for polysilicon gates. LER will 
depend on the device architecture, i.e., planar versus multigate fin-type.

In InAs/GaSb-based heterojunction TFETs, pronounced RTS was found in the steep sub-
threshold regime [32] with maximum relative amplitude up to 50% of the DC current. This 
comes from the small diameter of the studied nanowires (~20 nm). The calculated step in 
gate voltage ∆VGS corresponding with a single RTS was on the order of a few mV typically 
[30]. From the capture and emission time constants, a trap position in the gate oxide of 
2.8 nm from the interface has been derived. It was also demonstrated that the collective 
action of a number of RTSs degrades the subthreshold swing [32].

An analytical model for the RTS amplitude in TFETs has been derived in Ref. [33], 
starting from the expression for the tunneling current: 
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The change in the channel electric field near the tunnel junction by a charged trap can be 
approximated by [33]: 

 ∆ =
′

F
Q
WL
eff

chε
 (7.12)

with εch the permittivity of the channel region and Qeff = ηq, where η < 1. This factor includes 
effects such as the screening of the trapped charge by the free carriers and the vertical posi-
tion of the trap and the lateral distance from the source junction. From comparison with 
TCAD simulations, η = 0.5 appears to provide a good fit for a trap at the interface [33].

Extension of the RTS model to a number fluctuations model for the 1/f noise of a TFET is 
straightforward, yielding [29,33] 
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This is rather similar to the ∆n model for the 1/f noise of a MOSFET, with the exception 
of the field-dependent pre-factor and replacing the gate length by the effective tunneling 
distance. Based on the same approach, one can show that [28] 
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As shown in Figure 7.16, the relationship between the normalized noise PSD and the 
inverse square of the SS is followed in good approximation for the Ge-source TFETs.

7.3.3 Simulation of LF Noise in TFETs and Circuits

Further insights into the noise and RTN behavior of TFETs have been gained by TCAD 
simulations. Extensive efforts have been spent to investigate the dependence of the RTS 
amplitude ∆ID (or ∆VGS) on several device and trap parameters, for silicon [31,34,35] and 

FIGURE 7.16
Normalized current noise PSD versus subthreshold swing at 25 Hz and VDS = 0.9 V for Ge-source silicon nTFETs 
with 2 nm (▪) or 3 nm (▴) HfO2. (After Neves, F.S. et al., IEEE Trans. Electron Devices, 63, 1658–1665, 2016.)
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III-V TFETs [32,33]. A general trend coming out of these simulations is that the highest 
amplitude for a single oxide trap occurs when the trap resides at the interface. In fact, 
the impact for a trap in the channel could be even higher [33]. Therefore, most studies 
considered a single defect right at the interface. A second important conclusion is that the 
maximum RTS impact is for a defect at or in close vicinity of the source-channel tunnel 
junction. In a TFET, the maximum RTS amplitude reduces with distance to the source and 
is determined by the distance of the trap with respect to the critical tunneling path [34]. 
It has been found by simulation that relative amplitudes larger than 100% can be obtained 
for a TFET, since the tunnel current can increase when the trap is occupied [34]. The effect 
of a trap on the tunnel current can be understood qualitatively by considering the reduc-
tion of the electric field on the source side of the channel, which reduces the BTBT genera-
tion rate. This is different for a FinFET, where the maximum impact of an interface trap is 
when it is located on the source side of the middle of the channel [33]. Other differences are 
that a single trap near the source increases the off-state current and degrades the SS [32,33]. 
In contrast, marginal impact on the off-state leakage is found for a FinFET. The role of the 
nature of the interface trap (donor or acceptor) on the RTS amplitude has also been studied 
[33,34]. An nTFET is shown to be more sensitive to donor traps, even away from the source 
[34], yielding a significant degradation of IOFF and larger ∆ID.

3D simulations revealed that the RTS amplitude increases for narrower TFETs [33], 
while at the same time, marginal gate length dependence is obtained. This is opposite to 
the case of a FinFET, where there is an increase in ∆ID/ID for reducing L. It is, however, 
well in line with the model of Equations (7.11) and (7.12) and indicates that only traps in 
the vicinity of the critical tunneling path with length Lʹ have a pronounced impact on the 
current. Reducing the EOT gives rise to an increase in relative RTS amplitude, due to the 
improved SS [34].

An increase of the amplitude with VDS has been found from TCAD, saturating when the 
current saturates. This can be understood by considering that for higher VDS, the carrier 
density in the channel drops, leading to less screening of the trap potential and, hence, 
a stronger effect. The gate voltage dependence of the relative amplitude exhibits a pro-
nounced increase below device turn-on, followed by a steep drop above VT [33,34]. The 
latter results from the enhanced free carrier screening at higher currents. This stands in 
contrast to the VGS dependence of the RTS amplitude of a FinFET, showing a plateau in 
weak inversion and a smoother reduction in strong inversion [33]. This follows from the 
fact that a FinFET turns on later (less steep SS) than a TFET.

Numerical simulations also allow for the investigation of the effect of other variability 
sources on the RTS amplitude. It has been shown that in the case of WFV, grains with a 
smaller WF result in a larger band bending (nTFET, acceptor interface trap at the source) 
and a smaller impact of the interface trap [34]. For a trap away from the source, the WFV can 
change the distance with the spot of maximum BTBT rate and, hence, the RTS amplitude. 
These results can be used to optimize the gate metal processing in view of LF noise and 
RTS reduction for analog/mixed-signal applications. The effect of RDF on the RTS ampli-
tude has also been studied by TCAD, indicating that a higher source doping results in a 
more concentrated distribution and a reduced maximum value of the RTS amplitude [30]. 
The suppressed RTS generation may be originating from a reduced nonuniformity of the 
BTBT generation rate. This was verified experimentally by comparing the RTS amplitudes 
for silicon nTFETs with different source implantation doses [31]. Another way to suppress 
RTS is by using a two-step annealing of the source junction [31], which provides more 
diffusion of dopants and a more uniform electric field distribution at the junction at the 
expense of a less abrupt profile and a lower BTBT rate [31].
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In order to perform circuit simulations, the noise model of Figure 7.17 has been 
implemented, including white and flicker noise sources in Verilog-A code [33,36]. The 
 dominant white noise source in a TFET is the shot noise, which can be modeled by 
Equation (7.5), including a Fano factor Γ = 2, which represents the deviation of the shot 
noise  magnitude from the nominal Poissonian value 2qID.

The impact of RTS on circuit performance has been evaluated by simulations for 
SOI-based 8T SRAM cells and sense amplifiers [35] and for differential amplifiers and 6T 
and 10T III-V heterojunction TFET SRAM cells [33,36,37]. SRAMs in particular are vulner-
able to RTS, as they are designed with minimum-sized transistors [37]. RTS endangers the 
cell stability and compromises the read/write noise margins. It has been shown that a 10T 
HTFET SRAM cell exhibits improved read noise margin at an operation voltage of 0.175 V, 
compared with a 6T Si-FinFET SRAM cell [37].

7.4 Analog Circuits Based on TFETs

7.4.1 Motivation

Taking into consideration the promising advantages of individual TFETs, basic circuits 
have also been analyzed in recent studies [38,39]. After all, interesting behaviors such as 
the lower susceptibility to the channel length and to the temperature could enhance the 
performance of basic circuits. Digital configurations for instance inverters, multiplexers 
and comparators have been analyzed based on simulations [40,41] and experimental data 
as well [42,43].

FIGURE 7.17
Representation of flicker, thermal, and shot noise models (noise current sources) at transistor level. (After Datta, 
S. et al., Microelectron. Reliab., 54, 861–874, 2014.)
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Better output conductance is also particularly interesting for analog applications. This 
way, widely used functional blocks of circuits such as operational amplifiers have been 
investigated recently [44–47].

This section selects two essential analog applications, namely current mirrors and 
differential pairs, in order to show the impact of designing analog circuits with TFET 
devices. Representative parameters for each circuit designed with TFETs are then compared 
to the ones extracted for FinFETs [48,49]. The results are obtained for different dimensions, 
bias conditions, and temperatures, so that a final summary highlights the advantages of 
each technology depending on the application requirements.

It is worth remembering that new concepts of TFET devices have also been studied 
in order to overcome low on-state current [50,51]. One of these new alternatives is the 
Line TFET, which is characterized by a source/gate overlap in a way that the direction 
of tunneling and the gate electric field become aligned [52,53]. The resulting boost in 
the drive current and increase in the susceptibility to the channel length affect circuits 
designed with this TFET alternative [54,55].

Therefore, while this section mainly highlights the results for Point TFETs (described in 
details in Section 7.4.2), the final summary includes comments on new TFET approaches 
as well [56].

7.4.2 Current Mirrors

A current mirror is widely used to provide a fixed bias current to a circuit, regardless of 
the loading, by copying the current from another active device. For this goal, basic perfor-
mance parameters are the current transfer ratio (output and reference currents ratio) and the 
compliance voltage (maximum bias variation that still results in an acceptable output current).

It is key to evaluate the susceptibility of these key parameters to a variation in the 
temperature and to a mismatch in the transistors dimensions. A basic current mirror is 
schematically represented in Figure 7.18.

FIGURE 7.18
Representation of a current mirror basic circuit with P-type transistors.
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First of all, it is relevant to highlight the impact of channel length mismatch and bias vari-
ation on the suitability of Point TFET and FinFET technologies for current mirror circuits. 
Keeping fixed values of VD1 = 0 V and L1 = 60 nm, the current transfer ratio (IDS2/IDS1) has 
been studied for VD2 ranging from −0.5 V to +0.5 V and L2 ranging from 20 nm to 100 nm.

Figure 7.19 sums up the results as a function of L2. Solid lines represent VD2 = 0 V, when 
both transistors are under the same bias conditions, while the dashed curves refer to a 
0.5 V bias variation. A perfect matching situation is represented by L2 = L1 = 60 nm and 
VD2 = VD1 = 0 V when the ratio is unitary.

It is possible to confirm that a Point TFET circuit is much less dependent on L2 than the 
FinFET counterpart. In other words, current mirrors with Point TFETs present a very good 
mirroring behavior even when the transistor channel lengths do not exactly match. This is 
a direct result of the band-to-band tunneling happening quite close to the source/channel 
junction. The results also show that the drain current is affected by the output channel 
length only when it gets lower than 40 nm, which may be justified by the impact of DIBT 
on TFETs [54].

In contrast, a current mirror with FinFETs loses the ability to mirror the reference cur-
rent when L2 changes. When the output channel length changes from 40 nm to 100 nm, 
the IDS2 variation reaches 50% for FinFETs, while it varies less than 10% for Point TFETs. 
The worst-case scenario occurs for L2 = 20 nm for both technologies. For this condition, the 
output drain current deviation reaches 80% for TFETs and 230% for FinFETs.

In terms of susceptibility to the output drain voltage, it is patent that current mirrors 
with Point TFETs are much less dependent, provided the DIBT does not play a relevant 
role. The dashed lines for TFETs are very close to the solid ones for L2 higher than 40 nm, 
which can be connected to a higher compliance voltage observed for this technology when 
compared to FinFETs.

To evaluate the temperature impact on the current mirror output current, Figure 7.20 
plots IDS2(T)/IDS2 (300 K) for perfect matched transistors (L1 = L2 = 60 nm). The curves reveal 
two main differences between Point TFETs and FinFETs. The first one is the opposite 

FIGURE 7.19
Current transfer ratio as a function of L2 for current mirror circuits with Point TFETs and FinFETs, respectively, 
with L1 = 60 nm. Solid lines represent the condition of VD2 = 0 V and dashed lines illustrate the results for a 
variation of 0.5 V.
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trend, with an ascending curve only for the TFET case. The explanation comes from the 
differences in the prevailing transport mechanisms for each case. In Point TFET devices, 
higher temperatures slightly increase band-to-band tunneling, which is the most impor-
tant component for high values of VDS. Meanwhile, the mobility in FinFETs is degraded, 
causing a decrease in the drain current to almost half of its original value.

In addition to comparing solid lines to dashed ones, it is possible to analyze the suscep-
tibility to the output drain voltage for current mirrors operating at higher temperatures. 
While for Point TFETs this variation causes an output current deviation of 6%, for FinFETs 
the deviation reaches almost 30%. In other words, circuits with TFETs tend to present a larger 
compliance voltage not only at room temperature (as previously shown in Figure 7.19) but 
also for higher temperatures. Therefore, Point TFETs present a better performance in terms 
of mirroring the input current even for output bias variations.

Regarding the most recent TFET approaches, Line TFET devices have also been studied 
as an option for current mirror circuits. Due to its previously explained working principle, 
it is possible to overcome the disadvantage of the lower on-state current observed in 
Point TFETs. On the other hand, the independence of the channel length is not achieved 
anymore, resulting in a current mirror that is more susceptible to transistor dimensions 
mismatch. Since the prevailing transport mechanism for Line TFETs is band-to-band 
tunneling, circuits with this technology keep the advantage observed for Point TFETs in 
terms of temperature and bias condition impact.

In comparing the suitability of these 3 technologies to design current mirror circuits, 
Table 7.1 summarizes the advantages presented by each of them. It can be stated that 
Point TFETs can provide a lower dependence on temperature, channel length mismatch, 
and bias condition simultaneously. Meanwhile, if the drive current magnitude is a strict 
requirement, Line TFETs are the best option, combining high on-state current, typical for 
FinFETs, and a low dependence on the temperature, a very important characteristic of 
tunneling devices.

FIGURE 7.20
IDS2(T)/IDS1(300  K) as a function of the temperature for circuits with Point TFETs and FinFETs, respectively. 
Solid lines represent the condition of VD2 = 0 V, and dashed lines illustrate the results for a variation of 0.5 V.
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7.4.3 Differential Pairs

A differential pair circuit is obtained with two transistors connected to a common node 
and biased with a fixed current source. This way, transistors will transfer equal and oppo-
site signals through source and drain, leading to a differential output linearly dependent 
on the input signals.

Fundamental parameters are the differential voltage gain (Ad) and the compliance voltage. 
Once more, it is relevant to analyze how these key indicators vary with temperature and 
transistors dimensions mismatch. Figure 7.21 illustrates two different configurations of 
differential pairs, namely passive load and active mode ones.

First of all, simulations have been performed to highlight the differential gain (Ad) for 
circuits with Point TFETs or FinFETs. By varying the input voltages, it was studied how the 
normalized drain current for each transistor changes. Figure 7.22 shows IDS1/ISS and IDS2/ISS 
for each case as a function of vid = vin1 – vin2, when vin1 = –vin2.

In accordance to the expectations for perfect balanced differential pairs with matched 
transistors and drain resistors, drain currents are the same for both transistors when 
vin1 = vin2 = 0 V. When vin1 is positive and vin2 is negative, the current in T1 increases and in 
T2 decreases, with the opposite trend for negative vin1 and positive vin2.

Two clear differences between the performance observed for Point TFETs and for FinFETs 
must be pointed out. Point TFETs present a higher normalized current susceptibility to the 

TABLE 7.1

Features Presented by Current Mirrors Designed with FinFET, Point TFET and Line TFET Devices

FinFET Point TFET Line TFET

High on-state current ✓ ✓
Low susceptibility to the temperature ✓ ✓
Low susceptibility to channel length mismatch ✓
Low susceptibility to bias condition (high compliance voltage) ✓ ✓

FIGURE 7.21
Representation of differential pair circuit with (a) passive load and (b) active load.
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input voltage. On the other hand, this variation is linear only when |vin1| is kept below 0.1 V, 
while the circuit with FinFETs presents a virtually linear behavior for the whole analyzed 
input range.

The calculated slope obtained with Point TFETs is about 12 times higher than the one for 
FinFETs when |vin1| <0.1 V. Meanwhile, FinFET differential pairs present a more constant 
behavior, varying less than 2% for the whole range, against a 38% variation for Point TFETs.

In terms of basic current mirror parameters, a bigger variation of the normalized 
current slope leads to a lower compliance voltage. Regarding the differential voltage gain, 
it is proportional to both the slope and the magnitude of the drive current. Therefore, 
for this, circuit FinFETs tend to provide a better compliance voltage and highest gain; 
note that the ratio of on-state current for FinFETs and Point TFETs is bigger than the 12 
times the ratio observed for the slope.

The same procedure as used for current mirrors can be followed in order to focus on the 
impact of dimensions mismatching between T1 and T2 transistors. Once more, L1 was kept 
fixed at 60 nm, while L2 ranged from 20 to 100 nm.

Figure 7.23 illustrates the impact of L2 on the differential gain. The results show the rela-
tive variation to the perfect matching condition (L1 = L2 = 60 nm). It is clear that for higher 
values of channel length, Point TFETs are less susceptible (around 4%) to length varia-
tion than FinFETs (around 9%). This statement is consistent with the Point TFET working 
principle, since it is known that tunneling happens quite close to the source/channel junc-
tion. On the other hand, Point TFETs are affected by DIBT, when the channel length is 
decreased to 40 nm or less [54].

These circuits have also been analyzed in terms of susceptibility to the temperature. 
Figure 7.24 shows the relative Ad variation for temperatures up to 450 K. It is clear that the 
values for FinFETs decreased by more than 50%, which may be explained by the mobility 
degradation for higher temperatures. Meanwhile, the TFET values remain nearly constant, 
since the bandgap narrowing is closely compensated by the output conductance increase. 
It is worth mentioning that a similar trend is observed for common-mode gain and for 
common-mode rejection ratio.

FIGURE 7.22
Normalized currents (IDS1/ISS and IDS2/ISS) as a function of differential input voltage for a balanced differential 
pair with Point TFETs and FinFETs, respectively.
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Following the same procedure described for current mirrors, the Line TFET alternative 
has also been studied in terms of suitability for differential pairs. This way, it was possible 
to obtain a differential pair with a reference current similar to FinFETs and a normalized 
current slope similar to Point TFETs. Temperature stability was also similar to the one 
extracted for Point TFETs, since band-to-band tunneling prevails for both technologies.

Therefore, it is possible to make a comparison between differential pairs designed 
with these three options in terms of compliance voltage, susceptibility to channel length 
mismatch, differential voltage gain, and susceptibility to the temperature. FinFETs would 
present a higher compliance voltage, due to lower values of normalized current slopes, 

FIGURE 7.23
Differential gain variation (Ad(L2)/Ad(60 nm)) as a function of T2 transistor channel length (L2) for a balanced 
differential pair with Point TFETs and FinFETs, respectively.

FIGURE 7.24
Differential gain variation (Ad/Ad(300 K)) as a function of temperature for a balanced differential pair with Point 
TFETs and FinFETs, respectively.
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while Point TFETs would be the best for applications requiring a low susceptibility to 
channel length. Meanwhile, Line TFETs present the highest values of Ad, beating FinFETs 
(due to a much higher normalized current slope and a slightly lower ISS) and Point TFETs 
(due to a similar slope and a much higher ISS). Regarding the temperature impact, both 
Point TFET and Line TFET can take advantage of the lower temperature dependence 
of band-to-band tunneling and provide a less susceptible circuit in this point of view. 
Table 7.2 summarizes the advantages of each technology in terms of important parameters 
for differential pairs.

7.5 Conclusions

TFETs certainly have their space in the analog circuit landscape and, depending on the 
specific application needs, may offer a valuable substitute for standard CMOS, operating 
at a lower voltage. Developments over the years have established a rich portfolio of tech-
nology and design options to cover a broad span of existing and future needs. In many 
aspects, the poor digital performance of mainly silicon-based TFETs can be turned into 
advantageous analog performance parameters if the device can be operated in a BTBT-
dominated mode. One analog parameter that remains challenging to control is the LF 
noise, which is in many cases (interface) trap dominated and forms an important source of 
device variability. Again, choosing the right technological option may help to reduce the 
sensitivity to noise and RTS and may even yield favorable signal-to-noise ratios compared 
with CMOS-based circuitry.

List of Acronyms

BOX Buried Oxide
BTBT Band-To-Band Tunneling
DIBT Drain-Induced Barrier Thinning
EOT Equivalent Oxide Thickness
FET Field-Effect Transistor
FinFET Fin Field-Effect Transistor

TABLE 7.2

Features Presented by Differential Pairs Designed with FinFET, Point TFET 
and Line TFET Devices

FinFET Point TFET Line TFET

High differential voltage gain ✓ ✓✓
High compliance voltage ✓
Low susceptibility to channel length mismatch ✓
Low susceptibility to the temperature ✓ ✓
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List of Symbols

GAA Gate-All-Around
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MuGFET Multiple Gate Field-Effect Transistor
PSD Power Spectral Density
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RF Radio Frequency
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SRAM Static Random Access Memory
SRH Shockley-Read-Hall
TAT Trap-Assisted Tunneling
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TFET Tunnel Field-Effect Transistor
WF Work function of the gate material
WFV Work Function Variability
2D Two-dimensional
3D Three-dimensional
6T Six-Transistor
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Eg (eV) Bandgap
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ISS (A) Bias current for differential pair
JBTBT (A/m2) Current density due to BTBT
JSRH (A/m2) Current density due to SRH
JTAT (A/m2) Current density due to TAT
kB J/K Boltzmann constant
Kf (A2Hzγ−1) 1/f noise strength factor
KW (A2/Hz) PSD of white noise
L (m) Transistor length
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8.1 Introduction

Ever since the invention of metal oxide semiconductor field effect transistor (MOSFET), 
this type of device has been continuously used in CMOS technology and has undergone 
significant advancements. MOSFETs are being continuously scaled down to obtain 
improved electrical characteristics [1,2]. Further scaling of MOSFETs has become a serious 
concern as it results in a reduced on–off switching rate at low bias voltage and increased 
leakage power dissipation. Tunnel Field-Effect Transistors (TFETs) have been investigated 
as a promising candidate for future low-power applications [3–7]. However, the fabrication 
of doped source and drain regions in TFET is challenging as well as expensive [8,9]. Effects 
such as random dopant fluctuation have become significant in highly scaled TFETs [10–13]. 
The other problem with TFETs is the low on-state current compared to the conventional 
MOSFETs. Different TFET architectures have been aggressively studied to improve their 
on-state current, subthreshold swing, and ambipolar behavior [14]. Recently, a doping-less 
structure has been proposed as a potential solution to overcome the need to create abrupt 
junctions in TFETs [15], which creates source and drain regions in intrinsic Si using a charge 
plasma concept [16–19]. Doping-less TFETs (DL TFETs) have low production cost but the 
on-current of these devices is even lower than the conventional TFET. This is mainly due 
to the presence of source-side and drain-side spacer resistances in a doping-less structure. 
Based on the previous reported results, it is seen that the electrical characteristics of TFET, 
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such as on-current, threshold voltage, and subthreshold swing can be significantly 
improved by replacing single material gate with a dual metal gate. This happens to be 
the main focus of our research work. Consequently, in this work, we present a novel Dual 
Metal–Double Gate (DM–DG) doping-less TFET using the charge plasma concept and 
work function engineering, and analysis thereof. The proposed device consists of two 
metals of different work function as gate electrodes. Ideally, the size of tunneling metal 
gate should be narrow and its work function should be as small as possible to induce high 
electron concentration in the channel region [20].

The rest of the chapter is organized as follows. TFET basics and its operation are described 
in Section 8.2. The proposed device structure and design parameters are discussed 
in Section 8.3. The mathematical modeling of surface potential in the proposed device 
is presented in Section 8.4. The results and their implications are studied in Section 8.5. 
Finally, conclusions are drawn in Section 8.6.

8.2 TFET and Its Operation

The structure of TFET is quite similar to MOSFET except the doping of drain and source 
regions. The doping in the source and drain regions of TFET is of opposite polarity— 
i.e., it has p–i–n structure. TFET can be classified as n-typeor p-type depending on the 
type of majority carriers in the channel region when the device gets turned on. In an 
n-type TFET, the drain is of n-type and source is p-type, while in p-type TFET, the drain 
is p-type and the source is n-type. The source electrode is grounded in both TFETs, 
while positive bias voltages are applied to the drain and gate electrodes in an n-type 
TFET, and vice versa for p-type TFET. The channel region is either intrinsic or lightly 
p or n doped in comparison to the other two highly doped regions. The schematic of 
n-type TFET is shown in Figure 8.1.

According to the classical physics, a subatomic particle can cross a potential barrier 
only if it has sufficient energy to overcome the potential. However, according to the 

Vd

Vg

Vs

n+ Drain p+ SourceIntrinsic

Buried Oxide

FIGURE 8.1
Cross-sectional view of n-type Silicon-on-Insulator TFET.
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Schrodinger wave Equation  theory, there exists a finite probability that a particle that 
does not have enough energy will tunnel to the other side of the potential barrier. This is 
made possible by quantum mechanical tunneling, which is the basic current conduction 
mechanism in a TFET. In sharp contrast, MOSFETs conduct using thermionic emission. 
Since the tunneling probability of a particle is inversely proportional to its mass and 
width of a potential barrier, the source region of TFET is heavily doped to get a narrower 
depletion width. Thus, Band–to–Band Tunneling (BTBT) of charge carriers in TFET takes 
place at a source–channel junction.

The energy band diagram representation of a conventional n-type TFET in the on 
and off states is shown in Figure 8.2. In the off-state, when gate voltage (Vg) is zero, the 
conduction band of the channel is not aligned with the valence band of the source, thereby 
inhibiting BTBT at the source–channel junction. When sufficient gate voltage is applied, 
the device gets turned on and band bending takes place at the source–channel interface. 
Energy bands in the channel get lower down such that the valence band of the source is 
above the conduction band of the channel. This results in tunneling of electrons from the 
source valence band to the channel conduction band.

The performance of TFET is measured by three parameters: On-current, ambipolar 
current, and subthreshold swing. On-current in a TFET is of the order of a few microamperes 
and off–current ranges in femtoamperes. The total drain current in a TFET is obtained by 
integrating the Landauer equation over energy range [21–24]. The drain current in a TFET 
is determined by the following expression [22,23]: 

 I
e

h
T k dE f E f Ed

k
s d= | | −( )∑ ∫4

0

tot trans
trans

( ) ( ) ( )
∆φ

 (8.1)

Here, Ttot  is the total transmission function, fs and fd are the source and drain Fermi 
functions (respectively), ∆φ denotes the overlap of conduction band and valence band at 
the source channel interface, ktrans is the transverse wave vector, h is the Planck’s constant, 
and e is the electronic charge in Coulombs. It may be noted that TFET is an ambipolar 
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Valence and conduction band energy diagrams of conventional TFET in (a) off-state (b) on-state.
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device—i.e., an n–type TFET can exhibit p-type behavior if negative voltage is applied at 
the gate, keeping the same drain bias. In that case, band bending and BTBT take place on 
the drain side. This is undesirable as it may lead to logic circuit failures. In order to suppress 
ambipolarity, the source region is heavily doped. Other ways to reduce ambipolarity is by 
making asymmetric structures such as hetro–TFETs or hetero–gate TFETs. Subthreshold 
swing is defined as the amount of gate voltage required to change the drain current by 
one order of magnitude. It is desirable to have low subthreshold swing as it signifies fast 
switching of the device. MOSFETs usually have subthreshold swing equal to 60 mV/decade 
at room temperature. Further lowering of subthreshold swing is not possible in MOSFETs 
because of their current conduction mechanism. Since TFET uses quantum tunneling for 
charge transport, it can overcome this problem and can have even lower subthreshold 
swing—i.e., nearly 30 mV/decade.

As TFETs are scaled down further, it becomes very difficult to maintain high 
concentration gradients and sharp doping profiles. Moreover, it is quite expensive to 
diffuse different regions in a TFET by using techniques such as ion–implantation and 
annealing. Recently studied DL TFETs provide a solution for these problems. Doping-less 
TFET does not have any metallurgical junctions, and the whole body is uniformly doped 
with intrinsic concentration. The charge–plasma concept is used to induce the source, 
drain, and channel regions in TFETs. It also overcomes the problem of random dopant 
fluctuation, which leads to significant high off-current in the device.

8.3 Proposed Device Structure

The cross-sectional view of DM–DG doping-less TFET is shown in Figure  8.3. The 
various design parameters used in the development of the proposed device are obtained 
using [15] and are as follows: Intrinsic Si doping, Ni = 1 × 1015 cm−3, Si film thickness, 
TSi =  10  nm, Gate-oxide thickness, Tox  =  3  nm, Channel length  =  50  nm. In  DM–DG 
doping-less TFET, the top and bottom gates are composed of two materials of different 
work functions. The gate nearer to the source is called the tunneling gate and is of low 
work function while the gate nearer to the drain region is called the auxiliary gate 
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FIGURE 8.3
Cross-sectional view of DM–DG doping-less TFET.
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and has a high work function. Optimized gate work functions can lead to improved 
electrical characteristics  [25–29]. In the present research work, the work function of 
auxiliary and tunneling gates considered are 4.5 eV and 3.9 eV. The channel is divided 
into four tunneling regions—i.e., R1, R2, R3, and R4 include source depletion region, drain 
depletion region, and two channel regions under dual material gates, respectively. L1, L2, 
L3, and L4 denote drain depletion length, auxiliary gate length, tunneling gate length, 
and source depletion length, respectively. It may be noted that Si film thickness in our 
analysis is limited to 10 nm, since quantum confinement effect has not been considered. 
To avoid the possibility of silicide formation, a 0.5 nm thick layer of Silicon dioxide (SiO2) 
is inserted between the source metal electrode and Si film. Isolations of 3 and 15 nm 
spacer oxide are provided between the source–gate and drain–gate electrodes, which 
are approximately equal to the depletion region width on the drain–channel side in a 
conventional doped TFET. The electrical characteristics of the device are simulated using 
nonlocal BTBT model [18]. Along with this, Shockley–Read–Hall recombination, Auger 
recombination, and concentration-dependent mobility models have also been enabled.

8.4 Modeling Surface Potential

The potential profile in the channel region Ri, where {i = 1, 2, 3, 4} is given by 2-D Poisson 
equation as 

 
∂ ( )
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where q is the electronic charge, i.e., 1.6 × 10−19 C; Ni is the doping concentration; and εSi 
is the dielectric constant of Si. The boundary conditions of DM–DG doping-less TFET for 
potential distribution in y direction are as follows:

The electric field at the center of TFET (at y = TSi/2) is equal to zero: 

 ∂ 
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= 0
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, Si

2  (8.3)

The potential at the Si−SiO2 interface (i.e., y = 0) is equal to the surface potential ϕS x( )( ), 
which gives 

 ϕ ϕx xS, 0( ) = ( ) (8.4)

The electric field displacement is continuous across the Si−SiO2 interface: therefore, 
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where Ci is the gate−body capacitance per unit area and is different for different regions, 
and ϕg i,  is the gate potential in region Ri and is expressed as a function of the gate−source 
voltage (Vgs) and flat−band voltage (Vfb). Thus, the gate potential is 

 ϕg i iV V, ,= −gs fb  (8.6)
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The potential profile in vertical direction can be approximated using parabolic func-
tion [30] and is given as 

 ϕ ϕi S i i ix y x C x y C x y( , ) ( ) ( ) ( ), , ,= + +1 2
2 (8.7)

The parabolic approximation method and boundary conditions in (8.2) through (8.5) leads to 
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The solution to previous equation is derived and is given as 
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In Equation (8.9), Ld i,  and xi−1 are expressed as 

 Ld, i = T
Ci

Si Siε
 (8.10)

 xi m

m

m i

L−

=

= −( )

=  = ∑1

0

1

, L 00  (8.11)

To determine Ai and Bi in (8.9), other surface boundary conditions must be considered. 
These boundary conditions are as follows.

The potential at the drain and source regions is given by (8.12) and (8.13) as 

 ϕS V V, ( )1 10 = +bi, ds (8.12)

 ϕS biL L L L V, ,4 1 2 3 4 4+ + +( ) =  (8.13)

Since the potential is continuous across the channel, so 

 ϕ ϕS SL L, ,1 1 2 1( ) = ( ) (8.14)

 ϕ ϕS SL L L L, ,2 1 2 3 1 2+( ) = +( )  (8.15)

 ϕ ϕS SL L L L L L, ,3 1 2 3 4 1 2 3+ +( ) = + +( )  (8.16)

The electric flux at the interface of regions is continuous, thus 
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Here, Vbi is the built-in potential, Vds is the drain–source voltage, and i varies from 1 to 3. 
Substituting the boundary conditions (8.12) through (8.17) in (8.9) gives 



165Dual Metal–Double Gate Doping-Less TFET

 A
L

L

L
L

qN L
i

i

d i

i
i

d i

i d i= −










−








 −−

1

2
1

2

sinh

exp

,

,

,ϕ
εSi

++








 + −



















 −













ϕ ϕg i
i

d i
i

L
L

,
,

exp1  (8.18)

 B
L

L

L
L

qN L
i

i

d i

i
i

d i

i d i=


















 − +−

1

2
1

2

sinh

exp

,

,

,ϕ
ε

ϕ
Si

gg i
i

d i
i

L
L

,
,

exp








 +



















 −













1 ϕ  (8.19)

The vertical Ey,i (x, y) and lateral Ex,i (x, y) electric fields in region Ri can be obtained by 
differentiating the channel potential with respect to vertical and lateral axis: 
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Using Kane’s model for BTBT, the generation rate of carriers tunneling from the valence 
band of source to the conduction band of channel is expressed as [31] 

 G A E
B

E
BTBT kane

kane= −







α exp  (8.22)

where E is the local electric field and α is a material-dependent constant parameter. For 
direct bandgap materials (e.g., InAs), the value of α is 2; for indirect band gap materials 
(Si), it is equal to 2.5; Akane and Bkane are the tunneling process−dependent parameters. The 
drain current (Id) can be calculated numerically by integrating tunneling generation rate 
over the entire tunneling volume, given by (8.23). 

 I q G dVd = ∫∫∫ BTBT  (8.23)

8.5 Results and Discussion

The band diagram representation of DL TFET and DM−DG doping-less TFET in the 
off-state and on-state is shown in Figure 8.4a and b. It is observed that in the off-state, 
tunneling width between the conduction band of channel and valance band of source is 
too large for tunneling to occur. In the on-state (Figure 8.4b), application of Vgs = 1V causes 
the conduction band of the channel to shift down and get aligned with the drain region 
conduction band. Due to the lower work function of the tunneling gate, energy band 
lowers at the source−channel interface, resulting in an abrupt change in tunneling width, 
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thereby increasing the probability of tunneling. The non-local hole tunneling rate at the 
source channel interface is shown in Figure 8.5. It can be seen that the maximum non-local 
hole tunneling rate is 1 × 1030 cm−3.

The electron and hole concentrations of the proposed device in the off-state and on-state 
are shown in Figure 8.6a and b. It is observed that electron concentration in the channel 
region under the tunneling gate increases when gate voltage is applied as compared to 
the region under the auxiliary gate. This causes lowering of the tunneling barrier width, 
thereby resulting in a significant increase of the electric field under the tunneling gate 
at the source/channel interface, and it is shown in Figure 8.7. This phenomenon is quite 
similar to the charge plasma concept used to induce the N+ region to form drain in doping-
less TFETs. Our proposed device DM−DG doping-less TFET is thus effective to create 
abruptness at the source/channel interface. The maximum value of the electric field at 
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the interface between source and channel (at x = 0.15 μm) in the on-state is 2.72 × 106 V/cm 
while in the off-state, it is 1.51 × 106 V/cm. This large value of electric field under on-state 
condition is useful for achieving a better BTBT generation rate.

The variation of surface potential profile of the proposed device along the position 
of a channel in on-state is shown in Figure 8.8. It can be seen that the surface potential 
is constant up to 0.137  μm along the channel. At source−channel interface—i.e., 
at 0.15 μm—a peak is seen, which implies a sudden increase in the surface potential due 
to tunneling gate.
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The transfer characteristics of the proposed device and conventional DL TFET are 
presented in Figure  8.9. It is observed that due to the steeper characteristics of energy 
bands at the source/channel interface, abrupt switching of the device from off-state to 
on-state occurs. Thus, on-state current in DM–DG doping-less TFET is significantly higher 
than the conventional doping-less TFET. The value of on-current in conventional DL 
TFET is 10−8 A/μm, while for the proposed device, it is 10−6 A/μm. The improvement in 
subthreshold swing in the proposed device can also be seen in this figure.

The work function of the tunneling gate also plays a significant role in enhancing 
on-current of the device. The transfer characteristics of DM–DG doping-less TFET for 
different gate work functions are shown in Figure 8.10. It is evident from Figure 8.10 
that with a decrease in gate work function, the device on-current increases and 
vice versa. This is attributed to the fact that low work function increases electron 
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concentration in the region under the tunneling gate, resulting in greater alignment of 
energy bands, hence high on-current.

The output characteristic of the proposed device is shown in Figure 8.11. It is clear that 
at small drain voltages, the drain current increases exponentially and then gets saturated. 
The saturation of drain current shows that tunneling width does not change much and 
becomes constant after a certain drain voltage.

A comparative analysis of DL TFET and DM–DG doping-less TFET is provided in 
Table 8.1. Three key parameters, namely the ratio of on-current by off-current, subthreshold 
swing, and threshold voltage are considered.
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The average subthreshold swing, SS, is computed using the relationship given in (8.24) as 

 SS = −
−

V V
I I

T

VT

off

offlog log
 (8.24)

In Equation (8.24), the gate voltage at which the drain current becomes equal to 1 × 10−7 A/μm 
is taken as the threshold voltage VT, Voff is the gate voltage at which the device is in the 
off-state, IVT is drain current at threshold, and Ioff is the current at zero gate voltage. The 
average sub-threshold swing for the DM–DG doping-less TFET is 22 mV/decade, which is 
better than the DL TFET (37 mV/decade). Table 8.1, also shows that the proposed device 
provides improved Ion/Ioff ratio and low threshold voltage.

8.6 Conclusions

A detailed study of the DM–DG doping-less TFET using charge plasma concept and work 
function engineering is presented. The work function of auxiliary and tunneling gates 
considered are 4.5  eV and 3.9  eV, respectively. Analytical expressions governing surface 
potential in different regions across the channel are presented. It is observed that the 
maximum value of the electric field at the interface between source and channel in on-state 
is 2.72 × 106 V/cm while in the off-state, it is 1.51 × 106 V/cm. This large value of electric 
field under on-state condition is useful for achieving better BTBT generation rate. Moreover, 
optimization of gate work function leads to improved electrical characteristics of the proposed 
device. For example, low gate work function results in greater alignment of energy bands and 
hence high on-current. The DM–DG doping-less TFET shows significant improvements in 
on–off current ratio, threshold voltage, and subthreshold swing over conventional doping-less 
TFET. Thus, DM–DG doping-less TFET can be considered as a potential candidate for future 
VLSI applications due to its simple fabrication process, low thermal budget, less susceptibility 
to process variations, steeper subthreshold swing, and enhanced on-current.
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TABLE 8.1

Key Device Parameters for Two Types of TFETs

Parameters DL TFET DM–DG DL TFET

Ion/Ioff 109 1011

VT 0.37 V 0.30 V
SS 37 mV/decade 22 mV/decade
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Modeling of Graphene Plasmonic Terahertz Devices

Neetu Joshi and Nagendra P. Pathak

9.1 Introduction

The terahertz frequency band 0.1–10 THz has enchanted a huge number of researchers 
across the globe for its vast potential in the trending era of mobile communications in 
order to provide wide spectrum and large capacity to the current high-speed wireless 
links scenario [1–7]. It will provide immensely high data rates above 10 gigabits per sec-
ond (Gbps) to throw an impetus to the current technology toward a better future for 
the present generation of highly demanding wireless communication systems. The THz 
band will definitely arise as a boon to state-of-the-art wireless systems, resulting in large 
nanoscale applications in the field of communication, military equipment, and biomedi-
cal instrumentation. This band has been quite unexplored owing to lesser availability of 
sources and detectors in this regime as compared to the neighborhood microwave and IR 
frequency regions.

CONTENTS

9.1 Introduction ........................................................................................................................ 175
9.2 Material Properties of Graphene ..................................................................................... 176

9.2.1 Electronic Properties ............................................................................................. 176
9.2.2 Terahertz Properties of Graphene ....................................................................... 177
9.2.3 Optical Properties .................................................................................................. 178

9.3 Graphene-Based Plasmonic Waveguide Structures...................................................... 178
9.4 Modal Properties of Graphene Plasmonics Parallel Plate Waveguide ....................... 180
9.5 GPPWs for Demultiplexing Operation ........................................................................... 181

9.5.1 Model Structure and Theoretical Analysis ........................................................ 182
9.5.2 Transmission Properties of CSRR........................................................................ 185
9.5.3 Transmission Properties of WDM ....................................................................... 188

9.6 GPPW for Sensing Operation ........................................................................................... 189
9.6.1 Model Structure and Theoretical Analysis ........................................................ 190
9.6.2 Characteristics of Graphene Plasmonic Diplexer Using Coupled Line 

Resonators ............................................................................................................... 193
9.6.3  Sensing Application of Graphene-Based Modified SRR in Suspended 

Nanostrip Waveguide ........................................................................................... 196
9.7 Conclusion .......................................................................................................................... 202
References ..................................................................................................................................... 202



176 Nanoscale Devices

The THz frequencies can be used for data communication in terabits per second (Tbps) 
resorting to eye-blinking speeds as compared to the microwave frequency communica-
tion in the order of Gbps. The current digital modulation methods such as OFDM, ASK, 
PSK, and MIMO limit permissible data rates because of lesser spectral availabilities. For 
instance, 1 Gbps data rates are permitted in the present digital communication systems 
such as the 4-by-4 MIMO-based LTE-A system. The millimeter (mm) wave-based sys-
tems will allow data rates of 10  Gbps. However, it is still a long route to travel to the 
surge of Tbps data rates. Higher data rates will increase the complexity at the transmitter 
and receiver ends such as more power consumption and thermal losses management. 
In addition, the THz wireless communication systems are more prone to the atmospheric 
losses, resulting in development of ultra-small cells needing repeaters or regenerators 
at small distances in order to avoid mismatching between transmitter and receiver. 
Moreover, these effects are lesser in non-LOS wireless communication systems [8]. For 
wide-area networks, LOS communication at 10 Gbps [9] and FSO communication with 
1 Gbps [10] and 1.28 Tbps [11] is available in the visible frequency range. Nevertheless, the 
communication equipment needed is comparatively larger, limiting this frequency range 
for wireless mobile communication.

The THz wave communication provides wideband and high-frequency data links that 
offer bandwidths higher than the present mm wave communications but lower than that 
of optical fiber links. Certain issues at the device, instrumentation, and communication 
levels need to be resolved in order to overcome the research gap, such as huge path loss, 
at these frequencies. Another issue is the frequency selective path loss, which requires the 
development of efficient ultra-broadband antennas. These issues are quite similar to those 
in microwave and mm wave wireless communication counterparts.

9.2 Material Properties of Graphene

Graphene, the nanoscale thick carbon material, provides quantized electronic vibrational 
resonances known as Dirac Fermions, with high speeds [12–14]. It behaves in an unusual 
manner with respect to applied magnetic and electric fields because of quantum Hall effect 
and Klein paradox. The graphene material is sp2 hybridized with fully occupied s-orbitals 
that have valence bands, creating sigma bond between the C–C atoms. Thus, a honeycomb 
cross-sectional planar pattern has been developed. In addition, the p-orbitals have incom-
plete conduction bands creating pi bonds among the carbon-carbon atom. The graphene 
material has zero bandgap characteristics with infinitely small bandgap similar to metals. 
Next, we will describe the electronic, THz, and optical properties of graphene in the fol-
lowing subsections [13].

9.2.1 Electronic Properties

The shape of the lattice pattern of graphene resembles honeycomb, which is shown in 
Figure 9.1a. The unit cell basis vectors, presented in Figure 9.1b, can be written as: 
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Here, a is the radius of the first Brillouin zone, and the corresponding reciprocal lattice 
vectors represented by b are given as 
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In addition, the two Dirac points in the graphene Brillouin zone K and K′ are given by 
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According to the tight binding theory for graphene, there are two valence electrons 
in the valence band, but no electrons are found in the conduction band. At the Dirac 
points with EF = ћνf where EF is the Fermi energy level, νf the Fermi velocity, n is the 
concentration of charge carriers and � = h 2π (h is Planck constant), the dispersion curve 
remains nearly equal. It is rightly termed as a zero-bandgap semiconductor because of 
the zero values of Fermi velocity. The conductivity of graphene is a constant value 
given by σ =  e2/4ћ (where e is the charge of one electron), being dependent only on 
constant values. Moreover, 2.6% of the visible light is absorbed in monolayer graphene, 
which agrees reasonably well with the fine structure coefficient, which is πα where 
α = e2/4πε0ћc.

9.2.2 Terahertz Properties of Graphene

The material graphene provides excellent capabilities in the THz frequency regime because 
the plasmon polaritons developed at the surface have very high volume densities, leading 
to greater confinements and thus, localization. It provides a variety of applications such as 
in phase shifters, filters, and artificially engineered metamaterials [15–17]. Also, it has the 
potential to support a huge number of charge carriers, allowing tunabilities with applied 
chemical potential and relaxation times. It provides large values of surface resistance with 
the externally applied voltage. The surface conductivity (σ) of graphene has been defined by 

FIGURE 9.1
(a) Lattice pattern of graphene and (b) its first Brillouin zone.
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the Kubo formula in which the major contribution consists of interband transitions. It is 
given by Equation (9.4): 
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where e is the electronic charge, � = h 2π (h is Planck constant), kB is the Boltzmann con-
stant, ω is the frequency of the wave, Γ is scattering rate, μ is the chemical potential, ε is 
the electron energy, and T is the temperature. Here, f ed

k Tc B( ) ( )/ε ε µ= −( ) + −1 1 gives the Fermi-
Dirac distribution function. The desired characteristics can be obtained by change in the 
chemical doping, applied electrical voltage, or magnetic field via change in Fermi level, 
electrostatic field, or Hall effect. The condition to excite the SPPs in graphene is proper 
matching of the wave-vector of graphene plasmon polaritons (GPPs) with the incident elec-
tromagnetic wave. The quantized surface plasmonic resonances (SPRs) in graphene leads 
to greater confinements with lower losses in the THz frequency band. The sub-wavelength 
confinements of GPPs are considerably lower than the diffraction limits. The charge carri-
ers induced through doping or applying electrical voltage bias provide effective tunability 
features as compared to inert metal counterparts where no such mechanism of tuning has 
been provided. The relaxation or switching time determines the values for damping coef-
ficients in graphene. Graphene has compatibility with the prior silicon technologies and 
can be applied well in the field of nanophotonics.

9.2.3 Optical Properties

There are numerous factors such as temperature, carrier density, or frequency that affect 
the reflectance and transmittance properties of graphene. The surface conductivity (σ) 
given by the Kubo formula shown in Equation (9.4) consists of the major contribution of 
interband transitions.

9.3 Graphene-Based Plasmonic Waveguide Structures

The simplest graphene-based plasmonics waveguide structure supporting electro-
magnetic wave propagation is Graphene Parallel Plate Waveguide (GPPW), shown in 
Figure 9.2a and b. The characteristics of GPPWs have been explored rigorously in the last 
few years [18–21]. Hanson proved the propagation of quasi-TEM mode in GPPW [22]. The 
graphene layer possesses complex surface conductivities that depend on the chemical 
potential. Simultaneously, it may be tuned with the help of the doping concentration or by 
an externally applied electric field or a magnetic field via Hall effects, which can provide 
the isotropic and anisotropic values of the conductivity. There are various models for cal-
culation of the conductivity in graphene such as the semi-classical model and relaxation 
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time approximation (RTA) formulation, which describes the effect of spatial dispersion 
in decreasing the confinement and losses of slow surface plasmons in the parallel plate 
waveguides [18]. To increase the confinement, a dielectric layer is inserted between the 
anisotropic graphene plates, and the value of static electric field is increased by enhanc-
ing the graphene conductivity [19]. Recent developments show that the characteristics 
of terahertz surface plasmons such as propagation length and localization length can be 
improved by the use of Kerr-type nonlinear media [20] and one-dimensional photonic 
crystal [21]. By changing the width of one plate of GPPW and composition of dielectric 
material between the plates, we can obtain several other waveguide structures, which 

FIGURE 9.2
(a) Three-dimensional view of GPPW (b) Two-dimensional cross-sectional view of GPPW (c) 2-D cross-sectional 
view of graphene plasmonic nanostrip waveguide (d) 2-D cross-sectional view of graphene plasmonic coplanar 
waveguide (e) 2-D cross-sectional view of graphene plasmonic suspended nanostrip waveguide (f) 2-D cross-
sectional view of graphene plasmonic graphene backed coplanar waveguide. Here, G stands for graphene mate-
rial, and A stands for air or dielectric.
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have either planar or quasi-planar geometry as shown in Figure 9.2. These waveguides 
are mentioned in the chapter as graphene plasmonic nanostrip waveguide (GPNSW), 
graphene plasmonics suspended nanostrip waveguide (GPSNW), graphene plasmon-
ics coplanar waveguide (GPCPW), and graphene plasmonics graphene backed  coplanar 
waveguide (GB-GPCPW). These waveguide structures can be fabricated using rigor-
ous processes such as exfoliation, spin coating, and CVD process, depending on their 
applications [23].

9.4 Modal Properties of Graphene Plasmonics Parallel Plate Waveguide

Firstly, the geometry of graphene-based plasmonic parallel plate waveguide is shown in 
Figure 9.2a, which consists of a dielectric material layer sandwiched between two large 
graphene layers. This wave-guiding structure supports TM, TE, and quasi-TEM modes 
[22,24]. Now, applying boundary conditions for tangential components of electric and 
magnetic fields, we can write: 

 

E E n

H H n
c

T E

1 2 1 2

1 2 1 2

0

4

−( )× =

−( )× =









−

−
π σ ω µ γ( , , , ) ||

 (9.5)

Here, n1–2 is the unit vector along the normal, oriented from region 1 to region 2, and E|| is 
the electric field of the wave in the xz plane, which induces current in the graphene layers. 
Further, we obtain the equations for TM polarized waves as 
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and the equations for TE polarized waves as 
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Now, setting the determinants of the matrices to zero, we obtain the dispersion relations as
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where, k0 = ω/c, c is the speed of light, q = √(β2 − k0
2), q′ = √(β2 − εk0

2), and β = kz is the magnitude 
of the wave vector component along the propagation direction. The propagating modes in 
graphene plasmonic coplanar waveguides are even and odd modes. The even mode pro-
vides low-loss THz propagation, so it is the preferred mode. Here, the TM mode has an 
evanescent decay in the case of metals with hyperbolic sine and cosine fields. The presence 
of a quasi-TEM mode can be evaluated by assuming that the graphene PPWG is having 
slight perturbations from the perfect PPWG [22]. Graphene SPPs, propagating on a metal-
dielectric interface, possess many remarkably exceptional characteristics—for instance, 
higher field confinement, reduced losses, and greater propagation lengths as compared to 
inert metals—allowing its vast usage in the area of nanoplasmonics. It has extraordinary 
optical and electronic properties, used rigorously in the THz frequency regime. The plas-
monic ring resonators have been studied for the microwave and IR frequencies for a long 
time. Now, we will study the application of GPPW for demultiplexing operation.

9.5 GPPWs for Demultiplexing Operation

Firstly, the metal-based split-ring resonators (SRRs) were utilized for enhancement of elec-
tric and magnetic field responses [25]. Several devices can be designed with the help of 
SRRs such as low-pass filters [26], metamaterials [27], etc. They can also be used to study 
the photon decay rate [28]. Additionally, SPP-based demultiplexers have been demonstrated 
for demultiplexing and filtering operations [29]. The wavelength-division-demultiplexer 
(WDM) using metal-insulator-metal (MIM) plasmonic nanodisk resonators has been 
designed with the help of FDTD-based electromagnetic simulations [30]. The graphene 
SRR WDM is discussed in the subsequent section.

SRRs have been progressively utilized for enhancement as well as localization of 
electric and magnetic field responses in nanoscale integrated circuit applications. The 
wavelength demultiplexing application is provided by input and output graphene-based 
nano-transmission lines connected with SRR. The demultiplexing operation in the pro-
posed design varies with the material properties of the surrounding material and also 
on the chemical potential of graphene. The material properties of graphene-based com-
plementary SRR (CSRR) WDM mainly decide the localization of transmission peaks. 
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The applied gate voltage in graphene changes the transmission peaks of SRR structures, 
which in turn characterizes the demultiplexing action of the device. The resultant trans-
mittance simulations finally provide the demultiplexing characteristics. The curves 
between the transmission resonances in the frequency spectra have been plotted. Further, 
the dependence of sensitivity of the nano-device has been observed with variations in 
design dimensions.

9.5.1 Model Structure and Theoretical Analysis

Now, the geometry of the graphene-based plasmonic nanostrip waveguide along with its 
two-wire transmission line equivalent circuit is shown in Figure 9.3a. The desired geometry 
of nanostrip waveguide from GPPW can be obtained by varying the width of the upper plate 
while keeping lower plate unchanged [31,32]. The equivalent circuit representation requires 
knowledge of propagation constant γ (γ = α + jβ) and the characteristic impedance Z0 of the 
nanostrip waveguide, which has been modeled with the help of full-wave EM solver CST 
Microwave Studio. In the full-wave simulations, we have used the following parameters 
to obtain the transmission line characteristics of this waveguide geometry: width of the 
nanostrip waveguide is w, thickness of silicon dioxide d = 40 nm, h = 100 nm, t = t0 = 0.5 nm, 
and chemical potential μ of graphene strip: varied from 0.4 to 0.7. The aspect ratio is defined 
as w

d h
w

h+( ) ′= . The variation of the normalized phase constant (β/k0) and normalized attenua-
tion constant (α/k0) with frequency and aspect ratio is shown in Figure 9.3b–d.

The value of characteristic impedance of the graphene-based plasmonics nanostrip 
waveguide can be expressed with the relationships Z V IVI =  or Z V PPV = 2  or Z P IPI = 2 , 
where P is the power and V and I are the voltage and currents. Among the three, the most 
suitable definition for nanostrip waveguide is ZPI, which is computed on the basis of power 
and current. Here, the power flow can be obtained from the knowledge of electric and 
magnetic fields and current can be computed by integrating magnetic field lines along a 
known path. Next, the variation in characteristic impedance of the nanostrip waveguide 
with respect to aspect ratio is given in Figure 9.3e. It is clear from Figure 9.3e that with an 
increase in the aspect ratio, there is a decrease in characteristic impedance. The observed 
highest value of the characteristic impedance for graphene-based nanostrip waveguide 
is around ~3000 Ω, which is larger than its microwave counterpart, i.e., microstrip line. 
These large values of characteristic impedance play a major role in radical miniaturization 
of THz integrated circuits. Further, closed form expressions have been derived to obtain 
normalized phase constant and characteristic impedance of graphene-based plasmonics 
nanostrip waveguide as given in Equations (9.10 and 9.11).

(a)

FIGURE 9.3
(a) Geometry of graphene plasmonics nanostrip waveguide along with its 2-wire transmission-line equivalent 
circuit.  (Continued)
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Then, the closed-form expression for evaluating normalized propagation constant β
ko( ) 

is obtained as 
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Here, σ is conductivity of graphene, f is frequency of operation, h is thickness of silicon 
layer, and d is thickness of SiO2 layer. 
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FIGURE 9.3 (Continued)
(b) Plot of β/k0 and α/k0 with frequency. (c) Plot of β/k0 with aspect ratio. (d) Plot of α/k0 with aspect ratio. (e) Plot 
of Z0 with aspect ratio.
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Also, the characteristic impedance, Z0, is obtained with the help of fitting curve analytics as 
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The computed and simulated results agree well as depicted in Figure 9.4a and b.
The device is composed of two graphene plasmonic nanostrip waveguides (GPNSW) 

and a ring resonator. Its schematic diagram is shown in Figure 9.5. Here, the ring resona-
tor consists of graphene and the surrounding material is with variable refractive index. In 
case, the structure is placed underground, the graphene CSRR is covered by superficial 
sandy layer. The 2D simulations have been performed with the widths of GPNSWs at input 
and output side taken as d, and the side length of the ring as l. Also, the coupling width 
between GPNSWs and the modified ring is g. Next, the values of d, l and g are taken as 
40 nm, 250 nm, and 10 nm, respectively. The resonant behavior of SRR is given by the fol-
lowing equation [33]: 
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FIGURE 9.4
(a) Comparison of simulated and calculated values of normalized propagation constant with aspect ratio. 
(b) Comparison of simulated and calculated values of characteristic impedance with aspect ratio.
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Here, k is wave vector and ′Jn and ′Nn are the derivatives to the Bessel functions of the first 
kind and second kind of order n, respectively.

9.5.2 Transmission Properties of CSRR

The transmission characteristics of the graphene-based CSRR presented in the previous 
section are shown in Figure 9.6. The surface plasmonic resonances occur at some fixed fre-
quencies in these characteristics. These transmission resonances have been shown with 
respect to the propagating frequencies. Here, the widths of input and output GPNSWs d 
have been considered to be 40 nm. Also, the split-ring radius is considered as 100 nm with 
the value of the coupling distance, g, between the waveguides and the ring resonator set to 
be 10 nm. There are three transmission resonances available in the frequency response curve 
shown in Figure 9.6. These transmission peaks are observed at 3.3 THz, 8 THz, and 9.5 THz.

Next, the transmission spectra of graphene-based CSRR has been observed further with 
respect to various design parameters such as chemical potential of graphene, refractive 
index of material, etc. [25]. Firstly, the transmission resonances have been obtained with 
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FIGURE 9.5
Schematic diagram of graphene-based CSRR. (a) 3-D view. (b) 2-D view.



186 Nanoscale Devices

different values of chemical potential of graphene as shown in Figure 9.7. These resonances 
travel toward the right with the increase in the values of applied chemical potential result-
ing in sufficient increase in transmission. These values of chemical potential have been 
varied from 0.4 to 0.7 eV. The transmission characteristics show a linear variation with 
chemical potential.

Now, the impact of variation in values of structural parameters have been observed on 
the spectra of graphene-based CSRR. Firstly, the transmission peaks have been observed 
at different values of side lengths of the ring resonator, l1 = 200 nm, 225 nm, 250 nm, and 
275 nm as shown in Figure 9.8. There is a relative change in the position of the peaks of the 
transmission spectrum with a change in values of the side lengths of the modified ring. 
With the increase in side lengths, the transmission resonances are obtained at lower values 
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FIGURE 9.7
The transmission characteristics of graphene-based CSRR at specified values of chemical potential.
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FIGURE 9.6
The transmission characteristics of graphene-based CSRR.
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of frequencies and consequently, higher values of wavelengths. As is clearly observed from 
the figure, as the values of transmission decrease, the transmission loss also increases.

Figure 9.9 gives the transmission characteristics of the structure at different widths of 
input and output GPNSWs, considering different values of the widths to be d = 40 nm, 
d = 50 nm, and d = 60 nm. With the increase in widths, the transmission resonances are 
obtained at higher values of frequencies and consequently, lower values of wavelengths. 
Thus, the transmission peaks can be tuned at desired frequencies or wavelengths, 
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increasing the radius of the ring resonator or decreasing the widths of the input and output 
waveguides, simultaneously suffering with the increase in transmission loss. Figure 9.10 
shows the transmission characteristics of the structure for different lengths, l1 of ring reso-
nator. The spectra is obtained at different values of chemical potential and widths of the 
input and output waveguides.

9.5.3 Transmission Properties of WDM

Graphene CSRR performs the action of channel demultiplexing, selecting a single channel 
from multiple ones [30]. Three such graphene resonators are shown in Figure 9.11a, which 
work at a different set of values of dielectric constant of surrounding material, e and chemi-
cal potential of graphene, μ. Here, resonator I works at l1 = 600 nm, e1 = 0.25, and μ1 = 0.9. 
Then, resonator II has l2 = 620 nm, e2 = 0.5, μ2 = 0.95, and resonator III has l3 = 600 nm, 
e3 = 1.0, μ3 = 1.0. This nano-device gives the transmission spectra, which is tunable with 
the variation in index of the material and electronic properties of graphene that can be 
varied with applied voltage or chemical doping. According to the transmission spectra 
in Figure 9.11b, resonator I works at 6.9 THz. Similarly, resonator II operates at frequency 
6.6 THz, and resonator III works on 7.6 THz. Similarly, the demultiplexer can be used for 
selecting an appropriate channel among the transmitted ones.

Thus, the graphene CSRR coupled with GPNSWs has been utilized for wavelength 
demultiplexing of different channels. From the transmission spectra, one can infer 
that the peak positions vary linearly with the change in chemical potential and thus, 
applied voltage bias of graphene. The structural parameters have been stated further 
as increasing the radius of the ring resonator or decreasing the widths of the input 
and output waveguides, simultaneously suffering with the increase in transmission 
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loss. The nano-device is compact in size can be utilized effectively as a tunable band-
pass filter (BPF) in a THz frequency regime.

9.6 GPPW for Sensing Operation

Pristine graphene material withstands excellent characteristics in the optical and THz fre-
quency range [12–14]. The graphene-based plasmonic parallel plate waveguides have been a 
matter of interest for researchers due to their distinguishably extraordinary features [18–22]. 
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FIGURE 9.11
(a) Graphene-based CSRR WDM and (b) its transmission characteristics with frequency for different resonators.
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Various graphene-based devices such as tunable filter [26], low-pass filters [34], band-pass 
filters [35], directional coupler [36], oscillators [37], nano-patch antenna [38], cloaks [39], 
phase-shifters [15], coplanar waveguides and their discontinuities [32], and millimeter wave 
microstrip mixers [40] have been studied to date. Wang et al. have proposed a surface plas-
mon polaritons (SPPs)-based refractive index sensor consisting of a ring resonator coupled 
with two metal-insulator-metal (MIM) waveguides [33]. The transmission characteristics 
have been analyzed to obtain the sensing potential of the device. The tuning range of SRR 
has been increased by optimizing the SRR modal characteristics [25]. Moreover, graphene-
based SRRs [41–42] have been used for sensing [43] and tuning in hybrid metamaterials [44]. 
In this section, graphene-based suspended waveguide structures have been used in order 
to realize millimeter wave/THz frequency circuits such as diplexer, sensors, etc., providing 
supplementary benefits of tunability, high flexibility, high conductivity, and low-cost alter-
native to silver and gold nano-circuits.

First, we have analyzed a graphene-based suspended nanostrip waveguide using 
full-wave EM solver to evaluate its transmission line characteristics such as propagation 
constant and characteristic impedance. Subsequently, closed-form expressions to determine 
the propagation constant and characteristic impedance are also presented. The suspended 
structure has been used to design a filter-based diplexer operating at THz frequencies. 
Moreover, a sensor structure with two GPSNWs connected by a modified ring resonator 
has been designed. The chemical potential variation in graphene owes to the tuning capa-
bility of the graphene nano-device. The transmission peaks of SRR structures vary with the 
change in the dielectric constant of the material under sensing. The output transmission 
characteristics provide information about sensitivity of the graphene-based structure.

9.6.1 Model Structure and Theoretical Analysis

The proposed graphene-based suspended nanostrip line is shown in Figure 9.12a in which 
the substrate consists of a silicon-dioxide layer (εr  =  3.9) over a silicon wafer (εr  =  11.9, 
σ = 0.00025 S/m). The lossy model takes skin depth into account without spatial sampling, 
leading to lesser simulation times. Also, a layer of graphene is present on the back side of 
the silicon substrate, which acts as a ground. The graphene surface conductivity has been 
defined with the help of the Kubo formula for Drude model of its conductivity σ [24]. The 
values of chemical potential for graphene conduction in the THz frequency region lies in 
the range 0 < μc < 1 (units in eV). The design parameters are chemical potential, μc = 0.5 eV; 
relaxation time, τ = 0.5 ps; corresponding mobility, μ = 30,000 cm2V−1s−1; and temperature, 
T = 300 K. The entire structure is embedded in a surrounding air box (εr = 1). Here, the 
thickness of different layers is taken as t =  0.5 nm, thickness of lossy silicon substrate: 
h =  100  nm, thickness of the silicon dioxide layer: d  =  20  nm. Various plots have been 
drawn with respect to the w/h ratio for the waveguide structure, where w is the width 
of the graphene nanostrip, d is the height of dielectric material, and h is the height of the 
substrate as shown in Figure 9.12a. The thickness of the graphene layer and the ground 
plane is denoted by t. The chemical potential μc of the graphene strip and ground layer is 
0.5 eV. The gate provided via silicon is used for tuning transmission through this struc-
ture. The schematic diagram of the suspended nanostrip line is shown in Figure 9.12a. 
Next, Figure 9.12b and c shows the curve between the phase constant β, attenuation con-
stant α, and frequency (in THz) for given wavelengths, showing higher values of normal-
ized phase constant (β/k0) as compared to normalized attenuation constant (α/k0) owing 
to the mode propagation through the waveguide structure. The characteristic impedance 
shows values in the range of KΩ (Figure 9.12d–f).
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FIGURE 9.12
(a) Cross-sectional view of graphene suspended nanostrip transmission line. (b) Normalized phase constant, 
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The formula obtained from curve-fitting results have been shown in terms of conductiv-
ity, σ; aspect-ratio w/h; thickness of the silicon layer, d1; frequency, f; and thickness of SiO2 
layer, d2. 
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The derived closed-form formulas for the normalized propagation constant provided in 
Equation 9.13 give the following expression for the characteristic impedance: 
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The closed-form expressions can be compared, agreeing well with the simulated results 
(within 95% confidence intervals) as shown in Figure 9.12b, d–f.

9.6.2 Characteristics of Graphene Plasmonic Diplexer Using Coupled Line Resonators

The coupled line resonator design is shown in Figure 9.13a, in which two SIRs have been 
interconnected with input and output GPNSWs. The substrate material for the aforemen-
tioned design is SiO2 with lossy silicon at the bottom. The substrate material dimensions 
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are taken as 480 nm × 2500 nm × 90 nm. The parametric features for the graphene layer 
are the same as selected in Section 9.6.2 with the thickness of the graphene layer as 0.5 nm. 
Here, graphene material also provides tunability, which is an additional benefit over its 
conventional metal counterparts. Its simulated results have been shown in Figure 9.13b, 
which depict the region of pass-band from 4.3 to 4.9 THz.

The geometry of a graphene plasmonic diplexer based on coupled line resonator is shown 
in Figure 9.14a. The signal at port 1 is divided into two parts with a 45° chamfered power 
divider circuit and propagated across a band-pass filter embedded in both of the output 
branches. The design parameters are L1 = 1000 nm, L2 = 200 nm, L3 = 200 nm, L4 = 1000 nm, 
W1 = 400 nm, W2 = 200 nm, W3 = 50 nm, W4 = 50 nm, and W5 = 40 nm. Here, the chemical 
potential of graphene in the upper branch is 0.3 eV; in the lower branch, it is 0.25 eV, with 
the rest of the parameters chosen to be the same. Also, the simulated characteristics of 
the diplexer are shown in Figure 9.14. The values of isolation come out to be above 20 dB 
as shown in Figure 9.14b. The design of the circuit is as follows:

One can infer from the simulation results that the diplexer resonates at two frequencies. 
The first frequency band occurs at 4.85 THz, which is resonant frequency of the upper-
branch resonator. The second one lies at 4.7  THz, resonant frequency of the second 
resonator, with an insertion loss of around −22 dB. Therefore, the two frequency bands 
can be transmitted concurrently through the graphene diplexer.

FIGURE 9.13
(a) Design of wideband graphene-based band-pass filter, where L1  =  1300  nm, L2  =  1500  nm, L3  =  200  nm, 
L4 = 200 nm, w1 = 50 nm, w2 = 40 nm, g = 40 nm. (b) Transmission and reflection coefficients of designed band-
pass filter.
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FIGURE 9.14
(a) Design of graphene-based diplexer. (b) Simulation results of graphene power splitter. (c) Simulation results 
of graphene band-pass filter-based diplexer.
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9.6.3  Sensing Application of Graphene-Based Modified 
SRR in Suspended Nanostrip Waveguide

The geometry of graphene plasmonic SRR consists of two GPSNWs at the input and out-
put and a modified ring resonator. In the geometry, the modified ring structure is com-
posed of graphene with the rest of the material being the material under sensing. In the 
design, the widths of input and output GPSNWs are d, the side length of the modified 
ring is l1 and the coupling width between GPSNWs and the modified ring is g as shown 
in Figure 9.15a. For general cases, the values of d, l1, and g are set to be 40 nm, 250 nm, and 
10 nm, respectively.

Next the material parameters, dielectric permittivity, ε (eps) and dielectric permeability, 
μ (mu) can be obtained from the s-parameters of the graphene-based SPPs waveguide 
sensor designed [45] as shown in Figure 9.15b. The fact can be validated by the following 
expressions [31]: 
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 ε µ=  =n z nz/  and  (9.17)

Here, n is refractive index, z is wave impedance, and k is wave vector.
Figure 9.16 shows the transmission spectrum for the aforementioned graphene-based 

CSRR. The surface plasmonic resonances occur at some fixed frequencies in these charac-
teristics. These transmission resonances have been shown with respect to the propagating 
frequencies.

Next, the transmission spectra of graphene-based CSRR is observed further with respect 
to various design parameters such as chemical potential of graphene, refractive index of 
material, etc. Firstly, the transmission resonances have been obtained with different val-
ues of chemical potential of graphene as shown in Figure 9.16. These resonances travel 
toward the right with the increase in the values of applied chemical potential resulting in 
a sufficient increase in transmission. These values of chemical potential have been varied 
from 0.2 to 1.0 eV. The curves show linear variation. Then, the peaks of the transmission 
spectrum have been observed with frequency in Figure 9.17 at different values of refractive 
index of the material under sensing, which can be used for detection of materials of differ-
ent refractive index depending on its sensitivity.

As the dielectric constant, eps is varied from 0.2 to 0.4, and peak I shifts by 6 nm. The 
sensitivity of the index sensor can be calculated from d dnλ , resulting in the index sensitiv-
ity of 1341.64 nm/RIU for peak. Here, peak positions are expressed in nm scale, and RIU 
represents refractive index unit. The transmission resonances and dielectric constant vary 
linearly as shown in Figure 9.18. Thus, there is approximately linear shift in the transmis-
sion peaks with variation in the values of dielectric constant and refractive index. Now, the 
impact of variation in values of structural parameters have been observed on the transmis-
sion spectra of the graphene-based CSRR.
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FIGURE 9.15
Schematic diagram of two waveguides with a modified ring resonator. (a) 3-D view (b) 2-D view showing 
graphene-based CSRR. (c) Dielectric permittivity, eps, and permeability, mu of graphene-based CSRR.
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Firstly, the transmission peaks have been observed for different values of l1 = 200 nm, 
225 nm, 250 nm, and 275 nm as shown in Figure 9.19. There is a relative change in the 
position of the transmission peaks with a change in the dimensions of the modified ring. 
As the side lengths increase, the transmission resonances are obtained at lower values of 
frequencies and consequently, higher values of wavelengths. As is clearly observed from 
the figure, the transmission loss will increase with a decrease in transmission values.
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FIGURE 9.17
Transmittance characteristics of graphene-based sensor structure for different values of dielectric constant.
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Figure 9.20 gives the frequency spectra of a proposed structure at different values of 
widths of input and output GPNSWs, with widths as d = 10 nm, 20 nm, 30 nm, and 40 nm. 
With the increase in widths, the transmission resonances are obtained at higher values of 
frequencies and consequently, lower wavelengths. The sensitivity of the sensor depends 
on dimensions of ring resonator and GPNSWs.

Figure 9.21 gives transmission spectra for different values of l1 with fixed values of 
chemical potential and widths of GPSNSWs. Next, the sensitivity of the structure with 
different dielectric constant values of the material under sensing at different values of the 
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FIGURE 9.18
Transmission spectrum of graphene-based sensor with respect to dielectric constant showing the sensitivity to 
different refractive index material.
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200 Nanoscale Devices

side lengths of the ring resonator—l1 = 200 nm, 225 nm, and 250 nm—and different values 
of the widths d = 80 nm, d = 120 nm, and d = 160 nm are shown in Tables 9.1 and 9.2. It can 
be inferred that the sensitivity and tunability of the graphene-based SRR is better than 
other plasmonic waveguides. Also, Tables 9.1 and 9.2 depict the values of the sensitivities 
of the structure at different values of dielectric constant of the sensing material, eps with 
different values of l1 = 200 nm, 225 nm, and 250 nm for different widths of input and out-
put nanostrip waveguides, d = 80 nm and d = 120 nm.
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FIGURE 9.20
The transmission characteristics with frequency at different widths of GPNSWs.
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FIGURE 9.21
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TABLE 9.1

Sensitivities of the Structure at Different Values of Dielectric Constant 
of the Sensing Material, eps with Different Values of Side Lengths of 
Ring Resonator, l1 = 200 nm, 225 nm, and 250 nm at d = 80 nm

l1 = 200 nm λ(eps = 0.2) λ(eps = 0.4) Sensitivity(nm/RIU)

Peak 1 53880 60284 14319.7793
Peak 2 43248 51710 18921.6072

λ(eps = 0.8) λ(eps = 1.0)

Peak 1 67015 71003 8917.439
Peak 2 63090 65694 5822.721

l1 = 225 nm λ(eps = 0.2) λ(eps = 0.4) Sensitivity(nm/RIU)

Peak 1 58886 63983 11397.24
Peak 2 48236 52889 10404.42

λ(eps = 0.8) λ(eps = 1.0)

Peak 1 78870 83594 10563.19
Peak 2 64175 66089 4279.834

l1 = 250 nm λ(eps = 0.2) λ(eps = 0.4) Sensitivity(nm/RIU)

Peak 1 61648 69748 18112.15
Peak 2 43248 51649 18785.21

λ(eps = 0.8) λ(eps = 1.0)
Peak 1 78870 83594 10563.19
Peak 2 64175 66089 4279.834

TABLE 9.2

Sensitivities of the Structure at Different Values of Dielectric Constant 
of the Sensing Material, eps with Different Values of Side Lengths of 
Ring Resonator, l1 = 200 nm, 225 nm, and 250 nm at d = 120 nm

l1 = 200 nm λ(eps = 0.2) λ(eps = 0.4) Sensitivity(nm/RIU)

Peak 1 61648 69748 18112.1506
Peak 2 43248 51649 18785.2071

λ(eps = 0.8) λ(eps = 1.0)

Peak 1 78870 83594 10563.1851
Peak 2 64175 66089 4279.8341

l1 = 225 nm λ(eps = 0.2) λ(eps = 0.4) Sensitivity(nm/RIU)

Peak 1 62489 70183 17204.31
Peak 2 79250 83329 9120.921

λ(eps = 0.8) λ(eps = 1.0)

Peak 1 43392 44236 1887.241
Peak 2 64891 66236 3007.511

l1 = 250 nm λ(eps = 0.2) λ(eps = 0.4) Sensitivity(nm/RIU)

Peak 1 64647 71810 16016.95
Peak 2 55237 61044 12984.85

λ(eps = 0.8) λ(eps = 1.0)

Peak 1 81413 85196 8459.045
Peak 2 64930 66048 2499.924
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Therefore, in this section, the transmission line characteristics of graphene-based sus-
pended nanostrip waveguides have been studied. Also, graphene plasmonic diplexer 
structure has been designed and analyzed for nanophotonic THz integrated circuit 
applications. Moreover, the graphene SRR interconnected with graphene input and output 
suspended nanostrip waveguides has been studied for sensing of materials of different 
refractive index. Here, the sensing characteristics have been analyzed with simulations. 
The locations of the transmission resonances vary linearly with the dielectric potential of 
the material under sensing. This nano-device can again be used as BPF at THz frequencies. 
It can be used for detection of materials of different refractive index or for detection of 
different human body parts such as skin, bone, mucosa, etc., for paleontology and study 
of fossils.

9.7 Conclusion

The GPNSW-based CSRR structure has been designed and analyzed for wavelength 
demultiplexing of different channels. The simulations of transmission characteristics 
provide the transmission peaks showing linear variation with chemical potential. 
Also, the effect of change in dimensions has been observed, resulting in tuning of 
the transmission peaks at desired frequencies or wavelengths. Moreover, increasing 
the side lengths of graphene CSRR or decreasing the widths of GPNSWs changes the 
transmission peaks with greater losses. The device is compact with ultra-high sensitivity. 
The transmission line characteristics of GPNSWs have been studied. Also, graphene 
plasmonic diplexer structure has been designed and analyzed for nanophotonic THz 
integrated circuit applications. Moreover, the SRR structure interconnected with 
graphene input and output suspended nanostrip waveguides is studied for sensing 
of materials of different refractive index. It can be used for detection of materials of 
different refractive index.
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10.1 Introduction

Over the past four decades, scaling of semiconductor devices, structure design novelty, 
and advancement in fabrication technology have led to the significant development of 
complementary metal oxide semiconductor (CMOS) technology. As a result, integrated 
circuits (ICs) give greater performance. On the other hand, if device scaling occurs 
continuously, it leads to short channel effects (SCEs) [1–3] including drain-induced barrier 
lowering (DIBL), gate-induced drain leakage (GIDL), high leakage current, low drive 
current, and subthreshold degradability. Such SCEs cause a serious problem by interfering 
with further scaling of devices, thus making it difficult for the devices to maintain their 
high performance. To overcome these problems, various semiconductor devices such as 
double gate (DG)  [4,50], Fin FET, gate-all-around (GAA), Tunnel FET, carbon nanotube 
FET (CNTFET), Tunnel CNTFET, etc., are under research in the electronics industry and 
also have been analyzed to obtain the highest possible ON current and lowest possible 
OFF current as well as a maximum ratio of ION/IOFF [5,51,52]. Also, the power reduction in 
the portable devices is a big challenge for researchers. In recent years, carbon nanotubes 
(CNTs) have become a good replacement for channel material in metal oxide semiconductor 
field effect transistor (MOSFET) due to their good electrical properties; therefore, carbon 
nanotube field effect transistors (CNTFETs) have become an alternative nanoscale 
transistor for future circuit design [6,53,54]. Some of the extensive advantages of CNTFETs 
are aggressive channel length scaling due to the absence of mobility degradation  [8], 
variable bandgap with single material [7,55,56], ultra-thin body device that is possible due 
to smaller diameter (1–3 nm) [9,63], and compatibility of CNT with high-K materials [10] 
resulting in high ON current. CNTFETs give better electrostatic control, maximum packing 
density, and steep subthreshold slope over others  [11,12,61], and they offer the highest 
packing density, better gate control, and steep subthreshold. Due to various challenges 
associated with CMOS technology for static random access memory (SRAM) design, a 
DG FinFET-based 10T SRAM cell was analyzed by [13,57,58], and performance of various 
CMOS logic structures were investigated by  [14,59,60,62]. All CNTFET-based 6T-SRAM 
cells were designed using a model file (Stanford University), which is a benchmark model 
file of conventional CNTFET.

10.2 Carbon Nanotubes

A carbon nanotube (CNT) is a tube that is cylindrical in shape, made of rolled-up 
carbon, with a diameter in nanometer ranges and a length up to a few micrometers; 
the thickness is around one ten-thousandth of a human hair strand. When a graphene 
sheet is rolled up, it looks slightly similar to a chicken wire, which has a hexagonal 
network. The carbon particles exist at the tops of the hexagons. CNTs have a number of 
structures, depending on the length, thickness, and nature of helicity and the number 
of graphene sheet layers. Although CNTs are designed with a single graphene sheet, 
electrical characteristics vary by changing their chiral number, causing CNTs to act 
either as metals or semiconductors. CNTs normally have diameters ranging from <1 nm 
to 50 nm. They are normally a few microns in length; however, current innovations have 
made CNTs abundant longer, with length measured in centimeters [15] (Figure 10.1).
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10.2.1 Structure and Types of Carbon Nanotubes

CNTs have basically three types and can be described by their structures: 

• Single-walled nanotubes (SWNTs)
• Double-walled nanotubes (DWNTs) and multi-walled nanotubes (MWNTs)

10.2.1.1 Single-Walled Nanotubes

A CNT is formed by rolling the sheet of graphene around an axis. A CNT can be simply 
defined as a cylindrical tube that has a diameter range from 1 nm up to a few nanometers. 
Figure 10.2 represents the SWNT. The carbon molecules are arranged in a hexagonal lattice 
with distance of 0.142  nm, and the space among the planes is 0.335  nm  [16]. Graphene 
is cut into defined sheets, known as nanoribbon, according to some defined parameters 
called chiral vectors. In a chiral vector Ch = na1 + na2 = (n, m), n, m are integers called chiral 
numbers, and a1 and a2 are primitive lattice vectors of graphene. The chiral number (n, m) of 
CNTs can be classified as the type of CNTs, zigzag CNTs, and armchair CNTs as presented 
in Figure 10.2a and b. The chiral number n and m are equal for armchair CNTs, while n or 
m = 0 for zigzag CNTs. For other values of chiral numbers, CNTs are known as chiral. CNTs 
exhibit metallic or semiconducting properties depending upon their various structures. By 
sustaining the condition n − m = 3i (where i is an integer), armchair-type CNTs are always 
metallic, whereas zigzag CNTs are either metallic or semiconducting  [17] (Figure  10.4). 
In CNTs, bandgap can be calculated using diameter (Eg inversely depends to the diameter), 
and the calculation of diameter depends on chiral vectors. Hence, all the calculations begin 
from a chiral vector, which determines its structure and properties. The relation of diameter 
(d) with chiral numbers and bandgap with diameter is given as [9] (Figure 10.3) 

 d a n m nm= + +( )3 2 2

Π
 (10.1)

 E
aV

d
g

pp=
2

3
Π  (10.2)

FIGURE 10.1
CNT is a single layer of graphene sheet rolled up into the shape of a cylinder. (From Zhu, S., and Xu, G., Nanoscale, 
2, 2538–2549, 2010.)
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10.2.1.2 Multi-Walled Nanotubes

DWNTs contain two and MWNTs contain more than two walls of graphene sheets 
(Figure  10.4). A DWNT is a superior type of MWNT, and interlayer space in multi-
walled nanotubes is around 3.3 Å (330 pm). When DWNTs and SWNTs are compared, 

FIGURE 10.3
Types of SWNTs: (a) Zigzag (b) Armchair CNT.

FIGURE 10.2
Schematic view of SWNT.
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they have the same properties but the resistance to chemicals in MWNTs is expressively 
improved. DWNT is specifically essential when functionalization is essential (i.e., 
injecting of chemical functions at the surface of the CNTs) to enhance novel properties 
of the CNT. Covalent functionalization will break down some C=C paired bonds, 
generate some “holes” in the structure on the CNT, and thus adjust both its mechanical 
and electrical properties in the SWNT. In the DWNT, just the outer surface is improved. 
Via the CCVD technique in 2003, DWNT synthesis on the gram-scale was proposed 
for the first time through the selective reduction of oxide solutions in methane and 
hydrogen [22] (Table 10.1).

(a) (b)

FIGURE 10.4
Basic structures of (a) double-walled, (b) multi-walled CNTs.

TABLE 10.1

Comparison of SWNT and MWNT

S. No. SWNT MWNT

1 Graphene sheet is rolled up in only single layer. Graphene sheet is rolled up in multiple layers.
2 SWNT is more elastic. MWNT is less elastic.
3 A catalyst is required for synthesis of SWNT. There is no need for a catalyst for production of 

MWNT.
4 SWNT requires appropriate control for growth, 

so bulk synthesis is difficult.
Bulk synthesis is easy.

5 Purity is less. Purity is good.
6 During functionalization, there is more of a chance 

to defect.
There is less of a chance to defect but if it 
occurred, then it would be difficult to improve.

7 Accumulation is less in the body. Accumulation is more in the body.
8 Characterization is easy. MWNT has a difficult structure.
9 SWNT can be simply twisted. It is difficult to twist MWNT.

Source: Hirlekar, R. et al., Asian J. Pharm. Clin. Res., 2, 17–27, 2009.
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10.3 Properties of CNT

CNTs exhibit superb electrical and mechanical properties, which make them appropriate 
for use as channels in MOSFET. The CNTFET is similar to traditional MOSFET but with 
the channel made up of CNT. The channel is responsible for all conduction in MOSFE. 
The CNT exhibits unique properties such as large carrier mobility, thermal stability and 
high mechanical strength, compatibility with high dielectric constants, and excellent 
electrostatics due to a small diameter.

10.3.1 Electrical Conductivity

CNTs that behave like metallic substances work as strong conductive material. A chiral 
vector defines how to twist the sheet of graphene, and the CNT conductivity is well 
defied as interconnects. In concept, metallic CNTs have 1,000 times more electrical 
current density as compared to copper, which is 4 × 109 A/cm2 [18]. Different CNTs, such 
as macroscopic structures, can be described by traditional electrical properties such 
as resistance, inductance, and capacitance, which ascend from the intrinsic structure 
of the CNT and its interface with other objects. Inside the CNTs, electrical transport is 
affected by scattering, lattice vibrations, and defects that lead to resistance, such as that 
in bulk materials. Most significantly, CNTs have a one-dimensional nature that leads 
to a new kind of quantized resistance related to their contacts with three-dimensional 
(3-D) macroscopic objects such as metal electrodes. The measured resistivity of the 
SWNT is 10–4 Ω cm at 27°C; representative SWNT wires are the best conductive carbon 
threads [19].

10.3.2 Thermal Properties

CNTs are estimated to be good thermal conductors due to presenting a “ballistic 
conduction” property, but they have good insulators depending on the axis of the carbon 
nanotube. It is expected that CNTs are capable of transfering up to 6000  W·m−1·K−1 at 
normal room temperature, compared to copper, a material that transfers 385 W·m−1·K−1 
and is famous for better thermal conductivity. In the vacuum, probable temperature 
stability of CNTs is 2800°C; in air, the temperature stability is around 750°C. Thermal 
growth of graphite threads will be powerfully anisotropic, but CNTs are isotropic. This 
may be helpful for C–C compounds. It is estimated that low-defect tubes will have very 
low coefficients of thermal expansion [20,21].

10.3.3 Mechanical Properties

The tensile strength of CNTs makes them the strongest materials, and elastic modulus 
makes its stiffness materials yet discovered. This is due to sp² covalent bonds between 
the separate carbon particles. Because carbon-carbon ties bond, CNTs are predictable 
large modulus that make them strong beside their axes. The value of Young’s modulus 
of single-walled tubes is predictable as much as 1  Tpa to 1.8  Tpa. In the case of 
CNTs, the value of an elastic modulus is high, which makes them suitable for tips of 
scanning microscopy (as an application of CNTs). The Young’s modulus of SWNTs 
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can be determined by the diameter and chirality of the tube. For MWNTs, stress is 
maintained in an outer graphite shell; for SWNT bundles, it has been proved that the 
reduced moduli are due to the weak inter-tube structure. A SWNT is almost 10–100 
times stronger than steel  [24]. The finest nanotubes of Young’s modulus can be high 
as 1000  Gpa, which is about 5x higher compared to steel. Tensile strength is around 
50x higher compared to steel, which is 63 Gpa. These properties of CNTs make them 
appropriate for applications such as aerospace. Arthur C. Clarke proposed that CNTs 
could be used in an Earth-to-space cable and space elevator. CNTs have extraordinary 
electronic properties. An especially outstanding fact is that CNTs have both metallic 
or semiconducting properties, depending on chiral numbers. Thus, a few CNTs have 
higher conductivities as compared to copper, while other CNTs are better compared to 
silicon. Great attention has been paid to the probability of nanoscale electronic devices 
being built from CNTs, and some improvement is being made in this area. There are 
a number of areas of technology where carbon nanotubes are already being used. 
These include flat-panel displays, scanning probe microscopes, and sensing devices. 
The unique properties of carbon nanotubes will unquestionably lead to many more 
applications [25–27] (Table 10.2).

10.3.4 Aspect Ratio

The virtue of high aspect ratio of CNTs leads to low CNT load and provides the same 
electrical conductivity compared with other conductive materials. Exclusive electrical 
conductivity in evaluation with conventional additive materials such as chopped 
carbon fiber, carbon black, or stainless steel fiber is governed by high aspect ratio of 
CNTs [29].

10.3.5 Absorbent

CNTs and CNT compounds possess huge mechanical strength, low weight, versatility, 
and perfect electrical properties, and they have emerged as perspective absorbing 
materials. Therefore, these become suitable candidates for use in water, air, and gas 
filtration. The SWNT-polyurethane compounds absorption frequency range extended 
from 6.4–8.2 (1.8 GHz) to 7.5–10.1 (2.6 GHz) and to 12.0–15.1 GHz (3.1 GHz) according to 
Wang et al. (2013). A great amount of work has been approved in order to replace the 
activated charcoal with CNTs in particular frequencies and applications [29].

TABLE 10.2

Mechanical Properties of Other Materials Compared with CNTs

Material Young’s Modulus (GPa) Tensile Strength (GPa) Density (g/cm3)

SWNT 1054 150 N/A
MWNT 1200 150 2.6
Steel 208 0.4 7.8
Epoxy 3.5 0.005 1.25
Wood 16 0.008 0.6

Source: Varshney, K., Int. J. Eng. Res., 2, 660–677, 2014.
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10.4 Carbon Nanotube Field Effect Transistors

In simple words, CNTFET, when compared with traditional MOSFET, is FET with a channel 
made up of a single CNT or an array of CNTs instead of bulk silicon. The structures of 
CNTFETs are shown in Figure 10.5. Source and drain are connected through an array of 
CNTs as a channel instead of a bulk silicon substrate. The structure of the planer CNTFET 
shown in Figure 10.2a has only one difference from traditional MOSFET—the use of CNTs 
as channel. Because CNT is a cylindrical nanotube, coaxial geometry is also probable 
coaxial geometry of CNTFET, as shown in Figure 10.2b. The chosen geometry depends on 
its application [30]. The maximum of CNTFETs are fabricated with planer structure due 
to their compatibility and adequate ease with current manufacturing technologies. The 
top-gate geometry in planer technology provides the better performance [31]. However, 
coaxial geometry is most preferred due to capacitive coupling between the gate and the 
CNT surface, which is maximized by this geometry. When compared to other geometries, 
CNT encourages more charge in the channel at a given gate potential.

10.4.1 Types of CNTFET

There are four types of CNTFETs: Schottky barrier (SB) CNTFET, Conventional 
(C-CNTFET), Tunnel (T-CNTFET), and Partially gated (PG-CNTFET). These types are dif-
ferentiated by channel—intrinsic CNT or doped CNT.

10.4.1.1 Schottky Barrier CNTFET

The SB-CNTFET channel consists of intrinsic CNT, and both source and drain sides 
have direct metal contact to the gate-controlled nanotube channel. The electrons and 
holes direct tunneling from metal into the channel (CNT), which depends on the height 
and width of the SB. The subthreshold slope of SB-CNTFET is always greater than 

(a)

(b)

FIGURE 10.5
CNTFET structure for (a) planer geometry (b) coaxial geometry. (From Knoch, J., and Appenzeller, J., Phys. 
Status Solidi, 205, 679–694, 2008.)
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60  mV/dec, and that is the main drawback of this device  [32]. Still, SB-CNTFETs are 
the most common CNT device layout because whole CNT is intrinsic, and controlled 
doping is not an easy task. The reason behind the challenge of controlled doping is that 
removing any atoms of carbon that really form the CNT and replacing with a dopant 
atom would destroy the actual properties of the nanotube. The structure of SB-CNTFET 
is shown in Figure 10.6.

10.4.1.2 Partially Gated CNTFET

The partially gated CNTFET shown in Figure  10.7 illustrates that the whole CNT (as 
channel) is intrinsic or uniformly doped. PG-CNTFET has uniform doping in the channel 
and works in depletion mode. The behavior of this device is p-type or n-type depending 
on the type of doping of the channel. This device gives better characteristics with ohmic 
contacts at the source and drain sides. The source exhaustion phenomenon, IDS = q*QL*VT, 
in this device is limited to the ION. Carrier density is represented by QL and VT is thermal 
velocity [37]. When the whole channel is intrinsic, the SBs are formed at the sides of the 
source and drain; in partial gate, SB effects are not dominant. Also, this device works in 
enhancement mode.

10.4.1.3 Conventional

In conventional (C-CNTFET), the structure is the same as conventional MOSFET 
except for one difference—the channel region is intrinsic CNT while the source-drain 
are heavily doped. This device works as p-type or n-type CNTFET depending on the 
doping of the source and drain sides  [35]. The structure of C-CNTFET is shown in 
Figure 10.8. The benefits of this structure are the minority carrier injected from the 
drain side (e.g., holes in an n-type) is suppressed because of the same doping profile 
in the source and drain regions, and the low IOFF is obtained due to the unipolar device 
characteristics. Due to the absence of SBs, IOFF is restricted by thermal emission, and 
direct tunneling does not take place in C-CNTFET, which results in a subthreshold 
slope that is 60 mV/dec.

FIGURE 10.6
Structure of SB-CNTFET. (From Knoch, J. et al., Solid State Electron., 49, 73–76, 2005.)

FIGURE 10.7
Structure of partially gated (PG-CNTFET). (From Knoch, J. et al., Solid State Electron., 49, 73–76, 2005.)
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10.4.1.4 Tunnel CNTFET

The doping profile of T-CNTFET shown in Figure  10.9 is n-i-p or p-i-n, which is 
different from the p-i-p or n-i-n doping profile of C-CNTFET. To overcome the charge 
pile-up in the channel of C-CNTFET, gate-controlled T-CNTFET was proposed in [26]. 
The band-to-band tunneling is controlled by the gate, hence, the name gate-controlled 
T-CNTFET. As compared to conventional CNTFET, T-CNTFET gives superior results 
in terms of IOFF and inverse subthreshold swing (SS). In silicon MOSFET, the use of 
the principle of band-to-band tunneling results in an SS value that is less than 60 mV/
dec [29]. CNTs have many properties that make gate-controlled tunneling a practical 
method for nanoscale devices. Some of these include ballistic transport in the channel 
region of the device. In the case of a T-CNTFET, SS is independent of temperature and 
therefore has no negative temperature impact on characteristics of the device [30,33].

10.5 Why CNTFET Is Preferred over MOSFET

As conventional MOSFET has failed to deliver the adequate performance in the nanoscale 
domain, novel semiconductor devices have been proposed for low-power, high-
performance applications. The design of CNTFET is a great success in the semiconductor 
industry given Moore’s Law. As the cost of electronic systems for the consumer reduces, 
the cost of manufacturing for producers to sustain Moore’s Law follows an opposite 
trend—i.e., research development. Manufacturing and test costs are increasing with each 
new chip generation. In this research work, the study of CNTFET for low-power SRAM 
will be carried out.

 

FIGURE 10.8
Structure of conventional (C-CNTFET). (From Knoch, J. et al., Solid State Electron., 49, 73–76, 2005.)

FIGURE 10.9
Structure of tunnel (T-CNTFET). (From Knoch, J. et al., Solid State Electron., 49, 73–76, 2005.)
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In CNTFET, the various performance parameters to be affected are drive current, 
threshold voltage, and transconductance. The design parameters that affect the 
aforementioned performance parameters are the following: 

• Carbon nanotube diameter and chirality
• Bandgap of the graphene
• Schottky barrier contacts
• Oxide thickness
• Doping of CNT
• Density of states of CNT

10.6 Applications of CNTFET

The CNTFET does not suffer from short-channel effects and can be aggressively scaled 
down to achieve better performance. In CNTFET, the various performance parameters to 
be affected are drive current, threshold voltage, and transconductance. The main advantage 
of the CNTFET is the dependence of threshold voltage on diameter, which makes it more 
suitable for SRAM cell design.

10.6.1 Static Random Access Memory

SRAM is semiconductor memory and is a major element of embedded systems, 
reconfigurable hardware, field-programmable gate arrays (FPGAs), and microprocessors—
just a few names of digital system. A design criterion that is most important is fast 
access time of memory and high density for design for a few years. SRAM is volatile 
in nature, and date is lost when power is switched off. SRAM is typically made up of 
six transistors for storage of each memory bit. For high density, the 6T SRAM should be 
sized appropriately. Figure 10.10 shows the 6T SRAM has two cross-coupled inverters; 

FIGURE 10.10
Schematic view of CMOS SRAM.
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these inverters have stable “0” and stable “1” states. For controlling of read and write 
operations, there are two transistors—M1 and M6—which are known as access transistor 
and derive transistor. Word line (WL) enables the SRAM and controlling transistors M1 
and M6. Noise margin in SRAM is improved by bit line [47].

10.6.2 Working of SRAM

SRAM works in three operation modes: write mode, hold mode, and read mode [48]. WL 
of SRAM is connected with VSS when the read mode operation and data are retained 
without flipping until whenever power is on. The bit line is connected to the VDD and 
when SRAM is in the read operation for reading “0” or “1,” the bit line discharged by the 
access transistor.

10.6.2.1 Cell Ratio

Cell ratio (CR) is also called the β ratio and is presented in Equation 10.3.

 CR =
W L
W L

1 1

5 5
 (10.3)

The ratio of drive transistor and load transistor is known as the CR, and Static Noise 
Margin (SNM) directly depends on it. If the CR increases, SNM also increases; this in turn 
increases the current in a memory cell [49].

10.6.2.2 Pull-up Ratio

Pull-up Ratio (PR) is also called α ratio and is presented in Equation 10.4.

 PR =
W L
W L

4 4

6 6
 (10.4)

It is the ratio of the load transistor and the access transistor. When SNM increases, the PR 
value of the memory increases. Write operation is a success when it passes the current 
through M4 and M6.

10.6.2.3 Static Noise Margin

SNM is basically a measure of the side length of the largest square fitted inside two 
lobes, voltage transfer characteristic and reverse voltage transfer characteristics. PR, CR, 
supplied voltage, read margin, and write margin play crucial roles in determining the 
performance of SRAM. They determine stability of SRAM, and a high SNM indicates 
more stable SRAM.

10.6.2.4 Read Noise Margin

The read noise margin (RNM) determines cell stability during the read operation. Actually, 
the bit line and WL are pre-charged during the read operation. Voltage division across ter-
minals causes low SNM; therefore, the state of the cell may change and wrong data may be 
read. Thus, RNM is defined as the cell’s ability to maintain its state during the read opera-
tion. The read stability of the SRAM cell improves for higher RNM.



217Analysis of CNTFET for SRAM Cell Design

10.6.2.5 Write Noise Margin

The write operation occurs when the applied bit-line voltage changes the state of the 
cell and causes the write margin’s minimum bit-line voltage to change its state. Its value 
depends upon cell designing parameters. Upon successful completion of the write opera-
tion, the write margin voltage is considered a maximum noise voltage. A cell shows poor 
write ability if it has lower WNM.

10.6.2.6 Data Retention Voltage

The minimum VDD required to retain the state of the cell is data retention voltage (DRV). 
The particular value of decreasing VDD at which the state of the cell has flipped is known 
as DRV, and its value is slightly greater than the threshold voltage.

10.6.3 CNTFET-Based SRAM Cell

Apart from analog applications, SRAM is one of most important components of digital systems. 
SRAM is preferred over dynamic random access memory [39] in fast applications due to the 
absence of refresh time. According to the International Technology Roadmap for Semiconductors 
(ITRS 2013), more than 90% of the chip area is occupied by memory. Also, memory directly 
affects the system’s performance. With device dimensions scaling down, the threshold voltage 
also gets scaled down, which degrades the standby power of the SRAM cell. With excellent 
behavior of fabricated CNTFETs, these were supposed to be excellent options for future digital 
circuits [36–38]. Hence, logic circuits were designed and simulated based on CNTFET, which 
show considerable improvement over conventional MOSFET-based logic circuits.

The first CNTFET-based SRAM cell was proposed by Y. B. Kim et al.  [43] and consisted 
of eight  transistors; it showed excellent characteristics, proving CNTFET to be a promising 
future device for memory design. A lot of work has been carried out on 6T-SRAM cell design 
based on CNTFETs  [39–42]. The main advantage of the CNTFET is dependence of thresh-
old voltage on diameter, making it more suitable for SRAM cell design. Figure 10.11 shows 
the 6T-SRAM cell design using conventional CNTFET. The cell configuration is similar to the 
CMOS- based SRAM cell, replacing MOSFET with CNTFET. It consists of two cross-coupled 

FIGURE 10.11
6T SRAM cell design using conventional CNTFET.
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inverters connected to bit lines (BL and BLB) through access transistors N1 and N2. For invert-
ers, n-type CNTFETs are labeled as N3 and N4 and p-type PCNTFETs are labeled as P5 and P6. 
WL is used to activate the access transistors in order to read and write values at nodes q and qb.

10.6.4 CNTFET-Based SRAM over CMOS-Based SRAM Cell

The SRAM circuit can be used to compare the two technologies, hence, researchers 
designed and simulated the SRAM and compared it with that of conventional MOSFET-
based SRAM. The first CNTFET-based SRAM reported in literature [43] consists of eight 
transistors and shows improvement of 56% in SNM, a reduction of 48% in dynamic 
power consumption. While comparing with 8T FinFET-based SRAM, CNTFET-based 
SRAM shows very small write leakage current, thereby resulting in low dynamic power 
dissipation. In comparison to the 6T SRAM design with CMOS and FinFET-based SRAM, 
it has been found that CNTFET-based SRAM gives low static power dissipation [44]. Thus, 
the literature reveals that CNTFET-based SRAM is suitable for low-power applications.

The CNTFET does not suffer from short-channel effects and hence can be aggressively 
scaled down to achieve better performance. This leads to design of CNTFET-based SRAM 
with a 10 nm channel length, and it is compared with the 16 nm channel length CMOS-
based SRAM. Simulation results demonstrate a clear superiority of CNTFET-based SRAM 
in terms of SNM and access time as given in Table 10.3. Also CNTFET is less sensitive to 
temperature variation, which is demonstrated through simulations [40]. With an increase 
in temperature, access time reduces in the case of CNTFET-based SRAM, which is in 
contrast to the case of the CMOS-based SRAM cell.

10.7 Simulation Results of Conventional CNTFET

Figure 10.8 shows the cross-sectional view of CNTFET, and parameters for simulation 
are adopted from [34,45]. Diameter (d) = 1 nm for (13,0) zigzag CNT; length of gate (LG), 
source length (LS), and drain length (LD) are the same and equal to 20 nm; thickness of 

TABLE 10.3

Comparison of 6T SRAM Cell Using 16 nm CMOS and 10 nm 
CNTFET Technology Models

6T Cell for 16 nm CMOS of SRAM
Parameters 25°C 100°C
SNM (volts) 0.117 0.105
Access time (ns) 2.483 4.83
Write margin (V) 0.2715 0.273
Power standby (pw) 10.65 22.912

6T Cell for 10 nm CNTFET of SRAM

Parameters 25°C 100°C
SNM (volts) 0.178 0.171
Access time (ns) 2.389 1.627
Write margin (V) 0.2715 0.18
Power standby (pw) 76.53 48.5

Source: Pushkarna, A. et al., Comparison of performance parameters of SRAM 
designs in 16 nm CMOS and CNTFET technologies, in Proceedings of 
23rd IEEE International SOC Conference, pp. 339–342, 2010.



219Analysis of CNTFET for SRAM Cell Design

gate oxide (tox) = 1 nm and work function of the gate-metal = 4.1V; doping concentration 
for N-type = 5E-03 molar fraction; and p-type = −5E-03 molar fraction. The device has 
been simulated by using NanoTCAD ViDES [46].

Figure 10.12 shows the IDS − VGS characteristic of CNTFET, which has been calibrated 
with existing device characteristics [45]. The results show quite good agreement with the 
existing device, which validates the performance of the device.

Figure 10.13 show IDS − VGS characteristics of CNTFET at different drain biases (VDS). 
There is the great impact of VDS on the device characteristic. IOFF diminishes with 
reduction of VDS. There is an increase in device performance for low-power circuit 
application.

FIGURE 10.12
IDS − VGS characteristic of CNTFET and the existing device. (From Yang, X., and Mohanram, K., IEEE Electron 
Device Lett., 32, 231–233, 2011.)

FIGURE 10.13
IDS − VGS characteristics for different VDS.
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Figure 10.14 shows the impact of channel length on IDS − VGS characteristics. The results 
shown in Figure 10.14 illustrate the scaling of the channel length, and it can be observed that 
channel length affects the IOFF directly and IOFF reducing when the channel length increases.

Figure 10.15 shows the effect of oxide thickness on IDS − VGS characteristics. This parameter 
is very sensitive for the device. Oxide thickness also plays a very important role in the scaling 
of the device as it leads to oxide capacitance, which is used to calculate quantum capacitance 
limit. It can be observed from the result that ION increases as the oxide thickness decreases.

Another important parameter is diameter of the CNT. The bandgap of CNT devices is 
inversely proportional to diameter. This can be observed from the result in Figure 10.16. 
The diameter has the direct effect on IOFF because as diameter decreases IOFF, the ION/IOFF 
ratio increases.

FIGURE 10.15
Effect of oxide thickness on IDS − VGS characteristics.

FIGURE 10.14
Effect of channel length on IDS − VGS characteristics.
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10.8 Conclusion

As conventional MOSFET has failed to deliver adequate performance in the nanoscale 
domain, novel semiconductor devices have been proposed for low-power applications. 
CNTFETs, with their excellent electrical properties, have shown promise as future 
devices. Among different types of CNTFETs, conventional CNTFET exhibits better 
performance. However, due to difficult doping techniques, SBCNTFET is preferred. 
The main disadvantages of SBCNTFET are ambipolar currents, which limit values 
of subthreshold slope, and ION/IOFF ratio. Tunnel CNTFETs have low ION. It has been 
demonstrated that CNTFET accounts for low leakage current, making it a suitable 
option for low-power circuit design. A comparison shows that CNTFET-based SRAM 
provides stable design with the potential benefit of power reduction as compared to 
conventional CMOS SRAM design. Therefore, it can be inferred that power reduction 
is a potential advantage with good stability.
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11
Design of Ternary Logic Circuits Using CNFETs

Chetan Vudadha and M. B. Srinivas

11.1 Introduction

Integrated circuit (IC) technology has enabled rapid advances in design and implementa-
tion of innovative devices and systems that have changed the way we live and communi-
cate. Integration of more transistors increases the computing power and helps in building 
efficient systems [1]. The number of transistors that can be integrated on a chip has been 
doubling every 1–2 years as predicted by Gordon Moore, an industry pioneer, in the 1960s [2]. 
This prediction, famously known as Moore’s Law, has been proven correct, time and 
again. This has been made possible mainly due to the continuous scaling or miniaturiza-
tion of components that are integrated onto a chip [3]. For example, in CMOS technol-
ogy, the gate length of a Metal Oxide Semiconductor Field Effect Transistor (MOSFET) 
has been scaling by a factor of 0.7 every 2 years. Over the last few years, FinFET-based 
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devices [4] (a variation of MOSFET) have been fabricated at 22 nm, and the 14 nm tech-
nology is expected to be reached in the near future [5]. CMOS technology scaling beyond 
the deep sub-micron/nano range, while enabling higher integration of VLSI designs, has 
caused various reliability issues. Some of the issues of CMOS scaling beyond the nanome-
ter range are increased leakage current, processes variations, etc. [6]. These non-idealities 
have caused the I-V characteristics of MOSFETs to be different from what is expected. It 
has become more difficult to improve performance by technology scaling.

This has led to the emergence of alternate computing paradigms (reversible computing 
[7], multi-valued logic (MVL) computing [8]) coupled with emerging devices such as car-
bon nanotube field effect transistor (CNFET) [9], quantum dot gate field effect transistor 
(qFET) [10], etc. Researchers have also been investigating new materials and devices in sub-
10 nm, which could possibly replace MO S-based transistors. Based on the ITRS road map 
[5], some of the emerging devices that have the characteristics to replace traditional MOS-
based devices are CNFET [11,12], nanowire field effect transistor (NWFET) [13], graphene 
transistor [14,15], and III-V compound semiconductor [16,17].

One of the computing paradigms that has received considerable attention over the last 
few decades is multi-valued logic (MVL) [18]. Three-valued logic or ternary logic, which is 
a special case of MVL, has attracted considerable interest over the last couple of decades. 
A recent survey presents various contemporary aspects related to MVL [8]. Some of the 
advantages of MVL include reduced interconnect complexity, less device count, etc. This 
is due to the fact that more information is embedded per digit. For example, it is possible 
to represent a 14-digit (N-digit) binary number using only 9 (log3(2N − 1)) ternary digits. 
Ternary logic is a special case of MVL with three significant states. There have been many 
CMOS-based implementations for ternary logic [19,20]. It has been shown that the per-
formance of CMOS-based designs is enhanced by adding MVL blocks to binary designs 
[21,22]. A design for ternary memory units and sequential circuits has been presented in 
[23]. A CMOS-based ternary Wallace tree multiplier has been implemented in [24]. Apart 
from the works that focus on novel designs [23–26], there have been many works that focus 
on synthesis of MVL logic circuits [27–29].

The CMOS implementations of MVL are mainly classified as current-mode circuits [30], 
which require transistor biasing and voltage-mode circuits [22], which require additional 
voltage sources to create multi-threshold transistors. Due to the problems in MOS-based 
devices and nonavailability of appropriate devices, design of efficient MVL circuits has 
long remained a concern [18]. However, the emergence of several new device technologies 
[9,10,31] has led to renewed interest in ternary and quaternary logic in particular.

CNFETs have been used widely in the implementation of ternary logic circuits. CNFET 
is one of the promising alternatives to MOSFET due to its unique one-dimensional band 
structure that suppresses backscattering and makes near-ballistic operation a realistic 
possibility [32–35]. CNFETs use a single-walled CNT as a conducting channel, which is 
conducting or semiconducting depending on the angle of atom arrangement along the 
tube, also called a chirality vector. Unlike in MOS technology, where body biasing is used 
to control threshold voltages, in CNFET technology the threshold voltage is controlled by 
changing the diameter of a CNT, which in turn depends on the chirality vector [36]. This 
dependence makes CNTFET suitable for implementation of MVL circuits.

The combination of ternary logic and CNFETs has the capability to achieve efficient 
realizations of digital systems. There have been many CNFET-based design [36–40] and 
synthesis techniques [41] that are used to realize ternary logic circuits. The existing work 
on CNFET-based ternary logic circuits is relatively recent, and there is scope to explore 
new design techniques to realize efficient ternary circuits.
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The chapter presents different design approaches to implement ternary logic circuits 
using CNFETs. In this chapter, Sections 11.2 and 11.3 present an overview of ternary 
logic and CNFETs. A brief review of CNFET-based ternary logic circuits is presented in 
Section 11.4. Different design approaches to implement ternary circuits are presented 
in  Section 11.5. In Section 11.6, we present the implementation of basic ternary circuits 
using different approaches. This section also presents the HSPICE simulation results. 
Finally, conclusions are presented in Section 11.7.

11.2 Ternary Logic

Binary logic, when given a significant third value, is called ternary logic or three-valued 
logic; functions realized with three values are called ternary logic functions. The values 0, 
1, and 2 form the nomenclature to denote the ternary values in this paper. A function f(X) 
is defined as a ternary logic function mapping {0,1,2}n to {0,1,2} where X is given by X1,....,Xn. 
When X Xi j, , ,ε 0 1 2{ }, the basic operations of ternary logic can be defined as 

 X X X Xi j i j+ = { }max ,  (11.1)

 X X X Xi j i j⋅ { }= min ,  (11.2)

where Equations (11.1) and (11.2) indicate OR and AND operations for ternary logic [36]. 
Another important logic function in ternary logic is a ternary inverter. Table 11.1 shows 
the outputs of different ternary inverters that are used in ternary logic. Corresponding to 
each of the outputs, three inverters are defined—namely, negative ternary inverter (NTI), 
standard ternary inverter (STI), and positive ternary inverter (PTI), respectively. The logic 
values assumed for different voltage levels are shown in Table 11.2; voltages 0, V dd/2, and 
V dd correspond to logic values 0, 1, and 2, respectively.

TABLE 11.1

Ternary Inverters

Input (x) NTI (x) STI (x) PTI (x)

0 2 2 2
1 0 1 2
2 0 0 0

Source:  Lin, S. et al., IEEE T. Nanotechnol., 10, 
217–225, 2011.

TABLE 11.2

Logic Symbols

Voltage Level Logic Value

0 0
Vdd/2 1
Vdd 2
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Implementation of ternary logic circuits requires transistors with different threshold 
voltages. Hence, CNFET technology, where the threshold voltage of the transistor can be 
modified by changing its physical dimensions, is suitable to implement ternary logic cir-
cuits [36]. The following section presents a brief overview of CNFET.

11.3 Carbon-Nanotube FET

A single-walled carbon nanotube (SWCNT) is obtained by rolling up a sheet of graphite 
along a rolled-up vector C = na + mb, as shown in Figure 11.1, where m and n are positive 
integers that specify the chirality of the tube and 0a0 and 0b0 are lattice unit vectors [42]. The 
angle of atom arrangement along the tube—also called a chiral angle, roll-up vector, or 
chirality vector in a single-walled CNT (SWCNT)—is represented by an integer pair (n, m). 
The value of (n, m) determines if the CNT is metallic or semiconducting.

SWCNT is further classified into three groups, depending on the angle of atom arrange-
ment, i.e., chirality vector, along which the CNT is rolled. The three groups of CNT are 
named as armchair CNT if CNT has n = m, zigzag CNT if n = 0 or m = 0, and chiral CNT 
if m and n are different and nonzero. All armchair CNTs behave as conductors. On the 
other hand, zigzag and chiral CNTs show metallic (conducting) behavior when n = m or 
n – m = 3i, where i is an integer; otherwise, they show semiconducting behavior. Hence, 
zigzag and chiral CNTs are used in realizing a CNTFET [43]. The chirality vector (n, m) 
also sets the diameter of the CNT.

CNFET is a transistor that makes use of semiconducting carbon nanotubes as channel 
material between two metal electrodes that act as source and drain contacts. The operat-
ing principle of CNFET is similar to that of MOS transistors. As shown in Figure 11.2, this 
three- (or four-) terminal device consists of a semiconducting nanotube, acting as con-
ducting channel, bridging the source and drain contacts. The device is turned on or off 
electrostatically via the gate. The drain current is directly proportional to the number of 
CNTs connected between the source and the drain and their respective diameters [44,45].

Three types of CNTFET devices have been reported in the literature. They are known 
as Schottky barrier CNTFET (SB-CNTFET), MOSFET-like CNTFET (MCNTFET), and 
band-to-band tunneling CNTFET (T-CNTFET). Due to the similarities of M-CNTFET 
with MOSFET in terms of operation and intrinsic attributes, CNTFET has been used in 

FIGURE 11.1
Unrolled sheet of graphite and the rolled lattice structure of CNT. (From Saito, R. et al., Physical Properties of 
Carbon Nanotubes, Imperial College Press, London, UK, 1998.)
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implementation of logic circuits [45]. The gate width of CNTFET can be approximated 
using the following equation [44]: 

 W W N S≈ ×min min( ),  (11.3)

In Equation (11.3), Wmin is the minimum gate width, N is the number of tubes, and S is the 
distance between the centers of two adjoining CNTs under the same gate, also called a 
Pitch. The diameter of CNT, DCNT, depends on the chirality vector (n, m) and can be calcu-
lated by the following equation: 

 D
a

n m mnCNT = + +( )3 0 2 2

π
 (11.4)

where a0 = 0.142 nm is the interatomic distance between each carbon atom and its neighbor. 
The threshold voltage, which is the voltage needed to turn ON the device electrostatically 
via the gate, can be approximated to the first order as the half bandgap and can be calcu-
lated by Equation (11.5) [44]. 
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In the previous equation, Vπ(= 3.033 eV) is the carbon π–π bond energy in the tight bonding 
model, a(= 0.249 nm) is the carbon-carbon atom distance, and e is the unit electron charge. 
If the chirality vector of CNT changes, then the threshold voltage of the CNTFET will 
also change. Assuming the m value in the chirality vector is always zero, the ratio of the 
threshold voltages of two CNTFETs with different chirality vectors can be represented by 
the following equation: 
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1
 (11.6)

Equation (11.6) shows that threshold voltage of the CNFET is inversely proportional to the 
diameter of CNT, which as previously mentioned, depends on its chirality vector. It is the 
threshold voltage controllability of CNFET that makes it well suited for the implementa-
tion of multi-valued logic circuits. The relationship between chirality, CNT diameter, and 
threshold voltage can be derived from relations presented in [44] and is shown in Table 11.3.

FIGURE 11.2
3D view of carbon nanotube field effect transistor (CNFET).
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There are many CNTFET device models in the literature [44–48]. Stanford CNFET device 
models available at [49], which are based on work presented in [44,45], have been widely 
used for the implementation of CNFET-based circuits. The technology parameters of 
CNTFET along with their brief description and numeric value are given in Table 11.4.

The effect of chirality variations on an N-CNFET is studied with the help of the I−V 
characteristics of the transistor, which are simulated in HSPICE using the CNTFET model 
in [49]. The CNFET is configured to have three CNTs (all with the same chirality) and a 
default pitch value equal to 20 nm. Figure 11.3 shows the I − V characteristics for a VGS of 

TABLE 11.3

Relation Between Chirality, CNT Diameter, and 
Threshold Voltage

Chirality
Diameter 
of CNT

Threshold 
Voltage of 

N-CNTFET

Threshold 
Voltage of 
P-CNTFET

(19,0) 1.487 nm 0.289V −0.289V
(17,0) 1.330 nm 0.328V −0.328V
(16,0) 1.253 nm 0.348V −0.348V
(14,0) 1.100 nm 0.398V −0.398V
(13,0) 1.018 nm 0.428V −0.428V
(11,0) 0.861 nm 0.506V −0.506V
(10,0) 0.783 nm 0.559V −0.559V

Source:  Deng, J., and Wong, H. S. P., IEEE Trans. Electron 
Devices, 54, 3186–3194, 2007.

TABLE 11.4

Technology Parameters for CNFET Model

Parameter Description Value

Lch Physical channel length 32 nm
Lgeff Mean free path in the intrinsic CNT channel region 100 nm
Lss Length of doped CNT source-side extension region 32 nm
Ldd Length of doped CNT drain-side extension region 32 nm
Efi Fermi level of the doped S/D tube 0.6 eV
Kgate Dielectric constant of high-k top gate dielectric material 16
Tox Thickness of high-k top gate dielectric material 4.0 nm
Csub Coupling capacitance between the channel region and the substrate 40 pF/m
Vfbn & Vfbp Flat-band voltage for n-CNTFET and p-CNTFET, respectively 0 eV, 0 eV
L_channel Physical gate length 32 nm
Pitch Distance between the centers of two adjacent CNTs 20 nm
Leff Mean free path in p+/n+ doped CNT 15 nm
phi_M Work function of source/drain metal contact 4.6 eV
phi_S CNT work function 4.5 eV

Source:  Deng, J., and Wong, H. S. P., IEEE Trans. Electron Devices, 54, 3186–3194, 2007; IEEE Trans. 
Electron Devices, 54, 3195–3205, 2007; Stanford University, Stanford University CNFET Model 
Website, Stanford University, Stanford, CA, 2008.
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0.45V, where the x-axis indicates the drain-to-source voltage (VDS) and the y-axis indicates 
the drain current (IDS). As seen from this figure, for a fixed VGS, the drain current (IDS) is 
proportional to the diameter of CNTs, which in turn is proportional to the value of n in the 
chirality vector (see Table 11.3). There have been advances in the manufacturing processes 
of well-controlled CNTs [50,51]. While techniques exist to synthesize CNFETs of desired 
chirality [52,53], those with three chiralities—i.e., (19,0), (13,0), and (10,0)—are normally 
used in the implementation of CNFET-based ternary logic circuits [36].
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FIGURE 11.3
I-V characteristics of N-CNFET.
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11.4 Ternary Logic Circuits Using CNFETs

CNFETs have been used widely in the implementation of ternary logic circuits. The thresh-
old voltage of CNFETs depends on the diameter of the CNT, which in turn depends on the 
chirality vector. This dependence makes CNTFET suitable for implementation of MVL 
circuits. While interest in design of CNFET-based logic circuits waned over recent years 
due to complex fabrication technology and reliability issues, recent demonstration of a 
CNFET-based processor/computer by Stanford University researchers [54] has reignited 
this interest.

CNFET-based ternary logic circuits using resistive loads have been presented in [55]. 
The disadvantage of this approach, however, is that it needs large off-chip resistances. 
A more efficient design methodology, which eliminates the need for large resistances by 
employing an active load with p-type CNFETs, has been presented in [36,37]. This work 
presented designs for ternary NTI, PTI, STI, NAND, and NOR gates, which were simulated 
using HSPICE with the Stanford CNTFET model of [49]. Ternary inverters are an integral 
part of many design approaches. Figure 11.4 shows the implementation of basic ternary 
inverters.

Recently, there have been many implementations of CNFET-based ternary arithmetic 
circuits (Adders [38,39,56–59] and ALU [40]) that focus on optimizing the design param-
eters. Apart from novel designs, there have been efforts to develop synthesis algorithms 
for CNFET-based ternary logic circuits. Recently, a synthesis technique for ternary logic 
circuits, which exploits the advantages of CNFET, has been presented in [41]. This tech-
nique combines the cube representation [60] and the unary operators [61] to arrive at a 3:1 
multiplexer-based synthesis procedure. This work also presents a procedure for obtaining 
expressions for two and three variable functions using the unary operators that have been 
presented. Ternary functions with three (and more) variables are handled by a decomposi-
tion procedure based on work presented in [62].

PTI

VDD

(19,0)

(10,0)

NTI

VDD

(10,0)

(19,0)

(19,0)
(10,0)

(13,0)

(10,0)

(19,0)

(13,0)

VDD
STI

IN IN
IN

IN

IN

OUT OUT
OUT

FIGURE 11.4
CNFET-implementation of basic ternary inverters. (From Lin, S. et al., IEEE Trans. Nanotechnol., 10, 217–225, 2011.)
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11.5 Design Approaches to Implement Ternary Logic Circuits

11.5.1 Decoder-Encoder Based Approach

CNFET-based ternary logic circuits using resistive loads have been presented in [55]. The 
disadvantage of this approach, however, is that it needs large off-chip resistances. A more 
efficient design methodology, which eliminates the need for large resistances by employ-
ing an active load with p-type CNFETs, has been presented in [36,37]. This approach is 
also called a decoder-encoder-based approach [36] to design ternary logic circuits and can 
be divided into three main stages. In the first stage, a ternary decoder is used to convert 
a ternary signal into mutually exclusive unary functions that will have two logic levels, 
logic 0 and logic 2. The relation between ternary input X and decoder outputs (indicated 
by X0,X1,X2) is given by 

 X
X k

X k
k =

=

≠







2

0

,

,

if

if
 (11.7)

These decoder outputs can take only two logic values, i.e., logic 2 and logic 0, correspond-
ing to logic 1 and logic 0 in binary logic. The outputs of ternary decoders are combined 
using binary logic gates in the second stage. In the third and final stage, the outputs of the 
second stage are combined using an encoder to generate the ternary outputs. The ternary 
encoder consists of a level shifter and a ternary or gate.

Consider the example of a ternary function represented in Table 11.5, where A and B are 
ternary inputs and F is ternary output. The output function F is equal to logic 2 for the 
input signals A = 1 and B = 0 or A = 2 and B = 0. It is equal to logic 1 for the signal values 
A = 0 and B = 1 or A = 0 and B = 2. F is equal to logic 0 in all the remaining input cases. 
Using Table 11.5, output function F may be written as 

 F = ⋅ + ⋅ + ⋅∑ ∑ ∑2 3 6 1 1 2 0 0 4 5 7 8( , ) ( , ) ( , , , , ) (11.8)

 F = ⋅ + ⋅2 11 0 2 0 0 1 0 2( ) ( )A B + A B A B + A B  (11.9)

TABLE 11.5

Truth Table (Example 1)

Decimal 
Equivalent A B F

0 0 0 0
1 0 1 1
2 0 2 1
3 1 0 2
4 1 1 0
5 1 2 0
6 2 0 2
7 2 1 0
8 2 2 0
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where Ak and Bk (k = 0,1,2) represent the unary outputs of the ternary signals A and B. 
F2 and F1 represent the unary signals of output F, which are combined at the final stage 
using an encoder to generate ternary output F. The final encoder consists of a level 
shifter and a ternary or gate. The ternary logic gates are usually represented with a 
(dot) on the gate. The implementation of function F following the methodology in [36] is 
shown in Figure 11.5. The implementation of the decoder and encoder used in [36] are 
shown in Figure 11.6.

decoder decoder

T

Binary Logic Gates

Encoder

FIGURE 11.5
Realization of a ternary function using existing decoder-encoder-based approach.
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FIGURE 11.6
(a) CNFET-based implementation of decoder. (Continued)
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11.5.2 3:1 Multiplexer-Based Approach

Another approach uses unary operators and 3:1 multiplexers for implementing ternary 
logic circuits and has been presented in [59,63]. To illustrate this approach, consider a ter-
nary function represented in Table 11.5, where A and B are ternary inputs and F is ternary 
output. Since it has two inputs, one of the inputs is chosen as a select line for a 3:1 multi-
plexer and the other input is used in generation of unary operators. If input A is chosen 
as the select signal for the 3:1 multiplexer and A = 0, then (0,1,2) is transformed into (0,1,1) 
with respect to input B. Similarly, when A = 1 or A = 2, (0,1,2) is transformed into (2,0,0) 
with respect to input B. The transformations, also called unary operators, are implemented 
in [59], such that they have low power consumption. Figure 11.7 shows the implemen-
tation of example ternary function using the CNFET-based 3:1 multiplexers and unary 
operators as presented in [59]. The 3:1 multiplexer requires 18 CNFETs for implementation 
as shown in Figure 11.8.

11.5.3 Decoderless Approach

A novel approach, which avoids the use of decoders for every input, has been presented in 
[64]. The details of this approach are presented in the following subsections.

T
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FIGURE 11.6 (Continued)
(b) CNFET-based implementation of encoder.
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FIGURE 11.7
Implementation of function represented by Table 11.5 using approach. (From Srinivasu, B., and Sridharan, 
K., IET Circuits Devices Syst., 1–13, 2016.)
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FIGURE 11.8
Transistor-level implementation of 3:1 multiplex. (From Srinivasu, B., and Sridharan, K., IET Circuits Devices 
Syst., 1–13, 2016.)
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11.5.3.1 Overview

As seen from the decoder-encoder-based approach, each of the inputs is converted into 
a mutually exclusive binary signal using ternary decoders. As the number of inputs 
increases, there will be an increase in the number of decoders needed, thus resulting in 
more area and power consumption. In the example discussed earlier, two decoders were 
needed for two inputs, A and B, in the implementation of the function F. The decoderless 
approach obviates the need for a decoder by optimally grouping the terms in Equation (11.9). 
Considering the same example, the function F can be represented as 

 F = + = +⋅ ⋅2 1 2 11 2 0 0 1 2 2 1(( ) ( )) . .A + A B A B + B F F) (  (11.10)

F2 and F1 are the unary signals of output function F. F2 and F1 are signals that can take the 
values of logic 2 (logic high) or logic 0 (logic low). In the previous equations, F2 is equal to 
logic 2 when B0 is logic 2 and (A1 + A2) is logic 2. The term B0 will be equal to logic 2 only 
when input ternary signal B is equal to logic 0. The other term of F2, i.e., (A1 + A2) will be 
logic 2 only when the input ternary signal A is equal to logic 1 or logic 2. The complete 
term (A1 + A2)B0 of the function F2 can be realized using NTI gates and CNFET transistors, 
as shown in Figure 11.9a.

The realization of F2 consists of one NTI gate and four additional transistors—M1, M2, 
M3, and M4. M1 and M2 are p-type CNFETs, whereas M3 and M4 are n-type CNFETs. The 
chiralities of the respective transistors are also shown in the figure. In accordance with the 
chiralities, M1, M2, M3, and M4 transistors have threshold voltages equivalent to −0.428, 
−0.559, 0.428, and 0.289V, respectively. Input A is through an NTI gate and connected to 
the base of M1 and M3. Since M1 has a threshold voltage of −0.428V, M1 is ON only when 
the output of NTI is logic 0 (i.e., when A is logic 1 or logic 2). M3 has a threshold voltage of 
0.428V and thus M3 is ON only when output of NTI gate is logic 2 (i.e., when A is logic 0). 
The base of transistors M2 and M4 are connected to input B. Since M2 has a threshold volt-
age of −0.559V, M2 is ON when B is logic 0. The threshold voltage of M4 is 0.289V, so M4 is 

Vdd

M1 

M2 (10,0)

(19,0)
M3 M4

(19,0)

(19

(a) (b)

,0)

Vdd

M1 (19,0)

M2 (10,0)

(19,0)
M3 M4

(19,0)

FIGURE 11.9
Implementation of (a) F2 and (b) F1 in decoderless approach.
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ON when B is logic 1 or logic 2. The overall output F2 is logic 2 when both M1 and M2 are 
ON and F2 is logic 0 when either M3 or M4 is ON. Similar analysis can be done to the circuit 
implementation of F1, which is shown in Figure 11.9b.

As seen from the previous example, the use of a decoder circuit for each ternary input 
can be avoided using the decoderless approach. This results in fewer transistors as well 
as less delay and power consumption when compared to the existing decoder/encoder 
approach. The previous analysis can be described more formally as follows:

Proposition 1.1: Without the loss of generality, let F (A, B) be any ternary function with A and 
B as inputs. If it is possible to represent the unary terms of the inputs A and B using any combina-
tion of transistors, PTI and NTI gates, then there is no need to use a decoder for each input at the 
initial stage.

11.5.3.2 Steps Involved

Based on the idea presented in the previous section, an approach for implementation of 
CNFET-based ternary circuits without a decoder is presented. The steps involved in this 
approach are described in the following section and later on illustrated with an example. 

 1. At first, any function F is represented using a K-map. The terms are grouped at 
this stage, and appropriate equations are determined.

 2. The equations can be used to determine the components (such as NTI and PTI, 
etc.) required for CNFET-based implementation. Also, the number of transistors 
required for implementation of unary signals of F, that is, F2, F1, and F0 is deter-
mined. Since unary signals are mutually exclusive, implementation of any two out 
of three functions is enough. The selection of functions is made in such a way that 
the least number of transistors is required for implementation.

 3. Based on the unary functions chosen, the optimized last stage encoder circuit is 
used to generate the final ternary output.

11.5.3.3 Function Simplification

Any given function F is first represented using K-map and equations in terms of unary 
functions. The terms in the K-map can be grouped, or the equations can be simplified such 
that the terms in the final simplified equation can be realized using the ternary inputs 
directly. This is achieved by using a combination of NTI gates, binary inverters, and tran-
sistors. As an example, consider a function F(A, B) represented by the truth table shown in 
Table 11.6. The output is logic 0 when A = B, is logic 1 when A < B, and logic 2 when A > B. 
The function can be represented using the K-map as shown in Figure 11.10. To get the 
unary functions corresponding to three levels, the 1s, 2s, and 0s are grouped separately. 
This results in minimized functions for F2, F1, and F0. The grouping of terms can be done 
using the K-map shown in Figure 11.10.

The functions can also be derived using the simplification of equation as illustrated in 
the following: 

 F = ⋅ + ⋅ + ⋅( ) ( ) ( )∑ ∑ ∑2 3 6 7 1 1 2 5 0 0 4 8, , , , , ,   (11.11)

 F A B A B A B A B A B A B A B A B A B= + + + + + + + + 2 1 01 0 2 0 2 1 0 1 0 2 1 2 0 0 1 1 2 2· · ·( ) ( ) ( ))  (11.12)
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F A A B A B B A B B B A A A B= + + + + + + + + + 2 1 01 2 0 2 0 1 0 1 2 2 0 1 0 0· · ·( ) ( )) ( ( ) ( )) ( AA B A B1 1 2 2+ )  (11.13)

 F F F F= ⋅ + ⋅ + ⋅      2 1 02 1 0 (11.14)

11.5.3.4 Implementation of Unary Functions

Functions F2, F1, and F0 in Equation (11.13) represent the unary functions of output F and 
are mutually exclusive. Hence, any two of the three unary functions are enough to gener-
ate the final output F. As mentioned earlier, the two functions that are to be implemented 
are chosen in such a way that realization of the circuit results in the least number of tran-
sistors. After the simplification is done, the resulting expressions contain either individual 
unary terms of the inputs, that is, A0, B0, A1, etc., or group terms such as (A1 + A2), (B0 + B1), 
etc. These terms can be realized using PTI gates, NTI gates, and transistors.

For example, A0 indicates that the output function is logic 2 when input A is logic 0, i.e., a 
connection to V DD is made possible when A is logic 0. This pull-up functionality is realized 
by designing a p-type CNFET with a threshold voltage of −0.559V, i.e., chirality equivalent 
to (10,0). Such a transistor will be OFF when gate voltage is greater than 0.341V and hence 
for logic 1 (0.45V) and logic 2 (0.9V), it will be in the OFF state. The values of input for which 
the output remains logic 0 are considered for designing the n-type CNFET structure. In the 
case of A0, the output remains logic 0 when the input is at logic 1 or logic 2. This pull-down 
functionality is realized by n-type CNFET with threshold voltage of 0.289V equivalent to a 
chirality of (19,0). Such a transistor will be ON when gate voltage is greater than 0.289V and 

TABLE 11.6

Truth Table (Example 2)

Decimal 
Equivalent A B F

0 0 0 0
1 0 1 1
2 0 2 1
3 1 0 2
4 1 1 0
5 1 2 1
6 2 0 2
7 2 1 2
8 2 2 0

A/B 1 2

0 0 1 1

1 2 0 1

2 2 2 0

0

F2 = (A1+A2).B0 + A2 .(B0+B1)

F1 = A0 .(B1+B2) + (A0+A1).B2

F0 = A0B0 + A1B1 + A2B2

FIGURE 11.10
K-map simplification for function F.
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hence for logic 1(0.45V) and logic 2(0.9V), it remains in the ON state. A similar analysis can 
be done to design p-type and n-type structures for different terms of a simplified equation. 
Figures 11.11 and 11.12 show the realization of different unary terms (individual and group) 
that might appear in any simplified equation. To realize the output unary functions, the 
p-type CNFET structures corresponding to the input unary terms are placed in a series to 
realize the AND (·) function and in parallel to realize the OR (+) function. On the contrary, 
n-type CNFET structures are placed in a series to realize the OR (+) function and in parallel 
to realize the AND (·) function.

Figures 11.11 and 11.12 also show the number of transistors required to implement the 
individual and group unary terms. This is used to calculate the number of transistors 
required for the implementation of unary functions F2, F1, and F0.

P-Type CNFET

X (10,0) X (19,0)

N-Type CNFETFunction

X0

(Transistors Required)

X1

(19,0)X
X (10,0)

X
X

X2 X X

(2)

(6)

(4)

(19,0)

(19,0)

(19,0)

(19,0)

FIGURE 11.11
Transistor-level realization of X0, X1, and X2 unary terms.

P-Type CNFET

X (10,0)X(19,0)

N-Type CNFETFunction
(Transistors Required)

(19,0)X

X (10,0)
XX

X XX1 + X2

X0 + X1

X0 + X2

(4)

(2)

(6)

(19,0) (19,0)

(19,0)
(19,0)

FIGURE 11.12
Transistor-level realization of X0 + X1, X1 + X2 and X0 + X2 unary terms.
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The implementation of functions F2, F1, and F0 is shown in Figure 11.13. The simplified 
function of F2 contains (A1 + A2)B0 as the first term; therefore, the p-type structure corre-
sponding to B0 is placed in a series with the p-type structure corresponding to (A1 + A2). 
The resulting structure is then placed in a series with the structure corresponding to 
A2(B0 + B1) to get the final p-type CNFET structure. A process similar to complementary 
logic style is followed to design the n-type structure resulting in the circuit shown in 
Figure 11.13. The realization of all unary functions F2, F1, and F0 results in 12, 12, and 24 
transistors, respectively.
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FIGURE 11.13
Implementation of (a) F2, (b) F1, and (c) F0 using decoderless approach.
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11.5.3.5 Low-Power Encoder

In the final stage, an encoder is used to combine the unary signals and a final ternary 
output is generated. An encoder generates logic 2 and logic 0 by a direct connection to 
V DD and GND. However, for generation of logic 1 at output, a direct path from V DD to 
GND is created. One of the major disadvantages of the existing ternary adder designs 
[39,57] is that they use encoders that have a low resistance path between V DD and GND 
to generate logic 1. This results in a large static current and hence large static power con-
sumption. The encoder design in the existing approach [36] (shown in Figure 11.5) uses a 
level shifter and a ternary OR gate. Hence, it requires a large number of transistors and 
also has large power consumption. The power consumption is mainly because of mul-
tiple direct paths that exist from V DD to GND, while generating logic 1. An improved 
encoder, which requires fewer transistors when compared to encoder in [36] and has lower 
power consumption when compared to encoders in [36,39,57], is presented in this  section. 
Figure 11.14 shows the encoder [64], which has unary functions F2 and F1 as inputs. Since 
the functions F2 and F1 are unary function and can be either logic 0 or logic 2, simple 
binary inverters can be used to get their complements. Implementation of a simple binary 
inverter is also shown in Figure 11.14.

Existing encoder and the encoder shown in Figure 11.14 uses F1 and F2 as inputs to gen-
erate ternary output F. Hence, if any other pair of functions, i.e., F2 and F0 or F1 and F0, 
are implemented to reduce the number of transistors as explained in Section 11.5.3.4, F1 
or F2 have to be generated using binary NOR gate. To avoid this, two more encoders are 
presented in [64] that take combinations of (F2, F0) or (F1, F0) as inputs. Figure 11.15 shows 
encoder designs for the function pairs (F1, F0) and (F2, F0). As in the case of (F2, F1)-based 
encoder, simple binary inverters can be used to get the complement of unary functions for 
the encoders presented. For the example under consideration (Equation 11.13), implemen-
tation of F2 and F1 results in the least number of transistors and hence the encoder design 
presented in Figure 11.14 is used in the final stage. As seen from the decoderless approach, 
any ternary function can be realized without decoders thus resulting in reduced area. 
Although the decoderless approach is explained using an example of a 2-input function, 
the same methodology can be extended to any number of inputs. However, care should be 
taken to avoid stacking of multiple transistors.

Vdd

Vdd

(13,0)

(19,0)

(19,0)

(13,0)

(13,0)

(13,0) (13,0)

(13,0) (13,0)

FIGURE 11.14
Encoder with F2 and F1 as inputs ((F2, F1)-Encoder).
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11.5.4 2:1 Multiplexer-Based Approach

In this section, an approach that uses 2:1 multiplexers for implementation of ternary logic 
circuits is presented. This is based on the work presented in [65].

11.5.4.1 Basic Idea

The basic idea involved in this approach is presented using the following proposition:

Proposition 1.2: A 3:1 multiplexer can be implemented using two 2:1 multiplexers.

Proof. Consider the expression for a 3:1 multiplexer (shown in Figure 11.7), which is repre-
sented as Y = S0 · D0 + S1 · D1 + S2 · D2, where D0, D1 and D2 represent inputs while S rep-
resents select signal. S0, S1, and S2 are related to S according to Equation (11.7) and can be 
generated as shown in Figure 11.8: 

 Y S D S D S D= + +0
0

1 1 2
21· · ·  (11.15)

 Y S D S S S S D S S S D= + + + + +0
0

1 0 1 2
1

2 1 2
2· · · · ·( ) ( ) ( )       (11.16)

 ∵S S S S S S S S S S1 1 0 1 2 2 2 2 2 1 0= + ⋅ + ⋅ = ⋅ =     and ( ) ( ), ,  

 Y S D S S S S D S D= + + ⋅ + ⋅ + ⋅0 0 1 2 1 0 1 2 2· ( ) (( ) )  (11.17)

 Y S D S S D S D= + +0
0

0 2 1 2 2· · · ·( )  (11.18)

∵ (S1 + S2) = S0, (S1 + S0) = S2, where S0, S1, and S2 represent the binary NOT of signals S0, S1, 
and S2, respectively, as given by Equation (11.19): 

 S
S

S

k

k

k
=

=

=







2 0

0 2
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 (11.19)
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FIGURE 11.15
Encoder design for (a) (F2, F0) and (b) (F1, F0) combination.
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Alternatively, Equation (11.15) can also be represented as Equations (11.20) and (11.21).

 Y S S D S D S D= ⋅ ⋅ + ⋅ + ⋅2 0
0

0 1 2
2( )  (11.20)

 Y S S D S D S D= ⋅ ⋅ + ⋅ + ⋅1 0
0

0
2

1
1  ( )  (11.21)

The relation in Equations (11.18), (11.20), and (11.21) are similar to relation for a 2:1 mul-
tiplexer, Y S D S D= ⋅ + ⋅0 1, where D0 and D1 are inputs and S is the select line. Hence, a 3:1 
multiplexer can be implemented using two 2:1 multiplexers  as shown in Figure 11.16.

11.5.4.2 Ternary Circuits Using CNFET-Based 2:1 Multiplexers

As evident from the Figure, Equations (11.18) and (11.20) are less complex to implement, 
when compared to 11.21 because generation of S0, S0 , S2, and S2 requires PTI and NTI 
whereas implementation of S1 and S1  requires complex NOR-like structure in addition 
to an NTI. Hence, circuits shown in Figure 11.18a and b are used for implementing ternary 
functions. These circuits use two types of 2:1 multiplexers, namely PTI-Mux and NTIMux, 
which are implemented using CNFETs as shown in Figure 11.17a and b.

A 3:1 multiplexer presented in [41] requires 18 transistors. However, 2:1 multiplexers 
with inverters (NTI-Mux and PTI-Mux), which are equivalent to one 3:1 multiplexer, 
require only 12 transistors. Further, PTI-Mux and NTI-Mux are used in the implemen-
tation of ternary logic circuits. To illustrate a 2:1 multiplexer-based approach, consider 
the same example ternary function represented in Table 11.5, which was used to show 
a 3:1 multiplexer-based approach. The K-map for this ternary function is shown in 
Table 11.7.

For this ternary function, A and B are ternary inputs and F is ternary output. In a 2:1 
multiplexer-based approach, similar to a 3:1 multiplexer-based approach, one of the inputs 
is chosen as the select line and the second input is used to realize the unary operators. 
But unlike the 3:1 multiplexer-based approach, the 2:1 multiplexer approach implements 
the unary operators using 2:1 multiplexers, PTI and NTI. Figure 11.8 shows the imple-
mentation of ternary function shown in Table 11.7, where A is chosen as the select line 
and unary operator is realized using a 2:1 multiplexer. This implementation requires 12 
CNFETs when compared to the 3:1 multiplexer-based implementation, which requires 25 

(a) (b) (c)

Vdd

(19,0)

(10,0)

(19,0)

(19,0)

FIGURE 11.16
(a) A 3:1 multiplexer operation using 2:1 multiplexers for Equation 11.18. (b) A 3:1 multiplexer operation using 2:1 
multiplexers for Equation 11.20. (c) A 3:1 multiplexer operation using 2:1 multiplexers for Equation 11.21.
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transistors. Since both decoders and encoders are avoided in this approach, it results in 
low area and power consumption when compared to design approaches presented earlier. 
However, since this approach uses transmission gates for realizing multiplexers, it results 
in ternary circuits with large propagation delay.

FIGURE 11.18
2:1 multiplexer-based implementation for ternary function in Table 11.7.

TABLE 11.7

Ternary Function (Example 1)

A/B 0 1 2

0 0 1 1
1 2 0 0
2 2 0 0

Vdd
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(19,0)

(19,0)
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(10,0)
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Vdd
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(10,0)

(10,0)

(19,0)

FIGURE 11.17
CNFET-based implementation of (a) PTI-Mux and (b) NTI-Mux.
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11.6 Implementation and Simulation

For a comparison of different approaches, basic ternary logic functions—namely half adder 
and 1-digit multiplier—have been implemented using different approaches, and circuit 
parameters such as delay, power, and number of transistors have been compared to under-
stand relative performance. The functionality of the basic circuits is represented by Table 11.8.

As seen from this table, the half adder has two outputs (Sum and Carry), and the 1-digit 
multiplier has two outputs (Product and Carry). As an example, the circuit implementa-
tions for half adder using different approaches are shown in Figures 11.19 through 11.22. 

Vdd Vdd

Vdd

decoder
Existing

decoder
Existing

Encoder
Existing

Shifter
Level

FIGURE 11.19
Half adder using existing decoder-encoder-based approach (all CNETs have chirality as (19,0)).

TABLE 11.8

Truth-Table for Basic Ternary Circuits

Inputs Half-Adder
1-Digit 

Multiplier

A B Sum Carry Product Carry

0 0 0 0 0 0
0 1 1 0 0 0
0 2 2 0 0 0
1 0 1 0 0 0
1 1 2 0 1 0
1 2 0 1 2 0
2 0 2 0 0 0
2 1 0 1 2 0
2 2 1 1 1 1
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FIGURE 11.21
Half adder using decoderless approach.
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FIGURE 11.20
Half adder using existing 3:1 multiplexer-based approach.
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These circuits along with the circuits for the multiplier have been implemented using the 
CNTFET model available at [49] and simulated using HSPICE. The following subsections 
explain the simulation environment and the results obtained.

11.6.1 Simulation Environment

All the circuits are simulated in HSPICE using the CNTFET model of [44,45,49] at 0.9V 
power supply and room temperature. The CNFETs used in the implementation are config-
ured to have three tubes and a default pitch value equal to 20 nm. All the other parameters 
are set to their default values as presented in Table 11.4. In this work, ternary logic values 
0, 1, and 2 correspond to voltages 0, V dd/2, and V dd, respectively.

For binary logic gates, the logic values 0 and 1 correspond to voltages 0 and V dd. Binary 
gates are implemented using transistors, which are connected in complementary logic style 
and have chirality of (19,0). Ternary circuits are implemented using different approaches, 
and the design parameters are compared. For fair comparison, all the circuits have been 
simulated with the same test pattern. Power consumption results are obtained by sim-
ulating the circuits with random input patterns at a switching frequency of 500  MHz. 
Propagation delay results for different circuits are obtained by finding worst-case Fan-Out 
of 4 (FO4) delay of the critical path. FO4 delay is calculated by loading the output node 
with four STI gates (implementation of STI gate is presented in [36]).

11.6.2 Results and Discussion

Table 11.9 summarizes the simulation results of different parameters for various ternary 
functions, namely ternary half adder and multiplier, which are implemented using dif-
ferent approaches. The existing decoder-encoder-based approach uses a decoder for 
each input and a complex encoder for each ternary output resulting in large propagation 

Vdd Vdd

Vdd

decoder
Proposed

decoder
Proposed

Encoder
Proposed

Encoder
Proposed

FIGURE 11.22
Half adder using 2:1 multiplexer-based approach.
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delay, power consumption, and transistor count when compared to other approaches. 
The  problem of increased transistor count is addressed in the existing 3:1 multiplexer-
based approach [41,59]. But the disadvantage of this approach is that it uses a complex 
implementation for realizing unary operators, resulting in large power consumption when 
compared to the decoder-encoder-based approach in [36].

Implementation using a decoderless approach shows a reduction of up to 18% in transis-
tor count and up to 40% in power consumption when compared to the existing approach 
in [36]. This approach also shows a reduction in propagation delay (up to 7%) and power 
consumption (up to 54%), but it requires more transistors (up to 38% more) for implemen-
tation when compared to the 3:1 multiplexer-based approach [41,59]. However, for some 
circuits—e.g., ternary half adder—the decoderless approach results in circuits with large 
transistor stacking leading to higher propagation delay.

Ternary circuits implemented using a 2:1 multiplexer-based approach show a reduc-
tion of up to 30% transistor, 34% in propagation delay, and 91% power consumption when 
compared to an existing 3:1 multiplexer-based approach [41,59]. This is because unlike 
in the existing 3:1 multiplexer-based approach, where unary operators are implemented 
using complex circuits that have multiple direct paths between V DD and GND, in the 
2:1  multiplexer-based approach, unary operators are implemented using 2:1 multiplexers 
resulting in low power consumption. The 2:1 multiplexer-based approach has the least 
power consumption and transistor count when compared to other approaches. However, 
since the 2:1 multiplexer-based approach uses transmission gates, ternary circuits designed 
using this approach cannot drive large load capacitance.

TABLE 11.9

Simulation Results for Basic Circuits

Design Approach Half-Adder
1-Digit 

Multiplier

Power Consumption (in µW)
Decoder-Encoder Based [36] 1.24 (100%) 0.780 (100%)
3:1 Multiplexer based [41,59] 1.62 (131%) 0.779 (100%)
Decoderless 0.745 (60%) 0.372 (48%)
2:1 Multiplexer based 0.121 (10%) 0.069 (9%)

Propagation (FO4) Delay (in ps)
Decoder-Encoder Based [36] 42.4 (100%) 35.7 (100%)
3:1 Multiplexer based [41,59] 47.0 (111%) 26.4 (74%)
Decoderless 43.0 (101%) 25.3 (71%)
2:1 Multiplexer-based 44.2 (104%) 17.5 (49%)

Power-Delay Product (PDP) (in ×10−17J)
Decoder-Encoder-Based [36] 5.25 (100%) 2.78 (100%)
3:1 Multiplexer-based [41,59] 7.62 (145%) 2.06 (74%)
Decoderless 3.20 (61%) 0.94 (34%)
2:1 Multiplexer-based 0.53 (10%) 0.12 (4%)

Number of CNFETs
Decoder-Encoder-Based [36] 88 (100%) 66 (100%)
3:1 Multiplexer-based [41,59] 52 (59%) 40 (61%)
Decoderless 72 (82%) 50 (76%)
2:1 Multiplexer-based 36 (41%) 30 (45%)
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11.7 Conclusions

The combination of ternary logic and CNFETs has the capability to achieve efficient 
realizations of digital systems. The existing work on CNFET-based ternary logic cir-
cuits is relatively recent, and there is scope to explore new design approaches to realize 
efficient ternary circuits. This chapter presented different design approaches to imple-
ment basic ternary logic circuits. These approaches lead to ternary circuits that are 
 optimized for one or more design parameters. Simulation results indicate that basic 
ternary circuits, namely half adder and 1-digit multiplier, which are implemented using 
a 2:1 multiplexer-based approach, result in up to 91% reduction in power consumption, 
up to 45% reduction in delay, and 30% reduction in transistor count when compared to 
other design approaches.
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12
Different Analytical Models for Organic 
Thin-Film Transistors: Overview and Outlook

W. Boukhili and R. Bourguiga

12.1 Introduction

The evolution of modern device microelectronics has led to the realization of devices with 
several high-quality materials in order to fulfill different requirements. We must go back to 
the end of the 1970s to explain the birth of plastic electronics. Indeed, it was in 1977 that Alan J. 
Heeger, Alan G. MacDiarmid, and Hideki Shirakawa demonstrated the existence of polymers 
of good conductivity. Their research was awarded the Nobel Prize in Chemistry in 2000. For 
a polymer to conduct electricity, it must have at least alternating single and double bonds 
between its carbon atoms. To improve this conduction, it can be “doped,” which consists of 
removing electrons (by oxidation) or adding (by reduction). In fact, organic semiconductors 
(OSCs) based on π-conjugated small molecules and conductive polymers have widely been 
studied in recent years. It would be fair to state that the field of organic semiconductors has 
witnessed the sought-after technological revolution of plastic electronic devices. In addition, 
OSCs can be manufactured and processed at room temperature, making their production 
easier and cheaper than for conventional silicon and inorganic semiconductors. They can be 
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transparent, flexible, and developed over large areas or non-planar geometries; completely 
plastic devices can be realized. In contrast, inorganic materials are relatively expensive 
to process, difficult to functionalize, and normally allow low throughput methodologies. 
During these last two decades, organic thin-film transistors (OTFTs) have attracted a great 
deal of attention due to their potential application ranging from flexible radio-frequency 
identification tags (RFID), electronic paper, intelligent textiles, bioelectronics to organic cir-
cuits due to their inherent advantages such as lightweight feature, flexibility, large area capa-
bility, structural flexibility, low temperature process, and ease of manufacture compared to 
general Si technology. The improvement and development of electronic devices is the result 
of several technological achievements. This design approach is mainly time-consuming and 
expensive. With the evolution of calculation units and the development of physical simula-
tors, a new technical development of electronic components has grown in importance the 
last two decades in industries and research laboratories. This technique is called “behavioral 
numerical simulation” or “physical modeling.” This type of simulation uses the different 
laws of components physics and can reproduce the electrical and optoelectronic character-
istics associated with physical structures and specific bias conditions. The development of 
an electronic component today includes several stages: physical modeling, realization, elec-
trical measurements, and electrical optoelectronics and possibly thermal modeling. These 
four steps are complementary, allow characterization, and fully understand the operation 
of the component. Effectively, analytical modeling plays a fundamental role in the concep-
tion of the new device as it suggests a mathematical tool for analyzing experimental obser-
vations and reproducing the measurement data of the components, while also providing 
the capability of predicting performance modeling that can guide further development and 
improvement efforts. Significant progress in the development of efficient and stable OTFTs is 
opening the possibility for their large-scale deployment. In fact, the electrical characteristics 
of OTFTs have been intensively studied and largely clarified. Thus, many models have been 
introduced and developed for modeling of the OTFTs and extending the understanding of 
OTFTs’ operation. Furthermore, the modeling of OTFTs has left its infancy and has reached 
a level whereby a good agreement has been reached with the experimental characteristics.

This chapter presents an up-to-date review of the several models commonly used to 
 reproduce the current-voltage characteristics of the OTFTs. A review of the principal 
 techniques used for the modeling of OTFTs’ current measurements is proposed. The 
consistency, accuracy, and sensitivity of the effects of the modeling procedure are exam-
ined through analytical modeling and experimental measurements. The validity and the 
 application of these different analytical models for different types of transistors have been 
made and evaluated in [1–6].

As a matter of fact, OTFTs are one of the most widely used tools for the analysis of the mobil-
ity of organic semiconducting materials. While the working principle is well understood and 
characterized, there is still no general analytical solution for the current-voltage characteristics.

12.2 Device Description and Standard Model

OTFTs are a variety of metal-insulator-semiconductor (MIS) structures in which the semi-
conductor is organic. An OTFT is composed of an organic semiconductor provided with 
two electrodes: the source (S) and the drain (D), whose role is to inject or collect charges. 
A third electrode, the gate (G), is separated from the semiconductor by an insulating layer 
for modulating the current between the source and the drain. So, OTFTs are three metal 
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electrodes devices in which the current flow going between the source and drain is modu-
lated by a gate bias. A major difference with commonly used inorganic transistors is that 
no inversion layer is formed, but the conduction occurs by means of the majority carriers, 
which accumulate at the organic semiconductor/insulator interface. It is possible to exam-
ine several architectures of thin film transistors. Table 12.1 shows the four basic architec-
tures using a “classical” stack of the different layers of the transistor. They are classified as 
bottom gate or top gate depending on whether the gate is respectively below or above the 
semiconductor, and top-contact or bottom-contact depending on the position of the source 
and drain metal contacts relative to the semiconductor. From a performance point of view 
of the transistors, these different architectures will not be equivalent. As an example, it 
appears that depending on the device, we will be in the presence of either a semiconduc-
tor-insulator interface or a semiconductor insulating interface which, though equivalent 
materials, will not necessarily have the same properties. The reasoning also applies to the 
conductive electrodes semiconductor interface. Each geometry has its advantages and dis-
advantages depending on the materials,  the deposition technologies used, and the final 
properties of the transistor. Possible transistor structures are shown in the following table.

Architecture Top-Contact Bottom-Contact

Top-Gate

Insulator

Gate

Source Drain

Semi-conductor

Substrate

Semi-conductor

Insulator

Gate

Source Drain
Substrate

Bottom-Gate

Semi-conductor

Insulator

Gate

Source Drain

Substrate

Semi-conductor

Source Drain

Insulator

Gate

Substrate

Different Architectures of Thin-Film Transistor

The operating of the TFTs is based on the fact that a current flows between the two source 
and drain electrodes when a bias voltage is applied between them. The current intensity is 
modulated by the voltage VG applied to the gate electrode. Note also that the source is taken 
as the reference potential. In such structure, in the absence of bias, the existence of two pn 
junctions prevents the passage of current between the source and the drain; the transistor 
is off. When the gate is positively biased at a voltage greater than the threshold voltage Vth 
of the transistor, the MOS capacitor operates in inversion: an n-type conducting channel 
will take place between the source and the drain. A positive bias applied with respect to the 
drain makes it possible to circulate the current in the conductive channel; the transistor is on.

TABLE 12.1

The Set of Parameters that Gave a Good Agreement Between the Experimental 
Data and Those Obtained by the Model 1

Parameters m λ (V−1) αs σ0(AV−1) Vth(V) Rs (Ω) gch, sat(AV−1)

2.66 2.88 × 10−2 0.066 0.78 × 10−12 10.88 4.75 × 107 5.6 × 10−7
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This chapter features the different model formulations used for organic thin-film tran-
sistors. Firstly, we present the derivation of the analytical expression of the drain current 
in the linear and saturation regimes by the systematic model that is currently used, which 
is called the Sze model [7]. The Sze model makes it possible to predict the evolution of the 
electrical characteristics according to the geometry and properties of the materials. It is 
established for the basilar structure for the TFTs as shown in Figure 12.1. It is a freestand-
ing top-contact structure. The OTFTs consist essentially of a substrate, having at its ends 
two ohmic contacts forming two electrodes, between which flows the main current, called 
source and drain (Figure 12.1); a third electrode isolated from the substrate serves as con-
trol and is called the gate Figure 12.1.

The surface-induced charge at the abscissa x of the channel is given by the expression: 

 q n x
C
t

V V xi
G∆ = −( )( ) ( )  (12.1)

where:
Ci is the insulation capacity per unit area
t is the thickness of the semiconductor film
VG is the gate voltage
V(x) is the voltage at the abscissa x of the channel counted from the source
Δn(x) is the variation of the induced charge at the abscissa x of the channel

The drain current ID can be expressed as a function of the conductivity (σ0) at zero gate 
voltage, the conductivity variation Δσ(x), and the electric field E(x) at the abscissa x:

 I tW x E xD = + ∆( )σ σ0 ( ) ( ) (12.2)

with W as the channel width.
By introducing the mobility of the carriers μ, n0 the charge density at zero gate voltage, 

we obtain: 
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FIGURE 12.1
Geometry structure of OTFTs.
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Consequently, integrating over the entire channel length (L): 
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where Vth = −
qn d
Ci

0  is the threshold voltage.

The threshold voltage depends on the charge density n0, the thickness of the semicon-
ductor t, and the capacitance of the insulator Ci.

Finally, in accumulation mode, we can distinguish two ranges of regime: 

• Linear regime (low VD):
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D
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• Saturation regime (high VD): 
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L
V VD
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G= −( )µFET th

2  (12.5)

12.2.1 Technologies Manufacturing Steps of the OTFTs

The technological part in the complete preparation of the organic thin-film transistors has 
been a long period of testing and optimization for each manufacturing step.

• Si/SiO2 substrate for the top-contact bottom-gate structure

 Silicon dioxide can be obtained by thermal oxidation; it is a chemical reaction 
between silicon and the oxidizing substance, usually oxygen (O2, called dry oxi-
dation) or water vapor (H2O, called wet oxidation). The reaction is carried out in an 
oven at high temperatures in the range of 800°C–1100°C, depending on the thick-
ness and speed we want to achieve.

• Si/SiO2/ITO/Au substrate for the bottom-contact bottom-gate structure

 Si/SiO2/ITO/Au substrates are 15  ×  15  mm2 commercial substrates (Fraunhofer 
Institute for Photonic Microsystems IPMS) on which the electrodes are already 
deposited. N+ doped silicon, silicon oxide with a thickness of 230 ± 10 nm constitutes 
the insulator. The source and drain electrodes consist of ITO/Au (10 nm/30 nm) 
and are inter-digitized. Treatment is done in an ultrasonic bath with acetone to 
remove the photo resists (15 min). This first treatment is followed by other suc-
cessive cleaning procedures in an ultrasonic bath in isopropanol (15 min), acetone 
(15 min), and drying under nitrogen. Subsequent exposure to UV-ozone treatment 
for 20 min or O2 plasma for 3 min (average power) is performed to remove organic 
residues from the surface. The gold constituting the source and drain metal for 
this structure adheres poorly on the insulators; therefore, a thin layer of attach-
ment is necessary. A very thin ITO layer of the order of 3 nm is deposited before 
the gold layer to promote the adhesion of the Au layer on the SiO2 surface.
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• Evaporation of source and drain metal contacts

 The drain and source contacts are obtained by vacuum evaporation of gold through 
a mask. Evaporation of the metal electrodes on a substrate (which is deposited on 
the semiconductor layer) is not a procedure that requires special care because the 
parameters, such as the thickness of the layer or electrode deposition rate, gener-
ally do not influence device performance.

• Deposition of the organic active layer by thermal evaporation under vacuum

 An important difference between polymers and small molecules is the deposition 
technique in the form of thin films. Indeed, the small molecules are deposited 
from their gaseous phases by evaporation under vacuum because they have good 
thermal stability and a low molecular weight, while the polymers are deposited in 
solution by the technique of the spin coating.

• Gate deposition

 The gate electrode of the transistor is deposited on the rear face of the substrate. 
Below the substrate, a silver layer of 300 nm is deposited by evaporation under 
vacuum, on the back side of the silicon followed by annealing at 45°C in a furnace 
under nitrogen for 30 min.

 After manufacture, the final transistors with top-contact bottom-gate structure 
and bottom- contact bottom-gate structure are shown by the following photos that 
are made by an optical microscope.
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 Photos by an optical microscope of the OTFTs: (a) top-contact bottom-gate struc-
ture and (b) bottom-contact bottom-gate structure

• Electrical characterization of organic transistors

 To study the operation of the fabricated transistors, we carried out a series of 
electrical measurements. These measurements were made using a semiconduc-
tor-based electronic component analyzer (Agilent 4156C HP 5156 parameter 
analyzer). The measuring equipment consists of a vacuum chamber, moving 
spikes, and connection cables. Although the analyzer is connected to a com-
puter, the electrical measurements were taken with the configuration shown in 
the following photo. Two sets of measurements were performed: transfer curves 
and output curves. The output characteristic is the variation of the drain current 
as a function of the drain voltage (ID vs. VD) for different gate voltages (VG).

 Photo of a simplified diagram of the electrical measurement bank of organic transistors
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Improving the performance of the transistors requires, in addition to the care of synthesis 
and elaboration of thin-film layers, a better understanding of carrier transport mecha-
nisms in this type of component. To do so, we must develop simple models in order to 
predict and reproduce the evolution of the electrical characteristics of thin-film transistors. 
The theoretical modeling step is essential in the design of electronic components as a tool 
for validating designer choices. It therefore makes it possible to know the future electrical 
characteristics of the components before the manufacturing step. But this theoretical mod-
eling requires a mathematical model describing the physical phenomena of the transistor 
as well as a set of parameters to be determined.

12.3  Different Analytical Models Formulation for 
Current-Voltage Characteristics

In this section, we describe different simple analytical models used for OTFTs.

12.3.1 Model 1

12.3.1.1 Derivation of Model 1

In this first model, the formulation of the expression of the total drain current taken into 
account of the intrinsic conductivity of the organic semiconductor, and therefore an intrin-
sic current, must be added in the calculation of the total drain current. Taking into account 
the intrinsic conductivity of organic semiconductor, the total drain current in the linear 
and saturation regimes can be expressed as follows: 

 I I ID = +accum intrinsic  (12.6)

where Iaccum is the accumulation drain current ( )at andV V V VG D≠ ≠  0 0  due to the 
 accumulation of majority charge carriers at the conductive channel of the OTFT that can 
be calculated by the following equation: 
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λ is the channel length modulation parameter and m is a control transition parameter from 
the linear to the saturation regime in the output characteristics of the organic TFTs.

Iintrinsic is the intrinsic current ( )at V V VG D= = 0  due to the intrinsic conductivity of the 
organic semiconductor. The intrinsic current due to the contribution of the intrinsic 
conductivity of the organic active layer is generally given by the following expression 
[1,5,6]: 

 I VDintrinsic = σ0  (12.8)

where σ0 is the intrinsic conductivity of the organic active layer and VD is the drain voltage.
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Therefore, the final expression of the total drain current is given by 
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where αs is the saturation modulation parameter and δ is the transition width parameter. λ 
is the channel length modulation parameter and m is a control transition parameter from 
the linear to the saturation regime.

Figure 12.2 shows a graphical method to extract the different parameters indicated in the 
final expression of the drain current: Rs, m, ∆I, ID, sat, gch, sat, and λ [1,5,6]. The parameter m is 
determined using the following relation: 
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where ∆I is the difference between the saturation current ID,sat and the current value 
obtained by the projection on the current-voltage curve of the intersection of the two slopes 
of the current-voltage characteristics in the linear and saturation regimes (Figure 12.2).

The parameter λ was determined from the slope of the current-voltage characteristic in 
the saturated state as shown in Figure 12.1 using the following equation: 

 g IDch,sat sat= ,λ  
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FIGURE 12.2
Graphical method to extract the different parameters.
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12.3.1.2 Validation of Model 1

Using model 1, we have been able to reproduce the output electrical characteristics of our 
OTFTs. The obtained results are in good agreement with the experiment, as shown in 
Figure 12.3.

The set of parameters that gave a good agreement between the experimental data and 
those obtained by the model 1 are summarized in Table 12.1.

12.3.2 Model 2

12.3.2.1 Formulation of Model 2

In the disordered amorphous structure of organic materials, the charge transport occurs by 
variable range hopping (VRH) of charge carriers between strongly localized states [8–29]. 
The VRH model was proposed by Vissenberg and Matters in order to model the electrical 
characteristics of OTFTs [8]. It considers the hopping percolation of charge  carriers between 
the localized states. In order to obtain an analytical expression of the drain  current based 
on the VRH model, it is assumed that the current transport is parallel to the insulator–
semiconductor interface [18].

Indeed, in combination with percolation [14–18] and VRH theory, the conductivity 
expression is defined as follows [8]: 

 σ δ σ
π δ

α
,T

N
T
T

B
T
T

T
T

t
c

c
c c

( ) =









( ) −







 +













0

3

32 1 1Γ Γ















T
T
c

 (12.11)

0 -10 -20 -30 -40 -50 -60 -70 -80
0.0

-2.0x10-5

-4.0x10-5

-6.0x10-5

-8.0x10-5

VG= 0V

VG= - 10V

VG= - 20V

VG= - 30V

VG= - 40V

I D(
A

)

VD(V)

measured
modeled

FIGURE 12.3
The good agreement between experimental (circle line) and that obtained by model 1 (full line) output 
 characteristics of OTFTs.
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where σ0 is the percolation prefactor of the conductivity, which it has a meaning of a mate-
rial-specific conductivity, α is an effective overlap parameter that governs the tunneling 
process between two localized states, and Bc is the critical number of bonds per site in the 
percolating network for a three-dimensional amorphous system, Bc ≅ 2 [8].

Γ( ) ( ) ( )x dy yy x= − −+∞
∫ exp 1

0
 is the gamma function; Tc is the characteristic temperature. Nt is 

the number of states per unit volume, and δ is the fraction of the localized states occupied 
by a carrier.

According to the developed theory in [8], the sheet conductance can be expressed as 
 follows: 
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For the purpose of refining this last expression, we assume that: 
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Therefore, the final expression of the sheet conductance is given by: 
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Using this expression for the simplified sheet conductance, the drain current ID can be 
calculated by [15–18]: 
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Finally, we obtain the following expressions of the drain current [8,14–18]: 
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in the linear regime if V V VG D− >th  
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in the saturation regime if V V VG D− <th

12.3.2.2 Validation of Model 2

Here, we validated model 2 for OTFTs. Therefore, the modeled data by model 2 show 
a good agreement with the experimental data in terms of the output characteristics, as 
shown in Figure 12.4.

The set of parameters that gave a good agreement between the experimental data and 
those obtained by model 2 are summarized in Table 12.2.

12.3.3 Model 3

12.3.3.1 Formulation of Model 3

In the frame of the conventional crystalline semiconductor MOSFETs theory, the standard 
TFTs equations of drain current as function of the drain voltage (VD) and the gate voltage 
(VG) in the linear and saturation regimes are given by the following equations [20,21]: 
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FIGURE 12.4
The good agreement between experimental (circle line) and that obtained by model 2 (full line) output 
 characteristics of OTFTs.

TABLE 12.2

The Set of Parameters that Gave a Good Agreement Between 
the Experimental Data and Those Obtained by the Model 2

Parameters σσ0( )Sm−1 αα−1( )m 2T Tc/

6 × 106 1.2 1.98



269Different Analytical Models for Organic Thin-Film Transistors

 I

W
L

C V V
V

V V V V

W
D

i G
D

D G D

=
− −






 − >linear regime ifFET th th

2

2LL
C V V V V Vi G G Dsaturated regime ifFET th th−( ) − <










2
 (12.17)

The resistances of both drain and source contacts represent a particularly relevant param-
eter for OTFTs, influencing its overall performance in terms of conductance [22,23]. In 
addition, the adhesion to substrate, particularly for bottom contacts, needs to be taken into 
account. Indeed, the gate voltage VG is not equal to the gate-to-source voltage ′VG because 
the source terminal is not grounded, but its potential is raised by the amount RSID by the 
current ID flowing through RS. Moreover, the drain voltage VD is not equal to the drain-to-
source voltage ′VD because the source terminal is not grounded and the drain terminal is 
connected to VD through RD , so that the gate and drain voltage expressions are written as 
follows [4,20–27]: 
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Figure 12.5 depicts an equivalent circuit of the studied OTFTs in which the contact resis-
tance effects that modified the drain current have been taken into account in series with 
channel resistance Rch [4].

According to this equivalent circuit and the expressions of contacts resistance, the drain 
current is treated as a function ′VG and ′VD and can be written as follows: 
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FIGURE 12.5
An equivalent circuit of OTFTs.
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Unlike crystalline field effect devices, carrier mobility in OTFTs is gate bias dependent. In 
an attempt to take into account the mobility dependence with gate voltage in the param-
eter extraction, several groups have used an empirical relation of the field-effect mobility 
as [20–27]: 
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where μ0 is the voltage-independent mobility and is often considered as the band mobility 
for the material of the TFT under analysis; Vth is the threshold voltage.

Vaa and γ are empirical parameters defining the variation of mobility with gate volt-
age. Parameter γ is associated with the conduction mechanism of the device, and it 
depends on doping density and dielectric permittivity of the organic semiconductor 
material.

Finally, we obtain the following expressions for the drain current ID in both regimes 
[4,22–27]: 
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12.3.3.2 Validation of Model 3 

Using model 3, we have reproduced the output characteristics of OTFTs. A very good 
agreement is obtained between the calculations by model 3 and experimental output 
 characteristics, as shown in Figure 12.6.

The set of parameters that gave a good agreement between the experimental data and 
those obtained by model 3 are summarized in Table 12.3.
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12.3.4 Model 4

12.3.4.1 Formulation of Model 4

In the frame of the assumption used in [3,13,29], the developed expression of the field effect 
mobility is given by 
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where ε is the dielectric constant of the organic semiconductor, T0 is the characteristic tem-
perature, kB is the Boltzmann constant, and q is the electronic charge.
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FIGURE 12.6
The good agreement between experimental (circle line) and that obtained by model 3 (full line) output 
 characteristics of OTFTs.

TABLE 12.3

The Set of Parameters that Gave a Good Agreement Between 
the Experimental Data and Those Obtained by the Model 3

Parameters Vaa(V) γ µµ0    (cm2 V−1 s−1) Vth(V) Rc (KΩ)

9 0.22 2 × 10–4 −10 9 × 107
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The function A T T, 0( ) is given by 
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where gd0 is the density of localized states at the valence band, which is described by an 
exponential type distribution, NV is the valence band state density, and µ0  is taken to be 
one (μ0 = 1 cm2 V−1 s−1) and used only for dimensional purposes.

In the frame of the VRH, the total device resistance is obtained from the inverse of the 
sheet conductance and can be expressed as [3,13,29]: 
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where σ0 is the percolation prefactor of the conductivity, α is an effective overlap parameter 
that governs the tunneling process between two localized states, Bc is the critical number 
of bonds per site in the percolating network for a three-dimensional amorphous system, 
and Bc ≅ 2 [3,13,29]. Nt is the number of states per unit volume, and δ is the fraction of the 
localized states occupied by a carrier.

The modeling of the current-voltage characteristics (output and transfer characteristics) 
of TFTs was performed using the following expression [3,13,29]: 
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where λ is the channel length modulation parameter, αs is the saturation modulation 
parameter, and m is a control transition parameter from the linear to the saturation regime 
in the output characteristics of the OTFTs.

12.3.4.2 Validation of Model 4

A very good agreement has been obtained between the calculations by model 4 and exper-
imental output characteristics, as shown in Figure 12.7.

The set of parameters that gave a good agreement between the experimental data and 
those obtained by model 4 are summarized in Table 12.4. 
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12.4 Conclusions

In this chapter, organic thin-film transistors have been theoretically studied and modeled, 
focusing particularly on the different analytical models of the electrical characteristics of the 
devices. We first introduced the general standard model that describes current-voltage equa-
tions in thin-film transistors, focusing on the geometry and properties of the active layer mate-
rials. We also presented a detailed description of the various manufacturing steps that we 
used to fabricate OTFTs as well as the electrical characterization step. Finally, we presented 
the formulation of the different models used in OTFTs. The future ultimate goal is to provide a 
common analytical model that can be used in the modeling of any organic thin-film transistor.
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TABLE 12.4

The Set of Parameters that Gave a Good Agreement Between 
the Experimental Data and Those Obtained by the Model 4

Parameters M λ (V−1) Vth(V) Rc(Ω)

2.58 1.8 × 10−2 12 7 × 109
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13
A Fundamental Overview of High Electron 
Mobility Transistor and Its Applications

D. Nirmal and J. Ajayan

13.1 Introduction

The demand for high-speed semiconductor devices is increasing in recent years with 
the rapid development of the high-frequency wireless and fiber optical communication 
systems. High electron mobility transistors (HEMTs) are emerging as excellent candi-
dates for millimeter, sub-millimeter, and microwave applications. These devices are 
also considered the most promising candidates for future Terahertz (THz) applications 
because of their low noise, high frequency, high breakdown voltage, low cost, higher level 
of integration, and high-power handling capabilities. For manufacturing HEMTs, usu-
ally III–V compound semiconductors are used: binary (GaAs, GaN, InSb, InP), ternary 
(AlGaAs, AlGaN, InGaAs, AlInSb), and even quaternary (InGaAsP) semiconductors. The 
advantage of these materials is that the bandgap and lattice constants can be modified by 
varying the chemical composition, and these materials have higher mobility compared 
to conventional silicon material. The HEMT is also known as a heterojunction field effect 
transistor (HFET), modulation doped field-effect transistor (MODFET), two-dimensional 
electron gas field effect transistor (TEGFET), or selectively doped heterojunction 
transistor (SDHT).
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The HEMT was first demonstrated by Takashi Mimura and colleagues at Fujitsu Labs 
in 1980 [1] in the AlGaAs/GaAs material system. The HEMT was invented based on the 
concept of modulation doping, and the modulation doped structure creates an ultra-
high mobility two-dimensional electron gas (2DEG) at the heterojunction interface 
between two different materials having different bandgaps, which was first demon-
strated by Ray Dingle and collaborators at Bell Labs in 1978 [2]. The HEMT uses the con-
cept of bandgap engineering, and it shows outstanding electron transport properties 
of 2DEG systems such as higher electron mobilities, higher saturation velocities, and 
higher sheet electron densities in III–V compound semiconductors. Over the last three 
decades, HEMTs have been demonstrated in several material systems such as AlGaAs/
GaAs, AlGaN/GaN, and InAlAs/InGaAs. The revolution in atomic layer precision 
growth capabilities of deposition techniques such as molecular beam epitaxy (MBE) 
and metal organic chemical vapor deposition (MOCVD) also played a major role in the 
development of HEMT. To allow conduction in conventional metal oxide semiconduc-
tor transistors (MOSFETs), semiconductors (channel region) are doped with impuri-
ties, which donate mobile electrons (or holes). However, these carriers are slowed down 
through collisions with the impurities  (dopants) used to generate them in the channel 
region. HEMTs avoid these collisions through the use of high-mobility electrons gener-
ated using the heterojunction of a highly doped wide-bandgap n-type donor-supply 
layer (e.g., AlGaAs) and a non-doped narrow-bandgap channel layer (e.g., GaAs) with 
no dopant impurities.

The electrons generated in the ultra-thin highly doped n-type wide bandgap donor-
supply layer (e.g., AlGaAs) drop completely into a non-doped narrow-bandgap chan-
nel layer (e.g., GaAs) to form a depleted AlGaAs layer. In other words, in HEMTs, 
the narrow bandgap channel layer usually has higher electron affinity than the wide 
bandgap donor supply layer. Therefore, free electrons in the wide bandgap donor sup-
ply layer are transferred to the undoped narrow bandgap channel layer where these 
mobile electrons form a two-dimensional high mobility electron gas within 10 nm of 
the heterojunction interface. The heterojunction created by different bandgap materi-
als forms a quantum well in the conduction band of the channel layer where the elec-
trons can move with very high velocity without colliding with any impurities because 
the channel layer is undoped and from which these trapped electrons cannot escape. 
The effect of this is to create a very thin layer of highly mobile conducting electrons 
with very high concentration, giving the channel very low resistivity—in other words, 
“high electron mobility.” The energy band diagram of a GaAs/AlGaAs HEMT is shown 
in Figure 13.1.

Two major innovations in the 1980s would greatly expand the high-frequency capa-
bilities of HEMTs and would open up many new application areas in wireless and fiber 
optical communications, radar systems, sensing, space, and military. The first innovation 
was the demonstration of pseudomorphic HEMT (PHEMT) by Ketterson and colleagues 
at the University of Illinois in 1985 [3]. The PHEMT demonstrated by Ketterson has an 
AlGaAs/InGaAs/GaAs quantum-well structure where the enhanced electron transport 
properties in InGaAs together with the tight quantum-well confinement and large con-
duction band discontinuity (ΔEC) between the channel layer and barrier layer resulted in 
improved device scalability and performance. The second innovation was planar doping, 
otherwise called delta doping (δ-doping) of the barrier layer, which was introduced in 
the AlGaAs layer [4]. This δ-doping technique helps to reduce the thickness of the bar-
rier layer, yielding improvements in transconductance, drain current, channel aspect ratio, 
and device scalability. HEMTs show higher breakdown voltage characteristics due to the 
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removal of dopants from directly underneath the gate. The combination of δ-doping and 
the high mobility pseudomorphic InGaAs channel propelled PHEMTs to the 20 nm gate 
length regime and the achievement of record noise and power performance up to very 
high  frequencies [5].

13.2 Types of HEMTS

According to the lattice constant utilized in the layers of a heterojunction HEMT structure, 
there are three types of HEMTs, namely lattice-matched HEMT (LHEMT), pseudomorphic 
HEMT (PHEMT), and metamorphic HEMT (MHEMT). 

 Lattice-Matched HEMT (LHEMT): If the lattice constants of the two semiconduc-
tor materials employed on both sides of the heterostructure interface are the same, 
then the type of HEMT is called LHEMT [6–9]. Examples for LHEMTs are HEMTs 
constructed on AlGaAs/GaAs and InAlAs/InGaAs/InP material systems. The 
schematic diagram for LHEMT constructed using the AlGaAs/GaAs material sys-
tem is shown in Figure 13.2.

 Pseudomorphic HEMT (PHEMT): Pseudomorphic HEMT is also known as a 
non-lattice-matched HEMT because lattice constants of the two semiconduc-
tor materials employed in both sides of the heterostructure interface are slightly 
different. PHEMT consists of an extremely thin doped wideband electron sup-
ply layer compared to an undoped narrow-band channel layer. The outstanding 
properties of the PHEMT [10–14] in terms of power, noise, and low-loss switch-
ing at very high frequencies have made this device technology a success in the 

FIGURE 13.1
Energy band diagram of GaAs/A1GaAs HEMT, at equilibrium [Wikipedia].
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commercial arena  [5,13]. The most important applications of PHEMTs are cell 
phones,  wideband wireless communications, fiber optical communications, 
 satellite communications, radar systems, space, and defense. ExamPHEMTs are 
HEMTs constructed on AlGaAs/InGaAs/GaAs and InAlAs/InGaAs/InP material 
systems. The schematic diagram for PHEMT constructed using InAlAs/InGaAs/
InP material system is shown in Figure 13.3.

 Metamorphic HEMT (MHEMT): If the lattice constants of the two semicon-
ductor materials employed on both sides of the heterostructure interface are 

FIGURE 13.2
Example for LHEMT constructed in A1GaAs/GaAs material system.

FIGURE 13.3
Example for PHEMT constructed in InA1As/InGaAs/InP material system. (From Kim, D. H., IEEE Electron 
Device Lett., 29, 830–833, 2008.)
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significantly different, a buffer layer can be inserted between the two semicon-
ductor materials for compensating the large difference in lattice constants—this 
type of HEMT is called MHEMT [15–27]. Recent works on Enhancement mode 
(E-Mode) InAlAs/InGaAs HEMTs on InP substrate have demonstrated superior 
gain, low noise, and high-frequency performances over HEMTs on any other 
material systems such as GaAs. This is mainly due to the better electron trans-
port properties such as higher sheet charge densities (2DEG), higher satura-
tion velocities, and higher electron mobilities of the InGaAs channel. However, 
InP HEMT technology is not commercial yet due to the high cost of InP sub-
strate, fragility, and limited wafer size (4ʺ diameter). Transistors and MMICs on 
GaAs substrates have become essential components in commercial low-noise 
wide bandwidth wireless communication systems mainly due to low cost, 
large wafer size (6ʺ diameter), better mechanical strength, and well matured 
processing technology. In recent years, MHEMTs have received much attention 
due to their capability of combining advantages such as high frequency, high 
gain, low noise, and high efficiency of the high-performance InP-based HEMT 
structure and the lower cost due to large wafer size, improved reproducibility, 
greater ease of wafer handling, better established packaging technology, and 
high mechanical strength GaAs substrate. MHEMTs have been considered a 
cost-effective alternative to the high-performance InP HEMTs. The schematic 
diagram for MHEMT constructed using InAlAs/InGaAs/GaAs material system 
is shown in Figure 13.4.

FIGURE 13.4
Example for MHEMT constructed in InA1As/InGaAs/GaAs material system. (From Kim, D. H., fT = 688GHz 
and fmax  =  800GHz in Lg  =  40nm In0.7Ga0.3As MHEMTs with gm_max  >  2.7mS/μm, in Proceedings of IEDM 
Technical Digest, p. 319, 2011.)
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13.3 HEMT Structure and Principle of Operation

A simple HEMT structure consists of four layers, namely a substrate layer (InP or GaAs or 
GaN or SiC or Si or Sapphire); a buffer layer, which depends on the type of the substrate 
used; a high-mobility channel layer (GaAs, GaN, InGaAs, InAs, InSb); and a Schottky bar-
rier layer. The buffer layer isolates the defects from the substrate and creates a smooth 
surface. In some advanced HEMTs based on InP or GaAs substrates, a barrier layer is 
used between the channel and buffer layers, which have multiple roles such as reducing 
lattice mismatch, and also it helps to introduce δ-doping to improve the performance of 
the device. A spacer layer, if used, separates the 2DEG from dopants of the electron sup-
ply layer thereby reducing electron scattering effects, which enhances electron mobility. 
Cap layer is used to facilitate the formation of non-alloyed ohmic contacts with very low 
resistance. The generic HEMT structure is shown in Figure 13.5.

An example for practical HEMT structure is shown in Figure 13.6. The epitaxial layer 
structure consists of a semi-insulating InP substrate; InAlAs buffer layer, which isolates the 
defects from the InP substrate and creates a smooth surface; a In0.53Ga0.47As channel layer 
having high mobility; a InAlAs spacer layer, which separates the 2DEG from dopants of the 
electron supply layer thereby reducing electron scattering effects, which results in increased 
mobility; an InAlAs Schottky barrier layer; an InP etching stopper layer, which is used to 
reduce the access resistance; and a Si-doped InGaAs cap layer, which helps to facilitate the 
formation of non-alloyed ohmic contacts with very low resistance. A Si-doped plane was 
inserted between the Schottky barrier layer and the spacer layer to supply the electrons for 
current conduction. The δ-doping technique was used to improve the transconductance, 
increase the drain current, reduce access resistance, and also enhance device linearity.

13.3.1 Principle of Operation

In HEMTs, the conduction channel is a two-dimensional electron gas formed at the inter-
face between the barrier and channel layers with different bandgaps instead of a three-
dimensional conduction channel in conventional FETs. The fundamental characteristic 

FIGURE 13.5
Generic HEMT structures.
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of the HEMT is the conduction band offsets (ΔEC) between the semiconductor materials, 
which forms the barrier and channel layers. The conduction band of barrier layer is higher 
than the conduction band of channel layer. Therefore, a potential well is formed at the inter-
face between barrier layer and channel layer due to this conduction band offset, and this 
potential well can contain a large number of electrons to form a 2DEG channel at the hetero-
interface. The energy-band diagram of a generic HEMT structure is shown in Figure 13.7.

FIGURE 13.6
Structure of InPHEMT. (From Li-Dan, W., Chin. Phys. B, 23, 038501, 2014.)

FIGURE 13.7
Energy band diagram of general HEMT showing 2DEG.
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The electrons in the 2DEG channel are provided by the modulation doped barrier 
layer. The electrons are separated from the ionized donors by the potential barrier at 
the heterointerface and confined in a two-dimensional conduction channel, which can 
reduce different types of scattering mechanisms such as Coulomb scattering, phonon 
scattering, dislocation scattering, dipole scattering, charged impurities scattering, and 
interface roughness scattering between the carriers and the ionized donors. The scatter-
ing effects can also be reduced by inserting an undoped spacer layer between the barrier 
and channel layers. This technique ensures a high electron density and mobility, which 
makes HEMTs promising for high-frequency and high-power applications. In HEMTs, 
by employing a Schottky barrier (metal/semiconductor) gate above the doped barrier 
layer, the 2DEG sheet charge concentration can be controlled by applying an appropriate 
bias voltage.

13.4 Challenges in HEMT Technology

The challenges in HEMT technology are depicted in Figures 13.8 and 13.9. For the real-
ization of high-speed, high-power HEMTs, substrates with high thermal stability, high 
breakdown field, high frequency of operation, and lower cost are required. The various 
substrates used for realizing HEMTs are sapphire, SiC, Si, GaN, InP, and GaAs. Among 
these, GaN is suitable for power electronic applications due to its material properties such 
as high thermal stability, high voltage operation, and higher breakdown voltage. However, 
GaN-based HEMTs suffer from low current density due to relatively low sheet charge 
density compared to InP substrate HEMTs. InP substrate-based HEMTs exhibit excellent 
gain and linearity, very high current gain cut-off frequency, very low noise, and the high-
est maximum frequency of oscillation for any transistors. InP substrates are suitable for 
future high-speed logic applications due to low voltage operation and high frequency of 
operation above 600 GHz. HEMTs on InP substrates are considered the most promising 
candidates for future THz applications. However, InP substrates suffer from relatively 
large substrate cost, low wafer size, and they are fragile compared to GaAs and GaN sub-
strates. The properties of various substrates are given in Table 13.1.

Reduction of parasitic resistances (RS, RG, and RD) and capacitances (CGS and CGD) is 
essential in HEMT technology because these parasitics limit the high-frequency opera-
tion of the HEMTs. Various gate shapes such as T-gate, Y-Gate, rectangular gate, and dou-
ble finger gate have been developed to minimize gate resistance RG. For higher stability 
and better reliability of monolithic microwave integrated circuits (MMICs) using HEMTs, 
devices must be coated with a passivating layer with a high dielectric constant. Silicon 
nitride (Si3N4) is one of the promising materials for HEMT passivation. However, due to 
the high dielectric constant of Si3N4 (ϵr = 7), the Cgd increases, which reduces the cut-off 
frequency of the devices. In order to achieve high frequency of operation in a HEMT, it is 
essential to scale down the gate length and minimization of gate resistance. InP HEMTs 
are suitable for high-speed applications, and conventional InP HEMTs use a T-shaped gate 
structure because this structure provides a small gate contact area on the Schottky barrier 
layer. Therefore, the scalability can be improved, and this T-gate structure also provides 
a large cross-sectional area at the electrode, which helps to minimize the gate resistance. 
The main limitation of the T-gate structure is that of poor physical strength at the junction 
between a large top and narrow stem. In order to solve this problem, Fujitsu has developed 
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the Y-gate structure, which is shown in Figure 13.10. This structure effectively prevents the 
gate top from peeling off, resulting in a high yield in gate electrode fabrication. In order 
to increase the cut-off frequency of InP HEMTs, a reduction of parasitic gate to drain feed-
back capacitance is essential; Fujitsu used benzocyclobutene (BCB, ϵr = 2.8) for inter-layer 
dielectric film. Introducing a cavity in the periphery of the gate further reduces the Cgd, 
which results in high cut-off frequency. This cavity structure is also developed by Fujitsu, 
which is shown in Figure 13.11. Self-aligned gate technology enables the downscaling of 
HEMTs into the ultra-short sub-50 nm gate length regime. Asymmetric gate technology 
is used to improve the breakdown voltage of HEMTs. T-gate with cavity structure is the 
widely used gate structure for InP HEMTs.

TABLE 13.1

Suitability of GaAs, Si, SiC, GaN, and InP Substrates for High-Power and High-Frequency 
Applications

Properties of Substrates GaAs Si SiC GaN InP

Suitability for high power High Low High Excellent Low
Suitability for high frequency High Low Medium High Excellent
Cost of the substrates Low Low Low Low High
HEMT structure feasibility Excellent Low Low Excellent Excellent
Gain at high frequency High Low Low High Excellent
Noise at high frequency High High High High Excellent

FIGURE 13.10
Gate structure (a) T-gate (b) Y-gate (c) T-gate with cavity (d) Y-gate with cavity.

FIGURE 13.11
Gate structure (a) T-gate with cavity (b) double finger gate technology. (From Yamashita, Y., IEEE Electron Device 
Lett., 22, 367–369, 2001.)
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Molecular beam epitaxy (MBE) and metal organic chemical vapor deposition (MOCVD) 
techniques are widely used for the epitaxial growth of layers in a HEMT. The various 
channel technologies used for HEMTs are shown in Figure 13.12. The properties of these 
channel materials are given in Table 13.2. Among these channel materials, InGaAs, InAs, 
and InSb have higher electron mobility and velocity of saturation. In order to further 
enhance the mobility of electrons, various device architectures using composite channel 
or strained channel techniques have been demonstrated by various research groups.

An example for a composite channel is InxGa1−xAs/InAs/InxGa1−xAs. Introducing hori-
zontal or vertical strain in the channel also improves the mobility, and this strain can be 
introduced in the channel layer by adding layers with slightly different lattice constants.

13.5 AlGaN/GaN HEMT

AlGaN/GaN HEMT is one of the most exciting device structures at the present time, 
and these HEMTs have excellent potential for high-speed, high-power microwave appli-
cations [29–34] such as microwave amplifiers, mixers, oscillators, and other nonlinear 

Channel Technology

GaN InGaAs GaAs InAs InSb Composite Strained

FIGURE 13.12
HEMT channel technologies.

TABLE 13.2

Properties of III–V Compound Semiconductors

Sl. No Properties GaAs InP In0.53Ga0.47As GaN InAs InSb

1 Lattice constant (A0) 5.653 5.869 5.869 – 6.058 –
2 Electron effective mass 

(m*/m)
0.067 0.077 0.041 – 0.023 0.013

3 Electron mobility (cm2/Vs) 8500 4600 12000 – 33000 78000
4 Hole mobility (cm2/Vs) 400 150 300 – 460 –
5 Saturation velocity at low 

field (×107 cm/S)
2.1 2.5 3.1 – 7.7 >8

6 Bandgap (eV) 1.42 1.35 0.74 – 0.35 0.175
7 NC (×1017 cm−3) 4.7 5.7 2.1 – 8.7 –
8 NV (×1018 cm−3) 9.0 11 7.7 – 6.6 –
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circuits due to their excellent characteristics such as high breakdown voltage, high 
electron charge density, and high electron mobility [35–38]. Modulation doping in the 
AlGaN/GaN material system was first demonstrated in 1992 [39], and the first AlGaN/
GaN HEMT was reported in 1993 [40]. The enormous interest in recent years in the 
AlGaN/GaN material system stems from several factors such as the wide bandgap of 
GaN semiconductor yields a high breakdown voltage, which enables the high voltage 
and high temperature operation of HEMTs; the saturation velocity of electrons in GaN 
material is two times higher than conventional Si material, which is very important 
for high frequency operation; and a high two-dimensional electron concentration is 
induced at the AlGaN/GaN interface and yields high current. In the last several years, 
AlGaN/GaN HEMTs have been produced in large volume and have started to appear 
in radar systems, cellular phones, cable TV amplifiers, WiMax base stations, satellite 
communications, and a variety of military systems. Standard AlGaN/GaN HEMTs 
are depletion-mode (D-mode) devices due to the large 2-DEG induced by the polariza-
tion charge at the AlGaN/GaN interface [41]. However, enhancement-mode (E-mode) 
AlGaN/GaN HEMTs are suitable for high-speed, high-power applications as they can 
greatly simplify circuit designs and improve system reliability [42]. The main  advantage 
of E-mode HEMTs over D-mode HEMTs is that they eliminate the need for a negative 
supply voltage on a chip.

13.5.1 Surface Potential-Based Drain Current Model

In order to calculate the drain current as a function of surface potential, an accurate esti-
mation of surface potential is required. The main challenge in calculating surface poten-
tial in AlGaN/GaN HEMT is due to the complicated variation of the Fermi level Ef with 
applied bias voltages. Sourabh Khandelwal et al. [43] have developed an analytical model 
for estimating surface potential in AlGaN/GaN HEMTs, which is given below. For deriv-
ing the surface potential, assume a triangular profile for potential well. The self-consistent 
solution of the Schrodinger’s and Poisson’s equations is given by [44] 
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where ns is the density of 2DEG; Ef is the position of Fermi level; E0 and E1 are the posi-
tions of first and second energy levels, respectively; D represents the density of states; 
q is the charge of an electron; Vth is the thermal voltage; d and ϵ are the thickness and 
permittivity of AlGaN layer, respectively; Cg = ϵ/d is the gate capacitance per unit area; 
Vg0  =  Vg  −  Voff; and Vx is the channel voltage at any point x in the channel. γ0 and γ1 
are experimentally determined parameters whose values [45] are 2.12e-12 and 3.73e-12 
Vm4/3, respectively.
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To calculate Ef and ns, the variation of Ef with respect to gate voltage Vg is divided into 
three different regions: (1) Vg < Voff, the sub-Voff region, where |Ef| is comparable to |Vg0|; 
(2) Vg > Voff, and Ef < E0, the moderate 2-DEG region; and (3) Vg > Voff and Ef > E0, the strong 
2-DEG region. The regional expressions for Vg > Voff valid in regions (2) and (3) can be 
 combined to obtain a single expression for Ef as [46] 

 E V H Vf g g, ( )above = −( )0 01  (13.5)
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Here
V V Vg n d g n d n d g n d n d0 0 0

2 2
( ) ( ) ( ) ( ) ( )/= +α α  is obtained using interpolation function, β = Cg/qDVth, 

αn  =  e/β and αd  =  1/β. In the sub-Voff region, E Ef 〉〉 0  and E1. Therefore, Ef  −  E0 and 
Ef − E1 ≈ Ef, and 

 n DV V Vs V g, exp /sub- th thoff = ( )2 0  (13.7)

From Equation (13.4), by assuming Vx = 0, the expression for Ef in the sub-Voff region can 
be expressed as 
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For obtaining a compact model, a single unified expression for Ef is desired, which can be 
obtained by combining (13.5) and (13.8); we get 
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Here, Vg0,p is equal to Vg0 above Voff and is on the order of thermal voltage when Vg < Voff. 
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Surface potential can be computed as 

 ψ( )x E Vf x= +1  (13.17)

The drift diffusion model-based drain current can be computed as [47] 
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Here, Ψm = (Ψd + Ψs)/2 and Ψds = (Ψd − Ψs) with Ψd and Ψs are drain and source surface 
potentials, respectively; θsat = μeff/VsatL, Vsat is the saturation velocity; and λ is the channel 
length modulation parameter. 
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where μ0 is the low-field carrier mobility and UA and UB model the vertical field depen-
dence of carrier mobility and are extracted from experimental data.

13.5.2 Current Collapse in AlGaN/GaN HEMTs

Several research groups have demonstrated that AlGaN/GaN HEMTs exhibit a break-
down voltage of several hundred volts with ultra-low dynamic ON resistance, which is 
very much essential for power electronic applications. Although a lot of progress has been 
achieved in AlGaN/GaN HEMTs with the innovation in the device structures with the 
development of the epitaxial growth techniques of GaN-based materials, there are still 
several challenging issues—such as low threshold voltage (Vth) in normally off devices, 
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off-state high stress-induced current collapse, and self-heating effects—that need to be 
addressed [48,49]. Out of all of these, current collapse is the most important issue caused 
by injected carriers that originate from carriers supplied by the gate leakage current at 
off-state captured by the traps at the AlGaN barrier surface, AlGaN/GaN heterointerface, 
and GaN substrate. In recent years, the trap density in the 2DEG at the heterointerface has 
been greatly reduced with the improvement of quality on the epitaxial growth in wafers. 
Also, the GaN substrate traps are far from the channel to exert any significant influence, 
although their density is relatively large. Therefore, AlGaN surface traps act as the main 
source of influence on the 2DEG conductivity and have an important impact on the current 
collapse phenomenon in AlGaN/GaN power HEMT devices.

Current collapse is mainly due to the charge trapping at defects in the AlGaN/GaN 
layers and the passivation interface. When the applied voltage is very high, the chan-
nel electrons are accelerated by the electric field, and some of the accelerated electrons 
are trapped in the device. These trapped electrons deplete the 2DEG channel even after 
turn-ON state, and the dynamic ON-resistance is increased with the applied voltage. 
Therefore, the electric field affects the current collapse phenomena, and the field plate 
(FP) structure becomes a solution for suppressing the collapse phenomena due to the 
relaxation of  electric-field concentration. The dynamic ON-resistance increase due to the 
current collapse phenomena can be greatly reduced by the single-gate FP and dual-FP 
structures compared with the source FP structure, because the gate edge electric field was 
reduced by the gate FP electrode. The dual-FP structure was found to be slightly more 
effective to suppress the current collapse phenomena than the single-gate FP structure, 
because the two-step FP structure relaxes the electric-field concentration at the FP edge. 
AlGaN/GaN HEMTs using FP techniques are shown in Figure 13.13.

FIGURE 13.13
A1GaN/GaNHEMT structures with field plate techniques. (From Saito, W., IEEE Electron Device Lett., 31, 659, 2010.)
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13.6 Double-Gate HEMT

Rapid advancement in monolithic microwave integrated circuit (MMIC) technology and 
solid-state semiconductor technology has given rise to the need for extremely high cut-off 
frequencies (fT) and high maximum oscillation frequency (fmax) for various applications. 
An fmax of above 1 THz with maximum unilateral gain available at 1.2 THz and maxi-
mum stable gain (MSG) at 1.1 THz has already been reported for fabricated sub-50 nm 
InAlAs/InAlAs/InP HEMT [48]. In order to further improve the frequency and noise per-
formance for future high-speed low noise applications, transistors need to be scaled down 
to below 22 nm gate length regime. However, the performance of these extremely small 
gate length devices will be seriously affected by several short channel effects (SCEs) such 
as reduced transconductance, increased subthreshold swing, and the shift in threshold 
voltage toward being more negative. These SCEs can be minimized by making the lat-
eral field much greater than the field in the longitudinal or the channel direction, which 
is accomplished by increasing the donor layer doping concentration and reducing the 
donor layer thickness. However, mobility degradation, velocity overshoot effect, and gate 
leakage current impose a fundamental limit on the increase in the doping concentration 
and reduction in the donor layer thickness in a SG-HEMT. Further miniaturization for 
ultra-high frequency and low-noise applications requires modification in the conventional 
HEMT structure. Thus, the need for the evolution of the standard HEMT design has led to 
the development of a DG-HEMT structure based on a transferred substrate technique in 
which two gates are placed on each side of the conducting InGaAs channel. The schematic 
of InAlAs/InGaAs DG-HEMT is shown in Figure 13.14.

InGaAs channel-based HEMTs on InP substrate have demonstrated state-of-the art per-
formance for ultra-high frequency applications with a high fmax of 1 THz reported for 
a sub-50-nm InAlAs/InGaAs/InP HEMT [12,48]. However, the conventional single-gate 
(SG) HEMTs have already reached their limit of scaling. Therefore, in order to achieve 
further performance enhancement required for future low-noise millimeter-wave and 

FIGURE 13.14
Structure of InA1As/InGaAs DG-HEMT. (From Wichmann, N., 100 nm InAlAs/InGaAs double-gate HEMT 
using transferred substrate, in IEDM Technical Digest, pp. 1023–1026, December 2004.)
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sub-millimeter wave applications, alternative device architectures are being explored. 
InAlAs/InGaAs Double-gate (DG) HEMTs with sub-100  nm gate length have emerged 
as the most promising candidate for the future low-noise microwave applications with 
improved scalability [49–51]. Sub-100-nm-gate-length InGaAs channel DG-HEMT fabri-
cated through the transferred substrate technique has demonstrated superior high fre-
quency and low-noise performance as compared to its SG counterpart [52–54].

13.6.1  Impact of Temperature and Indium Concentration on the Sheet Charge 
Density of Symmetric InAlAs/InGaAs DG-HEMT

The variation of sheet charge density (ns) of a 2DEG formed at the heterointerface with the 
applied gate-to-source voltage Vgs is expressed as [56] 

 n
qd

V V Es
m

f= − −( )ε
gs th  (13.20)

where q is the electron charge and d = ds + da + di is the total InAlAs layer thickness, ϵm is 
the indium mole fraction (m) dependent permittivity of InmGa1−mAs, which is given by [57] 

 ε εm m= −( )12 9 1 64 0. .  (13.21)

Here, ϵ0 is the permittivity of free space.
The variation of Fermi potential (Ef) with ns is given by [58] 

 E k k n k nf s s= + +1 2 3  (13.22)

where k1, k2, and k3 are temperature-dependent constants and their values are given in [55].
The threshold voltage of the device (Vth) is given by [55] 
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where dd = ds + da, ϕb is the Schottky barrier height, ΔEC is the temperature (T)-dependent 
conduction band discontinuity at the In0.52Al0.48As/InmGa1−mAs heterointerface, ϵd is the 
permittivity of the In0.52Al0.48As layer, and Nd is the donor layer doping concentration. 
The dependence of temperature (T) and channel indium mole fraction (m) on ΔEC at the 
In0.52Al0.48As/InmGa1−mAs heterojunction can be expressed as [59–63] 

 ∆E m T E T E m TC g g( , ) . ( ) ( , )= −( )−0 73 In Al As In Ga As0.52 0.48 m 1 m  (13.24)

 E T E T E Tg g g
In Al As InAs AlAs0.52 0.48 ( ) . ( ) . ( ) .= + −0 52 0 48 0 17472  (13.25)

 E T mE T m E T m mg g g
In Ga As InAs GaAsm m1 1 0 477 1− = + − − −( ) ( ) ( ) ( ) . ( )  (13.26)

where the temperature-dependent bandgap of semiconductors can be computed as [61] 
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The variation of ϕb with T and bandgap of semiconductors can be computed as [57,61] 

 φb g gT E at K E( ) . . ( ) (= + −0 56 0 5 300eV In Ga As In Ga As0.52 0.48 0.52 0.48 TT)( ) (13.30)

The dependence of temperature (T) and channel indium composition (m) and position in 
the channel (x) on the sheet carrier concentration (ns) in a 2-DEG is given by [55] 
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where 
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V(x) is the potential at any point x in the channel. Figure 13.15 reveals the effect of 
temperature (T) and indium mole fraction (m) on the performance of InAlAs/InGaAs 
SG-HEMT/DG-HEMTs. The figure clearly shows that the drain current of both 
SG-HEMT and DG-HEMT decreases with the increase in temperature, and this is 
mainly due to the decrease in the carrier mobility and saturation velocity with the 
increase in temperature. Also, both the HEMTs with higher indium mole fraction 
exhibit higher drain current. For achieving high cut-off frequency, the HEMT structure 
must be designed with reduced parasitics and low gate lengths. The parasitics include 
gate-to-source capacitance (CGS), drain-to-source capacitance (CDS), source resistance, 
and drain resistance.



293A Fundamental Overview of High Electron Mobility Transistor and Its Applications

13.7 Small-Signal Equivalent Circuit of AlGaN/GaN HEMT

The complete small-signal equivalent circuit for an AlGaN/GaN HEMT including intrin-
sic and extrinsic parasitics is shown in Figure 13.16. The extrinsic parasitics include gate 
resistance Rg, drain resistance Rd, source resistance Rs, gate inductance Lg, source induc-
tance Ls, drain inductance Ld, gate pad capacitance Cpg, and drain pad capacitance Cpd.

FIGURE 13.15
Effect of temperature (T) and indium mole fraction (m) on the performance of InA1As/InGaAs SG-HEMT/
DG-HEMTs. (From Bhattacharya, M., IEEE Trans. Nanotechnol., 12, 965–970, 2013.)

FIGURE 13.16
Small-signal equivalent circuit of A1GaN/GaN HEMT. (From Brady, R. G., IEEE Trans. Microw. Theory Tech., 56, 
1535, 2008.)
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13.7.1 HEMT Parameters

The important geometrical parameter of the HEMT is the gate length Lg, gate width Wg, 
thickness of active layer, gate-to-channel distance, gate-to-source length (Lgs), and gate-to-
drain (Lgd) terminal spacing. The geometrical dimension Lg is critical in determining the 
maximal frequency limits for the device. The drain current flowing through the device 
is directly proportional to the gate width Wg. Therefore, for low-noise, low-power appli-
cations, relatively small gate width devices are utilized, in contrast to large gate width 
devices used in power electronic applications. The electrical properties of the HEMTs are 
characterized by the following parameters: drain-to-source saturation current, IDSAT, trans-
conductance gm, output conductance gd, current gain cut-off frequency fT, and maximum 
frequency of oscillation fmax. The DC behavior of HEMTs is characterized by output cur-
rent IDSAT, which is a function of Lg, Wg, drain-to-source current (VDS), and gate-to-source 
current (VGS). Transconductance of the HEMTs is one of the most important indicators of 
device quality for millimeter and microwave applications and is defined as 

 g
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V
m

D
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∂ GS
=ConstantDS  

The output conductance (gd) is also a very important parameter in analog applications, 
and it plays a major role in determining optimum matching properties. The output con-
ductance (gd) is defined as 
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The current gain (h21) can be expressed as 
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The current gain cut-off frequency ( fT) of the HEMTs is defined as 

 f
g

T
m=

2πτ
 

where τ is the total delay encountered by the electron while traveling from source to drain, 
which is determined by internal and external parasitics of the device.

13.8 Applications of HEMT

The high-speed, low-DC-power consumption and low-noise characteristics of InP HEMTs 
make them an excellent choice for space-based millimeter-wave receivers. InP HEMTs are 
also used as low-noise amplifier (LNA) monolithic microwave integrated circuits (MMICs) 
and efficient driver amplifiers.
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The high-performance enhancement mode MHEMTs are promising candidates for sub-
millimeter wave applications such as high-resolution radars for space research, remote 
atmospheric sensing, imaging systems, and low-noise wide-bandwidth amplifiers for 
future communication systems.

AlGaN/GaN HEMTs have the excellent potential for high-speed, high-power microwave 
applications such as microwave amplifiers, mixers, oscillators, and other nonlinear circuits 
due to their excellent characteristics such as high breakdown voltage, high electron charge 
density, and high electron mobility.
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Spintronic-Based Memory and Logic Devices

Jyotirmoy Chatterjee, Pankaj Sethi, and Chandrasekhar Murapaka

14.1 Introduction

Conventional microelectronic devices operate based on the displacement of charge 
in semiconductor materials. Besides charge, the electron possesses another degree 
of freedom known as “spin,”  which is associated with magnetic moment. Unlike the 
electron charge, spin can have two directions. It can take one of the two states rela-
tive to the magnetic field, generally known as “up” and “down.” These two directions 
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can be assigned to two binary data bits: “1” and “0.” Spin-based devices, principally 
known as “spintronic” devices, have remarkable advantages over the existing tech-
nology. The spin switching is much faster than the charge transfer. The lower power 
consumption and high endurance make them attractive for future technological 
applications. Above all, the spin-based devices are fascinating as they exhibit non-
volatile data retention even after the power is removed. The individual discovery 
of giant magnetoresistance (GMR) in 1988 by Albert Fert and Peter Grünberg was a 
major breakthrough [1,2] for the research work in the spintronics field. In 2007, they 
were awarded Nobel Prize in Physics for the recognition of the impact of their discov-
ery in science and technology. Soon after the discovery of GMR, low field GMR sen-
sors called spin valves that were suitable for hard disk drive (HDD) read heads were 
invented in 1991 [3]. They were introduced in the read head in 1998 by IBM and were 
the first GMR-based product. This is the most successful spintronic device to date 
that has been used in the HDD industry. Tunneling magnetoresistance (TMR) was 
discovered more than a decade before the GMR discovery by Jullière in 1975, using a 
Fe/GeOx/Co tunnel junction [3]. However, the TMR value obtained was 14% at 4.2K. 
Two decades later, room temperature TMR of 11.8% was demonstrated by Moodera in 
1995 by using CoFe/Al2O3/Co magnetic tunnel junction (MTJ) [4]. In 2001, Butler dem-
onstrated giant TMR in Fe/MgO/Fe MTJ [5]. He predicted a symmetry-based spin-
filtering effect and 1,000% TMR for this trilayer system. Soon after, Yuasa and Parkin 
experimentally demonstrated giant TMR (200%) using crystalline MTJ of Fe/MgO/
Fe and CoFe/MgO/CoFe [6,7]. These key achievements in the spintronics research 
field revolutionized the HDD industry with very high densities. The discovery of 
spin-transfer torque (STT) [4,5] opened the avenue for the electrical current manip-
ulation of spin rather than magnetic field. The spintronics community reenergized 
from the demonstration of STT. One of the key memory devices proposed based on 
the STT phenomenon is spin-transfer torque magnetic random access memory (STT-
MRAM). This is the only nonvolatile memory demonstrated to have semi-infinite 
endurance versus any other memory technology proposed so far [8]. Longer endur-
ance and a smaller footprint (can be scaled down below 20 nm) make STT-MRAM a 
potential candidate as an embedded and stand-alone memory. However, for ultrafast 
memory application to replace SRAM, two-terminal STT-MRAM fails due to the risk 
of dielectric breakdown as relatively larger write-current are required for switch-
ing. More recently, spin-orbit torque-induced ultrafast magnetization manipulation 
inspired to develop an alternative memory device, named as spin-orbit torque MRAM 
(SOT-MRAM) [9–11]. These memory cells have similar properties to STT-MRAM with 
added advantages of reliability due to decoupled read and write paths. In addition, 
IBM proposed another alternative memory technology, named as racetrack memory, 
which is associated with spin-torque driven domain wall (DW) motion in ferromag-
netic nanowires [12]. This chapter is dedicated to the fundamental understanding and 
operating principles of the aforementioned spintronic memory and logic devices.

14.1.1 Gaint Magneto Resistance

The GMR or TMR ratio is defined as RAP-RP/RP, where RAP and RP are the resistances of 
“ferromagnetic/metallic or insulator/ferromagnetic” trilayers when the magnetizations 
are in antiparallel and parallel orientations, respectively. The underlying physics of GMR 
and TMR effects are different from each other. In the case of GMR, the spin-dependent 
scattering of electrons results in different resistances for parallel and antiparallel 
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magnetization orientations of the two ferromagnetic layers, which is explained by 
Mott’s two-current model [13]. According to this model, in the low-temperature limit, 
one can consider that conduction of spin-up (↑) and spin- down (↓) electrons takes place 
in two independent parallel channels. Figure 14.1 shows current-perpendicular-to-
plane (CPP) geometry of ferromagnetic metal (Co)/normal metal (Cu)/ferromagnetic 
metal (Co) multilayer for GMR. For Co, majority electron, spin up (↑) has low density 
of states at Fermi energy compared to minority, spin- down (↓) electrons. Actually, the 
Fermi energy (EF) lies above the 3d↑ sub-band. It is well known from Fermi’s Golden 
Rule that the scattering probability of electrons is proportional to the density of states. 
When the magnetizations of both the Co layers are in parallel orientation, the minority 
electrons undergo relatively high scattering compared to majority electrons while 
traveling through the multilayers under an applied bias. If we denote resistance of the 
ferromagnetic layer for majority electrons as r and minority electrons as R, then r < R and 
the total resistance for parallel alignment is RP = 2Rr/(R + r). In the case of antiparallel 
alignment, spin up (↑) becomes minority and spin down (↓) becomes majority in the 
second Co electrode. Therefore, spin-up (↑) electrons are weakly scattered as majority 
electrons in the first Co layer but strongly scattered as minority electrons in the second 
Co layer. Similarly, spin- down (↓) electrons are strongly scattered as minority electrons 
in the first Co layer but weakly scattered as majority electrons in the second Co layer. 
Hence, the total resistance becomes, RAP = (R + r)/2. Note that in the calculation of total 
resistance, the resistance of the Cu layer has been neglected for simplification. Then, 
GMR can be simply expressed as: 

 
GMR AP= − =

−( )R R
R

R r
Rr

P

P

2

4
 (14.1)

FIGURE 14.1
Illustration of GMR using two-current model. This explains the conduction of spin-up and spin-down electrons 
in Co/Cu/Co multilayer for CPP geometry.
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14.1.2 TMR

Tunneling magnetoresistance ratio (TMR) is a parameter to measure transport property of 
magnetic tunnel junctions (MTJs) with ferromagnet/insulator/ferromagnet trilayers. This 
configuration is similar to CPP-GMR geometry except an insulating oxide barrier replaces 
the nonmagnetic spacer layer. Therefore, the transport mechanism across MTJ is a ballistic 
effect, governed by a quantum mechanical tunneling effect across the potential barrier 
created by the oxide barrier. Initially, a simple theoretical model was proposed by Jullière 
to explain the TMR effect [3].

14.1.2.1 Jullière Model

The schematics showing two ferromagnets and an oxide barrier are illustrated in 
Figure 14.2 to describe the Jullière model. Under an applied bias, there is a net electron 
tunneling current from ferromagnetic electrode 1 to 2. This tunneling current is 

FIGURE 14.2
Schematic illustration of spin-dependent electron tunneling process across the ferromagnet/tunnel barrier/
ferromagnet tunnel junction for (a) parallel and (b) antiparallel magnetization orientation of the ferromagnets.
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proportional to the number of occupied states in ferromagnet-1 and number of unoccupied 
states in ferromagnet-2. Under low-temperature limit and low applied bias, this current 
is proportional to the product of density of states at the Fermi energy [D1(EF)*D2(EF)]. 
When the magnetization orientations of both ferromagnetic electrodes are parallel, the 
majority electrons (spin-up, ↑, parallel to magnetization direction) from ferromagnet-1 
tunnel to the unoccupied majority spin states at Fermi level of ferromagnet-2.

Similarly, the minority electrons (spin-down, ↓, antiparallel to magnetization direc-
tion) from ferromagnet-1 also tunnel to the unoccupied minority states at Fermi energy 
of ferromagnet-2. Therefore, the conductance (GP) in the case of parallel magnetization 
orientation can be written as 

 G D E D E D E D EP F F F F∝ ( ) ( ) + ( ) ( )↑ ↑ ↓ ↓1 2 1 2  (14.2)

In contrast, for antiparallel magnetization orientation of the electrodes, the majority and 
minority electrons from ferromagnet-1 tunnel to the unoccupied minority and majority 
states at Fermi energy of ferromagnet-1, respectively. Therefore, the conductance (GAP) in 
the case of antiparallel magnetization orientation can be written as 

 G D E D E D E D EF F F FAP ∝ ( ) ( ) + ( ) ( )↑ ↓ ↓ ↑1 2 1 2  (14.3)

Let’s define a parameter ai as a fraction of majority electrons in the i-th electrode, where i 
is 1 or 2 electrode. Then, ai can be written as 
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Therefore, the spin polarization of ferromagnetic electrodes P1 and P2 are expressed by 
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Using the Equation 14.4, the conductance in parallel (GP) and antiparallel (GAP) alignment 
can be written as 

 G a a a aP ∝ + −( ) −( )1 2 1 21 1  (14.7)

 G a a a aAP ∝ −( ) + −( )1 2 1 21 1  (14.8)

Using the Equations 14.5 through 14.8, TMR can be written as 
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The Jullière model accurately predicted TMR values of MTJs consisting of Co, Ni, and 
CoFe alloy with amorphous aluminum oxide barrier. However, this model could not 
predict the sign of spin polarization for Co and Ni. The giant TMR values obtained for 
MTJ with MgO crystalline tunnel barrier cannot be explained by this model. This model 
only considers the properties of the ferromagnetic electrodes by the expression of spin 
polarization. The role of the insulating barrier for the calculation of tunneling current 
was neglected, which plays an important role and must be accounted in the calculation 
of tunneling conductance.

14.1.2.2 Slonczewski Model

Slonczewski performed a detailed quantum mechanical calculation to calculate the tun-
neling conductance of a magnetic tunnel junction as a function of relative angle between 
magnetizations (θ) of two ferromagnetic metals [14]. He assumed the free electron of the 
two identical magnetic metals participate for tunneling across the insulator. This insula-
tor is considered as a rectangular potential barrier with height of ϕ and width of a, as 
shown in Figure 14.3. Basically, the free electron with energy E propagates as a plane 
waves with wave vector k to the barrier. The electron wave function decays exponentially 
with a decay coefficient κ = −2 2m Ee( )/φ �  in the tunnel barrier. Finally, the transmitted 
electron propagates again as a plane wave in the second ferromagnetic metals. Solving 
the Schrodinger equation, the transmission probability of electrons with particular spin 
states can be written as 

 
T

k k e
k k

a
σσ σ σ
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σ σ
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16 2 2
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where σ, σ′ represent majority (↑) or minority (↓) spins of the left and right ferromagnetic 
electrodes, respectively.

Therefore, the conductance in parallel and antiparallel alignment is written as 
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 (14.11)

FIGURE 14.3
Schematic illustration of electron wave functions when electron tunneling occurs across a potential barrier.
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Therefore, 
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Using Equations 14.11, 14.13, and 14.14, spin polarization can be written as
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In the previous expression of spin polarization, kF↑ and kF↓ are the wave vectors for 
majority and minority electrons at the Fermi energy, which are the main contributors 
of tunneling conductance. Only the electrons in a very narrow energy range below 
the Fermi energy of the emitting left electrode will contribute significantly to the tun-
neling current. Other electrons further below the Fermi energy feel a larger potential 
barrier height and therefore have a negligible contribution to the tunneling current. 
Slonczewski’s spin polarization, expressed by Equation 14.15, signifies that not only 
the spin-polarization of ferromagnet is important but also the barrier plays an impor-
tant role for calculating the effective spin polarization. In fact, for different bands, the 
parameters, kF↑, kF↓, and κ will be different and therefore yield different spin polariza-
tion. In the case of large barrier height, (κ >> kF↑, kF↓) the Equation 14.15 simply becomes 
a Jullière equation of spin polarization, 
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14.1.2.3 Spin-Filtering Effect by Coherent Tunneling

Butler and Mathon first theoretically predicted giant TMR for crystalline Fe(001)/MgO(001)/
Fe(001) MTJ by first principle calculation [5,15]. In crystalline bcc Fe, there are different 
Bloch states with particular symmetries: ∆1, ∆2, and ∆5. During tunneling, the electron 
wave function conserves its symmetry by coupling with the evanescent states with the 
same orbital symmetry in crystalline MgO. Figure 14.4a shows the band dispersion of bcc 
Fe along [001] direction. From the first principle calculations, it has been observed that 
both majority-spin and minority-spin ∆2 and ∆5 bands exist at the Fermi energy, resulting 
in low spin polarization corresponding to these bands. However, minority-spin ∆1 band 
does not exist at the Fermi level, signifying 100% spin polarization. Among these states, ∆1 
evanescent state has the lowest decay rate compared with the other two states, shown in 
Figure 14.4b. Therefore, in the case of parallel magnetization orientation, ∆1 majority elec-
trons dominantly tunnel across the barrier. On the other hand, for antiparallel alignment, 
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the tunneling probability of different states will be negligibly small compared to that of 
∆1 channel in parallel alignment. This event is called spin-filtering effect as it only allows 
predominant tunneling of ∆1 channel, which produces a giant TMR ratio about 1000% for 
Fe(001)/MgO(001)/Fe(001).

14.1.3 Spin-Transfer Torque

The pioneering works of Slonczewski [16] and Berger [17] predicted that the magnetization 
of a ferromagnetic layer can be controlled by a spin polarized electrical current. The mech-
anism by which the magnetization of a ferromagnetic electrode is manipulated by spin-
polarized electrons is called spin-transfer torque (STT). This phenomenon can be viewed 
as the reciprocal effect of GMR or TMR, in which relative orientation of the magnetizations 
of two ferromagnetic electrodes in spin valves or magnetic tunnel junctions influence the 
electron transport. The STT effect has been illustrated in Figure 14.5 using a ferromagnet/
non-magnet/ferromagnet spin-valve structure.

FIGURE 14.4
(a) Majority-spin and minority-spin band dispersion of bcc Fe along [001] direction. (b) Tunneling density of 
states (DOS) of majority-spin states for k// =0 in Fe (001)/MgO(001)/Fe(001) with parallel magnetization orienta-
tion. (Redrawn from Butler, W., et al., Phys. Rev. B, 63, 1–12, 2001.)

FIGURE 14.5
Schematic illustration of angular momentum transfer between the local spins and conduction electrons due to 
spin-transfer torque effect.
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When initially unpolarized electrons flow through ferromagnetic materials (FM1), the 
majority of them are spin-polarized according to the direction of magnetization (

�
M1), due 

to the spin-dependent scattering effect as explained in Section 14.1. These spin-polarized 
electrons traverse through the nonmagnetic layer without losing the polarization, as its 
thickness is less than the spin-diffusion length. After penetrating into other ferromagnetic 
layer (FM2), the spins of the electrons are quickly realigned along the magnetization of 
FM2 (

�
M2) within a very short interval of thickness (≤1 nm) from the NM/FM2 interface. 

As a result, the electrons lose their transverse component of magnetic moment (
�
m⊥), which 

is transferred to the local moments in FM2 to conserve the total angular momentum of the 
system. This spin transfer from the spin-polarized electrons to the local magnetization of 
FM2 exerts a torque on 

�
M2 and tends to align it along the direction of spin polarization of 

the incoming electrons and therefore along the magnetization of FM1. This phenomenon 
is known as spin-transfer torque (STT), and the analytical expression is derived below.

The transverse component of magnetic moment of electron is expressed as 

 
� �
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In this equation, m� 1 and m� 2 are the unit vectors representing the direction of magnetizations 
of FM1 and FM2; 

�
s⊥ is the transverse angular momentum of electron, which acts 

perpendicular to 
�

M2 in the plane intersecting both 
�

M1 and 
�

M2.
The number of spins reaching FM2 per unit time: 
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Therefore, STT, which is the rate of transferring spin angular momentum to FM2, is 
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The STT is also known as Slonczewski torque or in-plane torque or damping-like torque. 
In addition to STT, there can be a field-like torque or out-of-plane torque directed perpen-
dicular to the plane of 

�
M1 and 

�
M2.

14.1.3.1 Spin-Transfer Torque and Magnetization Dynamics

Under the influence of STT, the magnetization dynamics of a ferromagnetic material are 
governed by Landau-Liftshitz-Gilbert (LLG) equation with the additional term of STT. 
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where p�  is the unit vector of the moment of spin-polarized electron flux; 
�
Heff is an effective 

field combining applied, anisotropy, and dipolar field; and α is the damping constant. The 
first, second, and third terms of the right-hand side of the LLG equation are the preces-
sional torque due to effective field, damping torque, and Slonczewski torque, respectively. 
In the absence of STT and damping, the magnetization continuously precesses around 

�
Heff 
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with a frequency ω γ= Heff . When damping is present, the damping torque acts toward 
�
Heff 

from 
�

M, shown by the blue arrow. Therefore, precessional motion under the influence of 
field torque will be damped, as illustrated by the blue spiral line in Figure 14.6 and finally 
realigned along its initial position. When STT is present, two phenomena can occur. In the 
first case, when p�  and 

�
Heff are parallel, STT and damping torques are in the same direction 

and damp the precession. In the other case, when p�  and 
�
Heff are antiparallel, STT exerts in 

the opposite direction and counteracts the damping torque. At sufficiently large current 
density, the effect of damping is nullified, and a stable precession occurs at a certain cone 
angle. This sustained precession can generate magnetization oscillations in radiofrequency 
range and acts as a spin-transfer torque oscillator. When the current density is larger than 
some critical value, the magnetization spirals away from the precessional motion and even-
tually reverses in the direction opposite to 

�
Heff. After the pioneering theoretical work on 

STT, the phenomenon was first experimentally observed in 2000 in Co/Cu/Co spin valves 
[18,19]. It is noteworthy that thermal fluctuation at room temperature creates a small angle 
between p�  and 

�
M, which is supposed to be either 0° or 180° depending on parallel or anti-

parallel magnetization orientations of storage and reference layer. This random thermal 
fluctuation initially stimulates the magnetization reversal by spin-transfer torque.

14.1.4 Introduction to STT-MRAM

Among all memory technologies, STT-MRAM is particularly promising because of its potential 
to function as a universal memory in the memory hierarchy. Together with non-volatility, 
other properties such as low power consumption, high write speed (few nanoseconds), semi-
infinite endurance (>1016 write cycles), and high retention (>10 years) make STT-MRAM a 
potential candidate to replace embedded FLASH memory, L2/L3 cache, possibly in future 

FIGURE 14.6
Schematic representations of magnetization dynamics under the influence of various torques acting individu-
ally or collectively.
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DRAM and to fill up the memory gap between DRAM and solid-state drive (storage class 
memory) of current memory hierarchy represented in Figure 14.7. The recent advancement 
of research proves that embedded-STT-MRAM would become a viable memory option for 
mobile, Internet of things (IoT) and computer applications [20–22]. Moreover, the radiation 
hardness properties of the materials used in the stack of STT-MRAM makes them useful 
for space and military applications. The research area of MRAM is gradually becoming 
successful and finding its position in the technology market.

14.1.4.1 Different Families of MRAM

The field of MRAM started even before the advent of TMR and STT, using the effect of 
GMR and AMR. After the discovery of TMR in Al2O3 as a tunnel barrier, MTJs were 
used as an active memory element written by magnetic field. A crossbar architecture of 
memory array was used, where the magnetic field was produced by two sets of orthogo-
nal current lines (Stoner Wolfarth switching). This was the first generation of MRAM 
classified as field-written MRAM. The first MRAM, named Stoner-Wohlfarth MRAM, 
had a half-select problem, which is the accidental writing of other unselected memory 
cells along the word or bit lines (Figure 14.8).

Savtchenko solved this problem with a novel design named toggle MRAM. The memory 
cell in this design is aligned in 45° with respect to both bit and word lines. The free layer 
is made up of a synthetic antiferromagnetic layer, which is written by applying the current 
to word and bit lines in four steps. In 2006, the first commercial product of 4-Mb toggle 
MRAM was launched by Freescale, which found its position for transportation, industrial, 
and space applications [23]. In this technology, the main bottleneck was scaling down the 
cell because the write current increases as 1/F2, where F is the lithographic feature size. 
Another successful candidate of the field MRAM family is the thermally assisted MRAM 
(TAS-MRAM), which allows high retention of the storage layer with low writing current. 
The free layer of the memory cell consists of a ferromagnetic layer exchanged biased with 

FIGURE 14.7
Present memory hierarchy used in computers. From top to bottom, the storage density of the memory increases 
and speed increases as we go from bottom level to top.
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an antiferromagnetic layer with a lower blocking temperature. Applying a heat pulse 
reduces the exchange bias of the free layer of the selected bits and then with a lower cur-
rent in the field line switches the magnetization. However, the discovery of giant TMR 
and current-induced magnetization reversal by STT soon replaced this technology by STT-
MRAM due to better downsize scalability, bit selectivity, and simpler design. These fea-
tures will be discussed in detail later in the following paragraphs.

The most recent members of the family of MRAM are three-terminal STT-MRAM 
[24]. In this family, the two candidates are domain wall motion-based MRAM and spin-
orbit torque MRAM (SOT-MRAM). These devices are still under research and needs 
to be more mature to reach industrial production. However, they are very interesting 
as the read and write path for this memory cell are separated, and the write current 
does not flow through the tunnel barrier. This makes the cell extremely endurant dur-
ing writing compared to two-terminal STT-MRAM cells. The writing is performed by 
STT-induced domain wall motion or by spin-orbit torque. Though the device footprint 
is expected to be bigger than STT-MRAM, it is also interesting for ultrafast switching 
(order of picosecond), which makes them a potential candidate for replacement of L1 
or L2 Cache SRAM.

14.1.4.2 In-Plane versus Perpendicular STT-MRAM

At the beginning of the introduction of STT-MRAM, the MTJs used were with in-plane 
magnetization. The shape of the bit was elliptical, providing shape anisotropy to retain 
the written bit information. However, after finding perpendicular magnetic anisotropy 
(PMA) material, the elliptic bits were replaced by circular bit with perpendicular MTJs 
(pMTJs). pSTT-MRAM is more useful than in-plane STT-MRAM for the following reasons 
explained below.

FIGURE 14.8
Schematic representations of magnetization dynamics under the influence of various torques acting individu-
ally or collectively.
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For in-plane STT-MRAM, the critical switching current (Ico) and thermal stability factor 
(∆) are expressed by 
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where t is the thickness of storage layer, w is the width of elliptical cell, AR is the aspect 
ratio, α and η are Gilbert damping constant and spin-torque efficiency, respectively.

For out-of-plane STT-MRAM, the critical switching current (Ico) and thermal stability 
factor (∆) are expressed by 
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where D is the diameter of circular bit and Keff, Ki are effective perpendicular magnetic 
anisotropy and interfacial anisotropy constant, respectively.

The critical switching current for the in-plane memory cell is much higher than 
out-of-plane because of the extra term of demagnetizing field. This is due to the fact 
that during STT-induced switching of in-plane magnetized MTJs, in its precessional 
motion, the storage layer magnetization has to go out-of-plane against the demagne-
tizing field, which costs lots of energy. On the other hand, the energy barrier, which 
determines the memory retention, is given by the in-plane shape anisotropy. In other 
words, for in-plane MTJs, the energy barrier for switching is much higher than the 
barrier for retention, which is quite unfavorable in terms of power consumption. In 
contrast, these barriers are identical for out-of-plane magnetized MTJs. Therefore, for 
the same value of ∆, the in-plane memory cell consumes more energy for magnetiza-
tion reversal. Moreover, easier manufacturability of the circular shape memory ele-
ment compared to elliptical makes pSTT-MRAM more attractive to realize a sub-20 nm 
memory cell.

14.1.4.3 Properties of Material for Designing STT-MRAM
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The design of the material stack for high-performance STT-MRAM devices is mainly 
based on five important requirements as shown in the aforementioned flowchart. In this 
section, we will elaborate on the importance of these five properties. The first requirement 
is that the data retention time should be large (at least 10 years) of the stored informa-
tion. The larger the retention time, the larger is the required thermal stability factor. The 
required values of thermal stability factor (∆) can be estimated from the following formula 
of probability of at least one bit failure in 10 years’ time.
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In this equation, τ0, N, and t represent attempt time of the order of 1 ns, number of bits on 
the chip, and retention time, respectively. T is the temperature in degree Kelvin.

Figure 14.9 demonstrates the required values of ∆ at room temperature for a memory 
array to reach a particular value of bit failure rate. For example, the required value of ∆ 
at room temperature is 88 and 94 to obtain 10 years’ retention time with probability of bit 
failure lower than 10−4, respectively, for a 1 Gb and 64 Gb memory array operating at 80°C. 
Note that in this calculation, it was assumed that the energy barrier remains unchanged 
as a function of temperature. It is possible to obtain this value of ∆ by using perpendicular 
magnetic anisotropic material. At present, a composite-type storage layer with two MgO 
interfaces is used to increase the PMA and therefore ∆ of memory cell [25].

There is a dilemma between writing current and thermal stability factor. The critical 
switching current (Ico) is proportional to ∆ as shown in Equations 14.21 and 14.23. Therefore, 
improving ∆ also increases Ico: this is a classical dilemma between retention and writabil-
ity. By choosing proper material, which increases spin polarization and reduces damping, 
as well as optimizing the structure of the stack, it is possible to reduce the switching cur-
rent for high values of ∆. Heusler alloys, because of their half-metallic nature, are expected 
to have 100% spin polarization and also low damping. Researchers are widely searching 

FIGURE 14.9
Bit failure rate at room temperature and 80°C during 10 years as a function of thermal stability factor at room 
temperature for different capacities of memory array.
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for Heusler alloys to get these properties at room temperature. However, until now no suc-
cessful results were obtained combining high TMR, perpendicular anisotropy, and low 
damping at room temperature. At present, FeCoB alloys are the standard material for stor-
age layer, which can provide high TMR and also reasonably low damping constant [26–28]. 
Another approach for reducing the Ico is to increase the STT efficiency by configuring the 
stack in double MTJs where the storage layer is sandwiched between two reference layers 
[29,30]. In this configuration, spin-transfer torque comes from both interfaces of the stor-
age layer with MgO. A factor of 10 reduction of switching current of DMTJ compared to 
single MTJ has been predicted by analytical calculation [31]. Another strategy is to reduce 
the anisotropy by thermal effect [32] or by electric field effect while writing. The second 
effects also known as voltage-controlled anisotropy (VCMA) can potentially reduce the 
anisotropy to write the cell with very low current [33,34].

The reliable and faster reading of a memory cell depends on the TMR values. A large 
TMR value provides a larger signal to separate out the high and low resistance states. In 
order to discriminate between the two resistances states, the two distributions must be 
separated by at least 12σ as shown in Figure 14.10, where σ is the standard deviation of 
the resistance distributions. Moreover, for reliable detection between the bits of low and 
high states with higher resistance and lower resistance of the distributions, there must 
be an even larger margin of about 20σ. This margin increases with smaller diameter, as 
the distribution might be broader due to relatively larger edge damage during etching. 
Therefore, high TMR is necessary for fast and reliable reading. Magnetic tunnel junction 
with MgO as a barrier can provide a large TMR ratio. A maximum TMR ratio of 604% 
was already obtained using in-plane MTJ [36]. The TMR ratio for pMTJs is limited by the 
thickness of the FeCoB layer as the PMA of thicker FeCoB diminishes. However, 350% 
TMR was already demonstrated in pMTJs, which ensures faster reading of pSTT-MRAM 
devices [26]. In addition, for practical industrial MRAM chips, uniformity of the barrier 
at the wafer level is very important since a small drift in the thickness yields exponential 
variation of MTJ’s resistance.

The endurance of STT-MRAM is defined by the number of read-write cycles that the 
cell can withstand before dielectric breakdown. The writing voltage of a memory cell 
should be largely separated from breakdown voltage to ensure an endurance of >1015 
cycle. Therefore, endurance can be improved by reducing the writing voltage. In practical 
STT-MRAM devices, the write voltage is typically set in the range of 0.4–0.5V while the 

FIGURE 14.10
The distribution of high resistance and low resistance states of a memory array. (From Apalkov, D. et al., Proc. 
IEEE, 104, 685–697, 2016.)



316 Nanoscale Devices

dielectric breakdown voltage is in the range 1.2–1.5V. Improving the quality of MgO bar-
rier by reducing the number of defects (such as trapped water molecules, vacancies, dis-
location, etc.) increases the breakdown voltage. Similarly, the integration process should 
be optimized to reduce the edge damages while etching the MTJ stack. In the STT-MRAM 
industry, mastering the barrier quality is well controlled. However, the nano-patterning 
process for ultra-small technology nodes (sub-20 nm) and small pitch is still a remaining 
challenge. Recently, Jimmy J. Kan et al. reported endurance of more than 1015 cycle of 50 ns 
pulse for 1 Mb perpendicular STT-MRAM [8].

The last criterion, though not the least, is the compatibility of the stack with the STT-
MRAM fabrication process. The memory is integrated with CMOS in the back-end-of-line 
(BEOL) fabrication. Therefore, the stack should be able to endure the high thermal bud-
get, about 400°C, without compromising the magneto-electric properties [37,38]. The stack 
should be designed and deposited in such a way that the interfacial roughness at the inter-
faces between the MgO tunnel barrier and ferromagnetic electrodes remains well below 
the thickness of each individual layers. Otherwise, pin holes and defects in the MgO layer 
will significantly reduce TMR, PMA, and breakdown voltage of memory cells. The pMTJ 
stacks for STT-MRAM typically consist of multilayers comprising a few tens of layers of 
thickness ranging between 0.1 nm and a few nm. The stack should be as thin as possible 
to reduce the nonvolatile etch product during etching, which will improve the yield and 
decrease the dot-to-dot variability [35].

14.1.5 Spin-Orbit Torque-Induced Switching

Recently, a novel spin torque was discovered in ferromagnetic materials adjacent to a heavy 
metal (e.g., Pt, Ta, W) originating due to strong spin-orbit interaction in heavy metals. In 
the case of STT switching, the conduction electrons are polarized within a ferromagnetic 
material whereas in SOT switching, the angular momentum is transferred from crystal 
lattice to the electrons due to spin-orbit coupling. An in-plane current flowing through a 
heavy metal can manipulate the magnetization of a ferromagnet adjacent to it via spin-
orbit torque effect. The basic requirement for the observation of the spin-orbit torque phe-
nomenon is the structural inversion asymmetry in which the ferromagnetic materials 
should be sandwiched between two different heavy metals or the same heavy metal with 
different thicknesses. The structural inversion asymmetry helps to induce a net spin-orbit 
field on the ferromagnet from both the interfaces, which would otherwise be negated in 
the case of the same heavy metals with the same thickness. One can also induce spin-orbit 
field by exchanging one of the heavy metals with an oxide layer. The spin-orbit torque can 
be originated from one of these or in a combination of two physical phenomenon called 
Rashba effect [10,39,40] and Spin Hall effect [11,41,42], which will be elaborated on in the 
subsequent sections. To our knowledge, no method has been demonstrated so far to sepa-
rate the individual contribution from each of these two phenomena in spin-orbit torque-
induced magnetization dynamics.

14.1.5.1 Rashba Effect

In the systems with structural inversion asymmetry (e.g., Pt/Co/AlOx), the spin-orbit 
coupling in heavy metal induces a strong crystal electric field at the interface between 
the heavy metal and the ferromagnetic layer. The role of the oxide layer is to break the 
structural inversion symmetry to induce an effective spin-orbit field. When the cur-
rent is applied, conduction electrons flowing at the interface in the ferromagnetic layer 
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experience the electric field as an effective magnetic field in their rest frame of refer-
ence as shown in Figure 14.11. This effective magnetic field polarizes the conduction 
electrons in the direction orthogonal to both the electric field and their velocity. Thus, 
there will be an effective spin accumulation due to Rashba field at the interface defined 
by the Equation 14.26. The exchange interaction between these accumulated spins at 
the interface and the local moments in the ferromganetic layer induces magnetization 
switching. The Rashba spin-orbit torque that is responsible for the switching of the 
magnetization is due to an effective Rashba field (HR) induced at the interface, which is 
expressed as [43] 
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where αR is a material parameter that quantifies the strength of spin-orbit coupling, me 
is the rest mass of the electron, and Je is the current density. The Rashba field is along 
the transverse direction to the strip orthogonal to the direction of electron flow and the 
effective electric field (along z-direction) due to spin-orbit coupling. I. M. Miron et al. [39] 
reported the first observation of asymmetry in domain wall nucleation in ferromagnetic 
nanowires due to Rashba effect. In this experiment, 20 parallel wires were patterned 
from the Pt/Co/AlOx, and domain wall nucleation was observed by Kerr microscopy 
when the current was applied. For a given current direction, the domain wall nucleation 
disappeared for one magnetic field direction and the nucleation was enhanced for the 
other direction of the magnetic field. By reversing the current direction, similar behav-
ior is witnessed but for the opposite sign of magnetic field. This observation confirms 
the presence of effective magnetic field due to the current flow in the heavy metal, thus 
torque exerted by Rashba effect is often called a “field-like torque.” The Rashba effect due 
to current alone cannot switch out of plane magnetization of a nanodot as it can only 
induce a precession due to Rashba field. Therefore, an in-plane magnetic field collinear 
to the current direction is necessary for the magnetization switching [10].

The field-like torque acting on the magnetization due to Rashba field HR can be 
expressed as 

 τ γR Rm H,FL = − ×  (14.27)

FIGURE 14.11
Schematic illustration of Rashba effect. The electrons with velocity v experience the electric field due to crystal 
potential, which acts as a Rashba magnetic field (HR) in their rest frame. This tilts the moments perpendicular 
(along-X) to both the electric and magnetic fields.
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14.1.5.2 Spin Hall Effect

An alternative mechanism was proposed by Liu et  al. [11,41] for the current-induced 
magnetization switching in ferromagnetic materials sandwiched between heavy met-
als. Due to spin-dependent scattering of the electrons in heavy metal, electrons with 
opposite spins move in opposite directions generating a spin current orthogonal to the 
charge current, as shown in Figure 14.12. This phenomenon is called spin Hall effect. 
The long spin diffusion lengths (~nm) in heavy metals allow the spins to be accumu-
lated at the interface with the ferromagnetic layer. These accumulated spins exert a 
torque on the local magnetization of the ferromagnet to initiate the switching. The dis-
covery of spin Hall effect suggests the novel concept of generation of spin currents in 
nonmagnetic materials and injection into a ferromagnet to manipulate the magnetiza-
tion. The torque induced by spin Hall effect is a damping-like torque and is effectively 
expressed from the spin Hall angle ΘH, which is a measure of spin current induced from 
the charge current.

The efficiency of the switching due to the Spin Hall effect is quantified by a Spin Hall 
angle (ΘH), which is a parameter that shows conversion yield of the spin current (Js) from 
a charge current (Je). 
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The sign and magnitude of the spin Hall angle are the material properties of heavy metal 
in which spin current is generated. Pt [44] possesses a positive spin Hall angle where as Ta 
and W posses negative spin Hall angles.

The spin current injected into the ferromagnetic layer from the heavy metal exerts Spin 
Hall torque, which has symmetry of damping-like torque. The torque due to Spin Hall 
effect can be expressed as [45] 

 τ γSH = − × × ×( )m m z Je( � �  (14.29)

H m z JeSH = × ×( )( � �  is an effective field due to Spin Hall effect, which is parameterized by 
Spin Hall angle (ΘH) 
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FIGURE 14.12
Schematic to show the spin Hall effect in heavy metal in which electrons of opposite spins scatter in opposite 
directions generating a spin current Js orthogonal to charge current Je.
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where Je is the charge current density, Ms, and tF are the saturation magnetization and 
the thickness of the ferromagnetic layer into which the spin current is injected from the 
heavy metal.

14.1.5.3 Spin-Orbit Torque MRAM

The spin-orbit torque effect has opened a new avenue for the manipulation of magne-
tization by in-plane current, inspiring the proposals for novel and efficient spintronic 
devices. The proposal of spin-orbit torque MRAM has come with a lot of advantages to 
eliminate the intrinsic issues that are identified in STT-MRAM for ultrafast applications. 
In STT-MRAM, the current is flown through the tunnel barrier for both reading and writ-
ing cycles. Though the current required for reading is very small, there is a probability 
that an accidental switching can lead to the correction of the data. Moreover, for fast 
writing, one needs to apply a short pulse with large current density, which can cause 
junction breakdown leading to device failure. In spin-orbit torque MRAM (SOT-MRAM), 
the read and write paths are decoupled as shown in Figure 14.13. For reading, a small 
bias current is applied across the junction whereas for the writing, an in-plane current 
is applied through a heavy metal adjacent to the free layer. Hence, the problem of dielec-
tric breakdown of the tunnel barrier does not exist anymore. This lifts the limit on the 
switching speed and also eliminates the chance of accidental writing as mentioned earlier. 
However, SOT-MRAM is a three-terminal device and therefore the footprint is relatively 
larger than two-terminal STT-MRAM. Thus, SOT-MRAM will be useful in nonvolatile 
memories that require faster data rates but no constraints on density therefore promising 
for SRAM applications.

The first proof of concept of a three-terminal SOT-MRAM device was demonstrated in 
2014. M. Cubukcu et al. [46] have fabricated a perpendicular FeCoB/MgO/FeCoB MTJ on 
top of a Ta track, as shown in Figure 14.14, to demonstrate the reading and writing opera-
tions by TMR effect and SOT effect, respectively. They have observed switching with a 
current pulse of 50 ns with a current density of 5 × 1011 A/m2. Currently, a lot of effort is 
devoted to improving the SOT-induced switching speed for ultrafast recording applica-
tions (e.g., SRAM). K. Garello et al. [47] have shown an ultrafast switching of a magnetic 
dot by an in-plane current of pulse width of 180 ps. However, in SOT-MRAM, the thresh-
old current density may increase with a reduction in pulse width for faster switching.

FIGURE 14.13
Schematic to show the three-terminal SOT-MRAM device with decoupled read and write paths.
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14.1.6 Domain Wall Dynamics in Ferromagnetic Nanostructures

In general, in ferromagnetic nanostructures with relatively large dimensions (few 
tens of nm), magnetization reversal is mediated via domain wall (DW) nucleation and 
motion. The underlying physics behind the DW motion in the presence of a magnetic 
field or current is different from the coherent precession that occurs in magnetic nano-
structures with small dimensions (typically less than 30 nm). Therefore, it is impera-
tive to understand the DW dynamics under different driving mechanisms not only for 
fundamental understanding but also to realize DW-based memory and logic devices. 
Thus, this part of the chapter describes the configuration of DW types that are stable 
in ferromagnets as well as their dynamics under magnetic field and current along with 
their possible applications in memory devices. In a ferromagnetic material, exchange 
interaction aligns neighboring spins in the same direction. However, it breaks into 
several domains with different magnetization directions to reduce the magnetostatic 
energy. These domains are separated by DWs in which spins gradually rotate from 
one domain magnetization to another to minimize the exchange energy. Two kinds of 
DWs, Bloch and Néel type, are stable in ferromagnetic nanostructures depending on 
the dimensions. In Néel walls, magnetization rotates in plane whereas in Bloch walls 
the magnetization rotates out of plane.

14.1.6.1 Field-Induced Domain Wall Motion

The DW motion induced by the magnetic field is well known in magnetism as it acts as 
a medium for the magnetization reversal process in magnetic films. When the magnetic 
field is applied to a magnetic material with DWs, the field expands the domains of one 
orientation at the cost of other domains of opposite direction to minimize the Zeeman 
energy. Effectively, it means the boundaries between the domains are in motion due to the 
effective fields (internal and external magnetic field).

The motion of a DW in the presence of a magnetic field can be described by using the 
Landau-Lifshitz-Gilbert (LLG) equation. 
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FIGURE 14.14
Schematic showing an MTJ cell placed on a Ta track to demonstrate the proof of concept of SOT-MRAM. 
(Adapted from Cubukcu, M. et al., Appl. Phys. Lett., 104, 2014.)
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This is the basic equation and same as the one described earlier in 14.20 but without the 
STT term. The first term is the precession term that lifts the magnetic moments in the DW 
out of plane, which generates a demagnetizing field, Hd, as shown in Figure 14.15. The 
demagnetizing field exerts a torque to drive the DW forward. For device applications, the 
key parameter during the DW motion is the DW mobility, which is the rate of change of 
velocity as a function of the applied magnetic field. The mobility of the DW defines the 
limiting operating velocity of a DW-based device. The DW mobility has two regimes as 
a function of magnetic field. When the external magnetic field is low, the canting of the 
magnetic moments in the DW out of plane is small enough that demagnetizing field Hd 
drives the DW linearly, depicted as linear regime of domain wall velocity versus field 
plot, shown in Figure 14.16. The velocity of the DW in linear regime is v = μH, where μ 
is the mobility and H is the external magnetic field. The mobility is defined as µ γ δ α= / , 
where γ is the gyromagnetic ratio, δ is the DW width, and α is the damping parameter. 

FIGURE 14.15
Schematics to describe the DW motion in the presence of a magnetic field. The top shows the precession of DW 
out of plane due to an external magnetic field. The bottom shows the resultant motion when the magnetic field 
is below and above Walker breakdown.

FIGURE 14.16
The domain wall velocity as a function of magnetic field showing linear and precession regimes separated by 
Walker field Hw.
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The DW speed scales linearly with the external magnetic field until a threshold field called 
Walker field (Hw). When the magnetic field is larger than this threshold (H > Hw), the DW 
continuously precesses around the nanowire axis and now damping term drives the DW. 
This regime is called precession regime. The DW velocity in precession regime is defined 
as v = α2μH, where α is the damping parameter, which is very small (<<1). The velocity 
of the DW drops significantly after Walker field, as a portion of the DW energy is used 
for the precession of DW rather than to move it. The continuous precession of the DW 
causes periodic transformation of the DW between the Bloch and Néel configurations. 
This phenomenon is called Walker breakdown [48], which limits the DW mobility.

Though field-induced DW motion is very interesting to understand the fundamental 
properties of DW motion, it is not very promising for application point of view due to 
the following reasons. The generation of magnetic field for on-chip application is not 
energy efficient and poses scalability issues. Moreover, adjacent DWs in the ferromag-
netic layer always move in opposite directions causing either shrinking or expansion 
of domains. For memory applications to store the data as domains in a track, the DW 
motion needs to be unidirectional. Individual control of DWs by generating localized 
magnetic fields is a cumbersome process and power inefficient. Therefore, one needs 
an alternative method for reliable control of the DWs in magnetic nanowires to employ 
them in device applications.

14.1.6.2 Spin Transfer Torque-Induced Domain Wall Motion

Current-induced DW motion due to STT is promising because of the unidirectional DW 
motion irrespective of the type of the DW. When current is applied to a ferromagnetic 
material, the conduction electrons become spin-polarized due to spin-dependent scatter-
ing as discussed earlier. These conduction electrons are then aligned according to the local 
magnetization direction because of the angular momentum transfer from local moments. 
To conserve the total angular momentum, the conduction electrons exert a torque on the 
local moments; this phenomenon is called spin-transfer torque, which is explained earlier 
in Section 14.3. This transfer is very efficient when the spins and moments are noncollinear 
as in the case of a DW in ferromagnets. The moments in the DW are rotated toward the 
spin by the torque induced by the spin angular momentum, and the incoming spins align 
along the direction of moment of the DW. Thus, this leads to DW motion along the direc-
tion of electron flow, as illustrated in Figure 14.17.

STT-induced DW motion has attracted lots of interest to describe the equation of 
motion of the DW in the presence of current [49,50]. The most general agreement among 
all the theoretical modeling shows that the interaction of electric currents and the local 
magnetizations can be explained by considering two different spin-transfer torque 
terms, which are termed as adiabatic spin-transfer torque and non-adiabatic spin- 
transfer torque.

The modified LLG equation with the addition of these two terms can be written as [49] 

FIGURE 14.17
Schematic to depict the DW motion under current-induced spin-transfer torque effect.
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where M is the magnetization, Ms is the saturation magnetization of material, u is 
the electron drift velocity, γ0 is the gyromagnetic ratio, and α is the Gilbert damping 
constant. The first two terms account for the torque by the effective field Heff and the 
Gilbert damping torque, parameterized by a dimensionless α as described previously. 
As proposed by Slonczewski, STT1 describes the angular momentum transfer between 
the conduction electrons and the local spins of the material. In this case, it is assumed 
that when the electrons move across the DW, they adjust their spin orientations 
adiabatically to the direction of the local moments while transferring angular 
momentum to the DW.

The adiabatic STT1 term can be written as 

 STT1 = ∇( )u.
�

M (14.33)

where u is the conduction electron velocity quantified by magnitude of the spin-transfer 
torque given by 
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for which g, μB, and e are the Landè factor, Bohr magnetron, and electron charge, 
respectively; Ms is the saturation magnetization; and p is the efficiency of spin polarization 
of conduction electrons, which depends on the ferromagnetic material. As explained 
earlier for the case of field-induced DW dynamics, the DW only precesses when the torque 
due to the demagnetizing field and the current-induced adiabatic torque are compensated. 
In this case, there will be no effective displacement of the DW. This is called intrinsic 
pinning, and the current applied should overcome certain threshold current density for 
the adiabatic torque to drive the DW. Theoretical predictions [51] have shown that the 
threshold current density required to drive the DWs by adiabatic STT are close to 1013 A/m2. 
However, initial experiments report a critical current density of the order of 1012 A/m2 for 
DW motion [52–54]. This has led to proposal of an additional term called non-adiabatic 
torque term STT2 to the LLG equation.

The STT2 term can be defined as 

 STT2 = × ∇( )





β
M

M M
s

� �
u.  (14.35)

β is called a non-adiabatic constant. The non-adiabatic spin torque is always orthogonal 
to the adiabatic torque. It acts as an effective field on the system often referred as field-
like torque. The speed of the DW depends on the relative ratio between β and α. When 
β < α, the adiabatic torque drives the DW with a speed increasing with current density. 
When β  >  α, non-adiabatic field-like torque induces precessional motion of the DW 
leading to Walker breakdown where the DW speeds significantly drops at relatively high 
current densities. It is generally believed that the non-adiabatic term originates from 
the spatial mistracking of the conduction electron spins and the local moments, where 
the spin-polarized conduction electrons are scattered (reflected), when it cannot follow 
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the local moments. Zhang and Li [50] proposed a model for the case of slight mistracking 
between the electron spin and the local magnetization direction during the spin transfer 
phenomenon. This means that the spin of the electron is not exactly aligned in the 
direction of the local magnetic moment when it moves along the ferromagnetic material. 
This mistracking generates nonequilibrium spin accumulation across the magnetic DW. 
The accumulated spins are then relaxed through a spin-flip scattering process toward 
the local magnetization direction. The Zhang–Li model eventually then leads to both 
adiabatic and nonadiabatic spin-transfer torque terms.

Initially, the DW motion induced by spin-transfer torque was widely studied in nanow-
ires of in-plane soft magnetic material such as Ni81Fe19 (permalloy). Yamaguchi et al. [54] 
first showed the real-space observation of the back-and-forth motion of vortex DW by 
microsecond current pulses with current density of the order of 1012 A/m2. Recently, with 
the developments in lithography techniques, relatively high DW velocity of 150 m/s [55] 
was demonstrated by IBM, which makes the implementation of DW based memory and 
logic applications to be very promising.

14.1.6.3 Domain Wall Racetrack Memory

The DW-based racetrack memory was proposed by S.S.P. Parkin et al. [24] in 2008, which 
has attracted a lot of interest in the field of DW dynamics driven by the spin-transfer 
torque phenomenon. In racetrack memory, the binary bits are stored in the domains 
with opposite magnetizations as shown in Figure 14.18 (red and blue regions). These 
data bits are separated by DWs and can be moved along with the motion of DWs in the 
racetrack. The data bits can be written by a localized magnetic field, created by flow-
ing current through a strip line (vertical green nanowire) connected with one end of 
the racetrack (horizontal nanowire). The direction of the current defines the orienta-
tion of the magnetization above the strip line thus writing “1” and “0” with currents of 
opposite directions. Magnetic tunnel junctions are patterned having an interface with 
the racetrack to read the binary bits saved in the domains. Here, the magnetic domains 
of nanowire act as a storage layer. The magnetic tunnel junction reads the magnetiza-
tion direction of the free layer relative to the reference layer by low (parallel) and high 

DATA 
NANOWIRE

Read Sensor

Strip line 

FIGURE 14.18
Schematic of the DW racetrack memory with read and write heads proposed by IBM for storing the data as 
direction of magnetization of domains. (From Parkin, S. S. P. et al., Science, 320, 190–195, 2008.)
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magnetoresistance (anti-parallel) states like the way described in other MRAM devices. 
For reading, the bits need to be pushed back and forth by applying current pulses 
through the racetrack. One can use artificial pinning sites [56–58] such as notches to 
confine the data bits by pinning the DWs. Initially, IBM demonstrated the racetrack 
memory on 2D patterned nanowires. However, to increase the density by many folds, 
one can construct it as 3D standing nanowires by growing the cylindrical nanowires 
using template-assisted growth [59] or by creating trenches on top of Si substrate by 
using FIB or chemical methods. However, the fabrication and integration of these 3D 
nanowires are extremely challenging to realize. Thus, most of the studies are only 
focused on 2D patterned nanowires. A robust DW shift register operation with three 
bits and two DWs in a permalloy nanowire, in which by applying current pulse with 
opposite signs, back-and-forth motion of DWs with speeds up to 150 m/s was demon-
strated by Hayashi et al. [55]. Much of the initial developments on 2D racetrack mem-
ory are focused primarily on permalloy nanowires. However, permalloy faces several 
obstacles to be employed in applications. First, the critical current density to drive the 
DWs with a speed of ~100 m/s requires relatively large current densities of ~1012 A/m2 
[60]. These high currents can lead to joule heating, which is a drawback for power effi-
ciency and the retention of the stored data. Moreover, the widths of the domain walls in 
permalloy nanowire are typically of an order of the nanowire width (~100 nm). As DWs 
are occupying a large space in a racetrack, it can be detrimental for the storage density. 
Similar to the field-induced dynamics, the DWs in the racetrack can undergo the Walker 
breakdown process, in which a periodic transformation between transverse and vortex 
(anti-vortex) configurations limits the speed of the device. Therefore, the dynamics in 
permalloy are not compatible for reliable device applications. To replace the permalloy, 
the researchers have been looking for a different class of materials with perpendicular 
magnetic anisotropy (PMA). In multilayer systems, such as Co/Ni [61] and Co/Pt [62], 
interfacial anisotropy overpowers the shape anisotropy to bring the magnetization out 
of plane. The widths of the DWs found in PMA nanowires are much smaller, ~10 nm. 
The threshold current density to drive these DWs is substantially smaller in PMA mate-
rials (Jc = 2 × 1011 A/m2) [63]. The DWs in PMA nanostrips also undergo the periodic 
transformation between Bloch and Néel configurations, but the internal structure of 
the DW remains intact. For the aforementioned reasons, the DWs in PMA materials are 
viable for reliable device applications.

Although the DW-based racetrack memory is a strong candidate for universal mem-
ory due to its high read/write speeds and scalability, it suffers from some practical 
limitations. For instance, high current density is required to de-pin and move the DWs. 
There is a possibility of mutual annihilation of multiple DWs during motion leading to 
a reduction in packing density. The dipolar interaction between successive DWs also 
limits the packing density by affecting neighboring DWs. Solutions have been pro-
posed to overcome these shortcomings, which include patterning notches to control 
the data flow, pulsed current to move the DW, and using synthetic antiferromagnetic 
coupling to reduce the stray field [64]. More recently, heavy metal/ferromagnet/oxide 
stacks have been employed that include Dzyaloshinskii-Moriya interaction (DMI) field 
and SOT for efficient DW motion. This has reduced the current density for propagation 
[65–67]. In SOT, the anti-damping torque is always perpendicular to the magnetiza-
tion, hence the incubation delay of the switching process is less, which has led to high-
speed device performance [47]. Another advantage of SOT-based driving is that the 
nanowire dimensions can be made longer to increase device density without suffering 
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from high resistivity problem, since current flows through the heavy metal conductor. 
Recently, Lorentz transmission electron microscopy (L-TEM) imaging showed that the 
existence of DMI makes the DWs topologically protected, preventing the walls from 
mutual annihilation [68]. This property would permit more DWs to be closely packed 
thereby increasing the device density.

14.1.7 Review of Spintronic Logic Devices

Charge-based logic schemes utilize the presence or absence of charge to distinguish 
between logic states 0 and 1. The switching device—e.g., CMOS—can be considered 
as two potential wells separating the charge using an adjustable barrier. Theoretical 
studies have found the minimum switching energy between the two states as kBTln2 
(23 meV) [69]. However, the projected gate switching energy for 10 nm gate length is 15 eV 
[70]. The information stored in the electron spin orientation is devoid of such switching 
energies. The non-volatility also eliminates the delay and the energy required to obtain 
information from the microprocessor while it is in the stand-by state, thus saving power 
needed to periodically turn the processor on or off. Numerous spintronic-based logic 
devices have been proposed; however, practical limitations such as direct cascading 
and small signal-to-noise ratio prevent successful commercialization of the technology 
[71]. In this section, we review some of the proposed schemes of the spintronic-based 
logic devices.

14.1.7.1 Nano-Magnetic Logic

Nanomagnetic logic (NML) is an alternative logic scheme to the existing CMOS-based 
technologies with promising features such as nonvolatile computing states and low 
power consumption. Magnetic quantum cellular automata (MQCA) or nanomagnetic 
logic (NML) are built from identical magnetic dots that are elongated along one direction 
to form a group of elliptical nanomagnets. These nanomagnets interact through electro-
magnetic interactions, which are either exchange or primarily dipole interactions. Room 
temperature demonstration of MQCA-based logic was performed by Cowburn et al. [72]. 
Majority gate logic application of MQCA was demonstrated by Imre et al. [73]. The neigh-
boring magnets would adopt anti-parallel magnetization due to dipolar coupling. The sin-
gular magnet placed horizontally on the right corner would act as the control bit, which 
can control the magnetization direction of the other magnets. By different arrangement of 
the nanomagnets, logic gate operations can be obtained. However, all the logic operations 
require the need of an external magnetic field for clocking, which is an issue for on-chip 
integration and scalability.

Recently, Bhowmik et  al. [74] proposed the utilization of Spin Hall effect to control 
the logic bits of NML with perpendicular anisotropy. The researchers showed that if the 
current is made to flow through a thick Ta layer underneath the nanomagnets, it could 
induce the switching through spin-orbit torque phenomenon. The current flow direc-
tion needs to be designed such that it does not exert torque on the input nanomagnet. 
The limitation of this approach is the excess joule heating caused by the current flow 
through the highly resistive Ta layer. Kiermaier et al. [75] proposed a current-controlled 
Oersted field generation in perpendicular anisotropy Co/Pt multilayers to influence the 
magnetic states of the nano-magnets. The researchers modeled the switching behavior of 
nanomagnets by employing Sharrock’s formalism [76]. They also took into account the 
joule heating in the current driven wire. They estimated a current pulse requirement of 
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about 7.8 × 1011 A/m2 influencing the nanomagnets separated from the current carrying 
wire by 150 nm. The power dissipation in NML was computed through micromagnetic 
simulations by Csaba et al. [77]. They estimated the power consumption to be around a 
few 10 milli-electronvolts, which is close to the theoretical limit of any computation [78]. 
Although NML technology offers fast switching speeds, the dipole interaction between 
the magnets is sensitive to shape. The single domain states also become unstable due to 
thermal effects.

14.1.7.2 STT-MTJ-Based Logic

Many variations of STT-MTJ-based logic schemes have been proposed. An all-metallic 
logic scheme, referred to as mLogic, was proposed by Morris et al. [79]. It consists of two 
GMR or MTJ stacks for reading the output state, which is coupled to a free region carrying 
the input data. The input is applied by passing the current across the free layer through 
two pinned layers. DW exists at one end, which carries the information. When a current 
flows from the positive input to the negative input, the DW propagates toward the left 
and switches the free region of the spin valve to an up-magnetized state. Since the pinned 
region is also up-magnetized, the resistance is low in this state and corresponds to logic 
bit “0.” On the other hand, when the current flows in the opposite direction, the resistance 
remains in the high state and corresponds to logic bit “1.” Different combinations can be 
realized by changing the initial spin orientation of the pinned layer. The low-resistance 
path in the all-metallic path allows operation at low voltages, but it also provides a leakage 
path that could worsen the energy efficiency as compared to CMOS logic.

STT-based logic schemes would have practical issues such as high power consumption 
due to the requirement of large critical current to switch the magnetization. The reliabil-
ity is also a concern due to breakdown of tunnel barrier on repeated switching cycles. To 
overcome these issues, Spin Hall effect (SHE)-based MTJ logic devices have been proposed 
[46,80]. In a three-terminal SHE-MTJ device, the free layer is in direct contact with the 
heavy metal layer. This overcomes the high write current and tunnel barrier degrada-
tion since the read and write paths are separate. However, it is difficult to cascade this 
three-terminal device for pipeline computing. This issue can be solved by considering a 
four-terminal device, proposed by Kang et al. [81]. Compared to a three-terminal device, 
the four- terminal device has an additional read terminal. The fully decoupled read and 
write paths eliminate the feedback to the input, hence enabling direct cascading. The issue 
with SHE-MTJ logic schemes is low density due to limitation in scaling down the device 
geometry and additional overheads.

14.1.7.3 All Spin Logic

The logic devices that combine charge-based and spin-based mechanisms, such as semi-
conductor spintronic logic devices, suffer from dynamic power dissipation due to frequent 
conversion from electrical to magnetic state. All-spin logic (ASL) overcomes the afore-
mentioned challenges since it computes and stores the information in the magnetic state 
[82]. ASL employs a nonlocal spin signal to switch a nanomagnet, constituting input to 
the next stage. The input and output nanomagnets are free layers and can switch left or 
right representing the binary data bits. The magnetization of the input magnet generates 
a spin current that propagates in the channel toward the output nanomagnet. The out-
put nanomagnet can in turn be switched by this spin current due to the application of 
spin torque. Thus, by applying a negative voltage to the input, the majority spins can be 
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injected, and the information is “copied” to the output. By reversing the polarity of the 
input voltage to positive, the majority spins are attracted, and their absence aligns the 
output nanomagnet antiparallel to the input nanomagnet, thus providing a “NOT” gate 
operation. The conducting channel could be a metal or semiconductor. Although the semi-
conductors exhibit longer spin coherence lengths [83–86], the injection efficiency is low. 
Another important aspect is that the switching process should be nonreciprocal to prevent 
the output state from affecting the input state. This can be accomplished to have an input 
side with a tunneling interface, which would enhance the injection efficiency in a metal or 
a semiconductor [60,87–92], and an output side with a low resistance interface to suppress 
the back injection. In NML, explained previously, the nonreciprocity has been achieved 
using Bennett clocking [93]; however, it requires additional clocking circuitry as compared 
to CMOS-based logic. A full adder circuit has also been proposed recently based on the 
ASL technique [94].

An advantage of ASL over CMOS logic is that the logic gates can be implemented 
more compactly. There are some practical limitations of the ASL device. For instance, 
the limitation of spin-flip length in the metallic channel requires the use of repeaters 
such as nanomagnets to transmit information. These can consume significant power in 
the actual design. Scaling down ASL can increase the efficiency of spin-torque on the 
output due to less spin-flip scattering; however, as the input and output become closer, 
the dipole interaction between the magnets would start to create interference. There is a 
leakage current in the channel while cascading, which would increase on scaling down 
the device further. The spins could also flow into the ground due to reduction of the 
shunt path.

14.1.7.4 Domain Wall Logic

The first demonstration of a domain wall (DW)-based logic device [95] was shown by 
Allwood et al. The shape anisotropy of the nanostructure constrains the magnetization 
to follow the path of the conduit. Time-varying rotating magnetic fields were applied 
along the vertical and horizontal directions, and the MOKE signal was traced at various 
junctions. The bifurcation of DWs at the fan-out and their combination gives rise to logic 
operations—for instance, the MOKE signal is high at IV only when it is high at both II and 
III. Thus, output at IV is logical AND of inputs at II and III.

Recently, Murapaka et al. [96] demonstrated a programmable logic device based on con-
trolled motion of DW through a U-shaped branch structure. The structure exploited geo-
metrical asymmetry to constrain the DW motion along a particular branch as proposed by 
Sethi et al. [97]. The structure adopted a “pull-up” configuration in which the “u-branch” 
was displaced along the vertical direction (+ y-direction). This constrained the DWs to 
propagate along the lower branch by virtue of lower pinning strength and Zeeman energy, 
irrespective of their chiralities. To propel DW motion along the upper branch, a current 
carrying stripline was patterned in a second lithography step to partially overlap with the 
horizontal nanowire. The overlap was kept only 25% obtained using COMSOL simula-
tions. This ensured that only specific DW chiralities were influenced by the gate magnetic 
field. The magnetization directions of the horizontal and the vertical nanowires served 
as the two inputs to the logic gates and the magnetization direction of the “u-branches” 
served as the output of the logic gates. The propagation of DW along a particular branch 
changed its magnetization direction and hence the output. Since the magnetization direc-
tions of the two branches are always opposite, it is possible to realize simultaneously 
the output and its complement—e.g., if the output of the upper branch corresponded to 
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NAND gate output, the lower branch would correspond to the AND gate output. Through 
magnetic force microscopy imaging and anisotropic magnetoresistance measurements, 
the researchers were able to demonstrate all basic logic operations. The magnetic field 
required can be generated using an inductor in the form of a meander making a possible 
on-chip integration. The DW motion can also be realized using spin-transfer torque (STT) 
with a magnetic tunnel junction read sensor integrated at the output making the device 
compatible with CMOS technology.

14.1.7.5 Spin-Wave Logic

Spin waves are collective excitations of spin lattice and can be used for dynamic 
computation or wave-based computing. Spin-wave-based logic schemes can find 
applications in non-Boolean devices. Since they operate in GHz range, their wavelength 
can be scaled down to nanometer range, hence they have excellent scaling potential. 
The versatility in their dispersion relation makes them useful for a variety of device 
applications. Kostylev et al. [98] utilized the principle of Mach-Zehnder-type spin-wave 
interferometers [99] to propose and experimentally demonstrate spin-wave logic device. 
The initial prototype was used to obtain XOR and NOT gate, which was later modified to 
obtain other logic functionalities [100]. A current controlled interferometer was used to 
construct the logic functionalities. A microwave is propagated through a power splitter 
and propagates through the respective branches of the interferometer. The phase shift is 
introduced using a controllable phase shifter (CPS) attached to the two branches, and the 
signals are then recombined using a mixer. In analogy to this, the researchers proposed 
the spin-wave logical gate where the components can be realized using a patterned 
ferromagnetic film of yttrium iron garnet (YIG) acting as the waveguide, and the CPS 
is controlled via a current carrying stripline. The carrier wave number of the spin waves 
would depend on the constant magnetic field applied to the ferromagnetic film, which 
was controlled by the current-carrying stripline attached to the ferromagnetic film. The 
magnetostatic carrier waves are excited in the stripe by using a transducer, and a second 
transducer placed a certain distance away is used for detection of the spin waves. The 
current direction in the stripline would dictate whether the total field is either locally 
enhanced or reduced resulting in the upward shift or the downward shift of the carrier 
wave number, respectively. When the phase shift between the CPS is π, an XOR gate is 
realized. The disadvantage of this method is the large current required for achieving the 
functionality and the large dimensions of the interferometer device. The dimensions can 
be reduced by using patterned permalloy (NiFe) instead of YIG.

Recently, an experimental prototype of spin-wave majority gate was proposed by Fischer 
et al. [101] utilizing the interference of spin waves in YIG waveguide structures. The pro-
totype consists of three inputs that combine to give one output. The logic “0” corresponds 
to a certain phase ϕ(0), and the logic “1” corresponds to phase ϕ(1) = ϕ(0) + π. The RF cur-
rents passing through the copper striplines were used to excite the spin waves. The waves 
traveling in different waveguides are mixed in a single waveguide where they superpose 
to generate the output. The spin waves in the output waveguide generate an electrical 
signal in the copper striplines detected using a rectifying diode. The device is operated 
in the backward volume spin waves [102] based on the values of FMR linewidth obtained, 
and the magnetic field is applied parallel to the [103] waveguide. Due to the difference in 
the output voltages for different input voltage combinations, the spin-wave-based major-
ity gates cannot be cascaded. To address this issue, parametric amplification or nonlinear 
magnon phenomena [104] may be used.
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Table 14.1, shows a comparison of device parameters for CMOS and spintronic-based 
logic schemes. The benchmarking was carried out by Nikonov et al. [105] by adopting an 
electrical model for spin-based designs in 32-bit arithmetic logic unit (ALU) and adder 
circuits. The numerical values in the table indicate the computed order of magnitude of 
the device parameters for respective technologies. The data reveals that the spintronic 
devices in general switch slower and consume more energy per switching than the CMOS-
based devices. The advantages are low dynamic and static power consumption, which 
compensates for the low throughput. Thus, although the spintronic logic has potential, 
more research is required to make its performance competitive with that of CMOS-based 
schemes.
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15
Fundamentals, Modeling, and Application 
of Magnetic Tunnel Junctions

Ramtin Zand, Arman Roohi, and Ronald F. DeMara

Aggressive Metal Oxide Semiconductor (MOS) technology scaling in digital circuits has 
resulted in important challenges including a significant increase in leakage currents, 
short-channel effects, and drain saturation growth while reducing the power supply 
voltage for digital applications. Furthermore, by extensions to sub-10-nm regimes, error 
resiliency has become a major challenge for the microelectronics industry, particularly 
mission-critical systems, e.g., space and terrestrial applications. Therefore, emerging 
devices and technologies have attracted considerable attention in recent years as an alter-
native to CMOS-based technologies such as spintronic [1–6], resistive random access mem-
ory (RRAM) [7–10], phase-change memory (PCM) [11,12], and quantum cellular automata 
(QCA) [13–18]. Among promising devices, the 2014 Magnetism Roadmap [19] identifies 
nanomagnetic devices as capable post-CMOS candidates, of which magnetic tunnel junc-
tions (MTJs) are considered one of the most promising technologies spanning both logic 
[20–22] and memory functionalities [23–25]. MTJs are characterized by non-volatility, 
near-zero standby power, high integration density, and radiation hardness as a technology 
progression from CMOS. Moreover, MTJs can be readily integrated at the back-end process 
of the CMOS fabrication due to their vertical structure [26,27].

15.1 Fundamentals and Modeling of Magnetic Tunnel Junctions

Figure  15.1 depicts the vertical structure of an MTJ [28,29], which consists of two 
 ferromagnetic (FM) layers: (1) Fixed Layer, that is magnetically-pinned and utilized 
as a  reference layer, and (2) Free Layer, that is, its magnetic orientation can be switched. 
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These two FM layers are separated by a thin oxide barrier, e.g., MgO [30]. The FM layers 
can have two different magnetization configurations called parallel (P) and antiparallel (AP), 
according to which MTJ resistance changes between RP and RAP, respectively. MTJ resis-
tance is determined by the angle (θ) between the magnetization orientations of the fixed 
layer and free layer due to the tunnel magnetoresistance (TMR) effect. The MTJ resistance 
in P (θ = 0°) and AP (θ = 180°) states is expressed by the following equations [31–33]: 
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where Vb is the bias voltage, Vh = 0.5V is the bias voltage when TMR is half of the TMR0, 
tox is the oxide thickness of MTJ, Factor is obtained from the resistance-area product value 
of the MTJ that relies on the material composition of its layers, Area is the surface of MTJ, 
and φ is the oxide layer energy barrier height. The energy barrier between P and AP con-
figurations of MTJ is in a range such that it can switch between configurations while also 
retaining thermal stability. The magnetic direction of MTJ layers can be in the film plane 
or out of the film plane, referred to as in-plane MTJ (IMA) and perpendicular MTJ (PMA) 
structure, respectively.

Two of the conventional switching methods used for changing the magnetization 
 orientation of free layers are field-induced magnetic switching (FIMS) [34] and thermally 
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FIGURE 15.1
(a) MTJ vertical structure, (b) perpendicular MTJ (PMTJ), and (c) in-plane MTJ (IMTJ).
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assisted switching (TAS) [35]. In the aforementioned approaches, a current source with 
an amplitude in range of milliampere (mA) was required to generate the magnetic field, 
which should be applied to switch the MTJ state. Thus, these approaches are not appro-
priate for low-power integrated circuits due to the significantly high-switching energy 
consumption. In 1996, Slonczewski [36] proposed a spin-transfer torque (STT) switching 
method, which is known as a promising alternative for changing the MTJ states.

Based on the STT approach, the magnetic orientation of the free layer can be switched 
using a bidirectional spin-polarized current (IMTJ) passing through the MTJ device. The 
MTJ states can be switched when the IMTJ becomes higher than a critical current (IC), as 
shown in Figure 15.2. First, the spin of the electrons is polarized by the fixed layer, then the 
spin of the electrons that flow through the MTJ free layer will be aligned with the magne-
tization direction of the nanomagnet by undergoing an exchange field. This phenomenon 
is called spin-filtering effect. The conservation of the angular momentum results in the exer-
tion of an opposite sign torque with equal magnitude on the free layer, which eventually 
changes its magnetization direction. The direction of the current that flows through MTJ 
defines its P or AP configuration. The required bidirectional current could be readily pro-
duced by simple MOS-based circuits.

STT switching behavior can be categorized into two main regions based on the relation 
between IMTJ and IC: (1) precessional region (IMTJ > IC) described by the Sun model [37], where 
MTJ experiences a rapid precessional switching, and (2) thermal activation region (IMTJ < IC) 
defined by the Neel-Brown model [38], in which the switching can occur with a long input 
current pulse due to the thermal activation. The switching duration in the precessional 
and thermal activation regions is described by Equations (15.4) and (15.5), respectively [27],
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where τSTT is the mean switching duration, C = 0.577 is the Euler’s constant, ∆ /=E k TB4  is the 
thermal stability factor, m is the free layer magnetic moment, and τ0 is the attempt period. 
In practice, MTJ is normally designed to work in the precessional region with an input cur-
rent amplitude larger than the critical current to achieve high switching speed.

FIGURE 15.2
(a) MTJ state changes from P to AP due to the positive current IMTJ > Ic+ condition, rather than a negative current 
IMTJ > |Ic−| condition, where |Ic−| > Ic+ and (b) MTJ resistance hysteresis curve.
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Equations (15.6) and (15.7) express the switching critical current for IMA (Ic−IMA) [39] and 
PMA (Ic−PMA) [28] devices, respectively, 
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where α is the magnetic damping constant, µB  is the Bohr magneton, γ  is the gyromag-
netic ratio, e is the electric charge, V is the volume of the free layer, Ms is the saturation 
magnetization, h  is the reduced Planck’s constant, HC is the in-plane coercive field, Heff is 
the effective out-of-plane demagnetization field, and Hk  is the anisotropy field. The effec-
tive demagnetization field in IMA is approximately equal to the saturation magnetization, 
which is normally larger than the anisotropy field in PMA. Thus, the switching current 
for PMA is smaller than that of the IMA devices according to Equations (15.6) and (15.7). 
Moreover, the spin polarization efficiency factor, ( )g θ , is a function of the angle between 
the free layer and fixed layer magnetization directions ( )θ  and is obtained by Equations 
(15.8) and (15.9) for IMA [40] and PMA [33] devices, respectively. 
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where P is the spin polarization percentage of the tunnel current, gSV  is the spin polariza-
tion efficiency in a spin valve, and gtunnel is the spin polarization efficiency in tunnel junc-
tion nanopillars.

The dynamics of the magnetic moment of free layer in an STT-MTJ device can be defined 
by the Landau–Lifshitz–Gilbert (LLG) equation [41,42] 
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where 
�
m and 

�
M are the unit vectors of the free layer and fixed layer magnetizations, respec-

tively. The STT coefficient is c BI
STT eV

MTJ= ηµ , where η is spin-torque efficiency depending 
on the current direction. The Equation (15.10) can be expressed by a nonlinear system of 
two differential equations as shown in (15.11), where θ and φ are polar and azimuthal 
angles, respectively, and K is the anisotropic constant [43]: 
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While the STT approach offers significant advantages in terms of read energy and speed, 
a significant incubation delay due to the pre-switching oscillation [44,45] incurs high 
switching energy. Consequently, Spin Hall Effect (SHE) and Rashba effect have been inves-
tigated recently to achieve an alternative low power-switching approach [46–48]. Recently, 
SHE-MTJ was introduced as an alternative for 2-terminal MTJs, which provides separate 
paths for read and write operations, while expending significantly less switching energy 
[49–51].

It is shown in [47] that a spin-polarized current can be generated in nanomagnetic 
devices through the SHE, which can be utilized to produce the required torque for switch-
ing the magnetization directions of the free layer in MTJs. In [50], Manipatruni et al. have 
provided the physical equations of the 3-terminal SHE-MTJ device behavior. Figure 15.3 
shows the structure of the SHE-MTJ device, in which the magnetic orientation of the free 
layer changes by passing a charge current through a heavy metal (HM). The MTJ free 
layer is directly connected to the HM, which is normally made of β-tantalum (β-Ta) [47], 
β-tungsten (β-W) [48], or Pt [52]. The MTJ logic state is determined by the direction of the 
applied charge current. The spin-orbit coupling in the HM deflects the electrons with dif-
ferent spins in opposite directions, which results in a spin injection current transverse to 
the applied charge current. The injected current produces the required spin torque for 
aligning the magnetic direction of the free layer. The ratio of the injected spin current 
to the applied charge current, called Spin Hall injection efficiency (SHIE), is defined by 
Equation (15.12):
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where wMTJ is the width of the MTJ, lMTJ is the length of the MTJ, tHM is the thickness of the 
HM, wHM is the width of the HM, λsf is the spin-flip length in the HM, and θSHE = Js/Jc is 
the Spin Hall angle, where Jc is the applied charge current density and Js is the spin cur-
rent density generated by SHE [50]. An interesting feature of the SHE phenomenon that 
can be observed through this equation is how it can lead to spin currents that are larger 
than the inducing charge currents. For instance, the SHIE value of 1.73 is achieved using 
the  experimental parameters mentioned in Table 15.1. Thus, the generated spin current 
is larger than the applied charge current. In contrast, the spin injection efficiency of a 
2- terminal MTJ is normally less than one, resulting in a favorable write switching energy 
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FIGURE 15.3
(a) SHE-MTJ vertical structure. Positive current along +x induces a spin injection current +z direction. The 
injected spin current produces the required spin torque for aligning the magnetic direction of the free layer in 
+y directions and vice versa. (b) SHE-MTJ Top view.
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for SHE-MTJs. The critical spin current required for switching the free layer magnetiza-
tion orientation is expressed by Equation (15.13) [53]:

 I q M V H M hS S k S, /critical MTJ= +( )2 2α π  (15.13)

where VMTJ is the MTJ free layer volume. Thus, the SHE-MTJ critical charge current can be 
calculated using Equations (15.12) and (15.13).

The relation between the switching time (τSHE) and the applied charge current (ISHE) is 
shown in (15.14), in which vc is the critical switching voltage, τ0 is the characteristic time, 
and RHM is the HM resistance, which are given by Equations (15.15) through (15.17), respec-
tively [50], 
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TABLE 15.1

Experimental Parameters of STT/SHE-MTJ Devices

Parameter Description Value

HM Volume lHM × wHM × tHM 100 nm × 60 nm × 3 nm
MTJArea MTJLength × MTJWidth × π /4 60 nm × 30 nm × π /4
MTJArea Reference MTJ surface 50 nm × 25 nm × π/4 
tox Thickness of oxide barrier 0.85 nm
α Gilbert damping factor 0.007
µB Bohr magneton 9.27e-24 J·T−1

Ms Saturation magnetization 7.8e5 A·m−1

P Spin polarization 0.52
γ Gyromagnetic ratio 1.76e7 (Oe.s)−1

RAP, RP MTJ resistances 2.8 KΩ, 5.6 KΩ
RP Reference MTJ resistance 4.12 KΩ
TMR0 TMR ratio 100%
Hk Anisotropy field 80 Oe
μ0 Permeability of free space 1.25663e-6 T.m/A

θSHE Spin Hall angle 0.3

ρHM HM resistivity 200 μΩ.cm
ϕ Potential barrier height 0.4 V
Λsf Spin-flip length 1.5 nm
E Electric charge 1.602e-19 C
h Reduced Planck’s constant 6.626e-34/2π  J.s
IC-SHE SHE-MTJ critical current 108 μA
IP-AP STT-MTJ critical current

For P to AP switching
37 μA

IAP-P STT-MTJ critical current
For AP to P switching

18 μA

Source: Zand, R. et al., IEEE Trans. Nanotechnol., 16, 32–43, 2017.
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 τ µ0 HM= M V q I Ps c B. . / . .  (15.16)

 R l w tHM HM HM HM HM= ( . )/( . )ρ  (15.17)

where θ0 is the effect of stochastic variation, lHM is the length of the HM, and IC is the criti-
cal charge current for spin-torque induced switching.

The dynamic behavior of a free layer in SHE-MTJ devices can be described using a mod-
ified Landau–Lifshitz–Gilbert (LLG) equation, as expressed in Equations (15.18) through 
(15.21) [49,54]
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m x y z= + +sin cos sin sin cosθ ϕ θ ϕ θ  (15.19)

 
� �
σSHE = −x (15.20)

 
� � �
H H x M zk seff sin cos cos= −θ ϕ θ  (15.21)

where 
�
m is the unit vector of free layer magnetization, γ  is electron gyromagnetic ratio, µ0  

is vacuum permeability, and Heff is the effective magnetic field. The Spin Hall torque coeffi-
cient is c J h qdsSHE SHE= ( )θ γ/ 2 , where h  is the reduced Planck constant and d is the free layer 
thickness. The Equation (15.14) can be solved assuming that 

�
x, 

�
y, and 

�
z are the unit vecors 

along X, Y, and Z axes of the Cartesian coordinate system, respectively. Moreover, θ and φ 
are polar and azimuthal angles, respectively. Substituting Equations (15.19) through (15.21) 
into Equation (15.18) results in a nonlinear system of two differential equations expressed 
in Equation (15.22) [49,54]: 
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The free layer magnetization dynamics can be described using the θ and φ coordinates, 
which can be obtained via solving Equation (15.22), in which the initial θ induced by the 
thermal distribution at a finite temperature can be calculated as θ0 2= k EB b/ , where 
Eb = (1/2)μ0MsHkVMTJ is the thermal barrier of the magnet [55].

Figure 15.4 shows the block diagram of the approach proposed in [21,56] to model the 
behavior of STT-MTJ and SHE-MTJ devices, in which a Verilog-AMS model is developed 
using the aforementioned equations. Then, the model is leveraged in a SPICE circuit simu-
lator to design hybrid CMOS/spin-based circuits and validate their functionality using 
experimental parameters such as the ones listed in Table 15.1.
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Figure  15.5a and b show the CMOS-based bitcell of the 2-terminal STT-MTJ and 
SHE-MTJ, respectively. In SHE-MTJ, the spin current can be significantly larger than the 
applied charge current. Therefore, the transistor utilized in the bitcell of the 2-terminal 
MTJ should be larger than that of the SHE-MTJ to be able to provide equal switching delay. 
Thus, although a SHE-MTJ bitcell requires two MOS transistors, its integration density is 
comparable to the 2-terminal MTJs. Increasing the transistor size in 2-terminal MTJs may 
also impact the reliability of the tunneling oxide barrier, which is improved in SHE-MTJ, 
since the current does not flow through it during the write operation.

15.2  Application of Magnetic Tunnel Junctions in Field 
Programmable Reconfigurable Fabrics

The main motivations for embracing reconfigurable fabrics, namely field-programmable 
gate arrays (FPGAs), could be divided into two categories: (1) flexibility and accessibility, 
enabling realization of logic elements at medium and fine granularities while incurring 
low non-recurring engineering and rapid deployment to market, and (2) resiliency and 
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runtime adaptability: reconfigurable fabrics have been demonstrated to provide a viable 
solution for process-voltage-temperature variation-induced problems and could be uti-
lized effectively for fault recovery [57–75] and aging mitigation [76–80]. However these 
advantages are achieved at a cost of increased fabric area and power consumption, as 
well as a decrease in performance compared to the application-specific integrated circuits 
(ASICs). Innovations using emerging devices within reconfigurable fabrics have been 
sought to bridge the gaps needed to provide these benefits.

Currently, static random access memory (SRAM) cells are the basis for most of the 
 commercial FPGAs and can be found in the well-known Xilinx and Altera products. In 
FPGAs, SRAM cells are employed within programmable switching blocks to control the 
interconnection between logic building blocks. Moreover, they are utilized in lookup 
tables (LUTs) to store the logic function configuration data, which constitute the primary 
components in reconfigurable fabrics. In particular, a LUT is a memory with 2m cells in 
which the truth table of an m-input Boolean function is stored [81]. The reprogrammability 
of the SRAM cells, and the fact that they can be implemented by highly scaled CMOS tech-
nology, have made the SRAM-based FPGAs the most popular reconfigurable fabric on the 
market. However, SRAM cells also have some limiting attributes that have caused FPGAs 
to have a niche market share of ASICs.

In [82], Kuon and Rose have provided a comprehensive comparison between SRAM-based 
FPGAs and ASICs in terms of area, performance, and power consumption. They have reported 
that in order to achieve the same functionality and performance in an FPGA as an ASIC, FPGA 
requires a significantly larger area while consuming approximately 14 times more power. This 
is mainly due to the crucial drawbacks of the SRAM cells such as: (1) high static power—This is 
due to the existence of intrinsic leakage current, which is significantly increasing by technol-
ogy scaling; (2) volatility—SRAM is volatile and, all functions must be reprogrammed upon 
each power-up;  consequently, an external nonvolatile memory is required to be integrated 
into the chip either in the same package or on the printed circuit board level; and (3) low logic 
 density—SRAM consists of six transistors, which limits the logic density.

As depicted in Figure  15.6, FPGA fabrics continue their transition toward embrac-
ing the benefits of increased heterogeneity along several cooperating dimensions [83]. 
Since the  inception of the first field-programmable devices, various granularities of 
general-purpose reconfigurable logic blocks and dedicated function-specific compu-
tational units have been added to configurable logic block (CLB) structures. These have 
resulted in increased computational functionality compared to homogeneous CLBs 
[84–86]. Over the last 10 years, reprogrammable fabrics have further embraced highly ded-
icated special-purpose co-processing units to handle complex floating-point computations 
[81,87]. Some of the standard co-processing units that appear within many contemporary 
FPGAs are digital signal processing (DSP) blocks, multiplier accumulators (MACs), and 
multi-bit block RAMs, as well as processor hard cores, which are commonly embedded 
within the fabric of many leading commercially available reconfigurable devices.

The upper right-hand corner of Figure 15.6 depicts that emerging devices could advance 
new transformative opportunities for exploiting technology-specific advantages, which 
we refer to as technology heterogeneity. Technology heterogeneity recognizes the cooperat-
ing advantages of CMOS devices for their rapid switching capabilities, while simultane-
ously embracing emerging devices for their non-volatility, near-zero standby power, high 
integration density, and radiation hardness [88,89]. Realization of technology heteroge-
neity in a field-programmable fabric enables synthesis time codesign and dynamic run-
time adaptability among device technologies. Thus, we propose exciting feasible research 
toward utilizing the proven spin-based devices to complement CMOS devices.
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LUTs are the building blocks of reconfigurable computing fabrics, providing a 2m × 1 bit 
memory capable of realizing an m-input Boolean logic function. Currently, SRAM-based 
LUTs are a primary constituent for logic realization in most reconfigurable fabrics. 
However, SRAM’s drawbacks such as high static power consumption, volatility, and 
restricted logic density [90,91] have motivated exploration of alternative LUT designs. One 
of the alternatives is based on nonvolatile flash-based LUTs; however, it targets a niche 
market due to its low reconfiguration endurance [92]. Higher endurance nonvolatile LUTs 
can be enabled by emerging resistive technologies, such as spintronic storage elements 
[1–6], resistive random access memory (RRAM) [7–10], and phase change memory (PCM) 
[11,12]. Although PCM can offer non-volatility, its considerable reconfiguration power 
and high write latency can significantly exceed that of a SRAM LUT. Spintronic devices 
offer non-volatility, near-zero static power, and high integration density [88,89]. Two of 
the spin-based devices, which have been previously proposed for use in reconfigurable 
fabrics, are magnetic tunnel junctions (MTJs) [1–4,56,93,94] and domain wall (DW)-based 
racetrack memory (RM) [5,6]. RM is effective for non-volatility and area density, although 
previous designs can incur significant delay and energy cost due to excessive shift activi-
ties to configure the implemented logic function [5]. Hence, MTJ-based LUTs are proposed 
to be placed at critical points of a large-scale digital circuit to implement various logic 
functions as a runtime adaptable fabric under middleware control. Radiation immunity 
of MTJ devices decrease the susceptibility of the design to radiation-induced errors [95]. 
Moreover, the magnetic LUTs provide the fabric with sufficient reconfigurability features 
to mitigate process variations. The fabric will be leveraged for fault detection and recovery 
using the adaptive self-healing approaches. MTJs comprising the storage elements in the 
adaptable LUTs are vertically integrated as a back-end process of typical CMOS fabrica-
tion, which significantly reduces the area cost of the redundancy.

Three types of energy consumption profiles can be identified in FPGA LUTs. First, there 
is an initial write energy consumption incurred at LUT configuration time. Second, the 
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LUTs comprising active logic paths will consume read energy, which may constitute only 
certain sub areas within the high gate equivalent capacity of contemporary FPGA chips. 
Third, the standby energy consumed by the remaining significant quantity of the LUTs 
comprising the fabric may be inactive. It is not possible to power-gate LUT islands, as they 
must retain the stored configuration. It has been estimated in [96] that if the combined 
effect of these three modes can be mitigated with a suitable SRAM alternative, then typi-
cal power consumption can be reduced up to 81% under representative applications based 
on measurements of fabricated devices. In [96], Suzuki et al. have fabricated a nonvolatile 
FPGA with 3,000 6-input STT-MTJ-based LUTs under 90 nm CMOS and 75 nm perpendic-
ular MTJ technologies. They have utilized the LUT designs introduced in [2,3]. In addition 
to the aforementioned energy savings, they also achieved 56% area reduction.

In [93], Zand et al. have introduced a new STT-MTJ-based LUT design (STT-LUT). They 
provided a comparison between their proposed LUT and the design introduced by Suzuki 
et al. in [3], which was the basis of the aforementioned fabricated MTJ-based FPGA. The 
comparison results show an additional 42% reduction in active power consumption for 
read operations. Therefore, even more power reduction is expected in comparison to what 
is achieved in [96] by fabricating a nonvolatile FPGA based on the LUT design introduced 
in [93]. It is worth noting that the aforementioned total power reductions are achieved 
using MTJs that utilize the STT switching approach for reconfiguration operation, which 
consumes approximately 10 times greater power than that of the conventional SRAM cells 
[97]. Thus, extensions to accommodate the increased write energy consumed by MTJ-based 
LUTs are sought to be addressed. Herein, we will study two of the MTJ-based LUT designs 
previously developed by the author that are suitable candidates to be leveraged within the 
structure of the field programmable reconfigurable fabrics.

15.2.1  Design of Spin-Transfer Torque (STT)-Magnetic 
Tunnel Junction (MTJ)-Based LUT Circuits

A 4-input STT-LUT [93] is shown in Figure 15.7, which consists of read and write circuits. 
The write circuit includes two transmission gates (TGs) that provide the desired charge cur-
rent for STT switching [98], while the read circuit is composed of a pre-charge sense ampli-
fier (SA) [99–101], a TG-based multiplexer (MUX), and a reference tree. Each MTJ cell in the 
LUT circuit could be accessed according to the input signals—A, B, C, and D—through the 
MUX, which employs TGs instead of pass transistors (PTs). TGs are characterized by near 
optimal full-swing switching behavior, resulting in less delay, as well as more resiliency 
to process variation compared to PT-based designs [102].

The reference tree in the read circuit includes four TGs in a series configuration to com-
pensate for the select tree active resistance. Reference MTJ resistance is designed in a man-
ner such that its value in parallel configuration is between low resistance, RP , and high 
resistance, RAP , of the LUT MTJ cells as shown in the following equation: 

 
R R RP P-reference MTJ AP-LUT MTJ -LUT MTJ≅ +( )1

2  
(15.23)

According to Equation 15.2, resistance of MTJ can be altered by changing the oxide barrier 
thickness, tox, or MTJ area. Oxide thickness could only be changed between 0.7 nm and 
2.5 nm to keep the low resistance value and also show the TMR effect. Additionally, as 
established in [97], fabricating MTJs with various oxide thicknesses requires a different 
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magnetic process, which leads to a significant increase in fabrication cost. Thus, Area can 
be changed to determine the desired value of reference MTJ resistance.

In [93], an STT-LUT circuit is implemented utilizing both PTs and TGs. The  performances 
of our STT-LUT implementations are compared with SRAM-LUT [103] and two aforemen-
tioned MTJ-based LUTs. The STT-LUT provides high speed and ultra-low power circuits 
with improved power-delay product (PDP) values. Furthermore, TG-based STT-LUT 
exhibits least PDP value while it leverages a larger number of MOS transistors compared 
to PT-based STT-LUT, which is the optimum choice from the area efficiency point of view. 
In [93], it is exhibited that PDP values and the number of LUT inputs are linearly propor-
tional with a low slope, which validates the STT-LUT scalability. This capability led to the 
proposition of a 4-input adaptive LUT (A-LUT), as shown in Figure 15.8.

The proposed 4-input A-LUT could be configured to operate as different LUTs in seven 
independent modes: four 2-input STT-LUTs, two 3-input STT-LUTs, and one 4-input 
STT-LUT. Output of each configuration is individually connected to the SA through a 
mode selector, which includes PTs to choose between different operational modes, described 
in Table 15.2. For example, bitstream = 10’h104 configures A-LUT to operate as a 2-input 
STT-LUT based on the logic function stored in MTJ4 to MTJ7.

Figure 15.9 shows the layout of the A-LUT that occupies a cell area of 13.5 μm × 15.75 μm 
in a 90  nm process. A five-metal layer design is depicted. The MTJ cell has a vertical 
structure that could be readily integrated at the back-end process of CMOS fabrication. 
Generally, an n-input A-LUT PDP is smaller than the n-input STT-LUT PDP when perform-
ing 2-input to (n-1)-input Boolean functions.

Despite the aforementioned advantages of conventional MTJ devices, their main chal-
lenge is relatively high delay and power consumption. Moreover, they are 2-terminal 
devices that can experience occasional read/write disturbances due to sharing a common 
path for read and write operations. Recently, a 3-terminal Spin Hall Effect (SHE)-based 
MTJ has been introduced as an alternative for conventional 2-terminal MTJs. SHE-MTJ 
provides separate paths for read and write operations, while expending significantly 
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TABLE 15.2

Configuration Specifications and MTJ Usage for 2-Input through 4-Input LUT Organization

S21 S22 S23 S24 S31 S32 S4 RS2 RS3 RS4 bitstream
MTJ 

Usage Description

mode 0 1 0 0 0 0 0 0 1 0 0 10’h204 0–3 2-input
STT-LUT

mode 1 0 1 0 0 0 0 0 1 0 0 10’h104 4–7 2-input
STT-LUT

mode 2 0 0 1 0 0 0 0 1 0 0 10’h84 8–11 2-input
STT-LUT

mode 3 0 0 0 1 0 0 0 1 0 0 10’h44 12–15 2-input
STT-LUT

mode 4 0 0 0 0 1 0 0 0 1 0 10’h22 0–7 3-input
STT-LUT

mode 5 0 0 0 0 0 1 0 0 1 0 10’h12 8–15 3-input
STT-LUT

mode 6 0 0 0 0 0 0 1 0 0 1 10’h9 0–15 4-input
STT-LUT
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less switching energy [46–48]. A detailed comparison between the SHE-MTJ-based LUT 
(SHE-LUT) and 2-terminal MTJ-based LUTs is provided in [56].

15.2.2  Design of Spin Hall Effect (SHE)-Magnetic Tunnel 
Junction (MTJ)-Based LUT Circuits

The structure of a SHE-LUT circuit is shown in Figure 15.10, in which SHE-MTJ is utilized 
as a storage element. In general, data is stored in resistive memory cells in the form of 
different resistance levels, e.g., high resistance state stands for logic “1” and vice versa. 
Therefore, the SA is required to distinguish the resistive state of the memory cell.

Figure 15.10 shows a pre-charge sense amplifier (PCSA) circuit that includes four PMOS 
transistors connected to the VDD, two NMOS transistors that connect the PMOS tran-
sistors to the select trees and data storage cells, and one NMOS transistor that connects 
the circuit to ground (GND). Moreover, a TG-based reference tree including four TGs in 
series configuration is utilized in our designs to compensate for the select tree resistance. 

FIGURE 15.9
13.5  μm  ×  15.75  μm 4-input A-LUT layout. (From Zand, R. et  al., IEEE Trans. Circuits Syst. II: Exp.  Briefs, 63, 
678–682, 2016.)
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Reference MTJ dimensions are designed in a manner such that their resistance value in 
parallel configuration is between low resistance, RLow, and high resistance, RHigh, of the 
SHE-based MTJ cells as shown in Figure 15.11 and elaborated by the following equations: 

 
R R R R RP P-reference MTJ Low High AP-LUT MTJ -LUT MTJ≅ +( ) = +( )1

2
2/ ++ RHM/2

 
(15.24)

where, 

 R R RPLow -LUT MTJ HM= +( )/2  

 R R RHigh AP-LUT MTJ HM= +( )/2  
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Sensing with PCSA requires two operating phases that could be performed in a single clock 
(CLK) period: (1) The pre-charge phase is where the CLK signal is equal to zero; therefore, MP0 
and MP3 transistors, shown in Figure 15.10, are ON and the drains of the MN0 (OUT) and 
the MN1 (OUT’) transistors are charged to VDD. (2) The discharge phase, where CLK is equal 
to VDD and all the PMOS transistors are OFF. Consequently, the voltage source (VDD) is 
disconnected from the circuit and the pre-charged nodes, i.e., OUT and OUT’, begin to dis-
charge. The discharge speed in each of the branches of the PCSA is different due to the dif-
ference between the resistances of the resistive storage elements and the reference SHE-MTJ. 
For example, assume that SHE-MTJ0 with AP configuration is the storage element that is 
being sensed. Since it has higher resistance than the reference MTJ, the branch connected 
to it discharges slower than the reference SHE-MTJ branch, thus the voltage drops faster 
in OUT’ node. Since OUT’ is connected to the gate of the MP1 transistor, the voltage drop 
results in a voltage difference between source and gate of the MP1 transistors that is higher 
than threshold voltage. Consequently, MP1 will be ON and the OUT node, which is con-
nected to gate of the MP2 transistor, will be charged to VDD. This causes the MP2 transistor 
to remain OFF, and as a result, the OUT’ node will be completely discharged to GND.

In practice, an external synchronizer circuit can be utilized to ensure that the input 
signals are synchronous to the local clock signal of the SA, as shown in Figure  15.12. 
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FIGURE 15.11
SHE-MTJ read and write path equivalent resistances. (From Zand, R. et al., IEEE Trans. Nanotechnol., 16, 32–43, 2017.)
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The synchronizer circuit for an n-input LUT includes n flip-flops that sample the inputs 
at each clock cycle. The pre-charge state of the SA should be sufficiently long to meet the 
required setup and hold times of the flip-flops to avoid metastability. The probability of 
synchronization failure caused by a flip-flop staying in the metastable state exponentially 
decreases with time [104].

In [56], a TG is utilized in the SHE-MTJ write circuit, as shown in Figure 15.13a. TGs are 
composed of one NMOS and one PMOS transistor, and they are characterized by their 
near optimal full-swing switching behavior. A TG-based write circuit provides a symmet-
ric switching behavior, i.e., the generated write current amplitude for P to AP switching 
equals the current amplitude produced for switching from AP to P state. Moreover, TGs 
are capable of producing a current amplitude that is sufficiently large to ensure the com-
plete switching of the MTJ devices.

Figure 15.13b shows the TG-based write circuit layout view. To address the feasibility 
of integrating SHE-MTJ with TGs, the three-dimensional (3D) cross-sectional view is pro-
vided in Figure 15.13c, which depicts the SHE-MTJ integration at the back-end process of 
CMOS fabrication. The required current for switching the SHE-MTJ passes through the 
heavy metal structure, which is built in the second metal layer. The MTJ stack is integrated 
between the second and forth metal layers, and it occupies the space for the third via and 
metal layer as well as the fourth via. Although, TG-based designs necessitate the availabil-
ity of both CLK and inverse CLK signals, it is common and reasonable to assume access to 
both signal conditions within typical integrated circuits.

Most of the modern FPGAs, especially XILINX products such as Virtex-5 [105] and 
Spartan-6 [106], utilize fracturable 6-input LUTs in their design thus enabling six inde-
pendent inputs and two separated outputs. The fracturable 6-input LUT can implement 
any six-input Boolean functions, as well as two five-input Boolean functions with com-
mon inputs [107]. In [56], a fracturable 6-input LUT is developed using SHE-MTJ devices, 
in which two PCSAs and two reference trees are utilized to ensure the independency of 
the outputs. Five NMOS transistors and two select signals, i.e., S5 and S6, are added to the 
LUT circuit to control the 5-input and 6-input operation modes of the SHE-based fractur-
able LUT. The structure of the proposed 6-input SHE-based structure LUT is shown in 
Figure 15.14. It provides significantly higher functional flexibility at the expense of slightly 
more area and power consumption.

Finally, Table 15.3 provides a qualitative comparison between aforementioned spin-based 
LUTs emphasizing their strengths and limitations relative to SRAM-based LUTs.
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FIGURE 15.13
(a) Proposed transmission gate-based write circuits. (b) TG-based write circuit layout view. (c) Three-dimensional 
(3D) cross-sectional schematic of SHE-MTJ integration at the back-end process of TG fabrication. (From Zand, R. 
et al., IEEE Trans. Nanotechnol., 16, 32–43, 2017.)



354 Nanoscale Devices

EN

EN’

A AA’

B’

C’

D’

B

C

D

B

C

D

B’

C’

D’

CLKR CLKR

VDD

AA AA’

B’

C’

D’

B

C

D

B

C

D

B’

C’

D’’

Select Tree

O
ut

1 
R

ef
er

en
ce

 T
re

e

PCSA1

SL

BL

OUT1

OUT1’

SHE-MTJ 0

CLK’WRCLKWR

Reference1 
SHE-MTJ 

SHE-MTJ 63

GND

CLKR

CLK’W63CLKW63CLK’W0CLKW0

F’F FF’

E’E EE’

CLKR CLKR

VDDPCSA2

OUT2

S5S6S5 S5S6S5

EN EN’

OUT2’

CLK’W0

O
ut

2 
R

ef
er

en
ce

 T
re

e

CLKW0

Reference2 
SHE-MTJ 

FIGURE 15.14
The structure of the 6-input SHE-based fracturable LUT. (From Zand, R. et  al., IEEE Trans. Nanotechnol., 16, 
32–43, 2017.)

TABLE 15.3

Characteristics of Spin-Based LUT Circuits

Parameter STT-LUT A-LUT SHE-LUT
Fracturable 
SHE-LUT

Power consumption Static ✓✓ ✓✓ ✓✓ ✓✓
Read — - — -
Reconfiguration -- -- - -

Speed Read — - — -
Reconfiguration -- -- - -

Functional flexibility — — ✓ —

Complexity — — - —

Scalability ✓ ✓ ✓ ✓

Each “✓” or “-” indicates strength/limitation relative to SRAM-based LUTs.
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15.3  Application of Magnetic Tunnel Junctions 
in Logic-In-Memory Circuits

The unifying computational mechanism underlying all of the MTJ devices is 
accumulation-mode operation, which enables realization of majority logic functions as 
basic computational building blocks [108,109]. Therefore, this section focuses on using 
MTJ-based majority gates (MGs) to implement Boolean logic circuits. Figure  15.15a 
shows the schematic of 3-input MG that is designed using SHE-MTJ devices, in which 
PCSA is utilized to sense its state. The minimum current required for switching the 
state of the s-MTJ devices is called the critical current (IC), which is relative to the dimen-
sions of the device. In an n-input SHE-MTJ-based MG, the device is designed such that 
at least (n − 1)/2 of the input transistors should be ON to produce a switching current 
amplitude greater than the critical current. MGs can be cascaded to  realize conjunctive/ 
disjunctive Boolean gate realizations. For instance, by affixing one (or two) of the three 
(or five) input transistors in ON or OFF states upon demand during the circuit operation, 
then a 2(or 3)-input OR gate or a 2(or 3)-input AND gate can be realized, respectively. 
For instance, the functionalities of 2-input OR and 3-input AND gates implemented by 
SHE-MTJ- based MGs are verified by circuit simulation using the SPICE-based model of 
a SHE-MTJ device developed in [110], and the parameters listed in Table 15.4, as shown 
in Figure 15.15b.

Binary addition is the most fundamental mathematical operation. It is worth mention-
ing that other operations in computer arithmetic such as subtraction and multiplica-
tion are usually implemented by adders, and this importance has motivated alternative 
designs for full adder (FA) structures. The logic functions of the FA can be expressed 
as follows: 
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SUM and COUT logic functions can be implemented using MGs as shown in Figure 15.16 
and expressed by Equations 15.26 and 15.27, respectively: 
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TABLE 15.4

Proof-of-Concept Parameters

Parameter Value

Nominal voltage 1.2 V
MOS technology node 45 nm
3-input MG
 HM volume
 MTJ area
 Critical current

100 × 60 × 3 nm3

60 × 30 × π /4 nm3

107 μA
5-input MG
 HM volume
 MTJ area
 Critical current

150 × 80 × 3 nm3

80 × 40 × π /4 nm3

139 μA
Spin Hall angle 0.3
HM resistivity 200 μΩ.cm

FIGURE 15.16
Schematic of a 1-bit full adder using 3- and 5-input MGs.
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In [21], a nonvolatile (NV) FA is developed using SHE-MTJ devices, which is composed 
of 23 MOS transistors and 3 SHE-MTJs. Two of the SHE-MTJs function as MGs, and the 
other one is utilized as a reference element to sense the output of the FA. The switching 
behavior and functionality of the proposed circuit is verified using a SPICE circuit simu-
lator. Figure 15.17 depicts the schematic of our proposed FA, which consists of two main 
parts as described below.

Write/Reset Circuit: For SHE-MTJ write operation, a charge current should be applied 
to the HM to produce a spin current greater than the critical switching spin  current 
of the MTJ. In our SHE-based FA design, three PMOS transistors are  leveraged to 
produce the input charge current according to the three inputs of the circuit—A, B, 
and Cin. The magnitude of the driven current for SHE-1 is  determined based on the 
conservation of current on the N1 node shown in Figure 15.17. The dimensions of the 
SHE-1 are designed in a manner such that the switching critical current is higher 
than a charge current produced by one of the input PMOS transistors (MP4, MP5, 
and MP6). In order for the Cout to become “1,” the SHE-1 state should change to 
anti-parallel. Hence, at least two of the three input transistors are required to be 
ON to switch the SHE-1 state. Therefore, the three PMOS transistors and SHE-1 
device together function as a 3-input MG. To perform the SHE-1 write operation, 
RES1, WR1, and SHE1 signals should be “0,” “1,” and “1,” respectively. For reset 
operation, two NMOS transistors (MN8 and MN10) are assigned to reset the SHE-1 
state and prepare it for the next operation. Herein, reset operation means writing 
on SHE-MTJs in the -x direction to change their configuration to P state.

FIGURE 15.17
Circuit-view of SHE-based FA design. SHE-1 functions as a 3-input MG, while SHE-2 performs 5-input MG 
function. (From Roohi, A. et al., IEEE Trans. Comput.-Aided Des. Integr. Circuits Syst., 36, 2134–2138, 2017.)
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 To implement the 5-input MG required for producing the SUM output, Cout is 
obtained through a sense amplifier, and the MN5 transistor is used to produce a 
current based on the obtained Cout. The size of the MN5 transistor is designed in a 
manner such that it generates a current amplitude approximately twice as large as 
the currents produced by input PMOS transistors (MP4, MP5, and MP6). Therefore, 
it can be assumed that there are five input currents injected into SHE-2. The mag-
nitude of the current applied to the HM of the SHE-2 is determined based on the 
conservation of the aforementioned currents in N1 node. Dimensions of the SHE-2 
are designed in a way that at least three out of the five inputs should be applied 
to HM to produce a current amplitude greater than the critical current of SHE-2. 
Thus, SHE-2 functions as a 5-input MG. SHE-1 read operation and SHE-2 write 
operation should be performed simultaneously. Therefore, all of the RD1, SHE1, 
WR2, and SHE-2 signals should be “1” during this operation. The reset mechanism 
for SHE-2 is similar to that of the SHE-1. However, it can be improved by perform-
ing the reset operation only when Cout equals “1.” Thus, unnecessary reset opera-
tions will be removed, which can decrease the energy and delay overhead caused 
by the reset scheme.

Read Circuit: The main components of the reading scheme are pre-charge sense 
amplifiers. To perform proper sensing operation, the reference SHE-MTJ device 
(SHER) is designed in a way that its resistance value in parallel configuration is 
between low resistances (RPs) and high resistances (RAPs) of the SHE-1 and SHE-2 
cells. Table 15.5 elaborates the required signaling for performing the write, read, 
and reset operations.

Figure 15.18 shows the functionality of our proposed SHE-based FA, in which the applied 
inputs are ABC = “010.” There are three phases for one complete operation cycle of SHE-FA. 
In phase I, shown in Figure 15.18a, write and reset transistors for SHE-1 and SHE-2 are 
enabled, respectively. The produced input charge current according to ABC  =  “010” is 
smaller than SHE-1 critical current; therefore, the FL magnetization direction of SHE-1 
remains in P state. Simultaneously, the SHE-2 reset transistors generate a current ampli-
tude in -x direction, which can reset SHE-2 to P state.

Figure 15.18b depicts the second phase of the SHE-FA operation including reading SHE-1 
and writing SHE-2 devices at the same time. Since the SHE-1 input current for ABC = “010” 
is not sufficient to switch its states, Cout and Cout equal “0” and “1,” respectively. Therefore, 

TABLE 15.5

Required Signaling for 1-Bit SHE-Based FA [20]

Operation Device Signaling

WRITE SHE-1 READ = “0”, WR1 = SHE1 = “1”
SHE-2 WR2 = SHE2 = SHE1 = RD1 = READ = “1”

READa SHE-1 RD1 = SHE1 = READ = “1”
SHE-2 RD2 = SHE1 = READ = “1”
SHE-3 READ = “1”

RESET SHE-1 RES1 = “1”
SHE-2 RES2 = “1”

a When READ is set (“1”), node N2 in Figure 15.17 is connected to the ground via 
SHE-R, which is in parallel configuration.
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MN4 and MN5 transistors are ON and ICout
 will be generated. Input currents and ICout

 are 
accumulated in N4 node and produce the SHE-2 write current. In this example, the magni-
tude of the injected current is greater than the SHE-2 critical current; therefore, the state of 
the SHE-2 device changes to AP configuration.

FIGURE 15.18
SHE-based functionality for input ABC = “010,” (a) write and reset operations for SHE-1 and SHE-2 occurred, 
respectively; hence, FL of SHE-1 remains in P state, then (b) read and write operation for SHE-1 and SHE-2 per-
form simultaneously; therefore, FL of SHE-2 changes to AP state; and finally, (c) SHE-1 is reset along with read-
ing SHE-2 state. (From Roohi, A. et al., IEEE Trans. Comput.-Aided Des. Integr. Circuits Syst., 36, 2134–2138, 2017.)
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In the third phase, the reset and read operations are performed for SHE-1 and SHE-2, 
respectively. Due to the difference between the resistances of the SHE-1 and SHE-2 HMs, 
the produced reset current for SHE-1 is different from that of the SHE-2. In this phase, 
SHE1 and SHE2 signals are equal to “0” and “1,” respectively. Thus, during the read opera-
tion, PCSA senses the state of the SHE-2 device that is the SUM output. As previously 
mentioned, SHE-2 was configured to AP state in the second phase; therefore, the output of 
the PCSA equals “1.” Simulation results including timing diagram and SHE-MTJs’ mag-
netization directions are depicted in Figure 15.19, which validates the functionality of our 
proposed FA for two sets of inputs, ABC = “001” and ABC = “111.”

In [21], the authors have examined the functionality of an n-bit SHE-FA to verify the 
concatenatability of our SHE-based FA. Figure 15.20 shows the schematic and timing dia-
gram for a 4-bit SHE-based FA. To obtain the SUM output for each adder block, Cout of 
their previous block is required to be applied as one of the three input signals. Hence, 
each Cout bit in level n is utilized to obtain (1) SUM output in level n and (2) Cout bit in level 
n + 1. Therefore, the Cout in each level should remain unchanged for a sufficient duration to 
ensure the correct operation of an n-bit SHE-FA. This can be achieved by SHE-MTJ devices 
without any additional energy consumption, due to their non-volatility feature. The tim-
ing limitations are considered in the timing diagram shown in Figure 15.20. To decrease 
the propagation delay of an n-bit SHE-FA, the independent operations are designed to 
be performed simultaneously. Namely, Cout write operation for the second adder block is 
independent of the SUM write operation of the first block, thus both are operated in the 
second time step.

FIGURE 15.19
Simulation results of 1-bit SHE-based FA for two input sequences, “010” and “111.” (From Roohi, A. et al., IEEE 
Trans. Comput.-Aided Des. Integr. Circuits Syst., 36, 2134–2138, 2017.)
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Power consumption of an n-bit SHE-FA relies on the number of write, read, and reset 
operations that are required to be executed for a complete addition cycle. For instance, 
there are eight SHE-MTJs in a 4-bit SHE-FA; therefore, eight write and reset operations 
should be performed in a complete addition operation. Moreover, as shown in Figure 15.20, 
11 read operations are performed in a complete cycle, 8 operations to output the SUM and 
Cout values, and 3 operations for switching SHE-2 states. In general, the total propaga-
tion delay and power consumption of our proposed n-bit SHE-based FA can be calculated 
using the following equations 

 D N N Dn-FA SHE-1 SHE-2 SA SHE-2DWR DWR DRES= + × + × +( ) ( )  (15.28)

 P N N N Nn-FA SHE-2 SHE-1max PWR PRES P= × + × + − + + ×( )  ( ) ( ) ( )( )2 2 2 1 1 RRDSHE-1( ) (15.29)

where N is number of bits, and DWRSHE-1 and DWRSHE-2 are write operation delays of 
SHE-1 and SHE-2, respectively. DSA is PCSA delay, and DRESSHE-2 is reset operation 
delay of SHE-2. PWRSHE-2, PRESSHE-1, and PRDSHE-1 are the power consumption of SHE-2 
write, SHE-1 reset, and SHE-1 read operations, which are the worst-case values for each 
quantity.

The introduced SHE-based FA was examined using a SPICE circuit simulator, which 
indicated roughly 75% improvement in terms of power consumption compared to 
the most energy-efficient logic-in-memory designs using conventional MTJ devices 
[111–113]. Due to the scalability and voltage-based operation of our proposed 1-bit 
SHE-FA, it can be readily concatenated to constitute an n-bit SHE-based adder or an 
n-bit SHE-based ALU with significantly low area and energy consumption as depicted 
by the pipeline analysis.

FIGURE 15.20
(a) Schematic of 4-bit SHE-based FA. (b) 4-bit SHE-based FA timing diagram. (From Roohi, A. et al., IEEE Trans. 
Comput.-Aided Des. Integr. Circuits Syst., 36, 2134–2138, 2017.)
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15.4 Summary

In this chapter, first we have focused on the fundamentals and modeling of both 
spin-transfer torque (STT)-based and Spin Hall Effect (SHE)-based magnetic tunnel junc-
tions (MTJs), which have recently attracted significant attentions as promising alterna-
tives for CMOS devices in both memory and logic applications. Next, MTJ-based lookup 
table (LUT) circuits were studied as the primary building blocks for reconfigurable fab-
rics, namely field-programmable gate arrays (FPGAs). In particular, detailed descriptions 
were provided regarding the structure of adaptive STT-MTJ-based LUT and fracturable 
SHE-MTJ-based LUT circuits, which are proposed by authors in [93] and [56], respectively. 
Moreover, we have explained the structure of a logic-in-memory (LIM) SHE-MTJ-based 
full adder (FA) circuit proposed by authors in [21], which implements one of the most 
important mathematical operations, i.e., binary addition. SHE-based majority gates (MGs) 
were utilized as the building blocks of the proposed SHE-FA. SHE-MTJ- based MGs can be 
cascaded to realize conjunctive/disjunctive Boolean gate realizations enabling the imple-
mentation of larger scale logic designs. Herein, we have described the application of MTJs 
in reconfigurable fabrics and LIM architectures, and we have provided some examples 
of the corresponding MTJ-based circuits. However, the application of MTJ devices are 
not limited to these examples, and there are a wide range of applications that have been 
studied in recent years, including neuromorphic computing [114–118], associative comput-
ing [51,119,120], and secure and intermittent computing for energy-harvesting-powered 
Internet-of-Things (IoT) devices [121–123]. Readers are referred to the following references 
for additional information regarding the recent application of MTJ devices.
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16
RRAM Devices: Underlying Physics, SPICE 
Modeling, and Circuit Applications*

Firas Odai Hatem, T. Nandha Kumar, and Haider A. F. Almurib

16.1 Introduction to the Resistive Nonvolatile Memories

Over the last decade, several fast and scalable NVM technologies are being explored and 
researched for data storage applications, neuromorphic networks, and other digital logic 
and circuits applications [4–6]. These emerging memories have been attracting an increas-
ing research interest as a potential technology for replacing the conventional semicon-
ductor memories [7,8] such as the existing nonvolatile (NV) flash memory, static random 
access memory (SRAM), and dynamic random access memory (DRAM) [9]. Examples of 

* This chapter is a reproduction of the mathematical and SPICE RRAM models published in [1] and [2], respectively. All 
figures, equations, analysis, etc., in this chapter are extracted from [1], [2], and the PhD thesis [3]. Note that [1], [2], and 
[3] are authored by the same authors of this chapter.
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such NVMs are RRAM [10,11], spin-transfer torque memories (STTRAMs) [12], and phase-
change random access memory (PRAM) [13,14]. Each of these memories presents advan-
tages in terms of scaling and speed [15].

A common feature of all these potential NVM technologies is that they are resistive 
memories where applying electrical pulses on these devices can alter different physical 
processes, which in turn changes the device resistance [15]. For example, applying elec-
trical pulses on RRAM devices alters the state of the conductive filament (CF), which 
changes the resistance of the device. On the other hand, resistance change in the PCM 
device depends on the phase of the active material while in STTRAM; the resistance relies 
on the magnetic polarization of the ferromagnetic layer in the magnetic tunnel junction 
(MTJ) [15].

Currently, the leading companies and research institutes in the field are still carry-
ing out more explorations and extensive experiments on most of these promising NVM 
candidates. However, the metal-oxide bipolar RRAM that employs a resistive switch-
ing (RS) mechanism has emerged to be a possible candidate for the next-generation 
NVMs [7,16,17] and their various applications [18,19]. One of the main advantages of 
the RRAM technology against PCM and SSTRAM is the simple device structure (an 
insulator layer sandwiched between two or more metallic layers [15,20]). RRAM can be 
considered as a specific type of the memristor, which can describe the bipolar resistive 
switching (BRS) behavior [17,21]. RRAM technology demonstrates various characteris-
tics and attributes that make it a useful element for logic circuit design, neuromorphic 
systems, and 3D memory applications. For example, RRAM provides NV characteris-
tics, fast write and read time, and it has a non-destructive reading mechanism where 
the stored data is ideally not altered (or slightly altered) during the reading mechanism 
[22]. RRAM exhibits the non-destructive behavior because its state variable changes 
slightly in the case of low reading current while the change due to high current is 
significantly larger. Thus, RRAM state variable has a nonlinear dependence on the 
charge [22]. In addition, RRAM provides a high ROFF/RON ratio to store distinct Boolean 
data where ROFF and RON are the RRAM resistances at high-resistance state (HRS) and 
low-resistance state (LRS), respectively. In general, when storing a digital state into a 
certain memory device, it is important for the stored data to be distinct. This means 
that the differences between the stored data are considerably large. By doing this, we 
guarantee that the digital stored state is not sensitive to the changes in both the oper-
ating conditions and the parameters [22]. There are also other applications developed 
using RRAM technology such as NV lookup tables (LUTs) for field-programmable gate 
array (FPGA) [5,6,23–26].

However, despite that RRAM exhibits all these useful characteristics, which makes 
it an important device for the potential circuits applications, the final suitable practi-
cal applications for the RRAM memory technology are not yet confirmed. There are 
still technology limits (e.g., leakage current in crossbar structure), reliability issues (e.g., 
variability), and understanding limitations (e.g., the underlying physics), which must be 
overcome before there can be a move toward the industry implementation of the RRAM 
technology [15].

This chapter focuses on highlighting the underlying physics behind the RRAM operat-
ing mechanism by taking one type of RRAM device (bi-layered RRAM) and its available 
analytical and circuit models as a case study. The physics-based equations and the simula-
tion results obtained from these models are reproduced and combined in this chapter to 
get better insight into the current conduction (static behavior) and the RS (dynamic behav-
ior) mechanisms of the RRAM devices.
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16.2 The First Fabricated Memristor: HP Labs Memristor

In 1971, Leon Chua argued that the memristor is the fourth circuit element that exists 
besides the other three fundamental circuit elements (resistor, inductor, and capacitor) [27]. 
Until 2008, Chua’s idea about the memristor had not been investigated, and no physical 
memristor model had been fabricated to demonstrate the actual operation of the device. 
However, in 2008, a research group from HP Labs revealed for the first time that the 
memristor element exists naturally in the nanometer scale electronic systems where both 
the ionic conduction and the solid-state electronics are used to describe the memristor 
 equations [17].

The first memristor cell structure announced by HP Labs consisted of two layers of 
TiO2 metal-oxide sandwiched between two metal electrodes (platinum electrodes). A sche-
matic diagram of the HP memristor is shown in Figure 16.1. One of the oxide layers is 
highly doped with oxygen vacancies, which behave as a semiconductor while the second 
layer is undoped and has higher resistivity (behaves as an insulator layer). In Figure 16.1, 
D represents the constant total length of the oxide layer, and w is the variable length of the 
doped region. Also, w is known as the state variable of the memristor.

Depending on the amount of the electric charge flowing in the device (obtained by apply-
ing external stimulus voltage V), the boundary between the two oxide regions shown in 
Figure 16.1 is moving in the same direction of the passing current I [17]. This movement is 
caused by the oxygen ions/vacancies movement. The flow of mobile dopants increases and 
decreases the state variable width w of the doped region. Therefore, the total resistance 
result is equal to the sum of the series resistances of the doped and undoped regions of the 
memristor and is given by [17]. 

 
V ON OFF= + −
















 ⋅R

w
D

R
w
D

I1  (16.1)

where RON  and ROFF are the resistances of the semiconductor layer for the memristor when 
w = 1 (ON state) and 0 (OFF state), respectively.

If the simple case of ionic electronic conduction and linear ionic drift in a uniform field 
with average ions mobility of µV   is assumed as in [17], then 

 
dw
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R
D

IV= ⋅µ ON  (16.2)

FIGURE 16.1
A simple equivalent circuit of HP Labs’ memristor announced in 2008. (From Strukov, D.B. et al., Nature, 453, 
80–83, 2008.)
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where µV   is the average carriers (oxygen ions/vacancies) mobility. Equations (16.1) and 
(16.2) reflect the nonlinear relationship between the integrals of the voltage and current. 
As mentioned previously, RRAM can be considered a specific type of the memristor that 
can describe the BRS behavior.

16.3 Electroforming Process and the RS Mechanism of RRAM Devices

RRAM devices require an irreversible one-step process before the electrical switching 
mechanism. This step is referred to as electroforming [28]. The ideal irreversible elec-
troforming process and the reversible RS behavior of the RRAM devices are shown in 
Figure 16.2 [28]. The inset of Figure 16.2 shows the typical metal-insulator-metal (MIM) 
RRAM device structure of Si/SiOx/Ti 5 nm/Pt 15 nm/TiO2 25–50 nm/Pt 30 nm.

Before the ON/OFF switching states, the device is in its virgin (almost insulator) state. 
The repeatable ON/OFF switching states shown in Figure 16.2 can be reached after the 
electroforming process is applied; this is done by applying a high negative voltage (shown 
in green color in Figure 16.2) or high positive voltage (shown in red color in Figure 16.2). 
At the electroforming voltage, the device characteristics will change abruptly to a Higher/
Lower current and Lower/Higher voltage for negative and positive forming voltages, 
respectively. The abrupt change in the current indicates the occurrence of the forming pro-
cess and a decrease in the resistance of the device (several orders in magnitude). After the 
electroforming process, the initial switching state depends on the polarity of the voltage 
of the electroforming state. The device can then be switched ON and OFF by applying 
negative and positive voltages, respectively, on the top electrode (TE). These switching 

FIGURE 16.2
The ideal reversible BRS process and the required forming voltage polarity for the MIM RRAM. (From Yang, J.J. 
et al., Nanotechnology, 20, 215201, 2009.)
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polarities depend on the asymmetry of the interfaces after the device fabrication. In the 
device shown in Figure 16.2, the top interface is a Schottky barrier-like interface while the 
bottom interface is ohmic [28]. The physics behind the electroforming process are readily 
available in many previous articles [28,29].

16.4  Bi-Layered RRAM: Device Structure, Operating 
Mechanism, and Device Physics

Based on the device structure, RRAM can be classified into MIM [20] and metal- 
insulator-semiconductor-metal (MISM) RRAM devices [7,16] (hereafter will be referred 
to as bi-layered RRAM). A typical tantalum oxide-based MISM and MIM RRAM physical 
devices are shown in Figure 16.3a and b, respectively [30].

Bi-layered RRAM has been widely studied as one of the potential candidates for 
the NVM [1,7,16,20,30–36], and several RS oxide materials have been explored for the 
bi-layered RRAM devices such as: CuO/ZnO [34], AlOx/WOx [33], HfOx/AlOx [35], 
TiOx/HfOx [36], and Ta2O5/TaOx [1,7,16,30–32]. Among these materials is the Ta2O5 metal 
oxide, which showed surprising performance. It exhibited an extreme cycling endur-
ance of over 1012; a retention time of more than 10 years; an abrupt switching time 
(< 1 ns); multilevel states; two stable phases of TaOx and Ta2O5 [29,37]; and good scal-
ability [7,38–40].

Due to these promising RS characteristics of the Ta2O5 oxide material, the research-
ers have adopted the Pt/Ta2O5/TaOx/Pt as one of the potential bi-layered RRAM devices 
where TaOx acts as a bulk material and Ta2O5  as an insulator layer, forming a MISM 
structure [7,30,38] (see Figure 16.3a). Therefore, this bi-layered RRAM will be used in this 
 chapter as a case study to further explore the RRAM devices in terms of the underly-
ing physics behind the device operating mechanism, device modeling, and integrating 
RRAM devices in circuit applications.

FIGURE 16.3
Transmission electron microscopy (TEM) image of (a) Pt/Ta2O5/TaOx/Pt bi-layered RRAM film and (b) Pt/
TaOx/Pt MIM RRAM film. (From Hur, J.H. et al., Phys. Rev. B—Condens. Matter Mater. Phys., 82, 1–5, 2010.)
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16.4.1 The Detailed Bi-Layered RRAM Structure and the RS Mechanism

The detailed structure of the oxide-based Pt/Ta2O5/TaOx/Pt RRAM cell is shown in 
Figure 16.4 (extracted from [1]), which consists of a high-resistivity oxide layer (top layer) 
fixed on a TaOx metal-rich less resistive layer (bulk layer) sandwiched between two pt 
electrodes. The bulk layer is highly doped with oxygen vacancies ( )VO  and its resistance RB 
is assumed to be constant during the switching cycles. D is the thickness of the Ta2O5 layer, 
and RI is the resistance of this layer. The resistance RI is variable due to the drifting of oxygen 
vacancies/ions in and out of the layer during the RS mechanism. The thickness of these lay-
ers varies from 2 to 5 nm and 10 to 50 nm for the top and base layers, respectively [31]. In this 
chapter, the thickness of the insulating layer Ta2O5 is 3–4 nm [1]. The term w is used to refer 
to the length of the undoped region in the CF. The doped region is the CF region with high 
concentration of donor-like oxygen vacancies (the low-resistance region of the CF). The BE is 
grounded, and the applied voltages and simulation measurements will take place on the TE.

Low-Resistance State: The device reaches its LRS when a negative voltage 
is applied as in Figure 16.4a. During switching into LRS, oxygen ions in the 
Ta2O5 layer and in the area around the interface region will hop toward the TaOx 
layer. The hopped ions will leave behind donor-like oxygen vacancies, which in 
turn dope the high resistive Ta2O5 layer [7], creating a metal-rich doped region 
and reducing the barrier height ∅b simultaneously. The term ∅b refers to the 
potential barrier height for electrons moving from TE→TaOx (Schottky-like bar-
rier). When the total length of the Ta2O5  layer is doped by oxygen vacancies 
(w = 0), the device reaches its LRS, and the Schottky barrier-type interface is 

FIGURE 16.4
A schematic representation of the bi-layered RRAM model and its BRS mechanism. (a) The LRS and (b) the HRS. 
(From Hatem, F.O. et al., A SPICE model of the Ta2O5TaOx Bi-Layered RRAM, IEEE Transactions on Circuits and 
System I: Regular Paper, 2016.)
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changed into an ohmic interface. This is shown in Figure 16.4a by step 1 where 
the arrow inside the cell signifies Vo movement direction.

High-Resistance State: The device reaches HRS by applying a positive voltage as 
shown in Figure 16.4b. In this case, oxygen ions hop from the TaOx layer toward 
the Ta2O5 layer and the interface region. Thus, the Ta2O5 layer is undoped, and the 
barrier height is increased (the ohmic interface is changed to Schottky barrier-type 
interface). As a result, the RRAM state is changed into HRS when all the length of 
the CF layer is undoped (w = 1). This state change is indicated in Figure 16.4b by 
step 2.

16.4.2 Resistive Switching: Underlying Physics and Modeling

For all values of the applied voltage V, the growth rate dw dt of the undoped is given by the 
average ionic drift velocity of oxygen ions v t( ) as follows [1,2]: 
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where v1 and v2 are fitting parameters account for the vertical growth/dissolution velocity; 
a is the effective hopping distance; c is the attempt-to-escape frequency; U  is the intrinsic 
barrier for ion hopping; KT is the thermal energy; x1 and x2  are the enhancement fitting fac-
tors of the electric field E dependence; and E KT qa0 2= , where q is the electron charge. The 
full derivation of (16.3) is available in [1]. Equation (16.3) reflects the oxygen ions hopping 
mechanism, which is derived using the Mott and Gurney rigid point ion model [41,42]. The 
term E represents the electric field in the undoped region, which is the main factor that 
specifies the oxygen ions’ migration rate [32,43]. E can be calculated by dividing the voltage 
drop on the undoped region of the CF by w, which can be reduced to [1]
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where R R Rr = ON OFF .
The term VD represents the voltage across the Ta2O5 switching layer, and it can be cal-

culated after considering all the voltage drops across the RRAM cell. These voltages are 
TE/Ta2O5 contact voltage ( )VS  which acts like a variable Schottky barrier (represented by 
Schottky diode), the bulk layer voltage ( )IRB , and the insulator layer voltage VD which is 
given by [1]:

 V V IR VD B S= − − . (16.5)
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where RON  and ROFF are the resistance of Ta2O5 layer for the LRS and HRS, respectively (see 
Figure 16.4).
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16.4.3 Current Conduction: Underlying Physics and Modeling

Schottky barrier modulation and tunneling mechanism are assumed to be the dominant 
conduction mechanism of the bi-layered Ta2O5/TaOx RRAM device. The I–V equation 
based on this mechanism is given by [1,44,45]
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where A is the electrode area, A* is Richardson constant, T is the temperature, n1 and n2 are 
fitting parameters that determine the influence of ∅b on I, VT  is the thermal voltage that 
is equal to (kT q/ mV)≈26   where k is the Boltzmann constant, R R RI Bseries = + , and η is the 
ideality factor that determines the deviation of the conduction from the pure thermionic 
emission mechanism of the Schottky barrier. The term ξ is the effective barrier height that 
is used as a fitting parameter, and w ×1010 is the thickness of the insulator volume in Å. For 
simplification, T0 is assumed to be the device temperature when it is not in the switching 
stage; hence, T0 is used in (16.7).

The term exp− ×( )ξw 1010
 in (16.7) is the tunneling probability factor (TPF) that reflects 

the effect of tunneling current on the RRAM device [1,2,44,45]. This tunneling depends 
on D. Tunneling is possible when D is thicker than 1 nm. However, it has been theorized 
in [44] that the tunneling mechanism occurs in an insulator layer of a few nanome-
ters thickness only. According to [31], the typical thickness of the insulator layer in the 
Ta2O5/TaOx bi-layered RRAM is 2–5 nm, which is in the reasonable range for the tunnel-
ing to occur [44].

The ideality factor η is given by [1,2] 
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where m is a fitting parameter, and ηLRS and ηHRS are the values of η at LRS and HRS, respec-
tively. These values can be calculated by fitting (16.8) into (16.7) to get the best I–V fitting. 
Equation (16.8) reflects the effect of the continuous charging and discharging of the inter-
face traps densities reported in [1] and [2]. When a bias is applied for RS, the Fermi level 
moves continuously up or down with respect to the interface traps levels where the degree 
of bending is proportional to the applied bias [44]. This movement results in a continuous 
change of the charge of the interface traps [46], which in turn affects the magnitude of the 
interface traps density continuously.

The barrier height ∅b in (16.7) is given by [1] 
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where ∅Bn0 is the ideal Schottky barrier height when an n-type semiconductor is used, ∆∅ 
is the image-force lowering factor, N is the bulk layer charge density, and εs is the permit-
tivity of the bulk layer. The value of ϕs is given by ϕs ≈ ∅Bn  [13]. Equation (16.9) reflects the 
effect of the image-force lowering factor on the barrier height ∅b reported in [1].
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16.4.4 Temperature Modeling

During the RS process, the formation and rupture of the CF are sensitive to the temperature. 
Thus, the temperature effect is important during the RS behavior and should be considered in 
the CF growth rate equation. The temperature in the simulation is the local temperature around 
the doped region, which can be raised during the RS due to the Joule heating effect [47]. This 
enhances the ions migration process and thus it should be used in the growth rate equation. For 
the simplification of the model, the approximate value of the temperature used in this model 
is based on the simple analysis in [43] and [47]. The doped region temperature is given by [47]

 T T I R R= + ⋅ ⋅0
2

th (16.10)

where T0 is the ambient temperature, Rth is the effective thermal resistance, R is the doped 
region electrical resistance, and I is the current through that region.

16.5 Bi-Layered RRAM SPICE Modeling

The equations representing w evolution and the current conduction are summarized 
in Table 16.1. These equations are implemented as a RRAM circuit model in LTSPICE. 
Table 16.2 contains the parameters used in LTSPICE modeling with their values. The struc-
ture of the SPICE model is shown in Figure 16.5, which determines the time-dependent 
current flow at LRS, HRS, and the transitional state (switching stage).

TABLE 16.1

Summary of the Bi-layered RRAM Model Equations
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Mathematical Modeling of the I–V Behavior and the Temperature

I AA T n V
V
V wb T

S

T= −












( )−( )

( )
− ×* exp exp exp0

2 101 2
10

1, /∅ η ξ (16.7)

η η η= ( ) −





 + ( )







m LRS HRS1

w
D

w
D

(16.8)

∅ ∅ ∅
ϕ

π ε
b

s

s

w
D

q N
= − = ∅ 






 −









Bn Bn∆ 0

3

2 3

1 4

8

/

(16.9)

T T I R RI th= + ⋅ ⋅0
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Source: Hatem, F.O. et al., A SPICE model of the Ta2O5TaOx Bi-Layered RRAM, IEEE 
Transactions on Circuits and System I: Regular Paper, 2016.



378 Nanoscale Devices

16.5.1 Current Path SPICE Modeling

It can be seen in Figure 16.5a that the single Ta2O5/TaOx RRAM device is represented by 
the two-terminal SPICE subcircuit. The current port equation of the subcircuit is com-
posed of two elements connected in series as shown in the top part of Figure 16.5a. 
The Schottky barrier tunneling element (the upper-left corner of Figure 16.5a) contains 
a parallel connection of two voltage-controlled current sources (VCCS) GItunON and 
GItunOFF (G-type source in LTSPICE), which model the tunneling current when V < 0  
and V > 0, respectively. The correct VCCS is selected by using the applied bias V as a 
parameter in the STP function in LTSPICE. In this case, GItunON will be delivering 

TABLE 16.2

Parameters Used in the SPICE Bi-layered 
RRAM Model Simulation for D = 4 
and 3 nm

Parameter Value When (D = 4/3 nm)

T0 300K
D 4 nm [30,1]/3 nm [31,1]
VT 26 mV
A 9 10 6 2× − cm  [30,1]
εS 27 0× ε
ε0 8 85 10 12 1. × ⋅− −F m
U 1eV  [32]
a 1nm  [32,48]

k 1 38 10 23 1. × ⋅− −J K
q 1 6 10 19. × −  C
A* 120 104 2 2× ⋅ ⋅− −A m K  [44]
N 1 1023 3× ⋅ −C m
ξ 0.00175/0.0031
ROFF 40kΩ /20kΩ 
RON 1 7. kΩ 
RB 12kΩ 
c 1 1013× Hz [48]

∅Bn0 0 6. eV[30,1]/0.45 eV
x1 215/95
x2 0.4/0.03
v1 1
v2 0.6e−6

n1 0.1852/0.1905

n2 0.0117
m 6e6

Source: Hatem, F.O., Semicond. Sci. Technol., 30, 
115009, 2015; Hatem, F.O. et al., A SPICE 
model of the  Ta2O5TaOx Bi-Layered 
RRAM, IEEE Transactions on Circuits and 
System I: Regular Paper, 2016.
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GItunON (V<0)
(EEta, EPhi_b, ETPF, EVs)

GItunOFF (V>0)
(EEta, EPhi_b, ETPF, EVs)

TE BE

EVRs(I, ERs)
PVs

Schottky Barrier
Tunneling Interface

VS

V

Voltage on 
Ta2O5/TaOX

I

EVs(I, ERs)ETPF(Ew)EPhi_b(Ew)EEta(Ew) ERs(Ew) ET(I, ERs)

(a)
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(EEu, ET)

EEu(Ew, EVD)

dw/dt

CW R1GOFF (V>0)
(EEu, ET)

EVD(I, EVs) (b)Ew(V(dw/dt))

FIGURE 16.5
LTSPICE implementation of the SPICE model. (a) The two-terminal (current path) SPICE implementation 
of the single Pt/Ta2O5/TaOx/Pt device and the implementation of the related parameters ∅b, η, TPF, and VS. 
(b) The SPICE subcircuit implementation of w evolution, E , and the self-limiting effect. (From Hatem, F.O. 
et al., A SPICE model of the Ta2O5TaOxBi-Layered RRAM, IEEE Transaction Circuits and System: I Regular 
Paper, 2016.)
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a charge into the point PVs when V < 0  whereas GItunOFF is activated when V > 0. 
The function STP(x) is a unit step that returns 1 and 0 for x ≥ 0 and x < 0, respectively. 
The current I passing through the point PVs is the total current through the RRAM 
device as given by (16.7). The expression for the reverse bias condition GItunOFF is 
similar to GItunON except that the polarity of Schottky barrier potential and the cur-
rent direction are reversed. The voltage drop VS on the tunneling element represents 
Schottky barrier voltage as shown in Figure 16.5a. The second element in the port 
equation (the upper-right corner of Figure 16.5a) is a voltage-controlled voltage source 
(VCVS) EVRs (E-type source in LTSPICE), which represents the total voltage drop on 
the device (IRseries or V IRD B+ ) except that of VS. However, in order to produce the total 
output current I from GItunON and GItunOFF, four parameters—∅b, η, TPF, and VS— 
are modeled using VCVSs: EPhi_b, EEta, ETPF, and EVs, respectively. The terminal 
voltage of the first three voltage sources is controlled by the instantaneous value of w. The 
value of w is produced using the VCVS Ew (Figure 16.5b), which is discussed in the next 
section. The fourth VCVS source EVs is implemented based on the device current and 
the value of Rseries. The resistance Rseries is implemented as ERs as shown in Figure 16.5a.

16.5.2 w and E SPICE Modeling

Figure 16.5b shows the SPICE modeling of w and E evolution dynamic. Two VCVS, 
EEu and EVD, are used to calculate E based on VD . EEu is used to implement two 
VCCSs, GON and GOFF, which are used to produce the current I dw dtw =  using (16.7) 
(see Figure 16.5b). Based on the applied bias polarity, the function STP (see the subcir-
cuit listing in [2]) is used to switch on GON (Iw = GON) when V < 0 (switching into LRS) 
while GOFF is used (Iw = GOFF) when V > 0  (switching into HRS). VCVS Ew is used 
to calculate the instantaneous value of w. This is achieved by integrating Iw  inside a 
nested ternary function. The integration is performed by taking the voltage V(dw/dt) 
across the capacitor Cw (see Figure 16.5b). The capacitor Cw has a value of 1 F to keep 
the units of w unchanged (in nanometer). The nested ternary function is also used to 
model the self-limiting effect of the device as in (see the subcircuit listing in [2]). The 
initial state of the device is assumed to be in the ON states. This is implemented by 
setting the initial voltage on Cw to 0; hence, initial w value is also 0 nm. Furthermore, 
for the simulation to determine the initial DC operating point, a dc path from point 
dw dt/  to the ground is provided using a resistor R1 with a very large value.

16.6  The Agreement with the I–V Characteristics 
for Different Values of D

16.6.1 Nonlinear Ionic Drift Mechanism

The validity of the SPICE model is first verified by comparing the obtained simulation 
results in LTSPICE with the experimental data from Pt/Ta2O5/TaOx/Pt RRAM devices 
with D = 4 and 3 nm.
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Using the LTSPICE subcircuit provided in [2] and the associated parameters adjusted in 
Table 16.2, Figure 16.6 shows the semi-log scale simulated I–V characteristics for the SPICE 
model (solid line) and the experimental data from [30] for D = 4 nm. The simulated and the 
experimental data in Figure 16.6 are obtained by using the same bias protocol of a 100 Hz 
sine wave, SET voltage of −2 and 3 V RESET voltage. The model simulation results match 
with the measured data and show excellent agreements, both qualitatively and quantita-
tively except for a small discrepancy in the simulated current magnitude while switching 
into HRS. It is observed that the LRS switching voltage (LSV) = −1.24 V, ILSV = 0.25 μA, 
HRS switching voltage (HSV) = 1.9 V, and IHSV = 70 μA. ILSV and IHSV are the device current 
at LSV and HSV, respectively.

The SPICE model is used to reproduce the I–V characteristics from the experimental 
data with smaller Ta2O5 layer thickness ( )D = 3 nm  [31]. However, due to the change in 
the Ta2O5 layer thickness and its resistance at HRS, some of the used parameters must 
be tuned to reflect this change as follows. It is assumed that ∅Bn0 is reduced compared 
to its initial height when D = 4 nm, following the reduction in the insulating volume 
where the smaller insulating volume results in smaller bandgap [31,49]. Thus, ∅Bn0 is 
approximated to be reduced by around 25% to ∅ ≈Bn0 0 45. eV, following (16.9), which is 
similar to the value used in [31] ( . eV for∅ = =Bn D0 0 4 3 nm). Besides the change in ∅Bn0, 
changes will occur to ROFF, X1, X2 , ξ, and n1 in which ROFF k s= 20 Ω , X1 95= , X2 0 03= . , 
ξ = 0 0031. , and n1 0 1905= . . The simulation results of applying the proposed model into 

FIGURE 16.6
Experimental measurements [30] and the semi-log scale plot of the SPICE model simulation I–V characteristics 
with D = 4 nm, ∅Bn eV0 0 6= . , ξ = 0 00175. eV, ROFF k= 40 Ω, x1 215= , x2 0 4= . , n1 0 1852= . , and a −2/3 V 100 Hz sine 
wave bias signal. (From Hatem, F.O. et al., A SPICE model of the Ta2O5TaOx Bi-Layered RRAM, IEEE Transactions 
on Circuits and System I: Regular Paper, 2016.)



382 Nanoscale Devices

Ta2O5/TaOx RRAM with D = 3 nm are shown in Figure 16.7. The measured and cal-
culated I–V curves in Figure 16.7 are obtained by applying a sine wave voltage of 5 s 
period with voltages of −2 and 3 V for the SET and RESET, respectively. The simula-
tion results in Figure 16.7 are consistent with the experimental data, which shows that 
the model emphasizes the dependency of the device behavior on the change of D. 
This dependency is achieved by integrating the physics involved when D is changed 
(i.e., integrating D and/or w into E, ∅b, TPF, and η), providing that D is still within 
the allowable range for tunneling. It can be seen that LSV = −1.24 V, ILSV = 0.67 μA, 
HSV = 1.7 V, and IHSV = 70 μA.

16.6.2 Ideal State—Linear Dopant Drift

Figure 16.8 shows the simulated semi-log scale plot of the I–V characteristic using the 
simple ideal ionic drift equation (16.2) given in [17]. Similar to the case of the nonlinear 
ionic drift mechanism, it can be seen that the device is switching ON and OFF periodically 
by a 100 Hz sine wave V t= 2 0sin( )ω  but does not exhibit a good agreement with the results 
of the experimental measurement for the same RRAM cell structure fabricated in previous 
publications [30], especially at the switching regions. However, the device shows the cor-
rect LRS and HRS current levels. These results show the importance of using the correct 
physics involved during the RS process of the bi-layered RRAM (nonlinear ions hopping 
mechanism).

FIGURE 16.7
Experimental measurements [31] and the semi-log scale plot of the SPICE model simulation I–V characteristics 
with D = 3 nm, ∅Bn eV0 0 45= . , ξ .=0 0031eV, ROFF k= 20 Ω, x1 95= , x2 0 03= . , n1 0 1905= . , and a −2/3 V 0.2 Hz sine 
wave bias signal. (From Hatem, F.O. et al., A SPICE model of the Ta2O5TaOx Bi-Layered RRAM, IEEE Transactions 
on Circuits and System I: Regular Paper, 2016.)
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16.7 The Dependency of HSV and LSV on D

Figure 16.9 shows the SPICE model simulation results for D = 3 4and  nm plotted together. 
These results have already been verified with the experimental data in Figures 16.6 and 
16.7. By comparing the two devices’ characteristics, it can be seen that the SPICE model can 

-2 -1 0 1 2
10

-14

10
-12

10
-10

10
-8

10
-6

10
-4

Voltage (V)

C
ur

re
nt

 (A
)

VresetVset

Set ResetLRS

HRS

FIGURE 16.8
Semi-log scale plot of the I–V characteristics of the proposed RRAM mathematical model with the addition of 
TPF and the continuous variation of the interface traps densities but with use of a linear dopant drift model.

FIGURE 16.9
The semi-log scale plot of the SPICE model simulation I–V characteristics with D = 3 nm, ∅Bn eV0 0 45= .  (blue 
line), and D = 4 nm, ∅Bn eV0 0 6= .  (red line). Both curves are obtained using −2/3 V Hz sine wave bias sig-
nal with 0.2 Hz (for D = 3) and 100 Hz (for D = 4). (From Hatem, F.O. et al., A SPICE model of the Ta2O5TaOx 
Bi-Layered RRAM, IEEE Transactions on Circuits and System I: Regular Paper, 2016.)
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capture the change in HSV, which decreases for the 3 nm device compared with that of 4 nm 
from around 1.9–1.7 V. With HSV as the required voltage for E to reach ELRS HRS→ , the SPICE 
model can capture the change in HSV as follows. When a positive RESET bias is applied and 
before HSV is reached, E follows (16.11) and hence, two factors are contributing to the value 
of E at this stage, D and VD. Due to the nanoscale nature of the term D in (16.11), a reduction 
of D by 1 nm will have a great influence on ELRS. Hence, a smaller voltage V is required to 
reach ELRS HRS→  when D is reduced from 4 to 3 nm, which explains the smaller HSV obtained 
in Figure 16.9. It can be seen in Figure 16.9 that during LRS, the parameters TPF and ∅b main-
tain their maximum and minimum values (1 and around 0, respectively), irrespective of the 
value of D. Thus, HSV is not affected by these two parameters when D is changed.
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Besides HSV, the SPICE model can also demonstrate the correct LSV when D is changed. 
According to the experiments in [16], [30], and [31], the Ta2O5/TaOx RRAM maintains its 
LSV despite the change in D. Figure 16.9 shows that the SPICE model simulation captures 
this intrinsic feature and shows the same LSV when D is changed from 3 to 4 nm. These 
results verify that due to the correct modelling of E, the SPICE model can successfully 
demonstrate the dependency of HSV and LSV on D.

16.8 The Effects of Changing D on the Values of LRS and HRS

The SPICE model can successfully demonstrate the change in LRS and HRS values when 
D and the value of ROFF are changed. According to the experiments in [16], [31], and [30], 
HRS for Ta2O5/TaOx RRAM decreases by decreasing D while the LRS is insensitive to 
the change in D. Figure 16.9  shows that the SPICE model can successfully capture this 
feature where HRS is lowered when D is decreased from 4 to 3 nm whereas LRS remains 
unchanged. The SPICE model can predict this intrinsic phenomenon as follows. 

HRS: While at HRS, the device resistance is determined by R R V IB S+ +OFF /  [1]. The 
interface resistance V IS/  at HRS is influenced by TPF and ∅b. At HRS, TPF and ∅b 
are proportional to w D=  where decreasing D results in larger and smaller values 
of TPF and ∅b (∅Bn0 is smaller), respectively. As a result, I is increased according to 
(16.7) and the interface voltage VS is decreased. Consequently, the resistance V IS/  
is reduced for smaller D. Besides V IS/ , ROFF is also reduced for smaller D (due to 
the smaller insulating volume). It is found that ROFF k s= 20 Ω  provides the best fit-
ting to the experimental results when D = 3 nm. Therefore, the reduction in V IS/
and ROFF when D is reduced leads to smaller HRS. However, the resistance RB is 
insensitive to the change in D.

LRS: Following the same explanation for HRS, the device resistance at LRS is 
determined by: R R V IB S+ +ON / . TPF and ∅b at LRS have the values of 1  and 
around 0, respectively, regardless of the value of D (see Figure 16.9) which 
makes the resistance V IS/  at LRS insensitive to these two parameters (V IS/  
reaches its minimum value at LRS). Also, RB and RON  are selected to satisfy the 
condition R RB � ON as in [7]. Hence, the small change in RON  due to the change 



385RRAM Devices: Underlying Physics, SPICE Modeling, and Circuit Applications

of D is negligible (RON  is assumed to be fixed in the SPICE model), and the total 
current while at LRS is limited by the relatively large RB. This explains why the 
change in D  has no effect on the LRS. These results show that by integrating 
TPF and ∅b, the proposed SPICE model can manifest the dependency of LRS 
and HRS on D.

16.9  The Intrinsic Schottky Barrier and Its Effect 
on HRS during SET Switching

Using the proposed SPICE model, a comprehensive analysis and simulation of a Schottky 
barrier-like tunneling interface (Pt/Ta2O5) reveal that the device resistance during HRS is 
not fixed but depends on the bias polarity.

Figure 16.10a shows the simulated device resistance R V Iseries S/+  and the current I as a 
function of time for D = 4nm for a complete RS cycle while Figure 16.10b compares the 
corresponding variation in ∅b, TPF, VS, and V. Assuming LRS as the initial state (point A), 
it can be seen that the device first starts switching into HRS when HSV = 1.9 V is reached 
(point B). The device reaches its HRS at the end of the switching period (end of BC). 
However, the imperative remark that can be observed is that once a negative SET bias is 
applied (point D), the resistance switches from a few hundreds of kilo ohms (HRS value) to 
a few mega ohms, and the current tends to align with 0 A. The device maintains this very 
high resistance until LSV = −1.24 V is reached (point E) where the resistance drops signifi-
cantly and an abrupt increase in the current is observed, indicating LRS. This behavior is 
attributed to the coexistence of the reversed-biased Schottky barrier associated with TPF 
as explained next. The device current is determined by the multiplication of three terms—
T1, T2, and TPF—as follows: 
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(1) While at LRS (AB), I  is mainly influenced by T2 and varies according to V. TPF 
equals 1 and has no effect on suppressing I  at LRS (no tunneling current). Similarly, 
∅b ≈ 0  at LRS (ohmic contact) and T1  is fixed at its maximum value and does not 
reduce I . (2) Over time, HSV is reached (point B), RESET starts, and all the three 
terms in (16.12) will have a great influence on I  during the switching. TPF starts to 
decrease, reducing I  (indicates tunneling). Eventually, TPF switches to its minimum 
value at w D=  (point C). Simultaneously, ∅b is ramped to its maximum value at w D=  
(point C) and tunneling Schottky barrier is formed. (3) While the device is at HRS, I 
at the positive bias region (CD) is suppressed by means of TPF and a forward biased 
tunneling Schottky barrier (positive VS) composed of T T1 2×  where T2 0≥ . In contrast, 
I  at the negative bias region (DE) is suppressed by the same value of TPF and T1 but 
with Schottky barrier in T2  being reversed biased (negative VS) where T2 0≤  . As a 
result, I  in segment DE is getting closer to zero compared to that in the segment CD 
because T2  is smaller for negative VS compared to positive VS (( )expy − 1  is smaller 
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for negative y). Consequently, the very small I  forces V IS/  and the total resistance 
(R R V I= +series S/ ) to switch to the temporal high value observed in Figure 16.10a. (4) 
Once LSV is reached (point E), ∅b drops to 0 eV (the contact is changed into ohmic), 
forcing T1 to increase considerably. This is associated with TPF increases again to 1. 
The increase in T1 and TPF eliminates the effect of reverse biased Schottky barrier 
in T2; therefore, I  increases again, which in turn forces V IS/  to drop to its minimum 
value, and LRS is reached. These results show that the proposed SPICE model can 
successfully capture the asymmetric current profile at HRS and highlight the depen-
dency of the HRS on the bias polarity, making the model more reliable and predictive 
for potential circuit application.
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FIGURE 16.10
(a) The SPICE model simulation of the device total resistance R V ISseries /+  (blue line) and the total current I 
(purple line) as a function of time for the 4 nm Ta2O5 layer thickness and ∅Bn eV0 0 6= . . The curves plotted 
are obtained for a complete RS cycle using 2/3 V 100 Hz sine wave bias signal: (b) The corresponding varia-
tion in ∅b, TPF, VS, and V . (From Hatem, F.O. et al., A SPICE model of the Ta2O5TaOx Bi-Layered RRAM, IEEE 
Transactions on Circuits and System I: Regular Paper, 2016.)
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16.10 RRAM-Based Nonvolatile D-Latch

As an application of the proposed Ta2O5/TaOx RRAM SPICE model, a RRAM-based NV 
D-latch circuit is designed. Figure 16.11 shows the NV D-latch circuit design where the 
proposed RRAM model acts as an NV element that retains the latched data in the event of 
the power interruption. The SPICE simulation results of the NV behavior of the D-latch is 
illustrated in Figure 16.12a.

It can be seen in Figure 16.12a that between t = 0 and 0.1 ms, G is at low (G is high) and 
the input data Din is kept at high. Therefore, the transmission gate TG1 is turned-off and 
TG2 is turned-on. The data in the latch during this period is invalid or depends on the 
previous state of the latch. During t = 0.1–0.3 ms, G is high and that turns-on TG1 and 
turns-off TG2. Now, the data D is written into the back-to-back connected inverter. Hence, 
D is high and D is low.

At the same duration, the data is also written into the RRAM. It can be observed from 
the simulation results in Figure 16.12a that the current I flowing through the RRAM 
decreases from 80 μA (at 0.1 ms) to 18 μA (at 0.3 ms); this is due to the resistance of the 
RRAM, which is initially at LRS and then changes to HRS. At t = 0.3 ms, G goes to low, 
hence, TG2 is turned-on and TG1 is turned-off. This retains the data in the latch and the 
HRS in the RRAM. When a power interruption occurs at t = 0.4 ms (VDD = 0 V), it can be 
observed that D, D, and the current through the RRAM are low. Then at t = 0.42 ms, when 
the power resumes (VDD = 3 V), the current through the high-resistance RRAM (18 μA) 
retains the original value of D (to high) and D (to low). Thus, the data is successfully 
retained in the latch.

Ta2O5

TaOx

VDD

RRAM

I

TG1

VDD

in

TG2

FIGURE 16.11
Schematic of the RRAM-based NV D-latch with the Ta2O5/TaOx RRAM SPICE model integrated. (From Hatem, 
F.O. et al., A SPICE model of the Ta2O5TaOx Bi-Layered RRAM, IEEE Transactions on Circuits and System I: Regular 
Paper, 2016.)
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Next, RRAM is removed from the D-latch circuit, and the simulation is performed on the 
circuit under the similar simulation environment setup of the NV D-latch. The simulation 
results without the RRAM connected are shown in Figure 16.12b. It can be observed from 
the results that at t = 0.42 ms, when the power resumes, D and D do not resume to their 
original states after the power interruption and hence, the latched data is corrupted. Thus, 
an application of the proposed Ta2O5/TaOx RRAM SPICE model as a nonvolatile element 
in the RRAM-based NV D-latch is demonstrated successfully.
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17.1 Introduction

A memristor is basically a resistor accompanied by memory. It is a propitious nonlinear 
device that became the fourth fundamental electrical circuit component after resistor, 
capacitor, and inductor. Its nanoscale size and nonvolatile memorizing capability provide 
more potential to replace conventional data storage devices. In conventional memories 
such as dynamic random access memory (DRAM), static random access memory (SRAM), 
and flash memory, data are stored as charge on a capacitor that dissipates with time—and 
data is eventually lost. In memristor-based memory, the high resistance and low resistance 
states are stored unlike charge in conventional memory. Since it stores resistance value 
indefinitely, the memristor can be used as a nonvolatile memory. The brain can be devel-
oped with the help of implementing a memristor in an analog circuit since the memristor 
can also be used as synapses of neurons.

There are three well-known basic circuit elements, namely capacitor (C), resistor (R), 
and inductor (L). They are related by four basic electrical parameters, namely charge (Q), 
voltage (V), current (I), and magnetic flux (ϕ), and all of them are frequently used in circuit 
theory. The details of them are given in the following table.

S.N. Circuit Element Inventor Invention Year
Relating 

Parameter Relation Symbol

1 Capacitor Ewald Georg von 
Kleist

1745 Charge (q) and 
voltage (v)

dq Cdv=
 

2 Resistor George Simon Ohm 1827 Voltage (v) and 
current (i)

dv Rdi=

3 Inductor Michael Faraday 1831 Magnetic flux(ϕ) 
and current (i)

d Ldiϕ =

Since there are four basic electrical parameters, and if these are combining in pairs, then 
4 62C =  gives six possible relations of four parameters. And out of the six possible combina-
tions, the well-known five relations are given in the following equations—but one relation 
is missing. 

 1. q t i d i
dq
dt

t

( ) = ( ) =
−∞
∫ τ τ or  Basic law of electricity

 2. ϕ τ τ ϕ
( ) ort v d v

d
dt

t

= ( ) =
−∞
∫  Basic law of magnetism

 Also, other relations are defined by the three basic linear circuit components 
( axiomatic definition):

 3. R
v
i

=   Resistance

 4. L
i

= ϕ
  Inductance

 5. C
q
v

=  Capacitance
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The aforementioned relations can also be written on the basis of source control if the  circuit 
elements are nonlinear: 

Current-controlled nonlinear resistor v f iR= ( ) and
Voltage-controlled nonlinear resistor i g vR= ( ) or in combination

 f v iR R,( ) = 0 (17.1)

Voltage-controlled nonlinear capacitor ( )q f vC=  and
Charge-controlled nonlinear capacitor v g qC= ( ) or

 f q vC C,( ) = 0 (17.2)

Current-controlled nonlinear inductor ϕ = f iL( ) and
Flux-controlled nonlinear inductor i gL= ( )ϕ  or

 f iL Lϕ ,( ) = 0 (17.3)

As mentioned previously, there should be one more relation between charge (q) and flux (φ); 
it is missing here [1] and shown in Figure 17.1. In 1971, L. Chua recognized the missing link 
and gave it the name memristor.

FIGURE 17.1
Explanation of four fundamental circuit elements with interlinked relations, memristor is encircled that relates 
flux and charge.
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In this chapter, part 1 gave the introduction of the existing circuit element with a 
 memristor, which explains the logic behind the existence of a memristor. Part 2 defines 
the memristor and basically explains what it is. Mathematically, a memristor is explained 
in part 3, and in part 4, the practical behavior of a memristor is given with a water pipe 
analogy. In part 5, the various types of the memristor are given, and the fabrication of 
all types is given in part 6. The explanation of the HP Labs memristor is explained in 
part 8, which details memristor structure, construction, and workings; its fabrication steps 
are also explained. A periodic table of 25 circuit family elements that was postulated by 
L. Chua is explained in part 9. Finally, the properties and advantages of memristor are 
explained in parts 10 and 11.

L. Chua invented the concept of the memristor in 1971. Before that, in 1960, Widrow 
unveiled a new device called a memister [2] (memory with register); it was made by elec-
troplating a metal onto a resistive substrate. This device is a three-terminal device, the 
same as a transistor except the resistance between the two terminals is controlled by inte-
gral current instead of instantaneous current—i.e., controlled by the charge similar to a 
memristor.

17.2 Periodic Table of Circuit Elements

A theory of nonlinear circuit elements given by L. Chua has a family of circuit  elements. 
He considered a circuit of two-terminal or one-port black box, shown in Figure 17.2, 
to predict this theory. This circuit is characterized by a constitutive relation in the V( )α  
 versus i( )β  plane called an ( , )α β  element, where ( )V α  and i( )β  are complementary vari-
ables. These  elements are derived from the voltage and current as in Equations (17.4) 
and (17.5),  respectively [3]. A pair of variables V i( ( )α β)( ) are said to be complementary if 

( )( )V tα  is derived from a voltage signal v(t), while i t( )( )β  is derived from a current signal 
i(t). Here, α and β are any integer (negative, positive, or zero) and need not be identical.

FIGURE 17.2
A Two terminal or one port black box (α, β) elements. (From Chua, L. O., Proc. IEEE, 91, 1830–1859, 2003.)
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According to the Equations (17.4) and (17.5), for the various values of α and β, an infinite 
number of circuit elements are possible. 

 V t

d v t
dt

v t

v d
t

( )( )

( )
, ,

( )

( ) ,
α

α

α α

α

τ τ

�

if

if

= ………∞

=

−∞
∫

1 2

0

.

( ) ,,

if

if
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τ τ τ τ α
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= −
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If one constructs a hypothetical circuit using these circuit elements, then at a finite value 
of k such that α > k and β > k, the solution of the circuit does not exist due to the presence 
of the singularity [4]. Most of the real devices are modeled for α > 2 and β > 2. Figure 17.3 
shows the family of circuit elements for α = 2 and β = 2. There are 25 circuit elements 
including 6 recognized circuit elements—i.e., resistor, capacitor, inductor, memristor, 
memcapacitor, and meminductor [5].

Circuit Elements αα and ββ Values

Resistor → α β= =0 0,

Capacitor → α β= = −0 1,

Inductor → α β= − =1 0,

Memristor → α β= − = −1 1,

Memcapacitor → α β= − = −1 2,

Memindutor → α β= − = −2 1,
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17.3 Definition of Memristor

In 1971, Leon Chua [1] had defined a relation and propounded a new nonlinear device 
called memristor in short (memory + resistor). It has two properties: one is dissipative 
resistance and the second is memory. It memorizes the last resistance or amount of charge 
flown through it, corresponding to the magnitude and direction of applied voltage across 
the device after removing applied voltage.

The flux and charge of the device can be related as 

 d Mdqϕ =  (17.6)

There is no difference in memristance and resistance if the memristor is linear and M is con-
stant. That is, the memristance is independent of a state variable charge, and memductance 
(inverse of memristance) is independent of state variable flux. If M is not constant—i.e., it is 
a dependent variable of charge q—then it will become nonlinear. A frequency-dependent 
( ),i v  characteristic (hysteresis curve) will be obtained if the sinusoidal input is applied to 
the nonlinear memristor. Also, the relation between ϕ and q becomes nonlinear. Memristor 
is a fundamental element because the behavior of the memristor is unique and cannot be 
replicated by other fundamental elements; this was proved by Chua [1] and defined as:

Charge-controlled memristor 

 ϕ = f qM( ) (17.7)

and Flux-controlled memristor 

FIGURE 17.3
Family of 25 elements. (From Chua, L. O., Proc. IEEE, 91, 1830–1859, 2003.)
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 q gM= ( )ϕ  (17.8)

or in combination 

 f qM Mϕ ,( ) = 0 (17.9)

Differentiating Equation (17.7) w.r.t time 

 
d
dt

d
dt

f qM
ϕ = ( )

 

 

d
dt

d
dq

f q
dq
dt

M
ϕ = ( ).

 

or 

 
v t

df q
dq

i tM( ) . ( )
( )

=  (17.10)

 v t M q i t( ) ( ). ( )=  (17.11)

Where M q df q
dq
M( ) =

( )
 incremental memristance unit Ohm (17.12)

Now differentiating Equation (17.8) w.r.t time 

 
dq
dt

d
dt

gM= ( )ϕ
 

 

dq
dt

d
d

g
d
dt

M=
ϕ

ϕ ϕ
( ).

 

or 

 
i t

dg
d

v tM( ) . ( )
( )

=
ϕ

ϕ  (17.13)

 i t W v t( ) ( ). ( )= ϕ  (17.14)

Where W
dg

d
M( )

( )
ϕ

ϕ
ϕ

=  incremental memductance of unit siemens (17.15)

S.N.
Circuit 

Element Inventor
Invention 

Year
Relating 

Parameter Relation Symbol

4. Memristor Leon Chua 1971 Magnetic flux (φ) 
and charge (q)

d Mdqϕ =
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17.4 Mathematical Definition

Mathematically, we can realize the memristance of the memristor by allowing a transi-
tion metal oxide or semiconductor oxide thin film of thickness “D,” which is sandwiched 
between two metal electrodes [6], as shown in Figure 17.4.

The thin semiconductor film consists of two regions: one with high or less in oxygen 
will act as a conductive or doped layer, and the other with equally proportionate oxygen 
with metal acts as an insulating layer. The doped region is considered RON  since this 
region shows high conductivity because oxygen vacancies are created in this region by 
removing some oxygen from metal oxide. The undoped region will act as a high resis-
tance region due to the presence of equal oxygen atoms in this region. This region is 
duplicated by ROFF.

The total resistance of the device looked as the two variable resistance connected in 
series in Figure 17.4. The boundaries of the doped and undoped regions—i.e., the values 
of RON  and ROFF—will vary according to the magnitude and polarity of the applied voltage 
across the device and the time interval up to which voltage is applied. The applied voltage 
causes the oxygen vacancies to drift with dopant mobility µV  .

17.4.1 Linear Drift Model

According to Figure 17.4 [6], total resistance of the device is written as 

 
R R

w t
D

R
w t
D

T = + −





ON OFF

( ) ( )
1  (17.16)

The voltage across the memristor is given by the following relation [6]: 

 
v t R

w t
D

R
w t
D

i t( )
( ) ( )

. ( )= + −





ON OFF 1  (17.17)

The linear relationship between drift-diffusion velocity and the net electric field is given 
by [7] Blanc and Staebler, 1971. 

 v EV= µ  (17.18)

FIGURE 17.4
Structure of memristor with doped width W and undoped layer. (From Strukov, D. B. et al., Nature, 453, 80–83, 2008.)
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or Equation (17.18) can be written as 

 
dw t

dt
V
D

V
( )

.= µ  (17.19)

 or 

 
dw t

dt
R
D

i tV
( )

. ( )= µ ON  (17.20)

Integrating Equation (17.20) 

 ∫ ∫=dw t
R
D

i t dtV( ) . ( )µ ON  (17.21)

or 

 
w t

R
D

q tV( ) ( )= µ ON  (17.22)

Putting w t( ) from Equation (17.22) to Equation (17.17) 

 
v t R

R
D D

q t R
R
D D

q t i tV V( )
.

( )
.

( ) . ( )= + −















ON

ON
OFF

ONµ µ1  (17.23)

 

v t R
R
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q t
R

R
D

R
R
D

q t
V

V

V
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( )

= −





 +

−
OFF

ON
ON

ON

OFF
ON

1 1
1

2
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2

µ
µ

µ

























. ( )i t  (17.24)

If R ROFF ON�

Then,  v t R
R
D

q t i tV( ) ( ) . ( )= −





OFF

ON1 2µ  (17.25)

So, 

 
M q R

R
D

q tV( ) ( )= −





OFF

ON1 2µ  (17.26)

where:
µV   is average dopants mobility in cm2/volt-sec
q t( ) is the total charge passing through the device in time window t–to

R RON OFF and  are state resistances

Thus, the memristor is a function of charge q, mobility of dopant µV  , and device thick-
ness “D”. Since memristance is inversely proportional to the device dimension, upshots of 
memristance are more as the dimension becomes as small as possible.
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17.4.2 Nonlinear Ion Drift

If few volts are applied across a thin film (e.g., in nanometer), then an exponential elec-
tric field is developed inside the film [8]. This large electric field produces nonlinear ionic 
drifting across the thin film. The resistive switching, i.e., switching of doped and undoped 
interfaces at the boundaries of the memristor, is nonlinear because of the nonlinear drift-
diffusion of ions. At boundaries, the drift velocity of the linear model does not become 
zero so the width “w” exceeds the limits of total thickness “D” of the device. Therefore, 
the linear model produces such boundaries problems that can be overcome by inserting 
the window function f (w) at the right-hand side of Equation 17.20 [6] where w is a state 
variable, and further sticking of the boundaries is resolved by inserting the i of the mem-
ristor in the window function. The nonlinear ionic drift is considered, and the boundaries 
problem is resolved by including the window function. 

 
dw t

dt
R
D

i t f w iV
( )

. ( ) ( , )= µ ON  (17.27)

The initial current, voltage, boundaries, and minimum and maximum “w” should be con-
sidered in simulation for the linear model; thus, large differences occur at output using the 
linear and nonlinear models.

17.4.2.1 Window Function

There are various window functions given in the literature to consider the nonlinear ionic 
drift and to resolve the boundaries problem of a memristor. The first window function is 
proposed, as given in Equation 17.28, which is a function of state variable w [6] 

 
f w

w w
D

( )
( )= −1

2  (17.28)

 f( )0 0=  (17.29)

 f D( ) = 0 (17.30)

This function gave the zero values at the boundaries and fulfilled the boundary condition, 
but there are still problems with this function. First, there is a problem when the memris-
tor is driven at boundaries dw dt → 0  because the memristor state can’t be changed by 
the external field, and this is the basic problem of window function [9]. Second, a problem 
arises because nonlinearity is not fully considered since the window function abruptly 
goes zero at the boundaries.

The second window function is [10] alternative of the first window function, but it still 
has a sticking problem at the boundaries. 

 f w x x( ) ( )= −1  (17.31)
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Here, x w D=  instead of x w=  and also at the boundaries f w( )→ =0 0  although this win-
dow function is considered the nonlinearity.

The linear behavior earns linear ionic drift in the range (0  <  w  <  D), and nonlinear 
behavior nonlinear ionic drift at the boundaries is well approximated by another window 
function [11] expressed as 

 f x x p( ) = − −( )1 2 1 2  (17.32)

where x w D=  and “p” is a positive integer that controls the linearity and nonlinearity 
of the window function and is known as the control parameter. This window provides 
0 value at x = 0 and x = 1 and thus limits the boundaries between 0 and D. If p ≥ 4, the 
state variable equation provides the linear drift for f o x( ) .< < ≈1 1  This model also shows 
a problem at the terminal state; any external spur cannot change its state if either of the 
boundaries is reached [9].

A new window function including the memristor current “i” together with variable “x” 
and “p” is given as [9] 

 f x x i
p

( ) ( )= − − −( )1
2

sgn  (17.33)

 sgn( ) wheni i= ≥1 0  

 sgn( ) wheni i= ≤0 0  

Here, a positive current is correlated with increasing doped width, a negative current is 
correlated with decreasing doped width, and the ON and OFF states are brought out of the 
terminal state when the current is in the reverse direction. The problem with the window 
function is that it cannot provide the continuity at the boundaries—i.e., it has discontinu-
ity problem at the boundaries. Also, it does not have a scaling factor, i.e., the maximum 
value can’t be extended vertically.

Another window function is given by Prodromakis that removes the scaling problem 
[12]. The nonlinearity is considered by a quadratic equation f x ax bx c( ) = + + =2 0, and 
the constants a, b, and c are easily calculated by applying boundary conditions such as 
df dx f f f

0 5
0 0 5 1 0 1 0

.
, ( . ) , ( ) ( )= = = =and . The proposed window function is given in 

Equation 17.34 where j  works as a vertical scalar and p as a lateral scalar, which determines 
the maximum value of f w( ), and p is a positive real number. 

 
f w j

w
D

p

( ) . .( )= − − +















1 0 5 0 752  (17.34)

Although this elevates the boundary issues, the stuck problem of states is not resolved 
since this model ignores the nonlinear dependence of the state derivative on current.

To remove the ambiguity of the aforementioned window functions, a new window func-
tion is developed by mixing the window functions of Biolek and Prodromakis [13]. This 
window function considers the nonlinearity as well as the stuck state problem. 

 
f w j x i

p
( ) . ( ) .= − − − +











( )1 0 25 0 75

2
sgn
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 sgn( ) wheni i= ≥1 0 

 sgn( ) wheni i= ≤0 0 

All the window functions endure the same problem and show the dependency of the state 
variable; the memristor remembers all the charge passing through it.

17.4.3 Nonlinear Drift Model

In this model, the two metal/oxide interfaces of the device and the corresponding I-V 
graph are characterized by an ohmic interface (in case of heavy doping or TiO2-X) and 
a rectifying interface (in case of low doping or TiO2). A model that considers a highly 
nonlinear behavior is presented by the current-voltage relation given in Equation 17.35 
[14]. First, the term of Equation 17.35 characterizes the ON state; second, the term is an 
estimation of the rectifier I-V expression and characterizes the OFF state of the memris-
tor. Figure 17.5 shows the device structure consisting of TiO2/TiO2-X layers between two 
platinum electrodes and corresponding equivalent circuit entailing a rectifier in parallel 
with the memristor [14]. 

 i t w t v t v tn( ) ( ) sinh ( ) exp ( )= ( ) + ( ) − β α χ γ 1  (17.35)

α β γ χ, , , and  are fitting parameters, and n determines the influence of the state variable 
on current 

 
dw
dt

a f w g V= ⋅ ⋅( ) ( ) (17.36)

where a f Ris constant : ,0 1[ ] →  a window function, and g R R: →  is linear function.

17.4.4 Simmons’s Tunnel Barrier Model

Simmons’s tunnel barrier model consists of a thin TiO2 layer in between the two platinum 
electrodes and uses an electroformation process; a TiO2-X layer is grown, as illustrated in 
Figure 17.6. This oxygen-deficient layer works as a high-conducting channel and is con-
sidered a series resistance Rs of value 215Ω. A small gap of width “w” remains of the TiO2 

FIGURE 17.5
Device structure and equivalent circuit model. (From Yang, J. J. et al., Nat. Nanotechnol., 3, 429–433, 2008.)
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during electroformation. Tunneling phenomena results in tunneling current “i” which 
works as voltage-controlled current source. The corresponding circuit model is shown in 
Figure 17.7 in which voltage across the resistance is assumed as VR, and the current con-
trolled voltage source is Vg [15]. In this model, the tunnel barrier of width “w” is considered 
with a series resistance instead of two series (RON and ROFF) resistances as in the linear 
model. The tunnel width “w” increases on application of the positive bias since positively 
charged oxygen vacancies are repelled, and the width gap decreases on applying the nega-
tive bias. Therefore, the current is limited by this barrier gap width “w” and represented 
by Simmons’s equations. The sinh i i w wcoff exp( ) ( )  term assumes nonlinear ionic drift 
and Joule heating of the interface, which gear up the drift of oxygen vacancies. 
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FIGURE 17.7
Memristor circuit model, current controlled voltage source is connected with series resistance. (From Pickett, 
M. D. et al., J. Appl. Phys., 106, 1–6, 2009.)

FIGURE 17.6
Simmons tunnel device structure. (From Pickett, M. D. et al., J. Appl. Phys., 106, 1–6, 2009.)
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The current is defined by Simmons’s tunnel model [16]: 
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Voltage across the device: 

 v v i t Rg s= + ( )  (17.40)

17.4.5 Threshold Adaptive Memristor Model

The complications of the Simmons tunnel model were reduced by a simple model; the 
threshold adaptive memristor (TEAM) model [17] is introduced. State derivatives rely 
on polynomial rather than exponential, and the memristive device is modeled with the 
threshold current to consider the nonlinearity. Here, the state derivative equation is mod-
eled by multiplying two polynomials—one is a function of the device current, and the 
other is a function of the state variable “w.” 
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Here, ioff and ion  are threshold currents and k koff on( )ve ve+ −, ( ) , ,α αoff on are constants. 
f woff ( ) Also, f won( )  are working as a window function and are not necessarily the same. 
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The current and voltage relation is given as follows. If resistance is linear dependence 
of the state variable, then the current voltage relation is given in Equation (17.44). And if 
memristance exponentially depends on the state variable, then the current voltage rela-
tion is given by Equation (17.45). 
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Where ,w w w∈[ ]on off , 𝜆 is a fitting parameter and RON and ROFF are bounded resistances 
and satisfy the following relation: 
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The window functions f woff ( ) and f won( )  can be expressed as [17]: 
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17.4.6 Voltage Threshold Adaptive Memristor Model

The voltage threshold adaptive memristor (VTEAM) model is developed to fulfill the 
threshold voltage conditions required by many logic circuits and memory applications. It 
is an extension of the TEAM model, and the only difference is that it is voltage controlled 
whereas the TEAM model is current controlled. State variable derivatives for this model 
are given as [18] 
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The current voltage relation given in Equation (17.52) is valid when memristance linearly 
varies with state variable, and Equation (17.53) is valid for exponential variation of mem-
ristance with state variable. The window function for the VTEAM model is the same as 
that of the TEAM model given in Equations (17.47) and (17.48).

The drift velocity within the memristor is identified in two forms [8] and given as follows: 

 1. Linear

 v E E Eo= µ where �  

 2. Nonlinear

 v Eo

E
Eo=











µ exp  

Where v  = average drift velocity, E = applied electric field, µ = mobility, Eo = characteristic 
field for a particular mobile ion, typically Eo = 1(mV cm).

The nonlinear properties of memristor are better described by another model that con-
siders the memristive as well as capacitive effects. In this model, the memristive properties 
are realized by an infinite number of crystalline magnetic (Fe3O4) nanoparticles [19].

17.5 Experimental Definition of Memristor

We can explain the workings and behavior of the memristor by considering the resistor 
as a pipe of variable diameter and charge as the water that flows through the pipe [20]. 
The property of the pipe is that its diameter changes according to quantity and direction 
of water flow through it. In a particular direction of flow, the pipe’s diameter prolongs, 
which means it allows more water to flow. In another direction, the diameter of the pipe 
expurgates, which means it restricts the flow of water. Similarly, the memristor in one 
direction permits charges to flow—i.e., shows low resistance—and in another direction it 
restrict charges to flow, i.e., shows high resistance. If the supply of the water is halted, then 
the diameter of the pipe is frost until the next supply is started.

The memristor remembers the last diameter of the pipe or resistance even if the water 
flow starts after many years. The previous explanation shows that the memristor is a 
device that has variable resistance with memory. This water-charge analogy, shown in 
Figure 17.8a, reveals a pipe of a certain diameter without any flow of water. In Figure 17.8b, 
water flows from left to right through the pipe, and the diameter of the pipe extends. In 
Figure 17.8c, when the flow of water is from right to left through the pipe, the diameter 
reduces.
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17.6 Memristive Materials and Types

A memristor is classified in three parts as filament-type memristor, barrier-type mem-
ristor, and ferroelectric memristor. Further, the filament-type memristor is divided as 
valence change memristor (VCM) and electrochemical metallization memristor (ECM) 
[21], as shown in Figure 17.9. These classifications are based on the insulating materials 
and mechanism of conduction.

17.6.1 Filament Type Memristor

A filament-type memristor supports resistive switching in the insulating layer between 
the two electrodes. A conductive filament is formed in a particular direction of voltage 
supply, and in the reverse direction the conductive filament will rupture [21].

FIGURE 17.8
(a) A pipe of certain diameter (b) prolonged diameter of pipe when water flows left to right through pipe 
(c) expurgated diameter when water flows from right to left through pipe. (From Williams, S. R., IEEE Spectr., 
45, 28–35, 2008.)

FIGURE 17.9
Different types of memristors.
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17.6.1.1 Valence Change Memristor

The following oxides can be used as material for the insulating layer: 

 1. Some binary metal oxides such as AgOx [22], MgO [23], TiOx [24], FeOx [25], ZnOx 
[26], AlOx [27], NiOx [28], GeOx [29], and SnOx [30]

 2. Some complex metal oxides such as LiXZn1-XO [31], ZnFe2O4 [32], FeZnO [33], and 
Zn2SnO4 [34]

 3. Some non-metal oxides such as SiOx [35], and (Graphene Oxide) GO [36]
 4. Some metal nitride such as ZrN [37]

Electrode materials: We can use the following relative inert material such as Au [38], Pt 
[38], Al [39], Ni [40], and Ge [41].

17.6.1.2 Electrochemical Metallization Memristor

This type of memristor is also known as atomic switches. The insulating material here is 
an electrolyte film with metallic cations as the mobile species, which are come from the 
electrode [21]. These mobile cations have high mobility. The insulating material here is 
made of the following materials: 

 1. Some chalcogenides such as Cu2S [42], GexSx [43], and ZnxCd1-xS [44]
 2. Some oxides such as Al2O3 [45], SiO2 [46], TiO2 [47], CuOx [48], and ZnO [49]
 3. Some halides such as AlN [50] and SiC [51]
 4. Electrode materials in this type of electrode that work as an anode are made of 

electrochemically active materials such as Cu [52], Ag [53], and Ni [40].

The other terminal, acting as a cathode, is made up of relatively active material such as Pt 
[38] and Ag [54].

17.6.2 Barrier-Type Memristor

In a barrier-type memristor, the following materials are used frequently: 

 1. Some complex perovskite oxide such as BiFeO3 [54], Bi0.9Ca0.1FeO3 [55], 
Pr0.7Ca0.3MnO3 [56], and CaMnO3 [56]

 2. Some binary oxides such as GaOx [57,58], ZnO [59], TiOx [14,60], and CuO [61]
 3. Some sulfides and selenides such as CdSe [62]

Here, electrode materials are metal, and alloy metals such as Pt, Au, Ti and semiconduc-
tors such as SrTiO3 and LaNo3 are generally used.

17.6.2.1 Schottky Barrier-Type Memristor

The barrier-type memristor also can be formed as a Schottky barrier-type memristor in which 
one interface is formed by joining the metal and oxide, also known as ohmic-metal junction; 
another interface is Schottky barrier, also known as Schottky-metal. The whole configuration is 
looked as Ohmic-metal/insulator/schottky-metal. At high resistive state (HRS), rectifying I-V 
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behavior, and at low resistive state (LRS), ohmic conduction nature is shown by the Schottky 
barrier-type memristor [54,63]. Here, resistive switching behavior is affected by the dimension 
of the Schottky barrier—i.e., determined by height and width of the Schottky barrier. The bar-
rier is altered by the redistribution of the oxygen vacancies [54,61,63].

17.6.3 Ferroelectric Memristor

In a ferroelectric memristor, an ultra-thin layer of ferroelectric material is used as an insulating 
layer that provides a ferroelectric tunnel junction [64,65], which is sandwiched between two 
electrodes. It is also a kind of memristor that shows resistive switching with a ferroelectric 
tunnel junction. Ferroelectric material such as BiFeO3 [54], BaTiO3 [66], and some organic fer-
roelectric materials [67] are generally used, and Pt and La0.5Sr0.5CoO3 [68] are used as electrode 
materials. Tunneling resistive property of ferroelectric metal is the main characteristic of these 
materials. The disadvantage of ferroelectric memristors is low R RON OFF  [69].

17.7 Resistive Switching Mechanism

The resistive switching may be unipolar if the polarity of the applied voltage is the same, 
and the magnitude is different or bipolar if the applied voltage is of the same and different 
polarity.

17.7.1 Working of VCM

Electric field and thermal effect occur on the application of the earmark voltage, and these 
effects cause movement of the anions. These anions will result in the formation and rup-
ture of the conductive filament. The anions are in the form of the oxygen vacancy (positive 
charge depleted) that can be understood from the following equation: 

 O V Oo o i→ ++ −2 2  (17.54)

where:
Oo is the oxygen atom on regular lattice
Vo

2+ is the oxygen vacancy on regular lattice
Oi

2− is the oxygen atom not on regular lattice

These oxygen vacancies in pairs are created inside the insulating layer by the process of 
impact ionization [70]. Then, ions can be moved to the anode through the insulating layer 
by the applied electric field and Joule heating due to leakage current. The mobile anions 
get the ion diffusion path through defects in the structure as dislocation. The drift velocity 
of ions is exponentially related with the applied electric field as v E E Eo= ( )µ exp , where Eo is 
a characteristic field of any moving atom. A high electric field will cause the high velocity; 
the Joule heating also increases the drift velocity of the mobile ions.

At the anode, the following oxidation reaction takes place: 

 
O e Oi

2
22

1
2

− −→ +  (17.55)
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Thus, oxygen bubbles are observed at the anode [24]. Oxygen vacancies are collected at 
the cathode as oxygen ions are moved to the anode; therefore, the oxygen-deficient region 
grows up and increases toward the anode.

When reverse bias is applied, the oxygen ions move back to the cathode and a reset pro-
cess occurs or the conductive filament breaks; thus, the low resistance path will become 
the high resistive path. The equation of reset process is as follows: 

 O V Oi O O
2 2 0− ++ →  (17.56)

This process is initiated at the middle of the conductive filament and then prolongs toward 
the anode but still remains at the cathode. If the insulating layer is made of p-type oxide, 
then the conductive filament will start to build up from the anode side. If the oxide is of 
n-type, the conductive filament starts from the cathode side [71].

17.7.2 Working of Electrochemical Metallization Memristor

In an electrochemical metallization memristor, the metallic cations are the mobile species 
and are created at the active anode as 

 M M zeZ→ ++ − (17.57)

These metallic cations move through the electrolyte toward the inert cathode and thus 
conductive filament is formed. The movement of the metallic cation is due to the electric 
field and concentration gradient. The formation of conductive filament consists of a metal-
lic atom, and the device will turn from high resistance state to low resistance state on 
the application of opposite voltage at the inert electrode. Then, the conductive filament 
 dissolves and the device turns from low-resistance to high resistance state. The reset pro-
cess of the conductive filament is given by the following equation [21]. 

 M ze MZ+ −+ →  (17.58)

The resistive switching is caused by the electric field effect and thermal effect. The bipolar 
behavior is shown by the device if the electric field is dominated, and unipolar behavior is 
obtained when the thermal effect is dominated [72].

Conductance quantization effect is also observed in VCM and ECM. Slow voltage 
sweeping with appropriate pulse shows quantized conductance in the insulating layer 
[73,74]. If the conductive filament is very small, i.e., in nanometer scale, then the electron 
must flow via the quantized state. G nGo=  where, n (integer [73,74] or half integer [75–77]) 
is the multiple quantized states and G e ho ( )= 2 2  [78]. These multiple quantized states can 
be exploited as multiple bit storage. This means we can store many numbers between 0 
and 1 unlike in recent memory devices. Therefore, this device shows great promise in the 
development of memory devices.

17.7.3 Working of Barrier-Type Memristor

In the barrier-type memristor, the interpolation of the barrier is done by redistribution 
of the oxygen vacancies [54,56,59–61]. Oxygen vacancies in a barrier-type memristor act 
as a donor when we apply negative voltage to the left electrode, as shown in Figure 17.10. 
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The donor oxygen vacancies are accumulated at the left electrode; thus, the donor den-
sity will increase. This means the depletion region will reduce and turn the memristor 
from high to low resistance states. When large positive voltage is applied to the left elec-
trode, the oxygen vacancies will move away from this electrode; thus, the donor density 
decreases. This means the depletion region will widen and the transistor will turn from 
low resistance to high resistance state. Similarly, a mechanism is observed for p-type 
insulating material [59].

At the boundaries interface, the charge carriers trap and detrap, which causes alteration 
of the Schottky barrier. This also changes the height of the barrier and leads to alteration 
of resistance states from high to low and vice versa [79–81].

17.8 HP Memristor

In 1971, L. Chua gave the theory of the memristor. After a long delay, it was possible to 
fabricate this device in 2008. R. Stanley Williams and his colleagues at HP Labs succeeded 
in finally fabricating this device after a difficult endeavor.

17.8.1 Switch of Crossbar

The switch formed in the crossbar structure of the HP memristor consists of two layers 
of TiO2 [20] including two top and bottom electrodes. One layer of Tio2 has an exact 2:1 
ratio of oxygen and titanium; thus, this layer behaves as a perfect insulator. However, the 
second layer has a deficit in oxygen, i.e., this layer has oxygen vacancies. These vacancies 
can conduct through this layer and make this layer conductive. The enlarged view of the 
switch is shown in Figure 17.11.

17.8.2 Crossbar Structure of Memristor

The crossbar structure is basically made by multiple horizontal and vertical wires crossing 
each other. If the crossbar structure is made of a memristor, then these wires are working 
as top and bottom electrodes, or these are platinum wires for the HP memristor [20] as 
shown in Figure 17.1 The upper and lower wires are separated by insulating material; thus, 

FIGURE 17.10
Re-distribution of the oxygen vacancies. (From Di Ventra, M. et al., Proc. IEEE, 97, 1717–1724, 2009.)
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the cross-section point of any two wires works as a switch, or this switch is configured as a 
memristor. In other words, the crossbar structure is made of a number of memristors. The 
switch or memristor turns ON if a positive bias is applied across the memristor, and the 
memristor turns off if reversed bias is applied.

17.8.3 Working

The switch operation is easily understood by Figure 17.12; the whole device is considered as 
two layers of TiO2. The upper layer has oxygen deficiencies and acts as the conducting layer, 
whereas the bottom layer has an exact 2:1 oxygen-to-titanium ratio and acts as an insulat-
ing layer. If the positive voltage is applied to the upper layer, then these vacancies prolong 
toward the bottom insulating layer. Prolongation of the oxygen vacancies shows extension 
of the conductive width, and at a certain voltage the whole region becomes conductive. If the 
reverse voltage is applied at the upper layer, then the conducting layer shortens since oxygen 
vacancies move in a backward direction; thus, the whole region becomes highly resistive.

The most important property of this device is that the oxygen vacancies are frozen if 
the applied voltage is removed—either the positive or reverse voltage. Thus, the device 

Voltage

Voltage

40-45 nm
platinum wire (2-3 nm thick)

40-45 nm
platinum wire (2-3 nm thick)

TiO2-x (with oxygen vacancies)

TiO2 (perfect titanium
          dioxide)

FIGURE 17.11
Crossbar array structure and switch configuration of HP memristor. (From Williams, S. R., IEEE Spectr., 45, 
28–35, 2008.)

FIGURE 17.12
Variation of oxygen vacancies on application of biasing (a) no bias (b) positive biasing repels positively charged 
vacancies (c) negative biasing attracts positively charged oxygen vacancies.
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remembers the last voltage applied, or the oxygen vacancies start from the last location 
when the next voltage was applied. It remembers the last applied voltage even if the next 
voltage is applied after several years.

17.8.4 Fabrication of Memristor

There are different layers in thin-film memristor as shown in Figure 17.13 [82]. The whole 
device is fabricated upon a silicon substrate. Two layers of TiO2, one rich in oxygen and 
another with exact oxygen, are the two active layers and are fabricated one over another. 
Top and bottom electrodes made of Ti/Pt are fabricated above and below the two layers of 
the TiO2 layers.

The fabrication of all the layers is done using standard photolithography processes. The 
electron gun evaporation technique is used to deposit the first layer of titanium and plati-
num (Ti/Pt) bi-layer, which works as a bottom electrode. RF magnetron sputtering is used 
to deposit the first layer of TiO2, which works as the insulating layer. Then using the same 
process, the second layer of the TiO2, which is rich in oxygen, is deposited and will work as 
the conducting layer. The excess oxygen atom can be added to the TiO2 by flowing excess 
oxygen during the fabrication and making it non-stoichiometric. Then, the top layer of 
the electrode is deposited again by using the electron gun evaporation process; thus, the 
whole memristor is fabricated. The flow diagram of the fabrication process is shown in 
Figure 17.14 [83].

FIGURE 17.13
Different layers of thin film memristor. (From Mohanty, S. P., IEEE Potentials, 32, 34–39, 2013.)

FIGURE 17.14
Fabrication steps of memristor. (From Mohanty, S. P., IEEE Potentials, 32, 34–39, 2013.)
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17.9 Various Fabrication Technology of Insulating Layer

The memristor is realized as an insulating layer between two electrodes. The insulating 
layer can be fabricated using the following techniques [84]: 

 1. Atomic layer deposition (ALD)
 2. ALD is the most anticipated technique for fabricating a memristor, and this tech-

nique is also helpful for using a memristor as a commercial device.
 3. Sputter
 4. Pulsed layer deposition (PLD)
 5. Sol-gel process
 6. Chemical solution deposition (CSD)
 7. Chemical vapor deposition (CVD)
 8. E-beam evaporation deposition
 9. Molecular beam epitaxy (MBE)

There are various applications of a memristor according to the insulating layer property 
such as memory application prefers discrete resistance states, and neuromorphic applica-
tion prefers continuous resistance states.

17.10 Properties of Memristor

The memorizing property of a memristor makes it capable to use in computer memory, 
and since it stores resistance value indefinitely, it can be used as nonvolatile memory. 
Memristors can be used as synapses of neurons, and the human brain can be developed 
with the help of a memristor implementing in an analog circuit.

Memristance is an inherent property of an electronic circuit. It is more significant at a 
small dimension. It is unobservable at millimeter scale, and the memristance is millions of 
times higher when we go from microscale to nanoscale because memristance is universally 
proportional to the square of dimension. As dimension becomes lesser, it is more noticeable.

When positive and negative voltage are applied, the memristor becomes conducting and non-
conducting, respectively. When we turn off voltage, the device is frozen at that place; synapses 
work in the same manner as the memristor. The polarity and duration of the applied chemical 
electrical signal will determine the strength of the synaptic connection between neurons [20].

If there is asymmetry in applied bias, multiple continuous states will be obtained.
The equation w t q tv

R
D( ) ( )= µ ON  is valid when the value of w lies between 0,D[ ]. The switch-

ing event should have a large amount of charge when the doped width “w” approaches the 
boundaries (o or D) at the threshold voltage to keep the ON and OFF states much longer; 
therefore, switching is essentially binary.

Since memristance dominates at nanoscale or more in less dimension, this device will 
provide high density. Another property of it is memorizing capabilities.

The nonvolatile nature of the memristor is comparable to flash. Memristors ϕ − q curve 
shows two individual slopes that correspond to two values of M q( )  that fulfill the need of 
binary logics. This device is purely dissipative [85].
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Current-voltage characteristics of memristor will give pinched hysteresis loop and 
always pass through the origin for any bipolar periodic input voltage v(t) [86].

Beyond a certain critical frequency, the area of pinched hysteresis lobe decreases mono-
tonically as frequency of the input signal increases [86].

The shape of the pinched hysteresis loop varies with frequencies and shrinks to a single 
valued function through the origin as frequency tends to infinity [86].

p i M q i t( ) ( ) ( )= ( )2 always give positive power for ( )M q ≥ 0, which implies a passive device.
Characteristic are shown in Figure 17.15.
The integral of current q t i d

t

t( ) = ( )∫ τ τ
0

 will work as a state variable and counts charge pass-
ing through the memristor instead of storage of charge unlike in the capacitor. The mem-
ristor is not a charge storage element. It is not merely a nonlinear resistor but is a nonlinear 
resistor with charge as a state variable [87].

The memristor will provide inverse relation between flux and frequency for a given 
periodic signal; that means it is merely a linear resistor at very high frequencies [85].

17.11 Advantages of Memristor

Since memristive behavior is dominating at a small size in the nanoscale range, its capabil-
ity to memorize indefinably makes it popular in today’s technology. Various advantages of 
memristor are explained as follows: 

 1. High scalability
 2. Low power consumption

FIGURE 17.15
Pinched hysteresis loop of memristor. (From Chua, L. O., IEEE Trans. Circuits Syst., 27, 1014–1044, 1980.)
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 3. Excellent compatibility with CMOS, which is extremely useful for constructing 
modern integrating circuits including microprocessor, microcontroller, memories, 
logic circuits, and analog circuits such as sensors

 4. The nanscale size of the switch in the crossbar array has a much higher density of 
switch than a comparable integrating circuit base on a transistor

 5. The crossbar structure using the memristor will have the following advantages 
[88]:

 a. Inherent defect tolerance capability
 b. Simplicity
 c. Flexibility
 d. Maximum density

17.12 Conclusion

In this book chapter, the memristor is explored, starting with the missing link between 
charge and flux and then providing definition and theory as it is deployed mathemat-
ically and practically. The types of memristor—barrier, filament, and ferroelectric— 
are also explained. The workings and mechanisms of resistive switching are briefly 
discussed. The basic HP Labs model of the memristor, the device’s structure, and 
its fabrication steps with techniques are also explained. A family of circuit elements 
 postulated by L. Chua is provided. Then, the various advantages and important prop-
erties of the memristor are explained, which make it a popular and important circuit 
element.
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drift-diffusion (DD): conduction mechanism 
127; method 18, 34

DRV (data retention voltage) 217
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MOSFET 116
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DW (domain wall) racetrack memory 324, 324–6
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Edison effect 109
electron wave functions 306
empirical model 139
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(FDSOI)

Fermi-level pinning 32
Fermi’s Golden Rule 303
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n-type silicon on insulator TFET 160
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