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Preface

The Cambridge Dictionary of Statistics aims to provide students of statistics, working
statisticians and researchers in many disciplines who are users of statistics with
relatively concise definitions of statistical terms. All areas of statistics are covered,
theoretical, applied, medical, etc., although, as in any dictionary, the choice of which
terms to include and which to exclude, is likely to reflect some aspects of the compi-
ler’s main areas of interest, and I have no illusions that this dictionary is any differ-
ent. My hope is that the dictionary will provide a useful source of reference for both
specialists and non-specialists alike. Many definitions necessarily contain some math-
ematical formulae and/or nomeclature, others contain none. But the difference in
mathematical content and level among the definitions will, with luck, largely reflect
the type of reader likely to turn to a particular definition. The non-specialist looking
up, for example, Student’s t-tests will hopefully find the simple formulae and asso-
ciated written material more than adequate to satisfy their curiosity, while the spe-
cialist seeking a quick reminder about spline functions will find the more extensive
technical material just what they need.

The dictionary contains approximately 3000 headwords and short biographies of
more than 100 important statisticians (fellow statisticians who regard themselves as
‘important’ but who are not included here should note the single common character-
istics of those who are). Several forms of cross-referencing are used. Terms in slanted
roman in an entry appear as a separate headword, although headwords defining
relatively commonly occurring terms such as random variable, probability, distribu-
tion, population, sample, etc., are not referred to in this way. Some entries simply refer
readers to another entry. This may indicate that the terms are synonyms or, alter-
natively, that the term is more conveniently discussed under another entry. In the
latter case the term is printed in italics in the main entry.

Entries are in alphabetical order using the letter-by-letter rather than the word-by-
word convention. In terms containing numbers or Greek letters, the numbers or
corresponding English word are spelt out and alphabetized accordingly. So, for
example, 2 x 2 table is found under two-by-two table, and «-trimmed mean, under
alpha-trimmed mean. Only headings corresponding to names are inverted, so the
entry for William Gossett is found under Gosset, William. but there is an entry
under Box—Miiller transformation not under Transformation, Box—Miiller.

For those readers seeking more detailed information about a topic, many entries
contain either a reference to one or other of the texts listed later, or a more specific
reference to a relevant book or journal article. (Entries for software contain the
appropriate address.) Additional material is also available in many cases in either
the Encyclopedia of Statistical Sciences, edited by Kotz and Johnson, or the
Encyclopedia of Biostatistics, edited by Armitage and Colton, both published by
Wiley. Extended biographies of many of the people included in this dictionary can
also be found in these two encyclopedias and also in Leading Personalities in
Statistical Sciences by Johnson and Kotz published in 1997 again by Wiley.
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Lastly and paraphrasing Oscar Wilde ‘writing one dictionary is suspect, writing
two borders on the pathological’. But before readers jump to an obvious conclusion I
would like to make it very clear that an anorak has never featured in my wardrobe.

B. S. Everitt, 1998

Preface to second edition

In this second edition of the Cambridge Dictionary of Statistics 1 have added approxi-
mately 500 new entries and taken the opportunity to correct and clarify a number of
the previous entries. I have also added biographies of important statisticians whom I
overlooked in the first edition and, sadly, I have had to include a number of new
biographies of statisticians who have died since the publication of the first edition in
1998.

I would like to thank Professor Pak Sham for providing a number of the entries on
genetics, Professor David Hand for putting me straight about data mining and
related techniques, Professor David Finney for pointing out problems with a number
of the definitions in the first edition and Dr Phillip Sedgwick for leading me to the
correct (I hope) definition of censored observations. For the second printing I have
corrected errors pointed out by Dr R. J. Martin and Dr John Ludbrook; I thank
them.

B. S. Everitt, 2001
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A

Aalen’s linear regression model: A model for the hazard function of a set of survival times

given by
a(t; 2(1)) = (1) + o (D21 (1) + - - -+, (0)z2,(1)

where «(f) is the hazard function at time ¢ for an individual with covariates
21) =[z,(9), ..., zp(1)]. The ‘parameters’ in the model are functions of time with
ay(1) the baseline hazard corresponding to z(z) = 0 for all ¢, and (1), the excess
rate at time ¢ per unit increase in z,(¢). See also Cox’s proportional hazards model.
[Statistics in Medicine, 1989, 8, 907-25.]

Abbot’s formula: A formula for the proportion of animals (usually insects) dying in a toxicity
trial that recognizes that some insects may die during the experiment even when they
have not been exposed to the toxin, and among those who have been so exposed,
some may die of natural causes. Explicitly the formula is

pi=n+(1—-mp
where pj is the observable response proportion, p; is the expected proportion dying at

a given dose and m is the proportion of insects who respond naturally. [Modelling
Binary Data, 1991, D. Collett, Chapman and Hall/CRC Press, London.]

ABC method: Abbreviation for approximate bootstrap confidence method.
Ability parameter: See Rasch model.

Absolute deviation: Synonym for average deviation.

Absolute risk: Synonym for incidence.

Absorbing barrier: Sce random walk.

Abundance matrices: Matrices that occur in ecological applications. They are essentially
two-dimensional tables in which the classifications correspond to site and species.
The value in the ijth cell gives the number of species j found at site i.

Accelerated failure time model: A general model for data consisting of survival times, in
which explanatory variables measured on an individual are assumed to act multi-
plicatively on the time-scale, and so affect the rate at which an individual proceeds
along the time axis. Consequently the model can be interpreted in terms of the speed
of progression of a disease. In the simplest case of comparing two groups of patients,
for example, those receiving treatment A and those receiving treatment B, this model
assumes that the survival time of an individual on one treatment is a multiple of the
survival time on the other treatment; as a result the probability that an individual on
treatment A survives beyond time 7 is the probability that an individual on treatment
B survives beyond time ¢z, where ¢ is an unknown positive constant. When the end-
point of interest is the death of a patient, values of ¢ less than one correspond to an
acceleration in the time of death of an individual assigned to treatment A, and values



of ¢ greater than one indicate the reverse. The parameter ¢ is known as the accel-
eration factor. [Modelling Survival Data in Medical Research, 1994, D. Collett,
Chapman and Hall/CRC Press, London.]

Acceleration factor: See accelerated failure time model.
Acceptable quality level: See quality control procedures.

Acceptable risk: The risk for which the benefits of a particular medical procedure are con-
sidered to outweigh the potential hazards.

Acceptance region: The set of values of a test statistic for which the null hypothesis is
accepted.

Acceptance-rejection algorithm: An algorithm for generating random numbers from
some probability distribution, f(x), by first generating a random number from
some other distribution, g(x), where /" and g are related by

f(x) < kg(x) for all x
with k a constant. The algorithm works as follows:

let r be a random number from g(x);

let s be a random number from a uniform distribution on the interval (0,1);
calculate ¢ = ksg(r);

if ¢ > f(r) reject r and return to the first step; if ¢ < f(r) accept r as a random
number from f. [Statistics in Civil Engineering, 1997, A.V. Metcalfe, Edward
Arnold, London.]

Acceptance sampling: A type of quality control procedure in which a sample is taken from
a collection or batch of items, and the decision to accept the batch as satisfactory or

reject them as unsatisfactory, is based on the proportion of defective items in the
sample. [Quality Control and Industrial Statistics, 4th edition, 1974, A.J. Duncan,
R.D. Irwin, Homewood, Illinois.]

Accidentally empty cells: Synonym for sampling zeros.

Accrual rate: The rate at which eligible patients are entered into a clinical trial, measured as
persons per unit of time.

Accuracy: The degree of conformity to some recognized standard value. See also bias.
ACE: Abbreviation for alternating conditional expectation.

ACES: Abbreviation for active control equivalence studies.
ACF: Abbreviation for autocorrelation function.

ACORN: An acronym for ‘A Classification of Residential Neighbourhoods’. It is a system for
classifying households according to the demographic, employment and housing char-
acteristics of their immediate neighbourhood. Derived by applying cluster analysis to
40 variables describing each neighbourhood including age, class, tenure, dwelling
type and car ownership. [Statistics in Society, 1999, D. Dorling and S. Simpson
eds., Arnold, London.]

Acquiescence bias: The bias produced by respondents in a survey who have the tendency to
give positive responses, such as ‘true’, ‘like’, ‘often” or ‘yes’ to a question. At its most
extreme, the person responds in this way irrespective of the content of the item. Thus
a person may respond ‘true’ to two items like ‘I always take my medication on time’



and ‘I often forget to take my pills’. See also end-aversion bias. [Journal of Intellectual
Disability Research, 1995, 39, 331-40.]

Action lines: Sce quality control procedures.

Active control equivalence studies (ACES): Clinical trials in which the object is simply
to show that the new treatment is at least as good as the existing treatment.
[Statistical Issues in Drug Development, 1997, S. Senn, Wiley, Chichester.]

Active control trials: Clinical trials in which the trial drug is compared with some other
active compound rather than a placebo.

Active life expectancy (ALE): Defined for a given age as the expected remaining years free
of disability. [New England Journal of Medicine, 1983, 309, 1218-24.]

Activ Stats: A commercial computer-aided learning package for statistics. See also statistics
for the terrified. [Interactive Learning Europe, 124 Cambridge Science Park, Milton
Road, Cambridge CB4 4Z7S.]

Actuarial estimator: An estimator of the survival function, S(¢), often used when the data are
in grouped form. Given explicitly by

d:
S = 1-—L— }
,1;! [ N;—3w;
L=t

where the ordered survival times are 0 < #;, < --- < {4, N; is the number of
people at risk at the start of the interval ¢;), £;;.1), d; is the observed number of deaths
in the interval and w; the number of censored observations in the interval. [Survival
Models and Data Analysis, 1980, R.G. Elandt-Johnson and N.L. Johnson, Wiley,
New York.]

Actuarial statistics: The statistics used by actuaries to evaluate risks, calculate liabilities and
plan the financial course of insurance, pensions, etc. An example is life expectancy
for people of various ages, occupations, etc. See also life table. [American Society of
Actuaries, 1961, 13, 116-20.]

Adaptive cluster sampling: A procedure in which an initial set of subjects is selected by
some sampling procedure and, whenever the variable of interest of a selected subject
satisfies a given criterion, additional subjects in the neighbourhood of that subject
are added to the sample. [Biometrika, 1996, 84, 209-19.]

Adaptive estimator: Sec adaptive methods.

Adaptive methods: Procedures that use various aspects of the sample data to select the most
appropriate type of statistical method for analysis. An adaptive estimator, T, for the
centre of a distribution, for example, might be

T = mid-range when k < 2
= arithmetic mean when 2 < k < 5
= median when k > 5
where k is the sample kurtosis. So if the sample looks as if it arises from a short-tailed
distribution, the average of the largest and smallest observations is used; if it looks
like a long-tailed situation the median is used, otherwise the mean of the sample is
calculated. [Journal of the American Statistical Society, 1967, 62, 1179-86.]



Adaptive sampling design: A sampling design in which the procedure for selecting sam-
pling units on which to make observations may depend on observed values of the
variable of interest. In a survey for estimating the abundance of a natural resource,
for example, additional sites (the sampling units in this case) in the vicinity of high
observed abundance may be added to the sample during the survey. The main aim in
such a design is to achieve gains in precision or efficiency compared to conventional
designs of equivalent sample size by taking advantage of observed characteristics of
the population. For this type of sampling design the probability of a given sample of
units is conditioned on the set of values of the variable of interest in the population.
[Adaptive Sampling, 1996, S.K. Thompson and G.A.F. Seber, Wiley, New York.]

Added variable plot: A graphical procedure used in all types of regression analysis for
identifying whether or not a particular explanatory variable should be included in
a model, in the presence of other explanatory variables. The variable that is the
candidate for inclusion in the model may be new or it may simply be a higher
power of one currently included. If the candidate variable is denoted Xx;, then the
residuals from the regression of the response variable on all the explanatory vari-
ables, save x;, are plotted against the residuals from the regression of x; on the
remaining explanatory variables. A strong linear relationship in the plot indicates
the need for x; in the regression equation (Fig. 1). [Regression Analysis, Volume 2,
1993, edited by M.S. Lewis-Beck, Sage Publications, London.]

Addition rule for probabilities: For two events, 4 and B that are mutually exclusive, the
probability of either event occurring is the sum of the individual probabilities, i.e.
Pr(A or B) = Pr(A) + Pr(B)
where Pr(A4) denotes the probability of event 4 etc. For k mutually exclusive events
Ay, Ay, ..., A, the more general rule is
Pr(4, or A, ... or A;) = Pr(4;) + Pr(4,) + --- 4+ Pr(4y)
See also multiplication rule for probabilities and Boole’s inequality. [KA1 Chapter 8.]
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Fig. 1 Added variable plot indicating a variable that could be included in the model.



Additive clustering model: A model for cluster analysis which attempts to find the structure
of a similarity matrix with elements s; by fitting a model of the form
K
S Z WiDikPjic + €
k=1
where K is the number of clusters and wy is a weight representing the salience of the
property corresponding to cluster k. If object i has the property of cluster k, then
pir = 1 otherwise it is zero. [Psychological Review, 1979, 86, 87-123.]

Additive effect: A term used when the effect of administering two treatments together is the
sum of their separate effects. See also additive model.

Additive genetic variance: The variance of a trait due to the main effects of genes. Usually
obtained by a factorial analysis of variance of trait values on the genes present at one
or more loci. [Statistics in Human Genetics, 1998, P. Sham, Arnold, London.]

Additive model: A model in which the explanatory variables have an additive effect on the
response variable. So, for example, if variable A has an effect of size ¢« on some
response measure and variable B one of size b on the same response, then in an
assumed additive model for A and B their combined effect would be a + b.

Additive outlier: A term applied to an observation in a time series which is affected by a non-
repetitive intervention such as a strike, a war, etc. Only the level of the particular
observation is considered affected. In contrast an innovational outlier is one which
corresponds to an extraordinary shock at some time point 7 which also influences
subsequent observations in the series. [Journal of the American Statistical
Association, 1996, 91, 123-31.]

Additive tree: A connected, undirected graph where every pair of nodes is connected by a
unique path and where the distances between the nodes are such that
dyy + dy, < maxldy, +d,,, d, +d,,] for all x, y,u, and v

An example of such a tree is shown in Fig. 2. See also ultrametric tree. [Tree Models
of Similarity and Association, 1996, J.E. Corter, Sage University Papers 112, Sage
Publications, Thousand Oaks.]

Adequate subset: A term used in regression analysis for a subset of the explanatory variables
that is thought to contain as much information about the response variable as the
complete set. See also selection methods in regression.

Adjacency matrix: A matrix with elements, x;;, used to indicate the connections in a directed
graph. 1f node i relates to node j, x; = 1, otherwise x; = 0.

Adjusted correlation matrix: A correlation matrix in which the diagonal elements are
replaced by communalities. The basis of principal factor analysis.

Adjusted treatment means: Usually used for estimates of the treatment means in an ana-
lysis of covariance, after adjusting all treatments to the same mean level for the
covariate(s), using the estimated relationship between the covariate(s) and the
response variable. [Biostatistics, 1993, L.D. Fisher and G. Van Belle, Wiley, New
York.]

Adjusting for baseline: The process of allowing for the effect of baseline characteristics on
the response variable usually in the context of a longitudinal study. A number of
methods might be used, for example, the analysis of simple change scores, the ana-



a. Dissimiliarities

A B Cc D E

Worker A --

Worker B 15  --

Worker C 20 25 --

Worker D 18 23 6 --
Worker E 20 25 20 18 --

b. Additive Tree

10
E
2
6 —— D
4 Fig. 2 An example of an
c additive tree. (Reproduced by
. 10 permission of Sage Publications
5 B from Tree Models of Similarity
5 and Association, 1996, J.E.
A Corter.)

lysis of percentage change, or, in some cases, the analysis of more complicated
variables. In general it is preferable to use the adjusted variable that has least depen-
dence on the baseline measure. For a longitudinal study in which the correlations
between the repeated measures over time are moderate to large, then using the
baseline values as covariates in an analysis of covariance is known to be more
efficient than analysing change scores. See also baseline balance. [Statistical Issues
in Drug Development, 1997, S. Senn, Wiley, Chichester.]

Admissibility: A very general concept that is applicable to any procedure of statistical infer-
ence. The underlying notion is that a procedure is admissible if and only if there does
not exist within that class of procedures another one which performs uniformly at
least as well as the procedure in question and performs better than it in at least one
case. Here ‘uniformly’ means for all values of the parameters that determine the
probability distribution of the random variables under investigation. [KA2
Chapter 31.]

Admixture in human populations: The inter-breeding between two or more populations
that were previously isolated from each other for geographical or cultural reasons.
Population admixture can be a source of spurious associations between diseases and
alleles that are both more common in one ancestral population than the others.
However, populations that have been admixed for several generations may be useful
for mapping disease genes, because spurious associations tend to be dissipated more
rapidly than true associations in successive generations of random mating. [Statistics
in Human Genetics, 1998, P. Sham, Arnold, London.]

Aetiological fraction: Synonym for attributable risk.

Affine invariance: A term applied to statistical procedures which give identical results after
the data has been subjected to an affine transformation. An example is Hotelling’s
T? test.



Affine transformation: The transformation, Y = AX + b where A is a nonsingular matrix
and b is any vector of real numbers. Important in many areas of statistics particularly
multivariate analysis.

Age-dependent birth and death process: A birth and death process where the birth rate
and death rate are not constant over time, but change in a manner which is depen-
dent on the age of the individual. [Stochastic Modelling of Scientific Data, 1995, P.
Guttorp, CRC/Chapman and Hall, London.]

Age heaping: A term applied to the collection of data on ages when these are accurate only to
the nearest year, half year or month. See also coarse data.

Age-period-cohort model: A model important in many observational studies when it is
reasonable to suppose that age, number of years exposed to risk factor, and age when
first exposed to risk factor, all contribute to disease risk. Unfortunately all three
factors cannot be entered simultaneously into a model since this would result in
collinearity, because ‘age first exposed to risk factor’ + ‘years exposed to risk factor’
is equal to ‘age’. Various methods have been suggested for disentangling the depen-
dence of the factors, although most commonly one of the factors is simply not
included in the modelling process. See also Lexis diagram [Statistics in Medicine,
1984, 3, 113-30.]

Age-specific death rates: Death rates calculated within a number of relatively narrow age
bands. For example, for 20-30 year olds,
number of deaths among 20—30 year olds in a year

DR =
20,30 average population size in 20—30 year olds in the year

Calculating death rates in this way is usually necessary since such rates almost
invariably differ widely with age, a variation not reflected in the crude death rate.
See also cause-specific death rates and standardized mortality ratio. [Biostatistics,
1993, L.D. Fisher and G. Van Belle, Wiley, New York.]

Age-specific failure rate: A synonym for hazard function when the time scale is age.

Age-specific incidence rate: Incidence rates calculated within a number of relatively nar-
row age bands. See also age-specific death rates.

Agglomerative hierachical clustering methods: Methods of cluster analysis that begin
with each individual in a separate cluster and then, in a series of steps, combine
individuals and later, clusters, into new, larger clusters until a final stage is reached
where all individuals are members of a single group. At each stage the individuals or
clusters that are ‘closest’, according to some particular definition of distance are
joined. The whole process can be summarized by a dendrogram. Solutions corre-
sponding to particular numbers of clusters are found by ‘cutting’ the dendrogram at
the appropriate level. See also average linkage, complete linkage, single linkage,
Ward’s method, Mojena’s test, K-means cluster analysis and divisive methods. [M'V2
Chapter 10.]

Agresti’s a: A generalization of the odds ratio for 2x2 contingency tables to larger contin-
gency tables arising from data where there are different degrees of severity of a
disease and differing amounts of exposure. [Analysis of Ordinal Categorical Data,
1984, A. Agresti, Wiley, New York.]

Agronomy trials: A general term for a variety of different types of agricultural field experi-
ments including fertilizer studies, time, rate and density of planting, tillage studies,



and pest and weed control studies. Because the response to changes in the level of one
factor is often conditioned by the levels of other factors it is almost essential that the
treatments in such trials include combinations of multiple levels of two or more
production factors. [An Introduction to Statistical Science in Agriculture, 4th edition,
1972, D.J. Finney, Blackwell, Oxford.]

Al: Abbreviation for artificial intelligence.

Aickin’s measure of agreement: A chance-corrected measure of agreement which is simi-
lar to the kappa coefficient but based on a different definition of agreement by
chance. [Biometrics, 1990, 46, 293-302.]

AID: Abbreviation for automatic interaction detector.

Aitchison distributions: A broad class of distributions that includes the Dirichlet distribu-
tion and logistic normal distributions as special cases. [Journal of the Royal
Statistical Society, Series B, 1985, 47, 136-46.]

Aitken, Alexander Craig (1895-1967): Born in Dunedin, New Zealand, Aitken first studied
classical languages at Otago University, but after service during the First World War
he was given a scholarship to study mathematics in Edinburgh. After being awarded
a D.Sc., Aitken became a member of the Mathematics Department in Edinburgh and
in 1946 was given the Chair of Mathematics which he held until his retirement in
1965. The author of many papers on least squares and the fitting of polynomials,
Aitken had a legendary ability at arithmetic and was reputed to be able to dictate
rapidly the first 707 digits of 7. He was a Fellow of the Royal Society and of the
Royal Society of Literature. Aitken died on 3 November 1967 in Edinburgh.

Ajne’s test: A distribution free method for testing the uniformity of a circular distribution.

The test statistic A, is defined as
27
A, = | [N®) —n/2)*do
0

where N(6) is the number of sample observations that lie in the semicircle, 6 to 6 + 7.
Values close to zero lead to acceptance of the hypothesis of uniformity. [Scandinavian
Audiology, 1996, 201-6.]

Akaike’s information criterion: An index used in a number of areas as an aid to choosing

between competing models. It is defined as
—2L,, +2m

where L, is the maximized log-likelihood and m is the number of parameters in the
model. The index takes into account both the statistical goodness of fit and the
number of parameters that have to be estimated to achieve this particular degree
of fit, by imposing a penalty for increasing the number of parameters. Lower values
of the index indicate the preferred model, that is, the one with the fewest parameters
that still provides an adequate fit to the data. See also parsimony principle and
Schwarz’s criterion. [MV2 Chapter 11.]

ALE: Abbreviation for active life expectancy.

Algorithm: A well-defined set of rules which, when routinely applied, lead to a solution of a
particular class of mathematical or computational problem. [Introduction to
Algorithms, 1989, T.H. Cormen, C.E. Leiserson, and R.L. Rivest, McGraw-Hill,
New York.]



Alias: See confounding.

Allele: The DNA sequence that exists at a genetic location that shows sequence variation in a
population. Sequence variation may take the form on insertion, deletion, substitu-
tion, or variable repeat length of a regular motif, for example, CACACA. [Statistics
in Human Genetics, 1998, P. Sham, Arnold, London.]

Allocation ratio: Synonym for treatment allocation ratio.
Allocation rule: See discriminant analysis.
Allometry: The study of changes in shape as an organism grows. [MV1 Chapter 4.]

All subsets regression: A form of regression analysis in which all possible models are
considered and the ‘best’ selected by comparing the values of some appropriate
criterion, for example, Mallow’s C;, statistic, calculated on each. If there are ¢ expla-
natory variables, there are a total of 27 — 1 models to be examined. The leaps-and-
bounds algorithm is generally used so that only a small fraction of the possible
models have to be examined. See also selection methods in regression. [ARA

Chapter 7.]
Almon lag technique: A method for estimating the coefficients, By, Bi, ..., B, in a model of
the form
Vi=Boxi+ -+ Bxi_ te€
where y, is the value of the dependent variable at time ¢, x,, . .., x,_, are the values of
the explanatory variable at times ¢, —1,...,¢—r and ¢, is a disturbance term at

time ¢. If r is finite and less than the number of observations, the regression coeffi-
cients can be found by least squares estimation. However, because of the possible

problem of a high degree of multicollinearity in the variables x,,...,x,_, the
approach is to estimate the coefficients subject to the restriction that they lie on a
polynomial of degree p, i.e. it is assumed that there exists parameters, Ao, Ay, ..., A,
such that

Bi=Ao+ri+--F+A, i=0,1,....r, p<r

This reduces the number of parameters from r + 1 to p + 1. When r = p the techni-
que is equivalent to least squares. In practice several different values of r and/or p
need to be investigated. [The American Statistician, 1972, 26, 32-5.]

Alpha(a): The probability of a type I error. See also significance level.

Alpha factoring: A method of factor analysis in which the variables are considered samples
from a population of variables.

Alpha spending function: An approach to interim analysis in a clinical trial that allows the
control of the type I error rate while giving flexibility in how many interim analyses
are to be conducted and at what time. [Statistics in Medicine, 1996, 15, 1739—46.]

Alpha(x)-trimmed mean: A method of estimating the mean of a population that is less
affected by the presence of outliers than the usual estimator, namely the sample
average. Calculating the statistic involves dropping a proportion « (approximately)
of the observations from both ends of the sample before calculating the mean of the
remainder. If Xy, X, . . ., X(,) represent the ordered sample values then the measure
is given by



1 n—k
Atrimmed mean — A7 Z ()
n—2k 5,

where k is the smallest integer greater than or equal to an. See also M-estimators.
[Biostatistics, 1993, L.D. Fisher and G. Van Belle, Wiley, New York.]

Alpha(«)-Winsorized mean: A method of estimating the mean of a population that is less
affected by the presence of outliers than the usual estimator, namely the sample
average. Essentially the k£ smallest and k largest observations, where k is the smallest
integer greater than or equal to an, are reduced in size to the next remaining obser-
vation and counted as though they had these values. Specifically given by

1 n—k—1
QWinsorized mean — |:(k + 1)(x(k+l) + x(n—k)) + Z x(i)
n )
i=k+2
where x(), X2, ..., X(, are the ordered sample values. See also M-estimators.

[Biostatistics, 1993, L.D. Fisher and G. Van Belle, Wiley, New York.]

Alshuler’'s estimator: An estimator of the survival function given by
k
1_[ exp(—a",—/n/-)
J=1

where d; is the number of deaths at time #(;, n; the number of individuals alive just
before f; and ) < 5y < --- < t, are the ordered survival times. See also product
limit estimator. [Modelling Survival Data in Medical Research, 1994, D. Collett,
Chapman and Hall/CRC Press, London.]

Alternate allocations: A method of allocating patients to treatments in a clinical trial in
which alternate patients are allocated to treatment A and treatment B. Not to be
recommended since it is open to abuse. [SMR Chapter 15.]

Alternating conditional expectation (ACE): A procedure for estimating optimal trans-
formations for regression analysis and correlation. Given explanatory variables
Xi,...,x, and response variable y, the method finds the transformations g(y) and
s1(x1), ..., 54(x,) that maximize the correlation between y and its predicted value.
The technique allows for arbitrary, smooth transformations of both response and
explanatory variables. [Biometrika, 1995, 82, 369-83.]

Alternating least squares: A method most often used in some methods of multidimensional
scaling, where a goodness-of-fit measure for some configuration of points is mini-
mized in a series of steps, each involving the application of least squares. [MV1
Chapter 8.]

Alternating logistic regression: A method of logistic regression used in the analysis of
longitudinal data when the response variable is binary. Based on generalized estimat-
ing equations. [Analysis of Longitudinal Data, 1994, P.J. Diggle, K.-Y. Liang and
S.L. Zeger, Oxford Science Publications, Oxford.]

Alternative hypothesis: The hypothesis against which the null hypothesis is tested.

Amersham model: A model used for dose-response curves in immunoassay and given by
¥ =100Q(1 — B)B)/(Bs + B + By + x +[(Bs — B2 + Bu + x)°
+4B381) + By
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where y is percentage binding and x is the analyte concentration. Estimates of the
four parameters, B, 8, B3, B4, may be obtained in a variety of ways.

AMIL: Abbreviation for asymmetric maximum likelihood.

Amplitude: A term used in relation to time series, for the value of the series at its peak or
trough taken from some mean value or trend line.

Amplitude gain: See linear filters.
Analysis as-randomized: Synonym for intention-to-treat analysis.

Analysis of covariance (ANCOVA): Originally used for an extension of the analysis of
variance that allows for the possible effects of continuous concomitant variables
(covariates) on the response variable, in addition to the effects of the factor or
treatment variables. Usually assumed that covariates are unaffected by treatments
and that their relationship to the response is linear. If such a relationship exists then
inclusion of covariates in this way decreases the error mean square and hence
increases the sensitivity of the F-tests used in assessing treatment differences. The
term now appears to also be more generally used for almost any analysis seeking to
assess the relationship between a response variable and a number of explanatory
variables. See also parallelism in ANCOVA and generalized linear models. [KA2
Chapter 29.]

Analysis of dispersion: Synonym for multivariate analysis of variance.

Analysis of variance (ANOVA): The separation of variance attributable to one cause from
the variance attributable to others. By partitioning the total variance of a set of
observations into parts due to particular factors, for example, sex, treatment
group etc., and comparing variances (mean squares) by way of F-tests, differences
between means can be assessed. The simplest analysis of this type involves a one-way
design, in which N subjects are allocated, usually at random, to the k different levels
of a single factor. The total variation in the observations is then divided into a part
due to differences between level means (the between groups sum of squares) and a part
due to the differences between subjects in the same group (the within groups sum of
squares, also known as the residual sum of squares). These terms are usually arranged
as an analysis of variance table.

Source df SS MS MSR
SSB/(k—1)

Bet. grps. k—1 SSB SSB/(k — 1) WEN_M

With. grps. N—k SSW SSW/(N — k)

Total N—1

SS = sum of squares; MS = mean square; MSR = mean square ratio.

If the means of the populations represented by the factor levels are the same, then
within the limits of random variation, the between groups mean square and within
groups mean square, should be the same. Whether this is so can, if certain assump-
tions are met, be assessed by a suitable F-test on the mean square ratio. The neces-
sary assumptions for the validity of the F-test are that the response variable is
normally distributed in each population and that the populations have the same
variance. Essentially an example of the generalized linear model with an identity
link function and normally distributed error terms. See also analysis of covariance,
parallel groups design and factorial designs. [SMR Chapter 9.]

Analysis of variance table: See analysis of variance.
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Ancillary statistic: A term applied to the statistic C in situations where the minimal sufficient

statistic, S, for a parameter 6, can be written as S = (7, C) and C has a marginal
distribution not depending on 6. For example, let N be a random variable with a
known distribution p, = Pr(N =n)(n=1,2,...), and let Y7, Y>, ..., Y be indepen-
dently and identically distributed random variables from the exponential family
distribution with parameter, 6. The likelihood of the data (n, yy, y2, ..., ¥,) I8

paexpla®) Y b(y) +ne®) + Y _ d(y;)
Jj=1 j=1

so that S=[Z/-]\i1 b(Y;), N] is sufficient for 6 and N is an ancillary statistic.
Important in the application of conditional likelihood for estimation. [KA2
Chapter 31.]

ANCOVA: Acronym for analysis of covariance.

Anderson-Darling test: A test that a given sample of observations arises from some speci-

fied theoretical probability distribution. For testing the normality of the data, for
example, the test statistic is

. [i@i = Dlog +Toe(1 = 5,1 =

i=1

where x(j) < X3 < -+ < X, are the ordered observations, 5% is the sample variance,

X — X
Zi:q><L>
s

X 1 5
D(x) = / e du

—oo A/ 2T

and

where

The null hypothesis of normality is rejected for ‘large’ values of A2. Critical values of
the test statistic are available. See also Shapiro-Wilk test. [Journal of the American
Statistical Society, 1954, 49, 765-9.]

Anderson-Gill model: A model for analysing multiple time response data in which each

subject is treated as a multi-event counting process with essentially independent
increments. [Annals of Statistics, 1982, 10, 1100-20.]

Anderson, John Anthony (1939-1983): Anderson studied mathematics at Oxford, obtain-

ing a first degree in 1963, and in 1968 he was awarded a D. Phil for work on
statistical methods in medical diagnosis. After working in the Department of
Biomathematics in Oxford for some years, Anderson eventually moved to
Newcastle University, becoming Professor in 1982. Contributed to multivariate ana-
lysis, particularly discriminant analysis based on logistic regression. He died on
7 February 1983, in Newcastle.

Anderson, Oskar Nikolayevick (1887-1960): Born in Minsk, Byelorussia, Anderson stu-
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died mathematics at the University of Kazan. Later he took a law degree in St
Petersburg and travelled to Turkestan to make a survey of agricultural production
under irrigation in the Syr Darya River area. Anderson trained in statistics at the
Commercial Institute in Kiev and from the mid-1920s he was a member of the
Supreme Statistical Council of the Bulgarian government during which time he
successfully advocated the use of sampling techniques. In 1942 Anderson accepted
an appointment at the University of Kiel, Germany and from 1947 until his death he



Andrews’

was Professor of Statistics in the Economics Department at the University of
Munich. Anderson was a pioneer of applied sample-survey techniques.

plots: A graphical display of multivariate data in which an observation,

x' =[x, x3, ..., x,] is represented by a function of the form
Fol) = X1 /V2 + x5 8in(7) + x3 c08(7) + X4 Sin(26) 4 x5c08(21) + - - -

plotted over the range of values —m <t < . A set of multivariate observations is
displayed as a collection of these plots and it can be shown that those functions that
remain close together for all values of ¢ correspond to observations that are close to
one another in terms of their Euclidean distance. This property means that such plots
can often be used to both detect groups of similar observations and identify outliers
in multivariate data. The example shown at Fig. 3 consists of plots for a sample of 30
observations each having five variable values. The plot indicates the presence of three
groups in the data. Such plots can only cope with a moderate number of observa-
tions before becoming very difficult to unravel. See also Chernoff faces and glyphs.
[MV1 Chapter 3.]

ﬁ _|
e _|
-
=\ \‘///
A
\.
o
l.{l) |

Fig. 3 Andrews’ plot for 30, five-dimensional observations constructed to contain three
relatively distinct groups.
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Angle count method: A method for estimating the proportion of the area of a forest that is
actually covered by the bases of trees. An observer goes to each of a number of
points in the forest, chosen either randomly or systematically, and counts the number
of trees that subtend, at that point, an angle greater than or equal to some prede-
termined fixed angle 2w. [Spatial Data Analysis by Example, Volume 1, 1985, G.
Upton and B. Fingleton, Wiley, New York.]

Angler survey: A survey used by sport fishery managers to estimate the total catch, fishing
effort and catch rate for a given body of water. For example, the total effort might be
estimated in angler-hours and the catch rate in fish per angler-hour. The total catch is
then estimated as the product of the estimates of total effort and average catch rate.

Angular histogram: A method for displaying circular data, which involves wrapping the
usual histogram around a circle. Each bar in the histogram is centred at the midpoint
of the group interval with the length of the bar proportional to the frequency in the
group. Figure 4 shows such a display for arrival times on a 24 hour clock of 254
patients at an intensive care unit, over a period of 12 months. See also rose diagram.
[Statistical Analysis of Circular Data, 1993, N.I. Fisher, Cambridge University Press,
Cambridge.]

Angular transformation: Synonym for arc sine transformation.

Angular uniform distribution: A probability distribution for a circular random variable, 9,
given by

1
fO) =-=,0<60<2n
2

Fig. 4 Arrival times at an intensive care unit. (Reproduced by permission of Cambridge
University Press from Statistical Analysis of Circular Data, 1993, N.1. Fisher.)
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[Statistical Analysis of Circular Data, 1993, N.I. Fisher, Cambridge University Press,
Cambridge.]

Annealing algorithm: Synonym for simulated annealing.
ANOVA: Acronym for analysis of variance.

Ansari-Bradley test: A test for the equality of variances of two populations having the same
median. The test has rather poor efficiency relative to the F-test when the popula-
tions are normal. See also Conover test and Klotz test. [Annals of Mathematical
Statistics, 1960, 31, 1174-89.]

Anscombe residual: A residual based on the difference between some function of the
observed value of a response and the same function of the fitted value under some
assumed model. The function is chosen to make the residuals as normal as possible
and for generalized linear models is obtained from

/ [V(g)]%

where V(x) is the function specifying the relationship between the mean and variance
of the response variable of interest. For a variable with a Poisson distribution, for
example, V' (x) = x and so residuals might be based on y% — ﬁ%. [Modelling Binary
Data, 1991, D. Collett, Chapman and Hall/CRC Press, London.]

Antagonism: See synergism.

Ante-dependence models: A family of structures for the variance-covariance matrix of a
set of longitudinal data, with the model of order r requiring that the sequence of

random variables, Y, Y, ..., Y7 is such that for every 7 > r
Ytl Yt—ls Yt—zs e Yt—r
is conditionally independent of Y,_,_, ..., Y. In other words once account has been

taken of the r observations preceding Y,, the remaining preceding observations carry
no additional information about Y,. The model imposes no constraints on the con-
stancy of variance or covariance with respect to time so that in terms of second-order
moments, it is not stationary. This is a very useful property in practice since the data
from many longitudinal studies often have increasing variance with time. [MV2
Chapter 13.]

Anthropometry: A term used for studies involving measuring the human body. Direct mea-
sures such as height and weight or indirect measures such as surface area may be of
interest.

Anti-ranks: For a random sample X, ..., X,,, the random variables Dy, ..., D, such that
Zy=\|Xp|=---=Z,=1Xp,|

If, for example, D; = 2 then X, is the smallest absolute value and Z; has rank 1.
[Robust Nonparametric Statistical Methods, 1998, T.P. Hettmansperger and J.W.
McKean, Arnold, London.]

A-optimal design: See criteria of optimality.

A posteriori comparisons: Synonym for post-hoc comparisons.

Apparent error rate: Synonym for resubstitution error rate.

Approximate bootstrap confidence (ABC) method: A method for approximating con-

fidence intervals obtained by using the bootstrap approach, that do not use any
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Monte Carlo replications. [An Introduction to the Bootstrap, 1993, B. Efron and R.J.
Tibshirani, CRC/Chapman and Hall.]

Approximation: A result that is not exact but is sufficiently close for required purposes to be
of practical use.

A priori comparisons: Synonym for planned comparisons.

Aranda-Ordaz transformations: A family of transformations for a proportion, p, given by

y:m[(l - - 1]

o

When o = 1, the formula reduces to the logistic transformation of p. As « — 0 the
result is the complementary log-log transformation. [Modelling Binary Data, 1991,
D. Collett, Chapman and Hall/CRC Press, London.]

Arbuthnot, John (1667-1735): Born in Inverbervie, Grampian, Arbuthnot was physician to
Queen Anne from 1709 until her death in 1714. A friend of Jonathan Swift who is
best known to posterity as the author of satirical pamphlets against the Duke of
Marlborough and creator of the prototypical Englishman, John Bull. His statistical
claim to fame is based on a short note published in the Philosophical Transactions of
the Royal Society in 1710, entitled ‘An argument for Divine Providence, taken from
the constant regularity observ’d in the births of both sexes.” In this note he claimed to
demonstrate that divine providence, not chance governed the sex ratio at birth, and
presented data on christenings in London for the eighty-two-year period 1629-1710
to support his claim. Part of his reasoning is recognizable as what would now be
known as a sign test. Arbuthnot was elected a Fellow of the Royal Society in 1704.
He died on 27 February 1735 in London.

Archetypal analysis: An approach to the analysis of multivariate data which seeks to repre-
sent each individual in the data as a mixture of individuals of pure type or arche-
types. The archetypes themselves are restricted to being mixtures of individuals in the

data set. Explicitly the problem is to find a set of ¢ x 1 vectors z,,...,z, that
characterize the archetypal patterns in the multivariate data, X. For fixed
zy,...,z, where

n
zk:Zﬁijj k=1,...,p
J=1
and B;; >0, Y, By = 1, define {ey}, k=1,..., p as the minimizers of

P 2
Xi — E Xk Zj
k=1

under the constraints, oy > 0, > oy = 1. Then define the archetypal patterns or
archetypes as the mixtures z;, ..., z, that minimize

P 2
E X — Z kL
k=1

i
For p > 1 the archetypes fall on the convex hull of the data; they are extreme data
values such that all the data can be represented as convex mixtures of the archetypes.
However, the archetypes themselves are not wholly mythological because each is
constrained to be a mixture of points in the data. [Technometrics, 1994, 36, 338-47.]

Arc sine law: An approximation applicable to a simple random walk taking values 1 and
—1 with probabilities % which allows easy computation of the probability of the
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fraction of time that the accumulated score is either positive or negative. The
approximation can be stated thus; for fixed @ (0 <« < 1) and n — oo the prob-
ability that the fraction k/n of time that the accumulated score is positive is less
than « tends to
27 'arcsin(ed)

For example, if an unbiased coin is tossed once per second for a total of 365
days, there is a probability of 0.05 that the more fortunate player will be in the
lead for more than 364 days and 10 hours. Few people will believe that a perfect
coin will produce sequences in which no change of lead occurs for millions of
trials in succession and yet this is what such a coin will do rather regularly.
Intuitively most people feel that values of k/n close to % are most likely. The
opposite is in fact true. The possible values close to % are least probable and the
extreme values k/n =1 and k/n = 0 are most probable. Figure 5 shows the results
of an experiment simulating 5000 tosses of a fair coin (Pr(Heads)= Pr(Tails)=>5)
in which a head is given a score of 1 and a tail —1. Note the length of the waves
between successive crossings of y =0, i.e., successive changes of lead. [4n

40
|

Cumulative score

I I | I I I
0 1000 2000 3000 4000 5000

Trial number

Fig. 5 Result of 5000 tosses of a fair coin scoring 1 for heads and —1 for tails.
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Introduction to Probability Theory and its Applications, Volume 1, 3rd Edition,
1968, W. Feller, Wiley, New York.]

Arc sine transformation: A transformation for a proportion, p, designed to stabilize its
variance and produce values more suitable for techniques such as analysis of var-
iance and regression analysis. The transformation is given by

y=sin"' /p
[Modelling Binary Data, 1991, D. Collett, Chapman and Hall/CRC Press, London.]

ARE: Abbreviation for asymptotic relative efficiency.

Area sampling: A method of sampling where a geographical region is subdivided into smaller
areas (counties, villages, city blocks, etc.), some of which are selected at random, and
the chosen areas are then subsampled or completely surveyed. See also cluster sam-
pling. [Handbook of Area Sampling, 1959, J. Monroe and A.L. Fisher, Chilton, New
York.]

Area under curve (AUC): Often a useful way of summarizing the information from a series
of measurements made on an individual over time, for example, those collected in a
longitudinal study or for a dose—response curve. Usually calculated by adding the
areas under the curve between each pair of consecutive observations, using, for
example, the trapezium rule. Often a predictor of biological effects such as toxicity
or efficacy. See also C,y, response feature analysis and T,,. [SMR Chapter 14.]

Arfwedson distribution: The probability distribution of the number of zero values (M)
among k random variables having a multinomial distribution with
p1 =pr =+ = p;. If the sum of the k£ random variables is n then the distribution
is given by

prcty = = (1) >0 ()
i=0

[Skandinavisk Aktuarletidskrift, 1951, 34, 121-32.]

mk_’) m=0,1,.. k-1

ARIMA: Abbreviation for autoregressive integrated moving-average model.
Arithmetic mean: Sece mean.

Arjas plot: A procedure for checking the fit of Cox’s proportional hazards model by compar-
ing the observed and expected number of events, as a function of time, for various
subgroups of covariate values. [Journal of the American Statistical Association, 1988,
83, 204-12.]

ARMA: Abbreviation for autoregressive moving-average model.

Armitage-Doll model: A model of carcinogenesis in which the central idea is that the
important variable determining the change in risk is not age, but time. The model
proposes that cancer of a particular tissue develops according to the following pro-
cess:

e a normal cell develops into a cancer cell by means of a small number of
transitions through a series of intermediate steps;

e initially, the number of normal cells at risk is very large, and for each cell a
transition is a rare event;

e the transitions are independent of one another.
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[Proceedings of the 4™ Berkeley Symposium on Mathematical Statistics and
Probability, 1961, L.M. Le Cam and J. Neyman (eds.) University of California
Press, Berkeley.]

Armitage-Hill test: A test for carry-over effect in a two-by-two crossover design where the
response is a binary variable.

Artificial intelligence: A discipline that attempts to understand intelligent behaviour in the
broadest sense, by getting computers to reproduce it, and to produce machines that
behave intelligently, no matter what their underlying mechanism. (Intelligent beha-
viour is taken to include reasoning, thinking and learning.) See also artificial neural
network hand pattern recognition. [Artificial Intelligence Frontiers in Statistics, 1993,
D.J. Hand, Chapman and Hall/CRC Press, London.]

Artificial neural network: A mathematical structure modelled on the human neural network
and designed to attack many statistical problems, particularly in the areas of pattern
recognition, multivariate analysis, learning and memory. The essential feature of such
a structure is a network of simple processing elements (artificial neurons) coupled
together (either in the hardware or software), so that they can cooperate. From a
set of ‘inputs’ and an associated set of parameters, the artificial neurons produce an
‘output’ that provides a possible solution to the problem under investigation. In many
neural networks the relationship between the input received by a neuron and its
output is determined by a generalized linear model. The most common form is the
feed-forward network which is essentially an extension of the idea of the perceptron. In
such a network the vertices can be numbered so that all connections go from a vertex
to one with a higher number; the vertices are arranged in layers, with connections only
to higher layers. This is illustrated in Fig. 6. Each neuron sums its inputs to form a
total input x; and applies a function f; to x; to give output y;. The links have weights
w; which multiply the signals travelling along them by that factor. Many ideas and
activities familiar to statisticians can be expressed in a neural-network notation,
including regression analysis, generalized additive models, and discriminant analysis.
In any practical problem the statistical equivalent of specifying the architecture of a
suitable network is specifying a suitable model, and training the network to perform
well with reference to a training set is equivalent to estimating the parameters of the

Bias units

Outputs

Hidden
layer(s)

Fi

—

g. 6 A diagram illustrating a feed-forward network.
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model given a set of data. [Pattern Recognition and Neural Networks, 1996, B.D.
Ripley, Cambridge University Press, Cambridge.]

Artificial neuron: See artificial neural network.
Artificial pairing: See paired samples.

Ascertainment bias: A possible form of bias, particularly in retrospective studies, that arises
from a relationship between the exposure to a risk factor and the probability of
detecting an event of interest. In a study comparing women with cervical cancer
and a control group, for example, an excess of oral contraceptive use among the
cases might possibly be due to more frequent screening for the disease among women
known to be taking the pill. [SMR Chapter 5.]

ASN: Abbreviation for average sample number.
As-randomized analysis: Synonym for intention-to-treat analysis.

Assignment method: Synonym for discriminant analysis.

Association: A general term used to describe the relationship between two variables.
Essentially synonymous with correlation. Most often applied in the context of binary
variables forming a two-by-two contingency table. See also phi-coefficient and
Goodman—Kruskal measures of association. [SMR Chapter 11.]

Assortative mating: A form of non-random mating where the probability of mating between
two individuals is influenced by their phenotypes (phenotypic assortment), genotypes
(genotypic assortment) or environments (cultural assortment). [Statistics in Human
Genetics, 1998, P. Sham, Arnold, London.]

Assumptions: The conditions under which statistical techniques give valid results. For exam-
ple, analysis of variance generally assumes normality, homogeneity of variance and
independence of the observations.

Asymmetrical distribution: A probability distribution or frequency distribution which is
not symmetrical about some central value. Examples include the exponential distri-
bution and J-shaped distribution. [KA1 Chapter 1.]

Asymmetric maximum likelihood (AML): A variant of maximum likelihood estimation
that is useful for estimating and describing overdispersion in a generalized linear
model.

Asymmetric proximity matrices: Proximity matrices in which the off-diagonal elements,
in the ith row and jth column and the jth row and ith column, are not necessarily
equal. Examples are provided by the number of marriages between men of one
nationality and women of another, immigration/emigration statistics and the number
of citations of one journal by another. Multidimensional scaling methods for such
matrices generally rely on their canonical decomposition into the sum of a symmetric
matrix and a skew symmetric matrix. [MV1 Chapter 5.]

Asymptotically unbiased estimator: An estimator of a parameter which tends to being
unbiased as the sample size, n, increases. For example,

1 n
> 1 =2
s _n;(x, X)
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is not an unbiased estimator of the population variance o” since its expected value is
-1
R 2
n
but it is asymptotically unbiased. [Normal Approximation and Asymptotic
Expansions, 1976, R.N. Bhattacharya and R. Rao, Wiley, New York.]

Asymptotic distribution: The limiting probability distribution of a random variable calcu-
lated in some way from n other random variables, as n — oco. For example, the mean
of n random variables from a uniform distribution has a normal distribution for
large n. [KA2 Chapter 25.]

Asymptotic efficiency: A term applied when the estimate of a parameter has a normal
distribution around the true value as mean and with a variance achieving the
Cramér—Rao lower bound. See also superefficient. [KA2 Chapter 25.]

Asymptotic method: Synonym for large sample method.

Asymptotic relative efficiency: The relative efficiency of two estimators of a parameter in
the limit as the sample size increases. [KA2 Chapter 25.]

Atlas mapping: A biogeographical method used to investigate species-specific distributional
status, in which observations are recorded in a grid of cells. Such maps are examples
of geographical information systems. [Biometrics, 1995, 51, 393—404.]

Attack rate: A term often used for the incidence of a disease or condition in a particular
group, or during a limited period of time, or under special circumstances such as an
epidemic. A specific example would be one involving outbreaks of food poisoning,
where the attack rates would be calculated for those people who have eaten a parti-
cular item and for those who have not. [Epidemiology Principles and Methods, 1970,
B. MacMahon and T.F. Pugh, Little, Brown and Company, Boston.]

Attenuation: A term applied to the correlation between two variables when both are subject to
measurement error, to indicate that the value of the correlation between the ‘true
values’ is likely to be underestimated. See also regression dilution. [Biostatistics, 1993,
L. D. Fisher and G. Van Belle, Wiley, New York.]

Attributable response function: A function N(x, x,) which can be used to summarize the
effect of a numerical covariate x on a binary response probability. Assuming that in a
finite population there are m(x) individuals with covariate level x who respond with
probability m(x), then N(x, xy) is defined as

N(x, xg) = m(x){m(x) — 7(x0)}
The function represents the response attributable to the covariate having value x
rather than x;,. When plotted against x > x; this function summarizes the impor-
tance of different covariate values in the total response. [Biometrika, 1996, 83, 563—
73.]

Attributable risk: A measure of the association between exposure to a particular factor and
the risk of a particular outcome, calculated as
incidence rate among exposed — incidence rate among nonexposed
incidence rate among exposed

Measures the amount of the incidence that can be attributed to one particular factor.
See also relative risk and prevented fraction. [An Introduction to Epidemiology, 1983,
M. Alderson, Macmillan, London.]
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Attrition: A term used to describe the loss of subjects over the period of a longitudinal study.
May occur for a variety of reasons, for example, subjects moving out of the area,
subjects dropping out because they feel the treatment is producing adverse side
effects, etc. Such a phenomenon may cause problems in the analysis of data from
such studies. See also missing values and Diggle—Kenward model for dropouts.

AUC: Abbreviation for area under curve.

Audit in clinical trials: The process of ensuring that data collected in complex clinical trials
are of high quality. [Controlled Clinical Trials, 1995, 16, 104-36.]

Audit trail: A computer program that keeps a record of changes made to a database.

Autocorrelation: The internal correlation of the observations in a time series, usually
expressed as a function of the time lag between observations. Also used for the
correlations between points different distances apart in a set of spatial data (spatial
autocorrelation). The autocorrelation at lag k, y(k), is defined mathematically as

(k) = E(X, — /’L)(Xl+k2_ )

E(X, — )

where X,,1=0,%1,+2,... represent the values of the series and w is the mean

of the series. E denotes expected value. The corresponding sample statistic is
calculated as

Yt (6 = D)k = %)

2;1:1(36[ - 32)2
where x is the mean of the series of observed values, x|, x,, ..., X,. A plot of the
sample values of the autocorrelation against the lag is known as the autocorrelation

k) =

function or correlogram and is a basic tool in the analysis of time series particularly
for indicating possibly suitable models for the series. An example is shown in Fig. 7.

ACF
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Fig. 7 An example of an autocorrelation function.
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The term in the numerator of y(k) is the autocovariance. A plot of the autocovar-
iance against lag is called the autocovariance function. [TMS Chapter 2.]

Autocorrelation function: Sce autocorrelation.
Autocovariance: Sce autocorrelation.
Autocovariance function: Sece autocorrelation.

Automatic interaction detector (AID): A method that uses a set of categorical explana-
tory variables to divide data into groups that are relatively homogeneous with
respect to the value of some continuous response variable of interest. At each
stage, the division of a group into two parts is defined by one of the explanatory
variables, a subset of its categories defining one of the parts and the remaining
categories the other part. Of the possible splits, the one chosen is that which max-
imizes the between groups sum of squares of the response variable. The groups
eventually formed may often be useful in predicting the value of the response vari-
able for some future observation. See also classification and regression tree technique
and chi-squared automated interaction detector. [Journal of the American Statistical
Society, 1963, 58, 415-34.]

Autoregressive integrated moving-average models: See autoregressive moving-aver-
age model.

Autoregressive model: A model used primarily in the analysis of time series in which the
observation, x,, at time ¢, is postulated to be a linear function of previous values of
the series. So, for example, a first-order autoregressive model is of the form

X, =¢x +a
where «, is a random disturbance and ¢ is a parameter of the model. The correspond-
ing model of order p is
X =¢i1xX 1+ Xy e F ¢pxr—p +aq,
which includes the p parameters, ¢y, ¢, ..., ¢,. [TMS Chapter 4.]
Autoregressive moving-average model: A model for a time series that combines both an

autoregressive model and a moving-average model. The general model of order p, ¢
(usually denoted ARMA(p, q)) is

Xi = Q1X1 X+ + ¢px/—p +a—-0a_—— eqa/—q
where ¢, ¢5,...,¢, and 6;,6,,...,0, are the parameters of the model and
a;,a,_;, ... are a white noise sequence. In some cases such models are applied to

the time series observations after differencing to achieve stationarity, in which case
they are known as autoregressive integrated moving-average models. [TMS Chapter
4]

Auxiliary variable techniques: Techniques for improving the performance of Gibbs sam-
pling in the context of Bayesian inference for hierarchical models. [Journal of the
Royal Statistical Society, Series B, 1993, 55, 25-37.]

Available case analysis: An approach to handling missing values in a set of multivariate
data, in which means, variances, covariances, etc., are calculated from all available
subjects with non-missing values for the variable or pair of variables involved.
Although this approach makes use of as much of the data as possible it has dis-
advantages. One is that summary statistics will be based on different numbers of
observations. More problematic however is that this method can lead to variance—
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covariance matrices and correlation matrices with properties that make them unsui-
table for many methods of multivariate analysis such as principal components ana-
Iysis and factor analysis. [Analysis of Incomplete Multivariate Data, 1997, J.L.
Schafer, Chapman and Hall/CRC Press, London.]

Average: Most often used for the arithmetic mean of a sample of observations, but can also be
used for other measures of location such as the median.

Average age at death: A flawed statistic summarizing life expectancy and other aspects of
mortality. For example, a study comparing average age at death for male symphony
orchestra conductors and for the entire US male population showed that, on aver-
age, the conductors lived about four years longer. The difference is, however, illu-
sory, because as age at entry was birth, those in the US male population who died in
infancy and childhood were included in the calculation of the average life span,
whereas only men who survived to become conductors could enter the conductor
cohort. The apparent difference in longevity disappeared after accounting for infant
and perinatal mortality. [Methodological Errors in Medical Research, 1990, B.
Andersen, Blackwell Scientific, Oxford.]

Average deviation: A little-used measure of the spread of a sample of observations. It is

defined as
n =
.. 1 |x — x|
Average deviation = Z’—l—'
n
where xi, x,, ..., x, represent the sample values, and X their mean.

Average linkage: An agglomerative hierarchical clustering method that uses the average
distance from members of one cluster to members of another cluster as the measure
of inter-group distance. This distance is illustrated in Fig. 8. [MV2 Chapter 10.]

Average man: See Quetelet, Adolphe (1796-1874).

Average sample number (ASN): A quantity used to describe the performance of a sequen-
tial analysis given by the expected value of the sample size required to reach a
decision to accept the null hypothesis or the alternative hypothesis and therefore
to discontinue sampling. [KA2 Chapter 24.]

Cluster A

Cluster B 3

dap=(dy3+dyqt+dys+day+dy+das)/6

Fig. 8 Average linkage distance for two clusters.
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b632 method: A procedure of error rate estimation in discriminant analysis based on the
bootstrap, which consists of the following steps:

(1) Randomly sample (with replacement) a bootstrap sample from the original
data.

(2) Classify the observations omitted from the bootstrap sample using the classi-
fication rule calculated from the bootstrap sample.

(3) Repeat (1) and (2) many times and calculate the mean bootstrap classification
matrix, Cy.

(4) Calculate the resubstitution classification matrix, C,, based on the original
data.

(5) The b632 estimator of the classification matrix is 0.368C, + 0.632C;, from
which the required error rate estimate can be obtained. [Technometrics, 1996,
38, 289-99.]

B, method: A form of cluster analysis which produces overlapping clusters. A maximum of
k — 1 objects may belong to the overlap between any pair of clusters. When k£ = 1 the
procedure becomes single linkage clustering. [Classification, 2nd edition, 1999, A.D.
Gordon, CRC/Chapman and Hall, London.]

Babbage, Charles (1792-1871): Born near Teignmouth in Devon, Babbage read mathe-
matics at Trinity College, Cambridge, graduating in 1814. His early work was in
the theory of functions and modern algebra. Babbage was elected a Fellow of the
Royal Society in 1816. Between 1828 and 1839 he held the Lucasian Chair of
Mathematics at Trinity College. In the 1820s Babbage developed a ‘Difference
Engine’ to form and print mathematical tables for navigation and spent much
time and money developing and perfecting his calculating machines. His ideas
were too ambitious to be realized by the mechanical devices available at the time,
but can now be seen to contain the essential germ of today’s electronic computer.
Babbage is rightly seen as the pioneer of modern computers.

Back-calculation: Synonym for back-projection.

Back-projection: A term most often applied to a procedure for reconstructing plausible HIV
incidence curves from AIDS incidence data. The method assumes that the probabil-
ity distribution of the incubation period of AIDS has been estimated precisely from
separate cohort studies and uses this distribution to project the AIDS incidence data
backwards to reconstruct an HIV epidemic curve that could plausibly have led to the
observed AIDS incidence data. [Statistics in Medicine, 1994, 13, 1865-80.]

Back-to-back stem-and-leaf plots: A method for comparing two distributions by ‘hang-
ing’ the two sets of leaves in the stem-and-Ileaf plots of the two sets of data, off either
side of the same stem. An example appears in Fig. 9.

Backward elimination procedure: See selection methods in regression.
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Fig. 9 Back-to-back stem-and-leaf plot of systolic blood pressure of fifteen subjects before and
two hours after taking the drug captoril.

Backward-looking study: An alternative term for retrospective study.

Backward shift operator: A mathematical operator denoted by B, met in the analysis of
time series. When applied to such a series the operator moves the observations back
one time unit, so that if x, represents the values of the series then, for example,

Bx, =Xy
B(Bx;) = B(x,_1) = x;_»

Bagging: A term used for producing replicates of the training set in a classification problem
and producing an allocation rule on each replicate. [Statistical Pattern Recognition,
1999, A. Webb, Arnold, London.]

Bagplot: An approach to detecting outliers in bivariate data. The plot visualizes location,
spread, correlation, skewness and the tails of the data without making assumptions
about the data being symmetrically distributed. [American Statistician, 1999, 53,
382-7.]

Balaam'’s design: A design for testing differences between two treatments A and B in which
patients are randomly allocated to one of four sequences, AA, AB, BA, or BB. See
also crossover design. [Statistics in Medicine, 1988, 7, 471-82.]

Balanced design: A term usually applied to any experimental design in which the same
number of observations is taken for each combination of the experimental factors.

Balanced incomplete block design: A design in which not all treatments are used in all
blocks. Such designs have the following properties:

e cach block contains the same number of units;

e cach treatment occurs the same number of times in all blocks;

e cach pair of treatment combinations occurs together in a block the same num-

ber of times as any other pair of treatments.

In medicine this type of design might be employed to avoid asking subjects to
attend for treatment an unrealistic number of times, and thus possibly preventing
problems with missing values. For example, in a study with five treatments, it might
be thought that subjects could realistically only be asked to make three visits. A
possible balanced incomplete design in this case would be the following;
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Patient Visit 1 Visit 2 Visit 3

1 T, Ts T,
2 T, T, Ts
3 T, T, T,
4 Ts T, T,
5 T, T, Ts
6 T, T, T,
7 T, T, T,
8 T, Ts T,
9 T, T, T,
10 Ts T, T,

[Experimental Designs, 2nd edition, 1957, W. Cochran and G. Cox, Wiley, New
York.]

Balanced incomplete repeated measures design (BIRMD): An arrangement of N
randomly selected experimental units and k treatments in which every unit receives
k treatments 1 < k; < k, each treatment is administered to r experimental units and
each pair of treatments occurs together A times. See also balanced incomplete blocks.

Balanced longitudinal data: Sce longitudinal data.

Balanced repeated replication (BRR): A popular method for variance estimation in sur-
veys which works by creating a set of ‘balanced’ pseudoreplicated datasets from the
original dataset. For an estimator, é, of a parameter, 6, the estimated variance is
obtained as the average of the squared deviations, 8" — 8, where 8 is the estimate
based on the rth replicated data set. See also jackknife. [Journal of the American
Statistical Association, 1970, 65, 1071-94.]

Balancing score: Synonymous with propensity score.

Ballot theorem: Let X}, X,, ..., X,, be independent random variables each with a Bernoulli
distribution with Pr(X; = 1) = Pr(X; = —1) = % Define S as the sum of the first k& of
the observed values of these variables, i.e. S, = X; + X, +---+ X, and let a and b be
nonnegative integers such that ¢ — b > 0 and a + b = n, then

a—>b

a+b

If +1 is interpreted as a vote for candidate A and —1 as a vote for candidate B,

then S is the difference in numbers of votes cast for A and B at the time when k&

votes have been recorded; the probability given is that A is always ahead of B

given that A receives a votes in all and B receives b votes. [An Introduction to

Probability Theory and its Applications, Volume 1, 3rd edition, 1968, W. Feller,

Wiley, New York.]

Pr(S; >0,8>0,...,5,>0|S,=a—-b) =

BAN: Abbreviation for best asymptotically normal estimator.

Banach’s match-box problem: A person carries two boxes of matches, one in their left and
one in their right pocket. Initially they contain N matches each. When the person
wants a match, a pocket is selected at random, the successive choices thus constitut-
ing Bernoulli trials with p = % On the first occasion that the person finds that a box is
empty the other box may contain 0, 1, 2, ..., N matches. The probability distribution
of the number of matches, R, left in the other box is given by:
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Bancroft,

2N —r\ 1V
N)E

So, for example, for N = 50 the probability of there being not more than 10 matches
in the second box is 0.754. [4n Introduction to Probability Theory and its Applications,
Volume 1, 3rd edition, 1968, W. Feller, Wiley, New York.]

h@:@:(

Theodore Alfonso (1907-1986): Born in Columbus, Mississippi, Bancroft
received a first degree in mathematics from the University of Florida. In 1943 he
completed his doctorate in mathematical statistics with a dissertation entitled ‘Tests
of Significance Considered as an Aid in Statistical Methodology’. In 1950 he became
Head of the Department of Statistics of the lowa Agriculture and Home Economics
Experiment Station. His principal area of research was incompletely specified mod-
els. Bancroft served as President of the American Statistical Association in 1970. He
died on 26 July 1986 in Ames, lowa.

Bandwidth: Sec kernel estimation.

Bar chart:
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A form of graphical representation for displaying data classified into a number of
(usually unordered) categories. Equal-width rectangular bars are constructed over
each category with height equal to the observed frequency of the category as shown
in Fig. 10. See also histogram and component bar chart.

150
|

100
|

Sudan Turkey Costa Rica  Belgium Canada

Fig. 10 Bar chart of mortality rates per 1000 live births for children under five years of age in
five different countries.



Barrett and Marshall model for conception: A biologically plausible model for the
probability of conception in a particular menstrual cycle, which assumes that batches
of sperm introduced on different days behave independently. The model is

P(conception in cycle k[{X}) =1 — 1_[(1 — p;)¥w
1
where the X, are 0,1 variables corresponding to whether there was intercourse or not
on a particular day relative to the estimated day of ovulation (day 0). The parameter
p; is interpreted as the probability that conception would occur following intercourse
on day i only. See also EU model.

Bartholomew's likelihood function: The joint probability of obtaining the observed
known-complete survival times as well as the so-far survived measurements of indi-
viduals who are still alive at the date of completion of the study or other endpoint of
the period of observation. [Journal of the American Statistical Association, 1957, 52,
350-5.]

Bartlett’s adjustment factor: A correction term for the likelihood ratio that makes the chi-
squared distribution a more accurate approximation to its probability distribution.
[Multivariate Analysis, 1979, K.V. Mardia, J.T. Kent, and J.M. Bibby, Academic
Press, London.]

Bartlett’s identity: A matrix identity useful in several areas of multivariate analysis and given
by
c
1+cb'A™'b
where A is ¢ x ¢ and nonsingular, b is a ¢ x 1 vector and c¢ is a scalar.

(A+cb)y ' =A""— A 'byA™!

Bartlett’s test for eigenvalues: A large-sample test for the null hypothesis that the last
(g — k) eigenvalues, Ay, ..., A,, of a variance—covariance matrix are zero. The test
statistic is

2 . Z{'{:kﬂ )‘/'
X =—v > In(y)+ g —k)In| ==
j=k+1 q—k

Under the null hypothesis, X> has a chi-squared distribution with
(1/2) (g — k — 1) (¢ — k + 2) degrees of freedom, where v is the degrees of freedom
associated with the covariance matrix. Used mainly in principal components analy-
sis. [MV1 Chapter 4.]

Bartlett’s test for variances: A test for the equality of the variances of a number (k) of
populations. The test statistic is given by

k
B= |:vlns2 + Z V; lns,z:|/C
i=1
where 57 is an estimate of the variance of population i based on v; degrees of free-
dom, and v and s> are given by

k
V= Z V;
i=1

k 2
2 Qi Visi

Vv

N

and
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- 3k=D[Zv v
Under the hypothesis that the populations all have the same variance, B has a chi-
squared distribution with k — 1 degrees of freedom. Sometimes used prior to apply-
ing analysis of variance techniques to assess the assumption of homogeneity of
variance. Of limited practical value because of its known sensitivity to non-normal-
ity, so that a significant result might be due to departures from normality rather than
to different variances. See also Box’s test and Hartley’s test. [SMR Chapter 9.]

Baseline balance: A term used to describe, in some sense, the equality of the observed
baseline characteristics among the groups in, say, a clinical trial. Conventional prac-
tice dictates that before proceeding to assess the treatment effects from the clinical
outcomes, the groups must be shown to be comparable in terms of these baseline
measurements and observations, usually by carrying out appropriate significant tests.
Such tests are frequently criticized by statisticians who usually prefer important
prognostic variables to be identified prior to the trial and then used in an analysis
of covariance. [SMR Chapter 15.]

Baseline characteristics: Observations and measurements collected on subjects or patients
at the time of entry into a study before undergoing any treatment. The term can be
applied to demographic characteristics of the subject such as sex, measurements
taken prior to treatment of the same variable which is to be used as a measure of
outcome, and measurements taken prior to treatment on variables thought likely to
be correlated with the response variable. At first sight, these three types of baseline
seem to be quite different, but from the point-of-view of many powerful approaches
to analysing data, for example, analysis of covariance, there is no essential distinc-
tion between them. [SMR Chapter 1.]

Baseline hazard function: See Cox’s proportional hazards model.

BASIC: Acronym for Beginners All-Purpose Symbolic Instruction Code, a programming lan-
guage once widely used for writing microcomputer programs.

Basic reproduction number: A term used in the theory of infectious diseases for the num-
ber of secondary cases which one case would produce in a completely susceptible
population. The number depends on the duration of the infectious period, the prob-
ability of infecting a susceptible individual during one contact, and the number of
new susceptible individuals contacted per unit time, with the consequence that it may
vary considerably for different infectious diseases and also for the same disease in
different populations. [Applied Statistics, 2001, 50, 251-92.]

Basu’s theorem: This theorem states that if T is a complete sufficient statistic for a family of
probability measures and V is an ancillary statistic, then T and V' are independent.
[Sankhya, 1955, 15, 377-80.]

Bathtub curve: The shape taken by the hazard function for the event of death in human
beings; it is relatively high during the first year of life, decreases fairly soon to a
minimum and begins to climb again sometime around 45-50. See Fig. 11.

Bayes’ factor: A summary of the evidence for a model M, against another model M|, provided
by a set of data D, which can be used in model selection. Given by the ratio of
posterior to prior odds,
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Fig. 11 Bathtub curve shown by hazard function for death in human beings.

Pr(D|M;)
~ Pr(D|M,)
Twice the logarithm of By, is on the same scale as the deviance and the likelihood
ratio test statistic. The following scale is often useful for interpreting values of Bjy;

By

21n By Evidence for M,

<0 Negative (supports M)

0-2.2 Not worth more than a bare mention
2.2-6 Positive

6-10 Strong

> 10 Very strong

Very sensitive to the assumed prior distribution of the parameters. [Markov Chain
Monte Carlo in Practice, 1996, edited by W.R. Gilks, S. Richardson and D.
Spiegelhalter, Chapman and Hall/CRC Press, London.]

Bayesian confidence interval: An interval of a posterior distribution which is such that the
density at any point inside the interval is greater than the density at any point outside
and that the area under the curve for that interval is equal to a prespecified prob-
ability level. For any probability level there is generally only one such interval, which
is also often known as the highest posterior density region. Unlike the usual confi-
dence interval associated with frequentist inference, here the intervals specify the
range within which parameters lic with a certain probability. [KA2 Chapter 20.]

Bayesian inference: An approach to inference based largely on Bayes’ Theorem and con-
sisting of the following principal steps:

(1) Obtain the likelihood, f(x|0) describing the process giving rise to the data x in
terms of the unknown parameters 6.

(2) Obtain the prior distribution, f(0) expressing what is known about 0, prior to
observing the data.

(3) Apply Bayes’ theorem to derive the posterior distribution f(0|x) expressing
what is known about 0 after observing the data.

(4) Derive appropriate inference statements from the posterior distribution.
These may include specific inferences such as point estimates, interval esti-
mates or probabilities of hypotheses. If interest centres on particular compo-
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nents of @ their posterior distribution is formed by integrating out the other
parameters.

This form of inference differs from the classical form of frequentist inference in
several respects, particularly the use of the prior distribution which is absent from
classical inference. It represents the investigator’s knowledge about the parameters
before seeing the data. Classical statistics uses only the likelihood. Consequently to a
Bayesian every problem is unique and is characterized by the investigator’s beliefs
about the parameters expressed in the prior distribution for the specific investigation.
[KA2 Chapter 31.]

Bayesian model averaging (BMA): An approach to selecting important subsets of vari-

ables in regression analysis, that provides a posterior probability that each variable
belongs in a model; this is often a more directly interpretable measure of variable
importance than a p-value. [Applied Statistics, 1997, 46, 433-48.]

Bayesian persuasion probabilities: A term for particular posterior probabilities used to

judge whether a new therapy is superior to the standard, derived from the priors of
two hypothetical experts, one who believes that the new therapy is highly effective
and another who believes that it is no more effective than other treatments. The
persuade the pessimist probability is the posterior probability that the new therapy is
an improvement on the standard assuming the sceptical experts prior, and the per-
suade the optimist probability; is the posterior probability that the new therapy gives
no advantage over the standard assuming the enthusiasts prior. Large values of these
probabilities should persuade the a priori most opinionated parties to change their
views. [Statistics in Medicine, 1997, 16, 1792-802.]

Bayes’ network: Essentially an expert system in which uncertainty is dealt with using con-
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ditional probabilities and Bayes’ Theorem. Formally such a network consists of the
following:
e A set of variables and a set of directed edges between variables.
e Each variable has a finite set of mutually exclusive states.
e The variables together with the directed edges form a conditional independence
graph.
e To each variable 4 with parents By,..., B, there is attached a conditional
probability table Pr(4|By, B,, ..., B,).
An example is shown in Fig. 12. [Pattern Recognition and Neural Networks, 1996,
B.D. Ripley, Cambridge University Press, Cambridge.]

i

Fig. 12 An example of a Bayes’ network.



Bayes, Reverend Thomas (1702-1761): Born in London, Bayes was one of the first six
Nonconformist ministers to be publicly ordained in England. Reputed to be a skilful
mathematician although oddly there is no sign of him having published any scientific
work before his election to the Royal Society in 1741. Principally remembered for his
posthumously published Essay Towards Solving a Problem in the Doctrine of Chance
which appeared in 1763 and, heavily disguised, contained a version of what is today
known as Bayes’ Theorem. Bayes died on 7 April 1761 in Tunbridge Wells, England.

Bayes’ Theorem: A procedure for revising and updating the probability of some event in the
light of new evidence. The theorem originates in an essay by the Reverend Thomas
Bayes. In its simplest form the theorem may be written in terms of conditional
probabilities as,

Pr(A|B;)Pr(B))

Pr(B;|4) =
I‘(B/| ) Z;‘ZIPI‘(A|Bj)Pr(Bf)

where Pr(A4|B;) denotes the conditional probability of event 4 conditional on event

B; and By, B,, ..., By are mutually exclusive and exhaustive events. The theorem

gives the probabilities of the B; when A is known to have occurred. The quantity

Pr(B;) is termed the prior probability and Pr(B;|4) the posterior probability. Pr(A|B;)

is equivalent to the (normalized) likelihood, so that the theorem may be restated as
posterior « (prior).(likelihood)

See also Bayesian inference. [KA1 Chapter 8.]
BBR: Abbreviation for balanced repeated replication.
BC,: Abbreviation for bias-corrected percentile interval.

Beattie’s procedure: A continous process-monitoring procedure that does not require 100%
inspection. Based on a cusum procedure, a constant sampling rate is used to chart the
number of percent of nonconforming product against a target reference value.
[Applied Statistics, 1962, 11, 137-47.]

Behrens-Fisher problem: The problem of testing for the equality of the means of two
normal distributions that do not have the same variance. Various test statistics
have been proposed, although none are completely satisfactory. The one that is
most commonly used however is given by

X — X
[ = ——
St,8
np nm

where X, Xy, 57, 53, n; and n, are the means, variances and sizes of samples of obser-
vations from each population. Under the hypothesis that the population means are
equal, 7 has a Student’s z-distribution with v degrees of freedom where

2 27!
_ c (1-=9¢)
U_|:n1—l+n2—li|

2
_ s1/m
=3 2
s1/ny + s3/n,

See also Student’s 7-test and Welch’s statistic. [MV1 Chapter 6.]

and

Believe the negative rule: See believe the positive rule.
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Believe the positive rule: A rule for combining two diagnostic tests, A and B, in which
‘disease present’ is the diagnosis given if either A or B or both are positive. An
alternative believe the negative rule assigns a patient to the disease class only if
both A and B are positive. These rules do not necessarily have better predictive
values than a single test; whether they do depends on the association between test
outcomes.

Bellman-Harris process: An age-dependent branching process in which individuals have
independent, identically distributed lifespans, and at death split into independent
identically distributed numbers of offspring. [Branching Processes with Biological
Applications, 1975, P. Jagers, Wiley, Chichester.]

Bell-shaped distribution: A probability distribution having the overall shape of a vertical
cross-section of a bell. The normal distribution is the most well known example, but
Student’s r-distribution is also this shape.

Benchmarking: A procedure for adjusting a less reliable series of observations to make it
consistent with more reliable measurements or benchmarks. For example, data on
hospital bed occupation collected monthly will not necessarily agree with figures
collected annually and the monthly figures (which are likely to be less reliable)
may be adjusted at some point to agree with the more reliable annual figures. See
also Denton method. [/nternational Statistical Review, 1994, 62, 365-77.]

Benchmarks: See benchmarking.

Benini, Rodolpho (1862-1956): Born in Cremona, Italy, Rodolpho was appointed to the
Chair of History of Economics at Bari at the early age of 27. From 1928 to his death
in 1956 he was Professor of Statistics at Rome University. One of the founders of
demography as a separate science.

Bentler-Bonnett index: A goodness of fit measure used in structural equation modelling.
[Modelling Covariances and Latent Variables using EQS, 1993, G. Dunn, B. Everitt
and A. Pickles, CRC/Chapman and Hall, London.]

Berkson, Joseph (1899-1982): Born in New York City, Berkson studied physics at
Columbia University, before receiving a Ph.D. in medicine from Johns Hopkins
University in 1927, and a D.Sc. in statistics from the same university in 1928. In
1933 he became Head of Biometry and Medical Statistics at the Mayo Clinic, a post
he held until his retirement in 1964. His research interests covered all aspects of
medical statistics and from 1928 to 1980 he published 118 scientific papers.
Involved in a number of controversies particularly that involving the role of cigarette
smoking in lung cancer, Berkson enjoyed a long and colourful career. He died on 12
September 1982 in Rochester, Minnesota.

Berkson’s fallacy: The existence of artifactual correlations between diseases or between a
disease and a risk factor arising from the interplay of differential admission rates
from an underlying population to a select study group, such as a series of hospital
admissions. In any study that purports to establish an association and where it
appears likely that differential rates of admission apply, then at least some portion
of the observed association should be suspect as attributable to this phenomenon.
See also Simpson’s paradox and spurious correlation. [SMR Chapter 5.]
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Bernoulli distribution: The probability distribution of a binary random variable, X, where
Pr(X = 1) =p and Pr(X = 0) = 1 — p. Named after Jacques Bernoulli (1654—1705).
[STD Chapter 4.]

Bernoulli, Jacques (1654-1705) (also known as James or Jakob): Born in Basel,
Switzerland, the brother of Jean Bernoulli and the uncle of Daniel Bernoulli the most
important members of a family of Swiss mathematicians and physicists. Destined by
his father to become a theologian, Bernoulli studied mathematics in secret and
became Professor of Mathematics at Basel in 1687. His book Ars Conjectandi pub-
lished in 1713, eight years after his death, was an important contribution to prob-
ability theory. Responsible for the early theory of permutations and combinations
and for the famous Bernoulli numbers.

Bernoulli-Laplace model: A probabilistic model for the flow of two liquids between two
containers. The model begins by imagining  black balls and r white balls distributed
between two boxes. At each stage one ball is chosen at random from each box and
the two are interchanged. The state of the system can be specified by the number of
white balls in the first box, which can take values from zero to r. The probabilities of
the number of white balls in the first box decreasing by one (p;;_;), increasing by one
(pi.i+1) or staying the same (p; ;) at the stage when the box contains i white balls, can
be shown to be

i
Dii-1 = ( P )2

_ r—i 2
Piit1 = ( r )
i(r—1i)
2
[Probability and Measure, 1995, P. Billingsley, Wiley, New York.]

Dii = 2

Bernoulli numbers: The numerical coefficients of '/r! in the expansion of t/(¢' — 1) as a
power series in ¢. Explicitly, By =1, B; = —%, B, =%, By =0, B, = — 4, etc.
Bernoulli trials: A set of n independent binary variables in which the jth observation is

either a ‘success’ or a ‘failure’, with the probability of success, p, being the same
for all trials

Berry-Esseen theorem: A theorem relating to how rapidly the distribution of the mean
approaches normality. See also central limit theorem. [KA1 Chapter 8.]

Bessel function distributions: A family of probability distributions obtained as the dis-
tributions of linear functions of independent random variables, X; and X,, each
having a chi-squared distribution with common degrees of freedom v. For example
the distribution of Y = a1 X] 4+ a, X, with a; > 0 and a, > 0 is f(y) given by

(62 _ 1)/11+1/2

2" (m + 4

where b = 4a;a,(a; — az)_l, c=(a; +a)/(a; —ay), m=2v+1 and

00 x/2 2j
10 = (o S - O72)
Jj=0

f) = Ve L, (v/b), ¥y >0

JIT(m+j+1)

[Handbook of Mathematical Functions, 1964, M. Abramowitz and I.A. Stegun,
National Bureau of Standards, Washington.]
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Best asymptotically normal estimator (BAN): A CAN estimator with minimal asymp-
totic variance-covariance matrix. The notion of minimal in this context is based on
the following order relationship among symmetric matrices: A < B if B — A is
nonnegative definite. [Annals of Statistics, 1983, 11, 183-96.]

Best linear unbiased estimator (BLUE): A linear estimator of a parameter that has
smaller variance than any similar estimator of the parameter.

Beta-binomial distribution: The probability distribution, f(x), found by averaging the
parameter, p, of a binomial distribution over a beta distribution, and given by
(M Bla+x,n+p—x)
Jx) = ( ) B(a, B)

where B is the beta function. The mean and variance of the distribution are as

follows:
mean = no /(o + B)
variance = naef(n + a + B)/[(e + /3)2(1 + o+ B)]

Also known as the Polya distribution. For integer o and B, corresponds to the
negative hypergeometric distribution. For « = =1 corresponds to the discrete
rectangular distribution. [STD Chapter 5.]

Beta coefficient: A regression coefficient that is standardized so as to allow for a direct
comparison between explanatory variables as to their relative explanatory power
for the response variable. Calculated from the raw regression coefficients by multi-
plying them by the standard deviation of the corresponding explanatory variable.
[Regression Analysis, Volume 2, 1993, edited by M.S. Lewis-Beck, Sage Publications,

London.]
Beta distribution: The probability distribution
a—1 p—1
X7 (1 —x)
X)=——"7°:" 0<x<lL,a>0,>0
SO g

where B is the beta function. Examples of the distribution are shown in Figure 13.
The mean, variance, skewness and kurtosis of the distribution are as follows:

mean = _*
T (@t
variance = 5 @
[(@+B) (x4 B+ 1)]
skewness = 2p— )@t p+ ll)?
[(a + B+ 2)(p)]
kurtosis = 3@+ B+ DR — B’ +afla+ p+2))

aBla+ B+ D(a+ B+ 3)
A U-shaped distribution if (¢« — 1)(8 — 1) < 0. [STD Chapter 5.]

Beta(f)-error: Synonym for type II error.
Beta function: The function B(a, 8),« > 0, 8 > 0 given by
1
B(w, B) = f w1 = w)fdu
0

Can be expressed in terms of the gamma function I as

_ L)
P = Tarp)
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Fig. 13 Beta distributions for a number of parameter values.

The integral

T

/ N1 = wfVdu
0

is known as the incomplete beta function.

Beta-geometric distribution: A probability distribution arising from assuming that the
parameter, p, of a geometric distribution has itself a beta distribution. The distribu-

tion has been used to model the number of menstrual cycles required to achieve
pregnancy. [Statistics in Medicine, 1993, 12, 867-80.]

Between groups matrix of sums of squares and cross-products: See multivariate
analysis of variance.

Between groups mean square: Sece mean squares.

Between groups sum of squares: Sece analysis of variance.

BGW: Abbreviation for Bienaymé—Galton—Watson process.
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Bhattacharyya bound: A better (i.e. greater) lower bound for the variance of an estimator
than the more well-known Cramér-Rao lower bound. [Sankhya, 1946, 8, 1-10.]

Bhattacharya’s distance: A measure of the distance between two populations with prob-
ability distributions f(x) and g(x) respectively. Given by

cos [ wgtotiax
See also Hellinger distance. [MV2 Chapter 14.]

Bias: In general terms, deviation of results or inferences from the truth, or processes leading to
such deviation. More specifically, the extent to which the statistical method used in a
study does not estimate the quantity thought to be estimated, or does not test the
hypothesis to be tested. In estimation usually measured by the difference between a
parameter estimate 6 and its expected value. An estimator for which E(é) =0 is said
to be unbiased. See also ascertainment bias, recall bias, selection bias and biased
estimator. [SMR Chapter 1.]

Bias-corrected accelerated percentile interval (BC,): An improved method of calcu-
lating confidence intervals when using the bootstrap. [An Introduction to the Bootstrap,
1993, B. Efron and R.J. Tibshirani, CRC/Chapman and Hall, Boca Raton, Florida.]

Bias/variance tradeoff: A term that summarizes the fact that if you want less bias in the
estimate of a model parameter, it usually costs you more variance.

Biased coin method: A method of random allocation sometimes used in a clinical trial in an
attempt to avoid major inequalities in treatment numbers. At each point in the trial,
the treatment with the fewest number of patients thus far is assigned a probability
greater than a half of being allocated the next patient. If the two treatments have
equal numbers of patients then simple randomization is used for the next patient.
[Statistics in Medicine, 1986, 5, 211-30.]

Biased estimator: Formally an estimator 6 of a parameter, 6, such that
E@©) #6

The motivation behind using such estimators rather than those that are unbiased,
rests in the potential for obtaining values that are closer, on average, to the para-
meter being estimated than would be obtained from the latter. This is so because it is
possible for the variance of such an estimator to be sufficiently smaller than the
variance of one that is unbiased to more than compensate for the bias introduced.
This possible advantage is illustrated in Fig. 14. The normal curve centred at 6 in the
diagram represents the probability distribution of an unbiased estimator of 6 with its
expectation equal to 6. The spread of this curve reflects the variance of the estimator.
The normal curve centred at E(§) represents the probability distribution of a biased
estimator with the bias being the difference between 6 and E(8). The smaller spread
of this distribution reflects its smaller variance. See also ridge regression. [ARA
Chapter 5.]

Bienaymé-Galton-Watson process (BGW): A simple branching process defined by

Zi
Z = Z Xii
i=1

where for each k the Xj; are independent, identically distributed random variables
with the same distribution, p, =Pr(X; =r), called the offspring distribution.
[Branching Processes with Biological Applications, 1975, P. Jagers, Wiley, New York.]
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Fig. 14 Biased estimator diagram showing advantages of such an estimator.

Bienaymé, Jules (1796-1878): Born in Paris, Bienaymé studied at the Ecole Polytechnique
and became lecturer in mathematics at Saint Cyr, the French equivalent of West
Point in 1818. Later he joined the civil service as a general inspector of finance and
began his studies of actuarial science, statistics and probability. Made contributions
to the theory of runs and discovered a number of important inequalities.

Bilinear loss function: See decision theory.

Bimodal distribution: A probability distribution, or a frequency distribution, with two
modes. Figure 15 shows an example of each. [KA1 Chapter 1.]

Binary variable: Observations which occur in one of two possible states, these often being
labelled 0 and 1. Such data is frequently encountered in medical investigations;
commonly occurring examples include ‘dead/alive’, ‘improved/not improved’ and
‘depressed/not depressed.” Data involving this type of variable often require specia-
lized techniques for their analysis such as logistic regression. See also Bernoulli dis-
tribution. [SMR Chapter 2.]

0.20

0.10

0.0

Fig. 15 Bimodal probability and frequency distributions.
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Binomial coefficient: The number of ways that k items can be selected from »n items irre-
spective of their order. Usually denoted C(n, k) or (Z) and given by
n!
kl(n —k)!

See also Pascal’s triangle and multinomial coefficient.

Cn k) =

Binomial confidence interval: See Clopper—Pearson interval.
Binomial confidence interval when no events are observed: See rule of three.

Binomial distribution: The distribution of the number of ‘successes’, X, in a series of n-
independent Bernoulli trials where the probability of success at each trial is p and the
probability of failure is ¢ = 1 — p. Specifically the distribution is given by

Pr(X =x) = ' ¢, x=0,1,2,...,n
x!

n!
(n— x)!p
The mean, variance, skewness and kurtosis of the distribution are as follows:
mean = np
variance = npq
skewness = (¢ — p)/(npg)’
1
npq
See also beta binomial distribution and positive binomial distribution. [STD Chapter 6.]

. 6
kurtosis =3 — —+
n

Binomial failure rate model: A model used to describe the underlying failure process in a
system whose components can be subjected to external events (‘shocks’) that can
cause the failure of two or more system components. For a system of m indentical
components, the model is based on m+ 1 independent Poisson processes,
{Ng(t), t > 0}, {Ni(t), t = 0}, i=1,...,m. The quantities N; determine indivi-
dual component failures and have equal intensity rate A. The variables Ng are system
shocks with rate u that represent the external events affecting all components within
the system. Given the occurrence of a system shock, each component fails with
probability p, independently of the other components, hence the number of failures
due to the system shock has a binomial distribution with parameters (m, p). [Nuclear
Systems Reliability Engineering and Risk Assessment, 1977, J.B. Fussell and G.R.
Burdick, eds., Society for Industrial and Applied Mathematics, Philadelphia.]

Binomial index of dispersion: An index used to test whether k samples come from popula-
tions having binomial distributions with the same parameter p. Specifically the index
is calculated as

k
> n(P; — Py /[P(1 — P)]
i=1

where ny, n,, ..., n; are the respective sample sizes, Py, P,, ..., P, are the separate
sample estimates of the probability of a ‘success’, and P is the mean proportion of
successes taken over all samples. If the samples are all from a binomial distribution
with parameter p, the index has a chi-squared distribution with k — 1 degrees of
freedom. See also index of dispersion. [ Biometrika, 1966, 53, 167-82.]

Binomial test: A procedure for making inferences about the probability of a success p, in a
series of independent repeated Bernoulli trials. The test statistic is the observed
number of successes, B. For small sample sizes critical values for B can be obtained
from appropriate tables. A large-sample approximation is also available based on the
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asymptotic normality of B. The test statistic in this case is
B —np,
zZ = 1
[1po(1 — po)]2
where p, is the hypothesised value of p. When the hypothesis is true z has an

asymptotic standard normal distribution. See also Clopper-Pearson interval. [NSM
Chapter 2.]

Bioassay: An abbreviation of biological assay, which in its classical form involves an experi-
ment conducted on biological material to determine the relative potency of test and
standard preparations. Recently however, the term has been used in a more general
sense, to denote any experiment in which responses to various doses of externally
applied agents are observed in animals or some other biological system. See also
calibration and probit analysis.

Bioavailability: The rate and extent to which an active ingredient of a drug product is
absorbed and becomes available at the site of drug action. [Design and Analysis of
Bioavailability Studies, 1992, S.C. Chow and J.P. Liu, Marcel Dekker, New York.]

Bioavailability study: A study designed to assess the pharmacological characteristics of a
new drug product during Phase I clinical development or to compare the bioavail-
ability of different formulations of the same drug (for example, tablets versus cap-
sules). [Design and Availability of Bioequivalence Studies, 1992, S.C. Chow and J.P.
Liu, Marcel Dekker, New York.]

Bioequivalence: The degree to which clinically important outcomes of treatment by a new
preparation resemble those of a previously established preparation. [Design and
Analysis of Bioavailability and Bioequivalence Studies, 1992, S.C. Chow and J.P.
Liu, Marcel Dekker, New York.]

Bioequivalence trials: Clinical trials carried out to compare two or more formulations of a
drug containing the same active ingredient, in order to determine whether the dif-
ferent formulations give rise to comparable blood levels. [Statistics in Medicine, 1995,
14, 853-62.]

(Bio)sequence analysis: The statistical analysis of nucleotide sequence data of deoxyribo-
nucleic acid (DNA) or amino acid sequence data of polypeptides, with the purpose of
predicting structure or function, or identifying similar sequences that may represent
homology (i.e. share comon evolutionary origin).

Biostatistics: A narrow definition is ‘the branch of science which applies statistical methods to
biological problems’. More commonly, however, also includes statistics applied to
medicine and health sciences

Biplots: The multivariate analogue of scatterplots, which approximate the multivariate distri-
bution of a sample in a few dimensions, typically two, and superimpose on this display
representations of the variables on which the samples are measured. The relationships
between the individual sample points can be easily seen and they can also be related to
the values of the measurements, thus making such plots useful for providing a gra-
phical description of the data, for detecting patterns, and for displaying results found
by more formal methods of analysis. Figure 16 shows the two-dimensional biplot of a
set of multivariate data with 34 observations and 10 variables. See also principal
components analysis and correspondence analysis. [MV1 Chapter 4.]
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Fig. 16 Biplot of a set of three-dimensional data on 10 individuals.

Bipolar factor: A factor resulting from the application of factor analysis which has a mixture
of positive and negative loadings. Such factors can be difficult to interpret and
attempts are often made to simplify them by the process of factor rotation.

BIRMD: Abbreviation for balanced incomplete repeated measures design.

Birnbaum, Allan (1923-1976): Born in San Francisco, Birnbaum studied mathematics at the
University of California at Berkeley, obtaining a Ph.D. degree in mathematical
statistics in 1954. His initial research was on classification techniques and discrimi-
nant analysis but later he turned to more theoretical topics such as the likelihood
principle where he made a number of extremely important contributions. Birnbaum
died on 1 July 1976 in London.

Birnbaum-Saunders distribution: The probability distribution of

2
T=p8 [%2a+,/(52a)2 +1 ]

where « and B are positive parameters and Z is a random variable with a standard
normal distribution. Used in models representing time to failure of material sub-
jected to a cyclically repeated stress. The distribution is given explicitly by
1/0?
e _3 1 (x B
f(x) :mx 2(x+ﬁ)exp{—ﬁ<ﬁ+;)} x>0, >0, 8>0.

[Technometrics, 1991, 33, 51-60.]
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Birth-cohort study: A prospective study of people born in a defined period.

Birthdays problem: The birthdays of r people form a sample of size r from the population of
all days in the year. As a first approximation these may be considered as a random
selection of birthdays from the year consisting of 365 days. Then the probability, p,
that all r birthdays are different is

= (1 =5e) (5 ()

For example, when r =23, p < %, so that for 23 people the probability that no two
people have the same birthday is less than 0.5. For 56 people this probability
decreases to 0.01. [An Introduction to Probability Theory and its Applications,
Volume 1, 3rd edition, 1968, W. Feller, Wiley, New York.]

Birth-death process: A continuous time Markov chain with infinite state space in which
changes of state are always from n to n+ 1 or n to n — 1. The state of such a system
can be viewed as the size of a population that can increase by one (a ‘birth’) or
decrease by one (a ‘death’). [Stochastic Modelling of Scientific Data, 1995, P.
Guttorp, Chapman and Hall/CRC Press, London.]

Birth-death ratio: The ratio of number of births to number of deaths within a given time in a
population.

Birth rate: The number of births occurring in a region in a given time period, divided by the
size of the population of the region at the middle of the time period, usually
expressed per 1000 population. For example, the birth rates for a number of coun-
tries in 1966 were as follows:

Country Birth rate/1000
Egypt 42.1
India 20.9
Japan 17.3
Canada 24.8
USA 21.7

Biserial correlation: A measure of the strength of the relationship between two variables, one
continuous (y) and the other recorded as a binary variable (x), but having underlying
continuity and normality. Estimated from the sample values as

V1 —Yorq

s, u

where y; is the sample mean of the y variable for those individuals for whom x = 1,

Yo is the sample mean of the y variable for those individuals for whom x = 0, s, is the

standard deviation of the y values, p is the proportion of individuals with x = 1 and

g =1—p is the proportion of individuals with x = 0. Finally « is the ordinate

p =

(height) of the standard normal distribution at the point of division between the p
and ¢ proportions of the curve. See also point-biserial correlation. [KA2 Chapter 26.]

Bisquare regression estimation: Robust estimation of the parameters 8, fs, ..., B, in the
multiple regression model

yi=Bixip+-+Bxigte
The estimators are given explicitly by the solutions of the ¢ equations

> Xl /(kS) =0, j=1.....q

i
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where S is the median absolute residual, k£ is a given positive parameter and
V() = u(l =y,
=0, Jul=1

lul <1

The estimation equations are solved by an iterative process. See also M-estimators.

[Least Absolute Deviations, Theory, Applications and Algorithms, 1983, P. Bloomfield
and W.L. Steiger, Birkhauser, Boston.]

Bit: A unit of information, consisting of one binary digit.

Bivar criterion: A weighted sum of squared bias and variance in which the relative weights
relfect the importance attached to these two quantities. Sometimes used for selecting
explanatory variables in regression analysis. [Technometrics, 1982, 24, 181-9.]
Bivariate beta distribution: A bivariate distribution, f(x, y), given by
Lo+ B+Y) 41 poi 1
fx ) = X T (L= x =)
L(e)T(AT(y)
where x >0,y >0,x+y <1 and «, 8, y > 0. Perspective plots of a number of such
distributions are shown in Fig. 17. [Communications in Statistics — Theory and
Methods, 1996, 25, 1207-22.]

Bivariate boxplot: A bivariate analogue of the boxplot in which an inner region contains
50% of the data, and a ‘fence’ helps identify potential outliers. Robust methods are
generally used to find estimates of the location, scale and correlation parameters
required to construct the plot, so as to avoid the possible distortions that outlying
obervations may cause. Examples of such plots are shown in Fig. 18. [Technometrics,
1992, 34, 307-20.]
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Fig. 17 Perspective plots of four bivariate beta distributions: (a) ¢ =2, =2, y=2;
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44



1.0 00 10 20

o6, 2E-
1 ;&q o g‘g “?
[ gage i io
H H H o ©
TRATE ||:-¥B¥es o[ %%
b eé' i d" [
| yool Yol S
o o -] [<X-] o o Co
z- o o o o
< |

o
-
' oa@ S
o || TBIAS
s
- W
]

PLENGTH

14

Y to
2 F % 9 . -6
[+ \ @
) ; VELOCITY ||} o
8.l
© o
- g
3 o
[
q °° 4
00,.2 €9
o éol . 19
° $
; .|| NsTOPS
7 o o
P o 0 | ; § H
9 - ” co
g o 9 3
) C
o
8
g TIMEACT
° i
31 K o
o
0 2 4 6 8 0 10000 25000 [¢] 2000 4000

Fig. 18 Bivariate boxplots shown on a draughtsman’s plot of a set of multivariate data.

Bivariate Cauchy distribution: A bivariate distribution, f(x, y), given by

. o
X, = 5
o)) =

—00 < X,y<o00, >0

Perspective plots of a number of such distributions are shown in Fig. 19. [KA1

Chapter 7.]

Bivariate data: Data in which the subjects each have measurements on two variables.

Bivariate distribution: The joint distribution of two random variables, x and y. A well

known example is the bivariate normal distribution which has the form

45



o
- 2
© o ©
8w 2o
x < Y S E
_ < P
> o s X <=1 E
> s z =
2] i TS dem=)
o = > SSEISSSS
S o
Yol & SOS o
A0 A
Q
5 2 e 2
70 A0 0 A
c d
@
8 ° g 3
% 2
B x - S
£° NN 2 =
= TN, = PR
o RE AN, ° TR
o%%““\\\‘:‘::‘::.‘ “\:“““\
% SESISIOSIIISSIEE % SIS
N “‘:“‘ 40 s <S> 9
4 5 0 N
e 5 3\ r
70 A0

0
75 A0 *

Fig. 19 Perspective plots of four bivariate Cauchy distributions (a) « = 0.2; (b) « = 1.0;
(c) « =4.0; (d) « = 8.0.
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where ui, u,, 01, 05, p are, respectively, the means, standard deviations and correla-
tion of the two variables. Perspective plots of a number of such distributions are
shown in Fig. 20. See also bivariate beta distribution, bivariate Cauchy distribution,

bivariate Gumbel distribution and bivariate exponential distribution. [KA1 Chapter 7.]

Bivariate exponential distribution: Any bivariate distribution, f(x, y), that has an expo-

nential distribution for each of its marginal distributions. An example is

f(x, ) =1+ ax)(1 + ay) —ale™ 7, x>0,y>0,0a>0
Perspective plots of a number of such distributions are shown in Fig. 21. [KAl
Chapter 7.]

Bivariate Gumbel distribution: A bivariate distribution, f(x, y), having the form

Fx,y) = eI — 0(e™ + X)€" + ') + 2067 (" + )73
x 02X (e 4+ &) Hexp[—e ™ — e

V0 + e

where 0 is a parameter which can vary from 0 to 1 giving an increasing positive
correlation between the two variables. The distribution is often used to model com-
binations of extreme environmental variables. A perspective plot of the distribution

is shown in Fig. 22. [Statistics in Civil Engineering, 1997, A.V. Metcalfe, Edward
Arnold, London.]

Bivariate normal distribution: Sce bivariate distribution.
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Fig. 20 Perspective plots of four bivariate normal distributions with zero means and unit
standard deviations. (a) p = 0.6; (b) p = 0.0; (c) p = 0.3; (d) p = 0.9.
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Fig. 21 Perspective plots of four bivariate exponential distributions (a) « = 0.1; (b) & = 0.3;
(©) a=0.6; (d) « =1.0.
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Fig. 22 Perspective plot of a bivariate Gumbel distribution with 6 = 0.5.

Bivariate Oja median: An alternative to the more common spatial median as a measure of
location for bivariate data. Defined as the value of 6 that minimizes the objective
function, T'(9), given by

TO) =Y A(X;. x;.0)
i<j
where A(a, b, ¢) is the area of the triangle with vertices a, b, ¢ and x|, X,, ..., X, are n
bivariate observations. [Canadian Journal of Statistics, 1993, 21, 397-408.]

Bivariate Pareto distribution: A probability distribution useful in the modeling of life times

of two-component systems working in a changing environment. The distribution is

specified by
X7 Xy X1 ]
Pr(X; > x1, X5 > xy) = [El] [Ez] max[gl, ?2]

where 8 < min (x;, x,) <oo. [Journal of Applied Probability, 1986, 23, 418-31.]

Bivariate Poisson distribution: A bivariate probability distribution based on the joint
distribution of the variables X; and X, defined as

Xi=Y,+7Yp Xo=Y,+ 7Y

where Y|, Y, and Y, are mutually independent random variables each having a
Poisson distribution with means A, A, and A3 respectively. The joint distribution of

Xl and X2 iS
min(xy,x,) Xy—iq Xp—iqi
AT
Pr(X; = x1. Xy = xp) = e 1Hhath) M M A3
Xy =x,, X = x)) ; (x; — D)(xy — D)

[Biometrika, 1964, 51, 241-5.]

Bivariate survival data: Data in which two related survival times are of interest. For

example, in familial studies of disease incidence, data may be available on the

ages and causes of death of fathers and their sons. [Statistics in Medicine, 1993,
12, 241-8.]
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Black, Arthur (1851-1893): Born in Brighton, UK, Black took a B.Sc degree of the

University of London by private study, graduating in 1877. He earned a rather
precarious living as an army coach and tutor in Brighton, while pursuing his math-
ematical and philosophical interests. He derived the chi-squared distribution as the
limit to the multinomial distribution and independently discovered the Poisson dis-
tribution. Black’s main aim was to quantify the theory of evolution. He died in
January 1893.

Blinding: A procedure used in clinical trials to avoid the possible bias that might be introduced

if the patient and/or doctor knew which treatment the patient is receiving. If neither
the patient nor doctor are aware of which treatment has been given the trial is termed
double-blind. 1f only one of the patient or doctor is unaware, the trial is called single-
blind. Clinical trials should use the maximum degree of blindness that is possible,
although in some areas, for example, surgery, it is often impossible for an investiga-
tion to be double-blind. [SMR Chapter 15.]

Bliss, Chester Ittner (1899-1979): Born in Springfield, Ohio, Bliss studied entomology at

Ohio State University, obtaining a Ph.D. in 1926. In the early 1930s after moving to
London he collaborated with Fisher, and did work on probit analysis. After a brief
period at the Institute of Plant Protection in Lennigrad, Bliss returned to the United
States becoming a biometrician at the Connecticut Agricultural Experimental
Station where he remained until his retirement in 1971. He played a major role in
founding the International Biometric Society. The author of over 130 papers on
various aspects of bioassay. Bliss died in 1979.

BLKL algorithm: An algorithm for constructing D-optimal designs with specified block size.

[Optimum Experimental Designs, 1992, A.C. Atkinson and A.N. Donev, Oxford
Science Publications, Oxford.]

Block: A term used in experimental design to refer to a homogeneous grouping of experimental

units (often subjects) designed to enable the experimenter to isolate and, if necessary,
eliminate, variability due to extraneous causes. See also randomized block design.

Block, Borges and Savits model: A model used for recurrent events in reliability and

engineering settings. In this model a system (or component) is put on test at time
zero. On the system’s failure at some time ¢, it undergoes a perfect repair with
probability p(z) or an imperfect repair with probability ¢(f) = 1 — p(7). A perfect
repair reverts the system’s effective age to zero, whereas a minimal repair leaves
the system’s effective age unchanged from that at failure. [Journal of Applied
Probability, 1985, 22, 370-85.]

Block clustering: A method of cluster analysis in which the usual multivariate data matrix is

Blocking:

partitioned into homogeneous rectangular blocks after reordering the rows and
columns. The objectives of the analysis are to identify blocks or clusters of similar
data values, to identify clusters of similar rows and columns, and to explore the
relationship between the marginal (i.e. rows and column) clusters and the data
blocks. [Cluster Analysis, 3rd edition, 1993, B.S. Everitt, Edward Arnold, London.]

The grouping of plots, or experimental units, into blocks or groups, of homogeneous
units. Treatments are then assigned at random to the plots within the blocks. The
basic goal is to remove block-to-block variation from experimental error. Treatment
comparisons are then made within the blocks on plots that are as nearly alike as
possible.
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Block randomization: A random allocation procedure used to keep the numbers of subjects
in the different groups of a clinical trial closely balanced at all times. For example, if
subjects are considered in sets of four at a time, there are six ways in which two
treatments (A and B) can be allocated so that two subjects receive A and two receive

B, namely
1.AABB 4 BBAA
2.ABAB 5.BABA
3.ABBA 6.BAAB

If only these six combinations are used for allocating treatments to each block of
four subjects, the numbers in the two treatment groups can never, at any time, differ
by more than two. See also biased coin method and minimization. [SMR Chapter 15.]

Blomqvist model: A model for assessing the relationship between severity (level) and rate of
change (slope) in a longitudinal study. [Journal of the American Statistical
Association, 1977, 72, 746-9.]

BLUE: Abbreviation for best linear unbiased estimator.

Blunder index: A measure of the number of ‘gross’ errors made in a laboratory and detected
by an external quality assessment exercise.

BLUP: Abbreviation for best linear unbiased predictor.
BMA: Abbreviation for Bayesian model averaging.

BMDP: A large and powerful statistical software package that allows the routine application of
many statistical methods including Student’s z-tests, factor analysis, and analysis of
variance. Modules for data entry and data management are also available and the
package is supported by a number of well-written manuals. Now largely taken over
by SPSS. [Statistical Solutions Ltd., 8 South Bank, Crosse’s Green, Cork, Ireland.]

Bonferroni, Carlo Emilio (1892-1960): Born in Bergamo, Italy, Bonferroni studied mathe-
matics at the University of Turin. In 1932 he was appointed to the Chair of
Mathematics of Finance at the University of Bari, and in 1933 moved to the
University of Florence where he remained until his death on 18 August 1960.
Bonferroni contributed to actuarial mathematics and economics but is most remem-
bered among statisticians for the Bonferroni correction.

Bonferroni correction: A procedure for guarding against an increase in the probability of a
type I error when performing multiple significance tests. To maintain the probability
of a type I error at some selected value «, each of the m tests to be performed is
judged against a significance level, a/m. For a small number of simultaneous tests
(up to five) this method provides a simple and acceptable answer to the problem of
multiple testing. It is however highly conservative and not recommended if large
numbers of tests are to be applied, when one of the many other multiple comparison
procedures available is generally preferable. See also least significant difference test,
Newman—Keuls test, Scheffé’s test and Simes modified Bonferroni procedure. [SMR
Chapter 9.]

Boole’s inequality: The following inequality for probabilities:

k
> "Pr(B;) > Pr(UL, B)
i=1
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Boosting:

where the B; are events which are not necessarily mutually exclusive or exhaustive.
[KA1 Chapter 8.]

A term used for a procedure which increases the performance of allocation rules in
classification problems, by assigning a weight to each observation in the training set
which relfects its importance. [Statistical Pattern Recognition, 1999, A. Webb,
Arnold, London.]

Bootstrap: A data-based simulation method for statistical inference which can be used to

study the variability of estimated characteristics of the probability distribution of
a set of observations and provide confidence intervals for parameters in situations
where these are difficult or impossible to derive in the usual way. (The use of the term
bootstrap derives from the phrase ‘to pull oneself up by one’s bootstraps’.) The basic
idea of the procedure involves sampling with replacement to produce random sam-
ples of size n from the original data, x|, x5, ..., x,; each of these is known as a
bootstrap sample and each provides an estimate of the parameter of interest.
Repeating the process a large number of times provides the required information
on the variability of the estimator and an approximate 95% confidence interval can,
for example, be derived from the 2.5% and 97.5% quantiles of the replicate values.
See also jackknife. [KA1 Chapter 10.]

Bootstrap sample: See bootstrap.

Borel-Tanner distribution: The probability distribution of the number of customers (N)

served in a queueing system in which arrivals have a Poisson distribution with
parameter A and a constant server time, given that the length of the queue at the
initial time is r. Given by

PI'(N — 11) — n—r—le—kn)hn—r,

n=r,r+1,...

I
(n—r)!
[Biometrika, 1951, 38, 383-92.]

Borrowing effect: A term used when abnormally low standardized mortality rates for one or

more causes of death may be a reflection of an increase in the proportional mortality
rates for other causes of death. For example, in a study of vinyl chloride workers, the
overall proportional mortality rate for cancer indicated approximately a 50% excess,
as compared with cancer death rates in the male US population. (One interpretation
of this is a possible deficit of non-cancer deaths due to the healthy worker effect).
Because the overall proportional mortality rate must by definition be equal to unity,
a deficit in one type of mortality must entail a ‘borrowing’ from other causes.

Bortkiewicz, Ladislaus von (1868-1931): Born in St Petersburg, Bortkiewicz graduated

from the Faculty of Law at its university. Studied in G6ttingen under Lexis even-
tually becoming Associate Professor at the University of Berlin in 1901. In 1920 he
became a full Professor of Economics and Statistics. Bortkiewicz worked in the areas
of classical economics, population statistics, acturial science and probability theory.
Probably the first statistician to fit the Poisson distribution to the well-known data
set detailing the number of soldiers killed by horse kicks per year in the Prussian
army corps. Bortkiewicz died on 15 July 1931 in Berlin.

Bose, Raj Chandra (1901-1987): Born in Hoshangabad, India, Bose was educated at

Punjab University, Delhi University and Calcutta University reading pure and
applied mathematics. In 1932 he joined the Indian Statistical Institute under
Mahalanobis where he worked on geometrical methods in multivariate analysis.
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Later he applied geometrical methods to the construction of experimental designs,
in particular to balanced incomplete block designs. Bose was Head of the
Department of Statistics at Calcutta University from 1945 to 1949, when he
moved to the Department of Statistics at the University of North Carolina,
USA where he remained until his retirement in 1971. He died on 30 October
1987 in Fort Collins, Colorado, USA.

Boundary estimation: The problem involved with estimating the boundary between two

Bowker’s

regions with different distributions when the data consists of independent observa-
tions taken at the nodes of a grid. The problem arises in epidemiology, forestry,
marine science, meteorology and geology. [Pattern Recognition, 1995, 28, 1599-609.]

test for symmetry: A test that can be applied to square contingency tables, to
assess the hypothesis that the probability of being in cell 7, is equal to the prob-
ability of being in cell j, i. Under this hypothesis, the expected frequencies in both
cells are (n; +n;)/2 where n; and n; are the corresponding observed frequencies.
The test statistic is
(ny; — nji)2

ni +nj;

X? =
i<j
Under the hypothesis of symmetry, X has approximately a chi-squared distribution
with ¢(c — 1)/2 degrees of freedom, where ¢ is the number of rows of the table (and
the number of columns). In the case of a two-by-two contingency table the procedure
is equivalent to McNemar’s test. [The Analysis of Contingency Tables, 2nd edition,
1992, B.S. Everitt, Chapman and Hall/CRC Press, London.]

Bowley, Arthur Lyon (1869-1957): Born in Bristol, England, Bowley read mathematics at

Cambridge. His first appointment was as a mathematics teacher at St. John’s School,
Leatherhead, Surrey where he worked from 1893 to 1899. It was during this period
that his interest in statistics developed. Joined the newly established London School
of Economics (LSE) in 1895 to give evening courses in statistics. In 1919 Bowley was
elected to a newly-established Chair of Statistics at LSE, a post he held until his
retirement in 1936. He made important contributions to the application of sampling
techniques to economic and social surveys and produced a famous textbook,
Elements of Statistics, which was first published in 1910 and went through seven
editions up to 1937. Bowley was President of the Royal Statistical Society in 1938—
1940, and received the Society’s Guy medals in Silver in 1895 and in Gold in 1935.
He died on 21 January 1957 in Haslemere, Surrey, England.

Box-and-whisker plot: A graphical method of displaying the important characteristics of a

set of observations. The display is based on the five-number summary of the data
with the  box’ part covering the inter-quartile range, and the ‘whiskers’ extending to
include all but outside observations, these being indicated separately. Often particu-
larly useful for comparing the characteristics of different samples as shown in Fig.
23. [SMR Chapter 2.]

Box-Behnken designs: A class of experimental designs that are constructed by combining

two-level factorial designs with balanced incomplete block designs. [Technometrics,
1995, 37, 399-410.]

Box-counting method: A method for estimating the fractal dimension of self-similar pat-
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Fig. 23 Box-and-whisker plot of haemoglobin concentration for two groups of men.

pattern under consideration, versus length of the pixel unit. [Fractal Geometry, 1990,
K. Falconer, Wiley, New York.]

Box-Cox transformation: A family of data transformations designed to achieve normality
and given by

y=E" =1/ A#0
y=Inx, A=0

Maximum likelihood estimation can be used to estimate a suitable value of A for a
particular variable. See also Taylor’s power law and Box-Tidwell transformation.
[ARA Chapter 11.]

Box-Jenkins models: Synonym for autoregressive moving average models.

Box-Miiller transformation: A method of generating random variables from a normal
distribution by using variables from a uniform distribution in the interval (0,1).
Specifically if U; and U, are random uniform (0,1) variates then

X =(-2In Ul)% cos2nU,
Y = (=21n U, ) sin 27U,
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are independent standard normal variables. Often used for generating data from a
normal distribution when using simulation. [KA1 Chapter 9.]

Box-Pierce test: A test to determine whether time series data are simply a white noise

sequence and that therefore the observations are not related. The test statistic is
m
2
Qn=n(n+2)Y ri/(n—k)
k=1

where r;, k=1,2,...,m, are the values of the autocorrelations up to lag m and n is
the number of observations in the series. If the data are a white noise series then Q,,
has a chi-squared distribution with m degrees of freedom. The test is valid only if m is
very much less than n. [Biometrika, 1979, 66, 1-22.]

Boxplot: Synonym for box-and-whisker plot.

Box’'s test: A test for assessing the equality of the variances in a number of populations that is

less sensitive to departures from normality than Bartlett’s test. See also Hartley’s test.

Box-Tidwell transformation: See fractional polynomials.

Bradley-Terry model: A model for experiments in which responses are pairwise rankings

of treatments (a paired comparison experiment), which assigns probabilities to
each of (5) pairs among ¢ treatments in terms of ¢—1 parameters,
Ty, My, 7, ;> 0,i=1,..., tassociated with treatments 77, ..., T,. These para-
meters represent relative selection probabilities for the treatments subject to the
constraints 7; > 0 and Y i_, 7, = 1. The probability that treatment 7 is preferred
over treatment 7; in a single comparison is 7;/(; + 7;). Maximum likelihood esti-
mators for the 7s can be found from observations on the number of times treatment
T; is preferred to treatment 7; in a number of comparisons of the two treatments.
[Biometrics, 1976, 32, 213-32.]

Branch-and-bound algorithm: Synonym for leaps-and-bounds algorithm.

Branching process: A process involving a sequence of random variables Yi, Y,,..., Y,

where Y is the number of particles in existence at time k and the process of creation
and annihilation of particles is as follows: each particle, independently of the other
particles and of the previous history of the process, is transformed into j particles
with probability p;,j =0, 1, ..., M. Used to describe the evolution of populations of
individuals, which reproduce independently. A particularly interesting case is that in
which each particle either vanishes with probability ¢ or divides into two with prob-
ability p,p+¢ = 1. In this case it can be shown that p; = Pr(Yy, =j|Y; =1) is

given by
1\ i (i-j/2 . .
pij = C/2>p-q( D=0,

= 0 in all other cases

[Branching Processes with Biological Applications, 1975, P. Jagers, Wiley, New York.]

Breakdown point: A measure of the insensitivity of an estimator to multiple outliers in the
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data. Roughly it is given by the smallest fraction of data contamination needed to
cause an arbitrarily large change in the estimate. [Computational Statistics, 1996, 11,
137-46.]



Breslow-Day test: A test of the null hypothesis of homogeneity of the odds ratio across a
series of 2x2 contingency tables. [Statistical Methods in Cancer Research, I The
Analysis of Case Control Studies., 1980, N.E. Breslow and N.E. Day, IARC, Lyon.]

Breslow’s estimator: An estimator of the cumulative hazard function in survival analysis.
[Biometrics, 1994, 50, 1142-5.]

Brier score: The mean squared error for binary data.

Brown-Forsythe test: A procedure for assessing whether a set of population variances are
equal, based on applying an F-test to the following values calculated for a sample of
observations from each of the populations;

zjj = |y — ml
where x;; is the jth observation in the ith group and m; is the median of the ith group.
See also Box’s test, Bartlett’s test and Hartley’s test. [Journal of Statistical
Computation and Simulation, 1997, 56, 353-72.]

Brownian motion: A stochastic process, X,, with state space the real numbers, satisfying
o Xy =0;
e for any s; <t <s, <, <--- <5, <1, the random variables X, — X, ,...,
X, — X, are independent;
e for any s < ¢, the random variable X, — X has a normal distribution with mean
0 and variance (¢ — 5)o°.
[Stochastic Modelling of Scientific Data, 1995, P. Guttorp, Chapman and Hall/CRC
Press, London.]

Brushing scatterplots: An interactive computer graphics technique sometimes useful for
exploring multivariate data. All possible two-variable scatterplots are displayed,
and the points falling in a defined area of one of them (the ‘brush’) are highlighted
in all. See also dynamic graphics. [Dynamic Graphics for Statistics, 1987, W.S.
Cleveland and M.E. McGill, Wadsworth, Belmont, California.]

Bubble plot: A method for displaying observations which involve three variable values. Two
of the variables are used to form a scatter diagram and values of the third variable
are represented by circles with differing radii centred at the appropriate position. An
example is given in Fig. 24.

Buckley-James method: An iterative procedure for obtaining estimates of regression coef-
ficients in models involving a response variable that is right-censored. [Statistics in
Medicine, 1992, 11, 1871-80.]

Buehler confidence bound: An upper confidence bound for a measure of reliability/main-
tainability of a series system in which component repair is assumed to restore the
system to its original status. [Journal of the American Statistical Association, 1957,
52, 482-93.]

Buffon’s needle problem: A problem proposed and solved by Comte de Buffon in 1777
which involves determining the probability, p, that a needle of length / will intersect a
line when thrown at random onto a horizontal plane that is ruled with parallel lines a
distance a > [ apart. The solution is

2/

=

na
Can be used to evaluate 7 since if the needle is tossed N times independently and

y; = 1 if it intersects a line on the ith toss and 0 otherwise then
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In 1850 R.Wolf (an astronomer in Zurich) threw a needle 5000 times and obtained
the value 3.1596 for n. [American Mathematical Monthly, 1979, 81, 26-9.]

BUGS: Bayesian inference Using Gibbs Sampling, a software package that provides a means
of analysing complex models from a description of their structure provided by the
user and automatically deriving the expressions for the Gibbs sampling needed to
obtain the posterior marginal distributions. The software is capable of handling a
wide range of problems, including hierarchical random effects and measurement
errors in generalized linear models, latent variable and mixture models, and
various forms of missing and censored data. [MRC Biostatistics Unit, Institute
of Public Health, University Forvie Site, Robinson Way, Cambridge, CB2 2SR,
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Bump hunting: A colourful term for the examination of frequency distributions for local
maxima or modes that might be indicative of separate groups of subjects. See also
bimodal distribution, finite mixture distribution and dip test.

Burgess method: Sce point scoring.

Burn-in: A term used in Markov chain Monte Carlo methods to indicate the necessary period
of iterations before samples from the required distribution are achieved. [Markov
Chain Monte Carlo in Practice, 1996, edited by W.R. Gilks, S. Richardson, and D.J.
Spiegelhalter, Chapman and Hall/CRC Press, London.]

Burr distributions: A family of probability distributions which is very flexible and can have a
wide range of shapes. [Annals of Mathematical Statistics, 1942, 13, 215-32.]

Bursty phenomena: A term sometimes applied to phenomena that exhibit occasional unu-
sually large observations.

Burt matrix: A matrix used in correspondence analysis when applied to contingency tables
with more than two dimensions. [MV1 Chapter 5.]

Butler statistic: A statistic that can be used to test whether a distribution is symmetric about
some point. [Annals of Mathematical Statistics, 1969, 40, 2209-10.]

BW statistic: See Cliff and Ord’s BW statistic.

Byar, D.P. (1938-1991): Born in Lockland, Ohio, Byar graduated from Havard Medical
School in 1964. Working at the Armed Forces Institute of Pathology, Byar became
increasingly interested in the sources of variation in laboratory experiments and the
statistical methods for coping with them. After joining the National Cancer Institute
in 1968 he became a leading methodologist in clinical trials. Byar died on 5 August
1991 in Washington DC.

Byte: A unit of information, as used in digital computers, equals eight bits.
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C

C: A low level programming language developed at Bell Laboratories. Widely used for software
development.

C ++: A general purpose programming language which is a superset of C.

Calendar plot: A method of describing compliance for individual patients in a clinical trial,
where the number of tablets taken per day are set in a calendar-like-form — see Fig.
25. See also chronology plot. [Statistics in Medicine, 1997, 16, 1653—64.]

Calendarization: A generic term for benchmarking.

Calibration: A process that enables a series of easily obtainable but inaccurate measurements
of some quantity of interest to be used to provide more precise estimates of the
required values. Suppose, for example, there is a well-established, accurate method
of measuring the concentration of a given chemical compound, but that it is too
expensive and/or cumbersome for routine use. A cheap and easy to apply alter-
native is developed that is, however, known to be imprecise and possibly subject to
bias. By using both methods over a range of concentrations of the compound, and
applying regression analysis to the values from the cheap method and the corre-
sponding values from the accurate method, a calibration curve can be constructed
that may, in future applications, be used to read off estimates of the required
concentration from the values given by the less involved, inaccurate method.
[KA2 Chapter 28.]

Calibration curve: Sce calibration.
Caliper matching: Sece matching.

Campion, Sir Harry (1905-1996): Born in Worsley, Lancashire, Campion studied at
Manchester University where, in 1933, he became Robert Ottley Reader in
Statistics. In the Second World War he became Head of the newly created

Mon Tue Wed Thr Fri Sat | Sun
0 1
| 1 2 1 0 1 1
10 1 1 1 1 1 0 0
17 0 1 1 2 0 2 0
24 1 1 1 0 1 0 0
31 1

Fig. 25 Calendar plot of number of tablets taken per day. (Reproduced from Sratistics in
Medicine with permission of the publishers John Wiley.)
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Central Statistical Office remaining in this position until his retirement in 1967.
Campion was responsible for drafting the Statistics of Trade Act 1947 and in
establishing a new group in the civil service—the Statistician class. He was
President of the Royal Statistical Society from 1957 to 1959 and President of the
International Statistical Institute from 1963 to 1967. Awarded the CBE in 1945 and
a knighthood in 1957.

Canberra metric: A dissimilarity coefficient given by
q
dj = Z [Xie — Xl / (i + X))
k=1

where x;, xj, k =1, ..., q are the observations on ¢ variables for individuals 7 and j.
[MV1 Chapter 3.]

CAN estimator: An estimator of a parameter that is consistent and asymptotically normal.

Canonical correlation analysis: A method of analysis for investigating the relationship
between two groups of variables, by finding linear functions of one of the sets of
variables that maximally correlate with linear functions of the variables in the other
set. In many respects the method can be viewed as an extension of multiple regression
to situations involving more than a single response variable. Alternatively it can be
considered as analogous to principal components analysis except that a correlation
rather than a variance is maximized. A simple example of where this type of tech-
nique might be of interest is when the results of tests for, say, reading speed (x;),
reading power (x,), arithmetical speed (y;), and arithmetical power (y,), are available
from a sample of school children, and the question of interest is whether or not
reading ability (measured by x; and x,) is related to arithmetical ability (as measured
by y; and y,). [MV1 Chapter 4.]

Canonical discriminant functions: See discriminant analysis.
Canonical variates: Sce discriminant analysis.

Capture-recapture sampling: An alternative approach to a census for estimating popula-
tion size, which operates by sampling the population several times, identifying indi-
viduals which appear more than once. First used by Laplace to estimate the
population of France, this approach received its main impetus in the context of
estimating the size of wildlife populations. An initial sample is obtained and the
individuals in that sample marked or otherwise identified. A second sample is, sub-
sequently, independently obtained, and it is noted how many individuals in that
sample are marked. If the second sample is representative of the population as a
whole, then the sample proportion of marked individuals should be about the same
as the corresponding population proportion. From this relationship the total number
of individuals in the population can be estimated. Specifically if X individuals are
‘captured’, marked and released and y individuals then independently captured of
which x are marked, then the estimator of population size (sometimes known as the
Petersen estimator) is

N=2X

==

with variance given by

var( ]\7) — XJ/(X_—);)(V_X)
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The estimator does not have finite expectation since x can take the value zero. A
modified version, Chapman’s estimator, adds one to the frequency of animals caught
in both samples (x) with the resulting population size estimator

V — y_l X —
N l( +1)—1
[KAT1 Chapter 10.]

Cardiord distribution: A probability distribution, f(6), for a circular random variable, 6,
given by

1 1
SO) =={1 +2pcos(6 — n)}, 0<6<2m 0<p<s
21 2

[Statistical Analysis of Circular Data, 1993, N.I. Fisher, Cambridge University Press,
Cambridge.]

Carry-over effects: Sce crossover design.
CART: Abbreviation for classification and regression tree technique.

Cartogram: A diagram in which descriptive statistical information is displayed on a geogra-
phical map by means of shading or by using a variety of different symbols. An
example is given at Fig. 26. See also disease mapping. [Statistics in Medicine, 1988,
7, 491-506.]

Case-control study: See retrospective study.

Categorical variable: A variable that gives the appropriate label of an observation after
allocation to one of several possible categories, for example, marital status: married,
single or divorced, or blood group: A, B, AB or O. The categories are often given
numerical labels but for this type of data these have no numerical significance. See
also binary variable, continuous variable and ordinal variable.

&

GT70

GT70

GT70

Fig. 26 Cartogram of life expectancy in the USA, by state: LE70 = 70 years or less,
GT70 = more than 70 years.
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Categorizing continous variables: A practice that involves the conversion of continuous
variables into a series of categories, that is common in medical research. The ratio-
nale is partly statistical (avoidance of certain assumptions about the nature of the
data) and partly that clinicians are often happier when categorizing individuals. In
general there are no statistical advantages in such a procedure. [British Journal of
Cancer, 1991, 64, 975.]

Cauchy, Augustin-Louis (1789-1857): Born in Paris, Cauchy studied to become an
Engineer but ill health forced him to retire and teach mathematics at the Ecole
Polytechnique. Founder of the theory of functions of a complex variable, Cauchy
also made considerable contributions to the theory of estimation and the classical
linear model. He died on 22 May 1857 in Sceaux, France.

Cauchy distribution: The probability distribution, f(x), given by
B

f(x) - T[[,Bz + (x — 06)2]
where « is a location parameter (median) and B a scale parameter. Moments and
cumulants of the distribution do not exist. The distribution is unimodal and sym-
metric about o with much heavier tails than the normal distribution (see Fig. 27). The
upper and lower quartiles of the distribution are « &+ . Named after Augustin-Louis
Cauchy (1789-1857). [STD Chapter 7.]

—00<x<o00, >0

Cauchy integral: The integral of a function, f(x), from « to b defined in terms of the sum
Sy =f(@)(xy — a) + f(x)(xp = x1) + -+ (x,)(b — x,,)

0.6
1

alpha=0,beta=0.5

4 ] alpha=0,beta=2
=== alpha=0,beta=5

0.5

f(x)

0.3

0.2
1

0.1

Fig. 27 Cauchy distributions for various parameter values.
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where the range of the integral (a, b) is divided at points xi, x,, ..., x,. It may be
shown that under certain conditions (such as the continuity of f(x) in the range) the
sum tends to a limit as the length of the intervals tends to zero, independently of
where the dividing points are drawn or the way in which the tendency to zero
proceeds. This limit is the required integral. See also Riemann-Steltjes integral.
[KAT1 Chapter 1.]

Cauchy-Schwarz inequality: The following inequality for the integrals of functions, f(x),
and g(x), whose squares are integral

{ / [f(x)g(x)]dx}z < { [ [f(x)]de}{ [ [g(x)]zdx}

In statistics this leads to the following inequality for expected values of two random
variables x and y with finite second moments

[ECy)l < EGOEG?)
The result can be used to show that the correlation coefficient, p, satisfies the inequal-
ity o> < 1. [KA1 Chapter 2.]

Causality: The relating of causes to the effects they produce. Many investigations in medicine
seek to establish causal links between events, for example, that receiving treatment A
causes patients to live longer than taking treatment B. In general the strongest claims
to have established causality come from data collected in experimental studies.
Relationships established in observational studies may be very suggestive of a causal
link but are always open to alternative explanations. [SMR Chapter 5.]

Cause specific death rate: A death rate calculated for people dying from a particular
disease. For example, the following are the rates per 1000 people for three disease
classes for developed and developing countries in 1985.

C1 C2 C3
Developed 0.5 4.5 2.0
Developing 4.5 1.5 0.6

Cl = Infectious and parasitic diseases
C2 = Circulatory diseases
C3 = Cancer

See also crude annual death rate and age-specific death rate.

Ceiling effect: A term used to describe what happens when many subjects in a study have
scores on a variable that are at or near the possible upper limit (‘ceiling’). Such an
effect may cause problems for some types of analysis because it reduces the possible
amount of variation in the variable. The converse, or floor effect, causes similar
problems. [Arthritis and Rheumatism, 1995, 38, 1055.]

Cellular proliferation models: Models used to describe the growth of cell populations. One
example is the deterministic model
N(1) = N(1g)e" ™"
where N(¢) is the number of cells in the population at time ¢, 7, is an initial time and v

represents the difference between a constant birth rate and a constant death rate. Often
also viewed as a stochastic processin which N(¢) is considered to be a random variable.

Censored data plots: Graphical methods of portraying censored data in which grey scale or
colour is used to encode the censoring information in a two-dimensional plot. An
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Censored

Censored

example arising from a randomized clinical trial on liver disease is shown in Fig. 28.
[Journal of the American Statistical Association, 1991, 86, 678—83.]

observations: An observation x; on some variable of interest is said to be cen-
sored if it is known only that x; < L; (left-censored) or x; > U; (right-censored) where
L; and U; are fixed values. Such observations arise most frequently in studies where
the main response variable is time until a particular event occurs (for example, time
to death) when at the completion of the study, the event of interest has not happened
to a number of subjects. See also interval censored data, singly censored data, doubly
censored data and non-informative censoring. [SMR Chapter 2.]

regression models: A general class of models for analysing truncated and cen-
sored data where the range of the dependent variable is constrained. A typical case of
censoring occurs when the dependent variable has a number of its values concen-
trated at a limiting value, say zero. [Statistics in Medicine, 1984, 3, 143-52.]

Census: A study that aims to observe every member of a population. The fundamental purpose

of the population census is to provide the facts essential to government policy-mak-
ing, planning and administration. [SMP Chapter 5.]

Centile: Synonym for percentile.

Centile reference charts: Charts used in medicine to observe clinical measurements on

individual patients in the context of population values. If the population centile
corresponding to the subject’s value is atypical (i.e. far from the 50% value) this
may indicate an underlying pathological condition. The chart can also provide a
background with which to compare the measurement as it changes over time. An
example is given in Fig. 29. [Statistics in Medicine, 1996, 15, 2657-68.]
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Fig. 28 Censored data plot of data from a randomized clinical trial on liver disease: censored
individuals are plotted as octagons: uncensored individuals are plotted in grey scale.
(Reproduced from the Journal of the American Statistical Association with permission.)
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Fig. 29 Centile chart of birthweight for gestational age.

Centralized database: A database held and maintained in a central location, particularly in
a multicentre study.

Central limit theorem: If a random variable Y has population mean p and population
variance (72, then the sample mean, y, based on n observations, has an approximate
normal distribution with mean p and variance oz/n, for sufficiently large n. The
theorem occupies an important place in statistical theory. [KA1 Chapter 8.]

Central range: The range within which the central 90% of values of a set of observations lie.
[SMR Chapter 3.]

Central tendency: A property of the distribution of a variable usually measured by statistics
such as the mean, median and mode.

64



Centroid method: A method of factor analysis widely used before the advent of high-speed

computers but now only of historical interest. [Psychological Review, 1931, 38,
406-27.]

CEP: Abbreviation for circular error probable.

CER: Abbreviation for cost-effectiveness ratio.

CERES plot: Abbreviation for combining conditional expectations and residuals plot.

CFA: Abbreviation for confirmatory factor analysis.

CHAID: Abbreviation for chi-squared automated interaction detector.

Chain-binomial models: Models arising in the mathematical theory of infectious diseases,

Chaining:

that postulate that at any stage in an epidemic there are a certain number of infected
and susceptibles, and that it is reasonable to suppose that the latter will yield a fresh
crop of cases at the next stage, the number of new cases having a binomial distribu-
tion. This results in a ‘chain’ of binomial distributions, the actual probability of a
new infection at any stage depending on the numbers of infectives and susceptibles at
the previous stage. [Stochastic Analysis and Applications, 1995, 13, 355-60.]

A phenomenon often encountered in the application of single linkage clustering
which relates to the tendency of the method to incorporate intermediate points
between distinct clusters into an existing cluster rather than initiate a new one.
[MV2 Chapter 10.]

Chain-of-events data: Data on a succession of events that can only occur in a prescribed

order. One goal in the analysis of this type of data is to determine the distribution of
times between successive events. [Biometrics, 1999, 55, 179-87.]

Chains of infection: A description of the course of an infection among a set of individuals.

Chalmers,

The susceptibles infected by direct contact with the introductory cases are said to
make up the first generation of cases; the susceptibles infected by direct contact with
the first generation are said to make up the second generation and so on. The
enumeration of the number of cases in each generation is called an epidemic chain.
Thus the sequence 1-2—1-0 denotes a chain consisting of one introductory case, two
first generation cases, one second generation case and no cases in later generations.
[Berliner und Miinchener Tierdrztliche Wochenschrift, 1997, 110, 211-13.]

Thomas Clark (1917-1995): Born in Forest Hills, New York, Chalmers grad-
uated from Columbia University College of Physicians and Surgeons in 1943. After
entering private practice he became concerned over the lack of knowledge on the
efficacy of accepted medical therapies, and eventually became a leading advocate for
clinical trials, and later for meta-analysis setting up a meta-analysis consultancy
company at the age of 75. In a distinguished research and teaching career,
Chalmers was President and Dean of the Mount Sinai Medical Center and School
of Medicine in New York City from 1973 to 1983. He died on 27 December 1995, in
Hanover, New Hampshire.

Change point problems: Problems with chronologically ordered data collected over a per-

iod of time during which there is known (or suspected) to have been a change in the
underlying data generation process. Interest then lies in, retrospectively, making
inferences about the time or position in the sequence that the change occurred. A
famous example is the Lindisfarne scribes data in which a count is made of the
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occurrences of a particular type of pronoun ending observed in 13 chronologically
ordered medieval manuscripts believed to be the work of more than one author. A
plot of the data (see Fig. 30) shows strong evidence of a change point. A simple
example of a possible model for such a problem is the following;

v, =0y + Bix; + e, i=1,...,t

Vi =0y + Box; + e, i=t+1,...,T
Interest would centre on estimating the parameters in the model particularly the
change point, t. [Statistics in Medicine, 1983, 2, 141-6.]

Change scores: Scores obtained by subtracting a post-treatment score on some variable from
the corresponding pre-treatment, baseline value. Often used as the basis for analysis
of longitudinal studies despite being known to be less effective than using baseline
measures as covariates. When used to compare groups formed on the basis of
extreme values of some variable and then observed before and after a treatment,
such scores may be affected by the phenomenon of regression to the mean. See also
adjusting for baseline and baseline balance. [SMR Chapter 14.]

Chaos: Apparently random behaviour exhibited by a deterministic model. [Chaos, 1987, J.
Gleick, Sphere Books Ltd, London.]

Chapman-Kolmogoroff equation: See Markov chain.

Chapman’s estimator: See capture-recapture sampling.

Characteristic function: A function, ¢(¢), derived from a probability distribution, f(x), as
w0 = [ eroax

where i> = —1 and ¢ is real. The function is of great theoretical importance and under
certain general conditions determines and is completely determined by the probabil-
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Fig. 30 A plot of the Lindisfarne scribes data indicating a clear change point.
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ity distribution. If ¢(¢) is expanded in powers of ¢ then the rth central moment, ., is
equal to the coefficient of (ir)"/r! in the expansion. Thus the characteristic function is
also a moment generating function. [KA1 Chapter 4.]

Characteristic root: Synonym for eigenvalue.
Characteristic vector: Synonym for eigenvector.

Chebyshev-Hermite polynomial: A function, H,(x) defined by the identity
(=D) a(x) = H,(x)er(x)

where a(x) = (1/«/%)(%"'2 and D = d/dx. It is easy to show that H,(x) is the coeffi-

cient of ¢/r! in the expansion of exp(rx — %12) and is given explicitly by
R
H((x)=x"— ﬁx +22—2!x 373
where 1 = r(r—1)...(r —i+1). For example, Hg(x) is
Hg(x) = x° — 15x* + 45x* — 15
The polynomials have an important orthogonal property namely that

/OO H,,(x)H,(x)a(x)dx = 0, m#n

X"76 + ..

=n!, m=n
Used in the Gram—Charlier Type A series. [KA1 Chapter 6.]

Chebyshev, Pafnuty Lvovich (1821-1894): Born in Okatovo, Russia, Chebyshev studied
at Moscow University. He became professor at St Petersburg in 1860, where he
founded the Petersburg mathematical school which influenced Russian mathematics
for the rest of the century. Made important contributions to the theory of the dis-
tribution of prime numbers, but most remembered for his work in probability theory
where he proved a number of fundamental limit theorems. Chebyshev died on 8§
December 1894 in St Petersburg, Russia.

Chebyshev’s inequality: A statement about the proportion of observations that fall within
some number of standard deviations of the mean for any probability distribution.
One version is that for a random variable, X

X—u 1
Prob[—kngk] <1 -2
where k is the number of standard deviations, o, from the mean, . For example, the
inequality states that at least 75% of the observations fall within two standard
deviations of the mean. If the variable X can take on only positive values then the
following, known as the Markov inequality, holds;
Prob[X < x] < 1 f%

[KAT1 Chapter 3.]

Chemometrics: The application of mathematical and statistical methods to problems in
Chemistry. [Chemometrics: A Textbook, 1988, D.L. Massart, B.G.M. Vandeginste,
S.N. Deming, Y. Michotte and L. Kaufman, Elsevier, Amsterdam.]

Chernoff's faces: A technique for representing multivariate data graphically. Each observa-
tion is represented by a computer-generated face, the features of which are controlled
by an observation’s variable values. The collection of faces representing the set of
observations may be useful in identifying groups of similar individuals, outliers, etc.
See also Andrews’ plots and glyphs. [MV1 Chapter 3.]
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4 8

Fig. 31 Chernoff’s faces representing ten multivariate observations.

Chi-plot: An auxiliary display to the scatterplot in which independence is manifested in a

68

characteristic way. The plot provides a graph which has characteristic patterns
depending on whether the variates are (1) independent, (2) have some degree of
monotone relationship, (3) have more complex dependence structure. The plot
depends on the data only through the values of their ranks. The plot is a scatterplot
of the pairs (A, x;), |A| < 417 — 0.5}, where

A = 4S; max{(F; — 0.5)%, (G; — 0.5)%}

1o = (H; = FG)AF,(1 = F)G,(1 = F)}
and where

H; = "I(x; < x;.p; < y)/(n— 1)

J#

F=Y 1(x; < x)/(n—1)
P

G; = 21(){,- <y)/(n—1)
J#L

S; = sign{(F; — 0.5)(G; — 0.5)}



with (x;,y1)...(x,,»,) being the observed sample values, and 7(A) being the indi-
cator function of the event 4. Example plots are shown in Figure 32. Part (a) shows
the situation in which x and y are independent, Part (b) in which they have a
correlation of 0.6. In each case the left hand plot is a simple scatterplot of the
data, and the right hand is the corresponding chi-plot. The American Statistician,
2001, 55, 233-239.

Chi-squared automated interaction detector (CHAID): Essentially an automatic inter-
action detector for binary target variables. [Multivariable Analysis, 1996, A.R.
Feinstein, Yale University Press, New Haven.]

Chi-squared distance: A distance measure for categorical variables that is central to corre-
spondence analysis. Similar to Euclidean distance but effectively compensates for the
different levels of occurrence of the categories. [MV1 Chapter 5.]

Chi-squared distribution: The probability distribution, f(x), of a random variable defined
as the sum of squares of a number (v) of independent standard normal variables and
given by

(=2/2,=x/2,

X x>0

1
Sx)= 2U/21_,(v/2)

The shape parameter, v, is usually known as the degrees of freedom of the distribu-
tion. This distribution arises in many areas of statistics, for example, assessing the
goodness-of-fit of models, particularly those fitted to contingency tables. The mean
of the distribution is v and its variance is 2v. [STD Chapter 8.]

Chi-squared probability plot: A procedure for testing whether a set of multivariate data

have a multivariate normal distribution. The ordered generalized distances
d(i) =(x; — i)/s_l(xi -X)

where x;,i =1, ..., n, are multivariate observations involving ¢ variables, X is the
sample mean vector and S the sample variance—covariance matrix, are plotted
against the quantiles of a chi-squared distribution with ¢ degrees of freedom.
Deviations from multivariate normality are indicated by depatures from a straight
line in the plot. An example of such a plot appears in Fig. 33. See also quantile—
quantile plot. [Principles of Multivariate Analysis, 1988, W.J. Krzanowski, Oxford
Science Publications, Oxford.]

Chi-squared statistic: A statistic having, at least approximately, a chi-squared distribution.
An example is the test statistic used to assess the independence of the two variables
forming a contingency table

X? = Z i(o,- - E)’/E;
i=1 j=1

where O; represents an observed frequency and E; the expected frequency under
independence. Under the hypothesis of independence X has, approximately, a
chi-squared distribution with (r — 1)(c — 1) degrees of freedom. [SMR Chapter 10.]

Chi-squared test for trend: A test applied to a two-dimensional contingency table in which
one variable has two categories and the other has k ordered categories, to assess
whether there is a difference in the trend of the proportions in the two groups. The
result of using the ordering in this way is a test that is more powerful than using the
chi-squared statistic to test for independence. [SMR Chapter 10.]
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Fig. 32 Chi-plot. (a) Uncorrelated situation. (b) Correlated situation.
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Fig. 33 Chi-squared probability plot indicating data do not have a multivariate normal
distribution.

Choleski decomposition: The decomposition of a symmetric matrix, A (which is not a
singular matrix), into the form
A=LL
where L is a lower triangular matrix. Widely used for solving linear equations and
matrix inversion. [MV1 Appendix A.]

Chow test: A test of the equality of two independent sets of regression coefficients under the
assumption of normally distributed errors. [Biometrical Journal, 1996, 38, 819-28.]

Christmas tree boundaries: An adjustment to the stopping rule in a sequential clinical trial
for the gaps between the ‘looks’.

Chronology plot: A method of describing compliance for individual patients in a clinical trial,
where the times that a tablet are taken are depicted over the study period (see Fig.
34). See also calendar plot. [Statistics in Medicine, 1997, 16, 1653—64.]

Circadian variation: The variation that takes place in variables such as blood pressure and
body temperature over a 24 hour period. Most living organisms experience such
variation which corresponds to the day/night cycle caused by the Earth’s rotation
about its own axis. [SMR Chapter 7.]

Circular data: Observations on a circular random variable.

Circular distribution: A probability distribution, f(6), of a circular random variable, & which
ranges from 0 to 2 so that the probability may be regarded as distributed around
the circumference of a circle. The function f is periodic with period 2w so that
f(0+2m) = f(6). An example is the von Mises distribution. See also cardiord distri-
bution. [KA1 Chapter 5.]

Circular error probable: An important measure of accuracy for problems of directing pro-
jectiles at targets, which is the bivariate version of a 50% quantile point. Defined
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Fig. 34 Chronology plot of times that a tablet is taken in a clinical trial. (Reproduced from
Statistics in Medicine with permission of the publishers John Wiley.)

explicitly as the value R such that on average half of a group of projectiles will fall
within the circle of radius R about the target point. [Journal of The Royal Statistical
Society, Series B, 1960, 22, 176-87.]

Circular random variable: An angular measure confined to be on the unit circle. Figure 35
shows a representation of such a variable. See also cardiord distribution and von
Mises distribution. [Multivariate Analysis, 1977, K.V. Mardia, J.T. Kent and J.M.
Bibby, Academic Press, London.]

{cos 8, sin 8)

Xy

Fig. 35 Diagram illustrating a circular random variable.
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City-block distance: A distance measure occasionally used in cluster analysis and given by

q
dj = Z [ X — Xl
=

where ¢ is the number of variables and xy, xj, k =1, ..., ¢ are the observations on
individuals 7 and j. [MV2 Chapter 10.]

Class frequency: The number of observations in a class interval of the observed frequency
distribution of a variable.

Classical scaling: A form of multidimensional scaling in which the required coordinate values
are found from the eigenvectors of a matrix of inner products. [MV1 Chapter 5.]

Classical statistics: Synonym for frequentist inference.

Classification and regression tree technique (CART): An alternative to multiple
regression and associated techniques for determining subsets of explanatory vari-
ables most important for the prediction of the response variable. Rather than fitting
a model to the sample data, a tree structure is generated by dividing the sample
recursively into a number of groups, each division being chosen so as to maximize
some measure of the difference in the response variable in the resulting two groups.
The resulting structure often provides easier interpretation than a regression equa-
tion, as those variables most important for prediction can be quickly identified.
Additionally this approach does not require distributional assumptions and is also
more resistant to the effects of outliers. At each stage the sample is split on the basis
of a variable, x;, according to the answers to such questions as ‘Is x; < ¢’ (univariate
split), is “Y_ a;x; < ¢’ (linear function split) and ‘does x; € 4” (if x; is a categorical
variable). An illustration of an application of this method is shown in Fig. 36. See
also automatic interaction detector. [MV2 Chapter 9.]

whole sample

%identm

owner not owner
N\
years at bank age
< \
>2 <2 > 26
/1 / \ \
number of employment resudentlal
children category status
/ / N\ [ \

not

14| |professional professional

<21 |>2 tenant| |other

Fig. 36 An example of a CART diagram showing classification of training cases in a credit
risk assessment exercise.
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Classification matrix: A term often used in discriminant analysis for the matrix summarizing
the results obtained from the derived classification rule, and obtained by crosstabu-
lating observed against predicted group membership. Contains counts of correct
classifications on the main diagonal and incorrect classifications elsewhere. [MV2
Chapter 9.]

Classification rule: Sece discriminant analysis.

Classification techniques: A generic term used for both cluster analysis methods and dis-
criminant methods although more widely applied to the former. [MV1 Chapter 1.]

Class intervals: The intervals of the frequency distribution of a set of observations.

Clemmesen’s hook: A phenomenon sometimes observed when interpreting parameter esti-
mates from age—period—cohort models, where rates increase to some maximum, but
then fall back slightly before continuing their upward trend.

Cliff and Ord’s BW statistic: A measure of the degree to which the presence of some factor
in an area (or time period) increases the chances that this factor will be found in a
nearby area. Defined explicitly as

BW =)D 8xi —x)’

where x; = 1 if the ith area has the characteristic and zero otherwise and §; = 1 if
areas i and j are adjacent and zero otherwise. See also adjacency matrix and Moran’s
L. [Spatial Processes: Models, Inference and Applications, 1980, A.D. Cliff and J.K.
Ord, Pion, London.]

Clinical priors: See prior distribution.

Clinical trial: A prospective study involving human subjects designed to determine the effec-
tiveness of a treatment, a surgical procedure, or a therapeutic regimen administered
to patients with a specific disease. See also phase I trials, phase II trials and phase I1I
trials. [SMR Chapter 15.]

Clinical vs statistical significance: The distinction between results in terms of their pos-
sible clinical importance rather than simply in terms of their statistical significance.
With large samples, for example, very small differences that have little or no clinical
importance may turn out to be statistically significant. The practical implications of
any finding in a medical investigation must be judged on clinical as well as statistical
grounds. [SMR Chapter 15.]

Clopper-Pearson interval: A confidence interval for the probability of success in a series of
n independent repeated Bernoulli trials. For large sample sizes a 100(1—a/2)% inter-
val is given by

. p(—p)s . p(—p)s
D — zopl I <p<p+zypl " 1
where z,,, is the appropriate standard normal deviate and p = B/n where B is the
observed number of successes. See also binomial test. [NSM Chapter 2.]

Closed sequential design: See sequential analysis.

ClustanGraphics: A specialized software package that contains advanced graphical facilities
for cluster analysis. [www.clustan.com]

Cluster: Sce disease cluster.
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Cluster analysis: A set of methods for constructing a (hopefully) sensible and informative
classification of an initially unclassified set of data, using the variable values observed
on each individual. Essentially all such methods try to imitate what the eye—brain
system does so well in two dimensions; in the scatterplot shown at Fig. 37, for
example, it is very simple to detect the presence of three clusters without making
the meaning of the term ‘ cluster’ explicit. See also agglomerative hierarchical cluster-
ing, K-means clustering, and finite mixture densities. [MV2 Chapter 10.]

Clustered binary data: See clustered data.

Clustered data: A term applied to both data in which the sampling units are grouped into
clusters sharing some common feature, for example, animal litters, families or geo-
graphical regions, and longitudinal data in which a cluster is defined by a set of
repeated measures on the same unit. A distinguishing feature of such data is that they
tend to exhibit intracluster correlation, and their analysis needs to address this
correlation to reach valid conclusions. Methods of analysis that ignore the correla-
tions tend to be inadequate. In particular they are likely to give estimates of standard
errors that are too low. When the observations have a normal distribution, random
effects models and mixed effects models may be used. When the observations are
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Fig. 37 Cluster analysis by eye can be applied to this scatterplot to detect the three distinct
clusters.
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binary, giving rise to clustered binary data, suitable methods are mixed-effects logistic
regression and the generalized estimating equation approach. See also multilevel
models. [Statistics in Medicine, 1992, 11, 67-100.]

Cluster randomization: The random allocation of groups or clusters of individuals in the
formation of treatment groups. Although not as statistically efficient as individual
randomization, the procedure frequently offers important economic, feasibility or
ethical advantages. Analysis of the resulting data may need to account for possible
intracluster correlation (see clustered data). [Statistics in Medicine, 1992, 11, 743-50.]

Cluster sampling: A method of sampling in which the members of a population are arranged
in groups (the ‘clusters’). A number of clusters are selected at random and those
chosen are then subsampled. The clusters generally consist of natural groupings, for
example, families, hospitals, schools, etc. See also random sample, area sampling,
stratified random sampling and quota sample. [KA1 Chapter 5.]

Cluster-specific models: Synonym for subject-specific models.

Cmax: A measure traditionally used to compare treatments in bioequivalence trials. The measure
is simply the highest recorded response value for a subject. See also area under curve,
response feature analysis and T,,,.. [Pharmaceutical Research, 1995, 92, 1634-41.]

Coale-Trussell fertility model: A model used to describe the variation in the age pattern of

human fertility, which is given by
R, = n,M;e™"

where R;, is the expected marital fertility rate, for the ath age of the ith population,
n, is the standard age pattern of natural fertility, v, is the typical age-specific devia-
tion of controlled fertility from natural fertility, and M; and m; measure the ith
population’s fertility level and control. The model states that marital fertility is the
product of natural fertility, n,M;, and fertility control, exp(m;v,) [Journal of
Mathematical Biology, 1983, 18, 201-11.]

Coarse data: A term sometimes used when data are neither entirely missing nor perfectly
present. A common situation where this occurs is when the data are subject to
rounding; others correspond to digit preference and age heaping. [Biometrics,
1993, 49, 1099-1109.]

Cochrane, Archibald Leman (1909-1988): Cochrane studied natural sciences in
Cambridge and psychoanalysis in Vienna. In the 1940s he entered the field of epi-
demiology and then later became an enthusiastic advocate of clinical trials. His
greatest contribution to medical research was to motivate the Cochrane collabora-
tion. Cochrane died on 18 June 1988 in Dorset in the United Kingdom.

Cochrane collaboration: An international network of individuals committed to preparing ,
maintaining and disseminating systematic reviews of the effects of health care. The
collaboration is guided by six principles: collaboration, building on people’s existing
enthusiasm and interests, minimizing unnecessary duplication, avoiding bias, keep-
ing evidence up to data and ensuring access to the evidence. Most concerned with the
evidence from randomized clinical trials. See also evidence-based medicine.
[Neurologist, 1996, 2, 378-83.]

Cochrane-Orcutt procedure: A method for obtaining parameter estimates for a regression
model in which the error terms follow an autoregressive model of order one, i.e. a
model
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v =PBx, +v, t=1,2,...,n

where v, = av,_; + ¢, and y, are the dependent values measured at time ¢, X, is a
vector of explanatory variables, p is a vector of regression coefficients and the ¢, are
assumed independent normally distributed variables with mean zero and variance o°.
Writing yf =y, — ay,_; and X; = X, — ax,_; an estimate of B can be obtained from
ordinary least squares of y; and x;. The unknown parameter o can be calculated
from the residuals from the regression, leading to an iterative process in which a new
set of transformed variables are calculated and thus a new set of regression estimates
and so on until convergence. [Communications in Statistics, 1993, 22, 1315-33.]

Cochran’s C-test: A test that the variances of a number of populations are equal. The test

statistic is
2
S
C — max
2
s
where g is the number of populations and s?,i = 1, ..., g are the variances of samples
from each, of which s2,,, is the largest. Tables of critical values are available. See also
Bartlett’s test, Box’s test and Hartley’s test. [Simultaneous Statistical Inference, 1966,

R.G. Miller, McGraw-Hill, New York.]

Cochran’s Q-test: A procedure for assessing the hypothesis of no inter-observer bias in
situations where a number of raters judge the presence or absence of some charac-
teristic on a number of subjects. Essentially a generalized McNemar’s test. The test
statistic is given by

0= DEL0, - ./
=YL
where y; = 1 if the ith patient is judged by the jth rater to have the characteristic
present and 0 otherwise, y; is the total number of raters who judge the ith subject to
have the characteristic, y; is the total number of subjects the jth rater judges as
having the characteristic present, y_is the total number of ‘present’ judgements
made, n is the number of subjects and r the number of raters. If the hypothesis of
no inter-observer bias is true, Q, has approximately, a chi-squared distribution with
r — 1 degrees of freedom. [Biometrika, 1950, 37, 256—66.]

Cochran’s Theorem: Let x be a vector of ¢ independent standardized normal variables and
let the sum of squares Q = x'x be decomposed into k quadratic forms Q; = x'A;x
with ranks r;, i.e.

Kk
Z X'Ax =xIx
i=1

Then any one of the following three conditions implies the other two;

e The ranks r; of the Q; add to that of Q.
e Each of the Q; has a chi-squared distribution.
e Each Q; is independent of every other.

[KAT1 Chapter 15.]

Cochran, William Gemmell (1909-1980): Born in Rutherglen, a surburb of Glasgow,
Cochran read mathematics at Glasgow University and in 1931 went to Cambridge
to study statistics for a Ph.D. While at Cambridge he published what was later to
become known as Cochran’s Theorem. Joined Rothamsted in 1934 where he worked
with Frank Yates on various aspects of experimental design and sampling. Moved to
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the Towa State College of Agriculture, Ames in 1939 where he continued to apply
sound experimental techniques in agriculture and biology. In 1950, in collaboration
with Gertrude Cox, published what quickly became the standard text book on
experimental design, Experimental Designs. Became head of the Department of
Statistics at Harvard in 1957, from where he eventually retired in 1976. President
of the Biometric Society in 1954-1955 and Vice-president of the American
Association for the Advancement of Science in 1966. Cochran died on 29 March
1980 in Orleans, Massachusetts.

Codominance: The relationship between the genotype at a locus and a phenotype that it
influences. If individuals with heterozygote (for example, AB) genotype is phenoty-
pically different from individuals with either homozygous genotypes (AA and BB),
then the genotype-phenotype relationship is said to be codominant. [Statistics in
Human Genetics, 1998, P. Sham, Arnold, London.]

Coefficient of alienation: A name sometimes used for 1 — 2, where r is the estimated value
of the correlation coefficient of two random variables. See also coefficient of deter-
mination.

Coefficient of concordance: A coefficient used to assess the agreement among m raters
ranking # individuals according to some specific characteristic. Calculated as

W = 128/[m*(n’ — n)]
where S is the sum of squares of the differences between the total of the ranks
assigned to each individual and the value m(n+ 1)/2. W can vary from 0 to 1
with the value 1 indicating perfect agreement. [Quick Statistics, 1981, P. Sprent,
Penguin Books, London.]

Coefficient of determination: The square of the correlation coefficient between two vari-
ables. Gives the proportion of the variation in one variable that is accounted for by
the other. [ARA Chapter 7.]

Coefficient of racial likeness (CRL): Developed by Karl Pearson for measuring resem-
blances between two samples of skulls of various origins. The coefficient is defined
for two samples 7 and J as:

1
)4 Y. _ Vv 2 2
CRL — 12 2(X11< Xék) 2
Y (S1k/n1) + (S,/k/nl) V4
where X stands for the sample mean of the kth variable for sample I and 57 stands

for the variance of this variable. The number of variables is p. [Numerical Taxonomy,
1973, P.H.A. Sneath and R.R. Sokal, W.H. Freeman, San Francisco.]

Coefficient of variation: A measure of spread for a set of data defined as
100 x standard deviation/mean

Originally proposed as a way of comparing the variability in different distributions,
but found to be sensitive to errors in the mean. [KA1 Chapter 2.]

Coherence: A term most commonly used in respect of the strength of association of two time
series. Figure 38, for example, shows daily mortality and SO, concentration time
series in London during the winter months of 1958, with an obvious question as to
whether the pollution was in any way affecting mortality. The relationship is usually
measured by the time series analogue of the correlation coefficient, although the
association structure is likely to be more complex and may include a leading or
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Fig. 38 Time series for daily mortality and sulphur dioxide concentration in London during
the winter months of 1958.

lagging relationship; the measure is no longer a single number but a function, p(w),
of frequency w. Defined explicitly in terms of the Fourier transforms f,(), f,(w) and
[ry(@) of the autocovariance functions of X, and Y, and their cross-covariance func-
tion as

_ fu@P
Fd@)(@)

The squared coherence is the proportion of variability of the component of Y, with

P ()

frequency w explained by the corresponding X, component. This corresponds to the
interpretation of the squared multiple correlation coefficient in multiple regression.
See also multiple time series. [TMS Chapter 8.]

Cohort: See cohort study.

Cohort component method: A widely used method of forecasting the age- and sex-specific
population to future years, in which the initial population is stratified by age and sex
and projections are generated by application of survival ratios and birth rates, fol-
lowed by an additive adjustment for net migration.

Cohort study: An investigation in which a group of individuals (the cohort) is identified and
followed prospectively, perhaps for many years, and their subsequent medical history
recorded. The cohort may be subdivided at the onset into groups with different
characteristics, for example, exposed and not exposed to some risk factor, and at
some later stage a comparison made of the incidence of a particular disease in each
group. See also prospective study. [SMR Chapter 5.]

Coincidences: Surprising concurrence of events, perceived as meaningfully related, with no
apparent causal connection. Such events abound in everyday life and are often the
source of some amazement. As pointed out by Fisher, however, ‘the one chance in a
million will undoubtedly occur, with no less and no more than its appropriate
frequency, however surprised we may be that it should occur to us’. [Chance
Rules, 1999, B.S. Everitt, Springer-Verlag, New York.]
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Collapsing categories: A procedure often applied to contingency tables in which two or

more row or column categories are combined, in many cases so as to yield a reduced
table in which there are a larger number of observations in particular cells. Not to be
recommended in general since it can lead to misleading conclusions. See also
Simpson’s paradox. [Multivariable Analysis, 1996, A.R. Feinstein, New York
University Press, New Haven.]

Collector’s problem: A problem that derives from schemes in which packets of a particular

brand of tea, cereal etc., are sold with cards, coupons or other tokens. There are say n
different cards that make up a complete set, each packet is sold with one card, and a
priori this card is equally likely to be any one of the n cards in the set. Of principal
interest is the distribution of N, the number of packets that a typical customer must
buy to obtain a complete set. It can be shown that the cumulative probability dis-
tribution of N, Fy(r,n) is given by

Fy(r,n) = Z(_l) nlln — & ,r>n

n"tl(n — 1) -
The expected value of N is

E(N):nZ;

t=1

[The American Statistician, 1998, 52, 175-80.]

Collinearity: Synonym for multicollinearity.

Collision

test: A test for randomness in a sequence of digits. [The Art of Computer
Programming 2nd Edition, 1998, D.K. Knuth, Addison-Wesley, Reading, Maine.]

Combining conditional expectations and residuals plot (CERES): A generalization

of the partial residual plot which is often useful in assessing whether a multiple
regression in which each explanatory variable enters linearly is valid. It might, for
example, be suspected that for one of the explanatory variables, x;, an additional
square or square root term is needed. To make the plot the regression model is
estimated, the terms involving functions of x; are added to the residuals and the
result is plotted against x;. An example is shown in Fig. 39. [Journal of Statistical
Computation and Simulation, 1996, 54, 37-44.]

Commensurate variables: Variables that are on the same scale or expressed in the same

units, for example, systolic and diastolic blood pressure.

Common factor: See factor analysis.

Common factor variance: A term used in factor analysis for that part of the variance of a

Common

variable shared with the other observed variables via the relationships of these vari-
able to the common factors. [MV2 Chapter 12.]

principal components analysis: A generalization of principal components
analysis to several groups. The model for this form of analysis assumes that the
variance—covariance matrices, %; of k populations have identical eigenvectors, so
that the same orthogonal matrix diagonalizes all ¥; simultaneously. A modification
of the model, partial common principal components, assumes that only r out of ¢
eigenvectors are common to all ¥; while the remaining ¢ — r eigenvectors are specific
in each group. [MV1 Chapter 4.]

Communality: Synonym for common factor variance.
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Fig. 39 An example of a CERES plot.

Community controls: See control group.

Community intervention study: An intervention study in which the experimental unit to
be randomized to different treatments is not an individual patient or subject but a
group of people, for example, a school, or a factory. See also cluster randomization.
[Statistics in Medicine, 1996, 15, 1069-92.]

Co-morbidity: The potential co-occurrence of two disorders in the same individual, family etc.
[Statistics in Medicine, 1995, 14, 721-33.]

Comparative calibration: A term applied to the problem of comparing several distinct
methods of measuring a given quantity. See also calibration.

Comparative exposure rate: A measure of association for use in a matched case—control
study, defined as the ratio of the number of case—control pairs, where the case has
greater exposure to the risk factor under investigation, to the number where the
control has greater exposure. In simple cases the measure is equivalent to the odds
ratio or a weighted combination of odds ratios. In more general cases the measure
can be used to assess association when an odds ratio computation is not feasible.
[Statistics in Medicine, 1994, 13, 245-60.]

Comparative trial: Synonym for controlled trial.
Comparison group: Synonym for control group.
Comparison wise error rate: Synonym for per-comparison error rate.

Compartment models: Models for the concentration or level of material of interest over
time. A simple example is the washout model or one compartment model given by
E[Y(0)] = a + Bexp(—y1), (v > 0)
where Y (¢) is the concentration at time ¢ > 00 [Compartmental Analysis in Biology in
Medicine, 1972, J.A. Jacquez, Elsevier, New York.]

Competing risks: A term used particularly in survival analysis to indicate that the event of
interest (for example, death), may occur from more than one cause. For example, in
a study of smoking as a risk factor for lung cancer, a subject who dies of coronary
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heart disease is no longer at risk of lung cancer. Consequently coronary heart disease
is a competing risk in this situation. [Statistics in Medicine, 1993, 12, 737-52.]

Complementary events: Mutually exclusive events A and B for which
Pr(4)+Pr(B) =1
where Pr denotes probability.

Complementary log-log transformation: A transformation of a proportion, p, that is

often a useful alternative to the logistic transformation. It is given by
y =In[=In(1 — p)]

This function transforms a probability in the range (0,1) to a value in (—oo, 00), but
unlike the logistic and probit transformation it is not symmetric about the value
p = 0.5. In the context of a bioassay, this transformation can be derived by suppos-
ing that the tolerances of individuals have the Gumbel distribution. Very similar to
the logistic transformation when p is small. [Modelling Survival Data in Medical
Research, 1993, D. Collett, Chapman and Hall/CRC Press, London.]

Complete case analysis: An analysis that uses only individuals who have a complete set of
measurements. An individual with one or more missing values is not included in the
analysis. When there are many individuals with missing values this approach can
reduce the effective sample size considerably. In some circumstances ignoring the
individuals with missing values can bias an analysis. See also available case analysis
and missing values. [Journal of the American Statistical Association, 1992, 87, 1227—
37.1]

Complete ennumeration: Synonym for census.

Complete estimator: A weighted combination of two (or more) component estimators.
Mainly used in sample survey work. [Journal of the American Statistical
Association, 1963, 58, 454-67.]

Complete linkage cluster analysis: An agglomerative hierarchical clustering method in
which the distance between two clusters is defined as the greatest distance between a
member of one cluster and a member of the other. The between group distance
measure used is illustrated in Fig. 40. [MV2 Chapter 10.]

Completely randomized design: An experimental design in which the treatments are allo-
cated to the experimental units purely on a chance basis.

Completeness: A term applied to a statistic 7 when there is only one function of that statistic
that can have a given expected value. If, for example, the one function of ¢ is an
unbiased estimator of a certain function of a parameter, 6, no other function of 7 will

Cluster A

Cluster B

Fig. 40 Complete linkage distance for two clusters A and B.
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be. The concept confers a uniqueness property upon an estimator. [Kendall’s
Advanced Theory of Statistics, Volume 2A, 6th ed., 1999, A. Stuart, K. Ord and S.
Arnold, Arnold, London.]

Complete spatial randomness: A Poisson process in the plane for which:

e the number of events N(A4) in any region A4 follows a Poisson distribution with
mean A|A|;
e given N(A) = n, the events in 4 form an independent random sample from the
uniform distribution on A.
Here |A4| denotes the area of A, and A is the mean number of events per unit area.
Often used as the standard against which to compare an observed spatial pattern.
[Spatial Data Analysis by Example, Volume 1, 1985, G. Upton and B. Fingleton,
Wiley, New York.]

Compliance: The extent to which patients in a clinical trial follow the trial protocol. [SMR
Chapter 15.]

Component bar chart: A bar chart that shows the component parts of the aggregate repre-
sented by the total length of the bar. The component parts are shown as sectors of
the bar with lengths in proportion to their relative size. Shading or colour can be
used to enhance the display. Figure 41 gives an example.
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Fig. 41 Component bar chart showing subjective health assessment in four regions.

83



Component-plus-residual plot: Synonym for partial-residual plot.

Composite hypothesis: A hypothesis that specifies more than a single value for a parameter.
For example, the hypothesis that the mean of a population is greater than some
value.

Composite sampling: A procedure whereby a collection of multiple sample units are com-
bined in their entirety or in part, to form a new sample. One or more subsequent
measurements are taken on the combined sample, and the information on the sample
units is lost. An example is Dorfman’s scheme. Because composite samples mask the
respondent’s identity their use may improve rates of test participation in senstive
areas such as testing for HIV. [Technometrics, 1980, 22, 179-86.]

Compositional data: A set of observations, X;, Xs, ..., X,, for which each element of x; is a
proportion and the elements of x; are constrained to sum to one. For example, a
number of blood samples might be analysed and the proportion, in each, of a
number of chemical elements recorded. Or, in geology, percentage weight composi-
tion of rock samples in terms of constituent oxides might be recorded. The appro-
priate sample space for such data is a simplex and much of the analysis of this type of
data involves the Dirichlet distribution. [MV2 Chapter 15.]

Compound binomial distribution: Synonym for beta binomial distribution

Compound distribution: A type of probability distribution arising when a parameter of a
distribution is itself a random variable with a corresponding probability distribution.
See, for example, beta-binomial distribution. See also contagious distribution. [KA1
Chapter 5.]

Compound symmetry: The property possessed by a variance-covariance matrix of a set of
multivariate data when its main diagonal elements are equal to one another, and
additionally its off-diagonal elements are also equal. Consequently the matrix has the
general form;

o> po® po’ 00>
2 2 2
po" o" e po’
Y= .
po? po o2

where p is the assumed common correlation coefficient of the measures. Of most
importance in the analysis of longitudinal data since it is the correlation structure
assumed by the simple mixed-model often used to analyse such data. See also
Mauchly test. [MV2 Chapter 13.]

Computer-aided diagnosis: Computer programs designed to support clinical decision mak-
ing. In general, such systems are based on the repeated application of Bayes’ theo-
rem. In some cases a reasoning strategy is implemented that enables the programs to
conduct clinically pertinent dialogue and explain their decisions. Such programs have
been developed in a variety of diagnostic areas, for example, the diagnosis of dys-
pepsia and of acute abdominal pain. See also expert system. [ Biostatistics, 1993, L.D.
Fisher and G. Van Belle, Wiley, New York.]

Computer-assisted interviews: A method of interviewing subjects in which the interviewer
reads the question from a computer screen instead of a printed page, and uses the
keyboard to enter the answer. Skip patterns (i.e. ‘if so-and-so, go to Question such-
and-such’) are built into the program, so that the screen automatically displays the
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appropriate question. Checks can be built in and an immediate warning given if a
reply lies outside an acceptable range or is inconsistent with previous replies; revision
of previous replies is permitted, with automatic return to the current question. The
responses are entered directly on to the computer record, avoiding the need for
subsequent coding and data entry. The program can make automatic selection of
subjects who require additional procedures, such as special tests, supplementary
questionnaires, or follow-up visits.

Computer-intensive methods: Statistical methods that require almost identical computa-
tions on the data repeated many, many times. The term computer intensive is, of
course, a relative quality and often the required ‘intensive’ computations may take
only a few seconds or minutes on even a small PC. An example of such an approach
is the bootstrap. See also jackknife. [MV1 Chapter 1.]

Computer virus: A computer program designed to sabotage by carrying out unwanted and
often damaging operations. Viruses can be transmitted via disks or over networks. A
number of procedures are available that provide protection against the problem.

Concentration matrix: A term sometimes used for the inverse of the variance-covariance
matrix of a multivariate normal distribution.

Concentration measure: A measure, C, of the dispersion of a categorical random variable,
Y, that assumes the integral values j, 1 < j < s with probability p;, given by

C:l—i:p]2
=1

See also entropy measure.
Concomitant variables: Synonym for covariates.

Conditional distribution: The probability distribution of a random variable (or the joint
distribution of several variables) when the values of one or more other random
variables are held fixed. For example, in a bivariate normal distribution for random
variables X and Y the conditional distribution of Y given X is normal with mean
Wy + poyor (x — ) and variance o3(1 — p°). [KA1 Chapter 8.]

Conditional independence graph: An undirected graph constructed so that if two vari-
ables, U and V, are connected only via a third variable W, then U and V are
conditionally independent given W. An example is given in Fig. 42. [Markov
Chain Monte Carlo in Practice, 1996, W.R. Gilks, S. Richardson and D.J.
Spiegelhalter, Chapman and Hall/CRC Press, London.]

Conditional likelihood: The likelihood of the data given the sufficient statistics for a set of
nuisance parameters. [GLM Chapter 4.]

Conditional logistic regression: Synonym for mixed effects logistic regression.
Conditional mortality rate: Synonym for hazard function.

Conditional probability: The probability that an event occurs given the outcome of some
other event. Usually written, Pr(4|B). For example, the probability of a person being
colour blind given that the person is male is about 0.1, and the corresponding
probability given that the person is female is approximately 0.0001. It is not, of
course, necessary that Pr(A4|B) = Pr(B|A); the probability of having spots given
that a patient has measles, for example, is very high, the probability of measles
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Fig. 42 An example of a conditional independence graph.

given that a patient has spots is, however, much less. If Pr(4|B) = Pr(A4) then the
events 4 and B are said to be independent. See also Bayes’ Theorem. [KA1 Chapter
8]

Condition number: The ratio of the largest eigenvalue to the smallest eigenvalue of a matrix.
Provides a measure of the sensitivity of the solution from a regression analysis to
small changes in either the explanatory variables or the response variable. A large
value indicates possible problems with the solution caused perhaps by collinearity.
[ARA Chapter 10.]

Conference matrix: An (n+ 1) x (n+ 1) matrix C satisfying
c'c=cCcC =u
c;=0i=1,...,n+1
cie{=11}i#]
The name derives from an application to telephone conference networks.
[Biometrika, 1995, 82, 589-602.]

Confidence interval: A range of values, calculated from the sample observations, that is
believed, with a particular probability, to contain the true parameter value. A
95% confidence interval, for example, implies that were the estimation process
repeated again and again, then 95% of the calculated intervals would be expected
to contain the true parameter value. Note that the stated probability level refers to
properties of the interval and not to the parameter itself which is not considered a
random variable (although see, Bayesian inference and Bayesian confidence interval).
[KA2 Chapter 20.]

Confirmatory data analysis: A term often used for model fitting and inferential statistical
procedures to distinguish them from the methods of exploratory data analysis.

Confirmatory factor analysis: See factor analysis.

Confounding: A process observed in some factorial designs in which it is impossible to differ-
entiate between some main effects or interactions, on the basis of the particular
design used. In essence the contrast that measures one of the effects is exactly the
same as the contrast that measures the other. The two effects are usually referred to
as aliases. [SMR Chapter 5.]

Confusion matrix: Synonym for misclassification matrix.

Congruential methods: Methods for generating random numbers based on a fundamental
congruence relationship, which may be expressed as the following recursive formula
niy1 = an; + c(mod m)
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where n;, a, c and m are all non-negative integers. Given an initial starting value n, a
constant multiplier ¢, and an additive constant ¢ then the equation above yields a
congruence relationship (modulo m) for any value for i over the sequence
{n;,n,y,...,n;,...}. From the integers in the sequence {»;}, rational numbers in the
unit interval (0, 1) can be obtained by forming the sequence {r;} = {n;/m}. Frequency
tests and serial tests, as well as other tests of randomness, when applied to sequences
generated by the method indicate that the numbers are uncorrelated and uniformly
distributed, but although its statistical behaviour is generally good, in a few cases it is
completely unacceptable. [Computer Simulation Methods, 1966, T.H. Naylor, J.L.
Balintfy, D.S. Burdick, and K. Chu, Wiley, New York.]

Conjoint analysis: A method used primarily in market reasearch which is similar in many
respects to multidimensional scaling. The method attempts to assign values to the
levels of each attribute, so that the resulting values attached to the stimuli match, as
closely as possible, the input evaluations provided by the respondents. [Marketing
Research-State of the Art Perspectives, 2000, C. Chakrapani, ed., American
Marketing Association, Chicago.]

Conjugate prior: A prior distribution for samples from a particular probability distribution
such that the posterior distribution at each stage of sampling is of the same family,
regardless of the values observed in the sample. For example, the family of beta
distributions is conjugate for samples from a binomial distribution, and the family of
gamma distributions is conjugate for samples from the exponential distribution.
[KAT1 Chapter 8.]

Conover test: A distribution free method for the equality of variance of two populations that
can be used when the populations have different location parameters. The asympto-
tic relative efficiency of the test compared to the F-test for normal distributions is
76% . See also Ansari—Bradley test and Klotz test. [Biostatistics, 1993, L.D. Fisher
and G. Van Belle, Wiley, New York.]

Conservative and non-conservative tests: Terms usually encountered in discussions of
multiple comparison tests. Non-conservative tests provide poor control over the per-
experiment error rate. Conservative tests on the other hand, may limit the per-com-
parison error rate to unecessarily low values, and tend to have low power unless the
sample size is large.

Consistency: A term used for a particular property of an estimator, namely that its bias tends
to zero as sample size increases. [KA2 Chapter 17.]

Consistency checks: Checks built into the collection of a set of observations to assess their
internal consistency. For example, data on age might be collected directly and also
by asking about date of birth.

Consolidation of Standards for Reporting Trials (CONSORT) statement: A pro-
tocol for reporting the results of clinical trials. The core contribution of the statement
consists of a flow diagram (see Fig. 43) and a checklist. The flow diagram enables
reviewers and readers to quickly grasp how many eligible participants were randomly
assigned to each arm of the trial. [Journal of the American Medical Association, 1996,
276, 637-9.]

CONSORT statement: Sce Consolidation of Standards for Reporting Trials (CONSORT)
statement.
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Registered or eligible patients (n=...) I

[

Not randomised (n=...)
reasons (n =...)
R
Received standard Received intervention
intervention as allocated (n=...) as allocated (n=...)
Did not receive standard Did not receive intervention
intervention as allocated (n =...) as allocated (n=...)
[ [
Followed up (n=...) Followed up (n=...)
Timing of primary and Timing of primary and
secondary outcomes secondary outcomes
[ [
Withdrawn (n =...) Withdrawn (n=...)
Intervention ineffective (n =...) Intervention ineffective (n =...)
Lost to follow-up (n=...) Lost to follow-up (n=...)
Other (n=...) Other (n=...)
| [
| Completed trial (n=...) I I Completed trial (n=...) |

Fig. 43 Consolidation of standards for reporting trials.

Consumer price index (CPI): A measure of the changes in prices paid by urban consumers

for the goods and services they purchase. Essentially, it measures the purchasing
power of consumers’ money by comparing what a sample or ‘market basket’ of
goods and services costs today with what the same goods would have cost at an
earlier date. [The Economic Theory of Price Indexes, 1972, F.M. Fisher and K. Schell,
Academic Press, New York.]

Contagious distribution: A term used for the probability distribution of the sum of a

number (N) of random variables, particularly when N is also a random variable.

For example, if X, X5, ..., Xy are variables with a Bernoulli distribution and N is a

variable having a Poisson distribution with mean A, then the sum Sy given by
Sy=X1+Xo+-+ Xy

can be shown to have a Poisson distribution with mean Ap where p = Pr(X; = 1). See

also compound distribution. [KA1 Chapter 5.]

Contaminated normal distribution: A term sometimes used for a finite mixture distribu-

tion of two normal distributions with the same mean but different variances. Such
distributions have often been used in Monte Carlo studies. [Transformation and
Weighting in Regression, 1988, R.J. Carroll and D. Ruppert, Chapman and Hall/
CRC Press, London.]

Contingency coefficient: A measure of association, C, of the two variables forming a two-
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dimensional contingency table, given by

XZ
C= |
X-+N

where X? is the usual chi-squared statistic for testing the independence of the two
variables and N is the sample size. See also phi-coefficient, Sakoda coefficient and
Tschuprov coefficient. [The Analysis of Contingency Tables, 2nd edition, 1992, B.S.
Everitt, Chapman and Hall/CRC Press, London.]



Contingency tables: The tables arising when observations on a number of categorical vari-
ables are cross-classified. Entries in each cell are the number of individuals with the
corresponding combination of variable values. Most common are two-dimensional
tables involving two categorical variables, an example of which is shown below.

Retarded activity amongst psychiatric patients

Affectives Schizo Neurotics Total
Retarded activity 12 13 5 30
No retarded activity 18 17 25 60
Total 30 30 30 90

The analysis of such two-dimensional tables generally involves testing for the inde-
pendence of the two variables using the familiar chi-squared statistic. Three- and
higher-dimensional tables are now routinely analysed using log-linear models. [The
Analysis of Contingency Tables, 2nd edition, 1992, B.S. Everitt, Chapman and Hall/
CRC Press, London.]

Continual reassessment method: An approach that applies Bayesian inference to deter-
mining the maximum tolerated dose in a phase I trial. The method begins by assum-
ing a logistic regression model for the dose-toxicity relationship and a prior
distribution for the parameters. After each patient’s toxicity result becomes available
the posterior distribution of the parameters is recomputed and used to estimate the
probability of toxicity at each of a series of dose levels. [Statistics in Medicine, 1995,
14, 1149-62.]

Continuity correction: Sce Yates’ correction.

Continuous proportion: Proportions of a continuum such as time or volume; for example,
proportions of time spent in different conditions by a subject, or the proportions of
different minerals in an ore deposit. [Biometrika, 1982, 69, 197-203.]

Continuous screen design: Sec screening studies.
Continuous time Markov chain: See Markov chain.
Continuous time stochastic process: See stochastic process.

Continuous variable: A measurement not restricted to particular values except in so far as
this is constrained by the accuracy of the measuring instrument. Common examples
include weight, height, temperature, and blood pressure. For such a variable equal
sized differences on different parts of the scale are equivalent. See also categorical
variable, discrete variable and ordinal variable.

Continuum regression: Regression of a response variable, y, on that linear combination 7,
of explanatory variables which maximizes r*(y, f)var(r)’. The parameter y is usually
chosen by cross-validated optimization over the predictors b’yx, Introduced as an
alternative to ordinary least squares to deal with situations in which the explanatory
variables are nearly collinear, the method trades variance for bias. See also principal
components regression, partial least squares and ridge regression. [Journal of the Royal
Statistical Society, Series B, 1996, 58, 703—10.]

Contour plot: A topographical map drawn from data involving observations on three vari-
ables. One variable is represented on the horizontal axis and a second variable is
represented on the vertical axis. The third variable is represented by isolines (lines of
constant value). These plots are often helpful in data analysis, especially when
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searching for maxima or minima in such data. The plots are most often used to
display graphically bivariate distributions in which case the third variable is value of
the probability density function corresponding to the values of the two variables. An
alternative method of displaying the same material is provided by the perspective plot
in which the values on the third variable are represented by a series of lines con-
structed to give a three-dimensional view of the data. Figure 44 gives examples of
these plots using birth and death rate data from a number of countries with a kernel
density estimator used to calculate the bivariate distribution.

Contrast: A linear function of parameters or statistics in which the coefficients sum to zero.
Most often encountered in the context of analysis of variance, in which the coeffi-
cients sum to zero. For example, in an application involving say three treatment
groups (with means xr,, xr, and xt,) and a control group (with mean xc), the
following is the contrast for comparing the mean of the control group to the average
of the treatment groups;

Xc — %xTI — %XTZ — %XT,W
See also Helmert contrast and orthogonal contrast. [The Analysis of Variance, 1959,
H. Scheffé, Wiley, London.]
Control chart: See quality control procedures.

Control group: In experimental studies, a collection of individuals to which the experimental
procedure of interest is not applied. In observational studies, most often used for a
collection of individuals not subjected to the risk factor under investigation. In many
medical studies the controls are drawn from the same clinical source as the cases to
ensure that they represent the same catchment population and are subject to the
same selective factors. These would be termed, hospital controls. An alternative is to
use controls taken from the population from which the cases are drawn (community
controls). The latter is suitable only if the source population is well defined and the
cases are representative of the cases in this population. [SMR Chapter 15.]

Controlled trial: A Phase III clinical trial in which an experimental treatment is compared
with a control treatment, the latter being either the current standard treatment or a
placebo. [SMR Chapter 15.]

Control statistics: Statistics calculated from sample values x|, x,, ..., x, which elicit infor-
mation about some characteristic of a process which is being monitored. The sample
mean, for example, is often used to monitor the mean level of a process, and the
sample variance its imprecision. See also cusum and quality control procedures.

Convergence in probability: Convergence of the probability of a sequence of random
variables to a value.

Convex hull: The vertices of the smallest convex polyhedron in variable space within or on
which all the data points lie. An example is shown in Fig. 45. [MV1 Chapter 6.]

Convex hull trimming: A procedure that can be applied to a set of bivariate data to allow
robust estimation of Pearson’s product moment correlation coefficient. The points
defining the convex hull of the observations, are deleted before the correlation coef-
ficient is calculated. The major attraction of this method is that it eliminates isolated
outliers without disturbing the general shape of the bivariate distribution.
[Interpreting Multivariate Data, 1981, edited by V. Barnett, Wiley, Chichester.]
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Fig. 44 Contour (a) and perspective (b) plots of estimated bivariate density function for birth

and death rates in a number of countries.

91



Fig. 45 An example of the convex hull of a set of bivariate data.

Convolution: An integral (or sum) used to obtain the probability distribution of the sum of

two or more random variables. [KA1 Chapter 4.]

Cook’s distance: An influence statistic designed to measure the shift in the estimated para-

meter vector, ﬁ, from fitting a regression model when a particular observation is
omitted. It is a combined measure of the impact of that observation on all regression
coefficients. The statistic is defined for the ith observation as

"12 h
T )1 - hy

where r; is the standardized residual of the ith observation and /4; is the ith diagonal

element of the hat matrix, H arising from the regression analysis. Values of the

statistic greater than one suggest that the corresponding observation has undue

influence on the estimated regression coefficients. See also COVRATIO, DFBETA

and DFFIT. [ARA Chapter 10.]

Cooperative study: A term sometimes used for multicentre study.

Cophenetic correlation: The correlation between the observed values in a similarity matrix
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or dissimilarity matrix and the corresponding fusion levels in the dendrogram
obtained by applying an agglomerative hierarchical clustering method to the matrix.
Used as a measure of how well the clustering matches the data. [Cluster Analysis, 3rd
edition, 1993, B.S. Everitt, Edward Arnold, London.]



Coplot: A powerful visualization tool for studying how a response depends on an explanatory
variable given the values of other explanatory variables. The plot consists of a
number of panels one of which (the ‘given’ panel) shows the values of a particular
explanatory variable divided into a number of intervals, while the others (the ‘depen-
dence’ panels) show the scatterplots of the response variable and another explana-
tory variable corresponding to each interval in the given panel. The plot is examined
by moving from left to right through the intervals in the given panel, while simulta-
neously moving from left to right and then from bottom to top through the depen-
dence panels. The example shown (Fig. 46) involves the relationship between packed
cell volume and white blood cell count for given haemoglobin concentration.
[Visualizing Data, 1993, W.S. Cleveland, AT and T Bell Labs, New Jersey.]

Copulas: A class of bivariate probability distributions whose marginal distributions are uni-
form distributions on the unit interval. An example is Frank’s family of bivariate
distributions. [KA1 Chapter 7.]

Cornfield, Jerome (1912-1979): Cornfield studied at New York University where he grad-
uated in history in 1933. Later he took a number of courses in statistics at the US
Department of Agriculture. From 1935 to 1947 Cornfield was a statistician with the
Bureau of Labour Statistics and then moved to the National Institutes of Health. In
1958 he was invited to succeed William Cochrane as Chairman of the Department of
Biostatistics in the School of Hygiene and Public Health of the John Hopkins
University. Cornfield devoted the major portion of his career to the development
and application of statistical theory to the biomedical sciences, and was perhaps the
most influential statistician in this area from the 1950s until his death. He was
involved in many major issues, for example smoking and lung cancer, polio vaccines
and risk factors for cardiovascular disease. Cornfield died on 17 September 1979 in
Henden, Virginia.

Cornish, Edmund Alfred (1909-1973): Cornish graduated in Agricultural Science at the
University of Melbourne. After becoming interested in statistics he then completed
three years of mathematical studies at the University of Adelaide and in 1937 spent a
year at University College, London studying with Fisher. On returning to Australia
he was eventually appointed Professor of Mathematical Statistics at the University of
Adelaide in 1960. Cornish made important contributions to the analysis of complex
designs with missing values and fiducial theory.
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Correlated binary data: Synonym for clustered binary data.

Correlated failure times: Data that occur when failure times are recorded which are depen-

dent. Such data can arise in many contexts, for example, in epidemiological cohort
studies in which the ages of disease occurrence are recorded among members of a
sample of families; in animal experiments where treatments are applied to samples of
littermates and in clinical trials in which individuals are followed for the occurrence
of multiple events. See also bivariate survival data.

Correlated samples t-test: Synonym for matched pairs #-test.

Correlation: A general term for interdependence between pairs of variables. See also associa-

tion.

Correlation coefficient: An index that quantifies the linear relationship between a pair of

variables. In a bivariate normal distribution, for example, the parameter, p. An
estimator of p obtained from n sample values of the two variables of interest,
(x1,21), (X2, 92)s -+, (X4, ¥n), 18 Pearson’s product moment correlation coefficient, r,
given by
A Z:‘Izl(xi X —y)

Vi (= 92 L = 3
The coefficient takes values between —1 and 1, with the sign indicating the direction
of the relationship and the numerical magnitude its strength. Values of —1 or 1
indicate that the sample values fall on a straight line. A value of zero indicates the
lack of any linear relationship between the two variables. See also Spearman’s rank
correlation, intraclass correlation and Kendall’s tau statistics. [SMR Chapter 11.]

/4

Correlation coefficient distribution: The probability distribution, f(r), of Pearson’s pro-

duct moment correlation coefficient when n pairs of observations are sampled from a
bivariate normal distribution with correlation parameter, p. Given by

_ =)A= IR G (- 1+
o VATG = 1)PGn—1) & J!
[Continuous Univariate Distributions, Volume 2, 2nd edition, 1995, N.L. Johnson, S.
Kotz and N. Balakrishnan, Wiley, New York.]

[ Qory, —1=r<l

Correlation matrix: A square, symmetric matrix with rows and columns corresponding to

variables, in which the off-diagonal elements are correlations between pairs of vari-
ables, and elements on the main diagonal are unity. An example for measures of
muscle and body fat is as follows:
Correlation matrix for muscle, skin and body fat data
V1 V2 V3 V4
V1 {1.00 092 0.46 0.84
R= V2092 100 0.08 0.88

V31046 0.08 1.00 0.14
V4 \0.84 0.88 0.14 1.00

V1 = tricep(thickness mm), V2 = thigh(circumference mm),
V3 = midarm(circumference mm), V4 = bodyfat(%).
[MV1 Chapter 1.]

Correlogram: See autocorrelation.

Correspondence analysis: A method for displaying the relationships between categorical
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variables in a type of scatterplot diagram. For two such variables displayed in the



form of a contingency table, for example, a set of coordinate values representing
the row and column categories are derived. A small number of these derived
coordinate values (usually two) are then used to allow the table to be displayed
graphically. In the resulting diagram FEuclidean distances approximate chi-squared
distances between row and column categories. The coordinates are analogous to
those resulting from a principal components analysis of continuous variables,
except that they involve a partition of a chi-squared statistic rather than the
total variance. Such an analysis of a contingency table allows a visual examina-
tion of any structure or pattern in the data, and often acts as a useful supplement
to more formal inferential analyses. Figure 47 arises from applying the method to
the following table.

Eye Colour Hair Colour

Fair (hf) Red (hr) Medium (hm) Dark (hd) Black (hb)
Light (EL) 688 116 584 188 4
Blue (EB) 326 38 241 110 3
Medium (EM) 343 84 909 412 26
Dark (ED) 98 48 403 681 81

[MV1 Chapter 5.]

Cosine distribution: Synonym for cardiord distribution.
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Fig. 47 Correspondence analysis plot of hair colour/eye colour data.
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Cosinor analysis: The analysis of biological rhythm data, that is data with circadian varia-
tion, generally by fitting a single sinusoidal regression function having a known
period of 24 hours, together with independent and identically distributed error
terms. [Statistics in Medicine, 1987, 6, 167-84.]

Cospectrum: See multiple time series.

Cost-effectiveness ratio (CER): The ratio of the difference in cost between in test and
standard health programme to the difference in benefit, respectively. Generally
used as a summary statistic to compare competing health care programmes relative
to their cost and benefit. [Statistics in Medicine, 2001, 20, 1469-77.]

Count data: Data obtained by counting the number of occurrences of particular events rather
than by taking measurements on some scale.

Counting process: A stochastic process {N(t), t > 0} in which N(7) represents the total num-
ber of ‘events’ that have occurred up to time ¢. The N(7) in such a process must satisfy;
e N(1)>0,
o N(7) is integer valued,
o If s <t then N(s) < N(1).
For s < t, N(t) — N(s) equals the number of events that have occurred in the interval
(s, 1]. [Journal of the Royal Statistical Society, Series B, 1996, 58, 751-62.]

Courant-Fisher minimax theorem: This theorem states that for two quadratic forms,
X'AX and X'BX, assuming that B is positive definite, then

X'AX

<

X'BX —

where 1; and Ag are the largest and smallest relative eigenvalues respectively of A

and B.

As < AL

Covariance: The expected value of the product of the deviations of two random variables, x
and y, from their respective means, u, and p,, i.e.

cov(x, y) = E(x — p )y — i)

The corresponding sample statistic is
1 & _ -
€y == (6 =D = )
i=1

where (x;,y;), i =1,...,n are the sample values on the two variables and x and y
their respective means. See also variance—covariance matrix and correlation coeffi-
cient. [MV1 Chapter 2.]

Covariance inflation criterion: A procedure for model selection in regression analysis.
[Journal of the Royal Statistical Society, Series B, 1999, 529-46.]

Covariance matrix: Sce variance—covariance matrix.
Covariance structure models: Synonym for structural equation models.

Covariates: Often used simply as an alternative name for explanatory variables, but perhaps
more specifically to refer to variables that are not of primary interest in an investiga-
tion, but are measured because it is believed that they are likely to affect the response
variable and consequently need to be included in analyses and model building. See
also analysis of covariance.
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COVRATIO: An influence statistic that measures the impact of an observation on the var-
iance—covariance matrix of the estimated regression coefficients in a regression ana-
lysis. For the ith observation the statistic is given by

det(s? XX _p] !
COVRATIO, = 2tEalXey <_1>] )
detX'X] )

where s is the residual mean square from a regression analysis with all observations,

X is the matrix appearing in the usual formulation of multiple regression and s(z_,«)
and X_; are the corresponding terms from a regression analysis with the ith obser-
vation omitted. Values outside the limits 1 & 3(tr(H)/n) where H is the hat matrix
can be considered extreme for purposes of identifying influential observations. See
also Cook’s distance, DFBETA, DFFIT. [ARA Chapter 10.]

Cowles’ algorithm: A hybrid Metropolis-Hastings, Gibbs sampling algorithm which over-
comes problems associated with small candidate point probabilities. [Statistics and
Computing, 1996, 6, 101-11.]

Cox and Plackett model: A logistic regression model for the marginal probabilities from a
2 x 2 cross-over trial with a binary outcome measure. [Design and Analysis of Cross-
Over trials, 1989, B. Jones and M.G. Kenward, CRC/Chapman and Hall, London.]

Cox and Spjgtvoll method: A method for partitioning treatment means in analysis of
variance into a number of homogeneous groups consistent with the data.

Cox, Gertrude Mary (1900-1978): Born in Dayton, Iowa, Gertrude Cox first intended to
become a deaconess in the Methodist Episcopal Church. In 1925, however, she
entered Iowa State College, Ames and took a first degree in mathematics in 1929,
and the first MS degree in statistics to be awarded in Ames in 1931. Worked on
psychological statistics at Berkeley for the next two years, before returning to Ames
to join the newly formed Statistical Laboratory where she first met Fisher who was
spending six weeks at the college as a visiting professor. In 1940 Gertrude Cox
became Head of the Department of Experimental Statistics at North Carolina
State College, Rayleigh. After the war she became increasingly involved in the
research problems of government agencies and industrial concerns. Joint authored
the standard work on experimental design, Experimental Designs, with William
Cochran in 1950. Gertrude Cox died on 17 October 1978.

Coxian-2 distribution: The distribution of a random variable X such that
X = X, + X, with probability b
X = X, with probability 1 — b
where X| and X, are independent random variables having exponential distributions

with different means. [Scandinavian Journal of Statistics, 1996, 23, 419—-41.]

Cox-Mantel test: A distribution free method for comparing two survival curves. Assuming
tay < lo) <-+- < Ly to be the distinct survival times in the two groups, the test
statistic is

C=U/I

where

k
U= ry — ZM(I)A(I)
i=1

k
mi(r(i) — m(,-))
1= —— A1 — A
> =1 Aol =40

i=1
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In these formulae, r, is the number of deaths in the second group, m;, the number of
survival times equal to f;, r; the total number of individuals who died or were
censored at time f(;, and A; is the proportion of these individuals in group two. If
the survival experience of the two groups is the same then C has a standard normal
distribution. [Cancer Chemotherapy Reports, 1966, 50, 163-70.]

Cox-Snell residuals: Residuals widely used in the analysis of survival time data and defined

as

ri=—1In gi(li)
where S‘,—(t,-) is the estimated survival function of the ith individual at the observed
survival time of 7;. If the correct model has been fitted then these residuals will be n

observations from an exponential distribution with mean one. [Statistics in Medicine,
1995, 14, 1785-96.]

Cox’s proportional hazards model: A method that allows the hazard function to be

modelled on a set of explanatory variables without making restrictive assumptions
about the dependence of the hazard function on time. The model involved is
InA(7) = Ina(t) + Bix1 + Boxay + - + Byx,

where xi, x,...,x, are the explanatory variables of interest, and /() the hazard
function. The so-called baseline hazard function, «(f), is an arbitrary function of
time. For any two individuals at any point in time the ratio of the hazard functions is
a constant. Because the baseline hazard function, «(z), does not have to be specified
explicitly, the procedure is essentially a distribution free method. Estimates of the
parameters in the model, i.e. B, f,, ..., B,, are usually obtained by maximum like-
lihood estimation, and depend only on the order in which events occur, not on the
exact times of their occurrence. See also frailty and cumulative hazard function. [SMR
Chapter 13.]

Cox’s test of randomness: A test that a sequence of events is random in time against the

alternative that there exists a trend in the rate of occurrence. The test statistic is

n

m:Zt,-/nT

i=1

where n events occur at times ¢, t5, ..., t, during the time interval (0, 7). Under the
null hypothesis m has an Irwin—Hall distribution with mean % and variance ﬁ Asn
increases the distribution of m under the null hypothesis approaches normality very
rapidly and the normal approximation can be used safely for n > 20. [Journal of the

Royal Statistical Society, Series B, 1955, 17, 129-57.]

Craig’s theorem: A theorem concerning the independence of quadratic forms in normal

variables, which is given explicitly as:

For x having a multivariate normal distribution with mean vector p and variance—
covariance matrix X, then x’Ax and x'Bx are stochastically independent if and
only if AXB = 0. [American Statistician, 1995, 49, 59-62.]

Cramér, Harald (1893-1985): Born in Stockholm, Sweden, Cramér studied chemistry and
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mathematics at Stockholm University. Later his interests turned to mathematics and
he obtained a Ph.D. degree in 1917 with a thesis on Dirichlet series. In 1929 he was
appointed to a newly created professorship in actuarial mathematics and mathema-
tical statistics. During the next 20 years he made important contributions to central
limit theorems, characteristic functions and to mathematical statistics in general.
Cramér died 5 October 1985 in Stockholm.



Cramér-Rao inequality: See Cramér-Rao lower bound.

Cramér-Rao lower bound: A lower bound to the variance of an estimator of a parameter
that arises from the Cramér—Rao inequality given by
7 logL
962 )
where ¢ is an unbiased estimator of some function of 6 say 7(6), 7’ is the derivative of
T with respect to 6 and L is the relevant likelihood. In the case when 7(6) = 0, then
7'(0) = 1, so for an unbiased estimator of @
var(t) > 1/1
where 7 is the value of Fisher’s information in the sample. [KA2 Chapter 17.]

var(r) > —{7'(0)}*/ E(

Cramér’s V: A measure of association for the two variables forming a two-dimensional con-
tingency table. Related to the phi-coefficient, ¢, but applicable to tables larger than
2x2. The coefficient is given by

¢2
{min[(r —1)(c — 1)]}

where r is the number of rows of the table and ¢ is the number of columns. See also
contingency coefficient, Sakoda coefficient and Tschuprov coefficient. [The Analysis of
Contingency Tables, 2nd edition, 1993, B.S. Everitt, Edward Arnold, London.]

Crameér-von Mises statistic: A goodness-of-fit statistic for testing the hypothesis that the
cumulative probability distribution of a random variable take some particular form,
Fy. If x1, x5, ..., x,, denote a random sample, then the statistic U is given by

U= / (o) — Fy(x)PdFy(x)

where F,(x) is the sample empirical cumulative distribution. [Journal of the American
Statistical Association, 1974, 69, 730-7.]

Cramér-von Mises test: A test of whether a set of observations arise from a normal dis-
tribution. The test statistic is

ei—y
e

where the z; are found from the ordered sample values xj) < xp) <

X(i) 1 —l\’gd
zZ; = e 2 dx
./—oo kY% 2

Critical values of W can be found in many sets of statistical tables. [Journal of the
Royal Statistical Society, Series B, 1996, 58, 221-34.]

X(y) as

Craps test: A test for assessing the quality of random number generators. [Random Number
Generation and Monte Carlo Methods, 1998, J.E. Gentle, Springer-Verlag, New
York.]

Credible region: Synonym for Bayesian confidence interval.

Credit scoring: The process of determining how likely an applicant for credit is to default with
repayments. Methods based on discriminant analysis are frequently employed to
construct rules which can be helpful in deciding whether or not credit should be
offered to an applicant. [The Statistician, 1996, 45, 77-95.]
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Creedy and Martin generalized gamma distribution: A probability distribution, f(x),
given by
f(x) =exp{6 logx + 0,x + 93x2 + 94x3 -1}, x>0
The normalizing constant n needs to be determined numerically. Includes many well-
known distributions as special cases. For example, 6; = 65 = 6, = 0 corresponds to
the exponential distribution and 63 =6,=0 to the gamma distribution.
[Communication in Statistics — Theory and Methods, 1996, 25, 1825-36.]

Cressie-Read statistic: A goodness-of-fit statistic which is, in some senses, somewhere
between the chi-squared statistic and the likelihood ratio, and takes advantage of
the desirable properties of both. [Journal of the Royal Statistical Society, Series B,
1979, 41, 54-64.]

Criss-cross design: Synonym for strip-plot design.

Criteria of optimality: Criteria for choosing between competing experimental designs. The
most common such criteria are based on the eigenvalues Ay, ..., A, of the matrix X'X
where X is the relevant design matrix. In terms of these eigenvalues three of the most
useful criteria are:

A-optimality (A4-optimal designs): Minimize the sum of the variances of the para-

meter estimates
P 1
min —
>y

i=1
D-optimality(D-optimal designs): Minimize the generalized variance of the para-

meter estimates
L |
min —

E-optimality (E-optimal designs): Minimize the variance of the least well estimated

contrast
. 1
minqymax —
{ )\i}

All three criteria can be regarded as special cases of choosing designs to minimize

P

1 &1
(E;f> (0 < k < o0)

1
For A-, D- and E-optimality the values of k are 1, 0 and oo, respectively. See also
response surface methodology. [Optimum Experimental Design, 1992, A.C. Atkinson
and A.N. Donev, Oxford University Press, Oxford.]

Critical region: The values of a test statistic that lead to rejection of a null hypothesis. The size
of the critical region is the probability of obtaining an outcome belonging to this
region when the null hypothesis is true, i.e. the probability of a type I error. Some
typical critical regions are shown in Fig. 48. See also acceptance region. [KA2
Chapter 21.]

Critical value: The value with which a statistic calculated from sample data is compared in
order to decide whether a null hypothesis should be rejected. The value is related to
the particular significance level chosen. [KA2 Chapter 21.]

CRL: Abbreviation for coefficient of racial likeness.

Cronbach’s alpha: An index of the internal consistency of a psychological test. If the test
consists of n items and an individual’s score is the total answered correctly, then the
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coefficient is given specifically by

n 1 n )
a:n—l[l_gzgl}

i=1

where o is the variance of the total scores and a,«z is the variance of the set of 0,1
scores representing correct and incorrect answers on item i. The theoretical range of
the coefficient is 0 to 1. Suggested guidelines for interpretation are < 0.60 unaccep-
table, 0.60-0.65 undesirable, 0.65-0.70 minimally acceptable, 0.70-0.80 respectable,
0.80-0.90 very good, and > 0.90 consider shortening the scale by reducing the
number of items. [Design and Analysis of Reliability Studies, 1989, G. Dunn,
Edward Arnold, London.]

Cross-correlation function: See multiple time series.
Cross-covariance function: Sece multiple time series.

Crossed treatments: Two or more treatments that are used in sequence (as in a crossover
design) or in combination (as in a factorial design).

Crossover design: A type of longitudinal study in which subjects receive different treatments
on different occasions. Random allocation is used to determine the order in which
the treatments are received. The simplest such design involves two groups of subjects,
one of which receives each of two treatments, A and B, in the order AB, while the
other receives them in the reverse order. This is known as a two-by-two crossover
design. Since the treatment comparison is ‘within-subject’ rather than ‘between-sub-
ject’, it is likely to require fewer subjects to achieve a given power. The analysis of
such designs is not necessarily straightforward because of the possibility of carryover
effects, that is residual effects of the treatment received on the first occasion that
remain present into the second occasion. An attempt to minimize this problem is
often made by including a wash-out period between the two treatment occasions.
Some authorities have suggested that this type of design should only be used if such
carryover effects can be ruled out a priori. Crossover designs are only applicable to
chronic conditions for which short-term relief of symptoms is the goal rather than a
cure. See also three-period crossover designs. [SMR Chapter 15.]

Crossover rate: The proportion of patients in a clinical trial transferring from the treatment
decided by an initial random allocation to an alternative one.

Cross-sectional study: A study not involving the passing of time. All information is col-
lected at the same time and subjects are contacted only once. Many surveys are of
this type. The temporal sequence of cause and effect cannot be addressed in such a
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study, but it may be suggestive of an association that should be investigated more
fully by, for example, a prospective study. [SMR Chapter 5.]

Cross-spectral density: See multiple time series.

Cross-validation: The division of data into two approximately equal sized subsets, one of
which is used to estimate the parameters in some model of interest, and the second is
used to assess whether the model with these parameter values fits adequately. See
also bootstrap and jackknife. [MV2 Chapter 9.]

Crude annual death rate: The total deaths during a year divided by the total midyear
population. To avoid many decimal places, it is customary to multiply death rates
by 100000 and express the results as deaths per 100000 population. See also age-
specific death rates and cause specific death rates.

Crude risk: Synonym for incidence rate.

Cube law: A law supposedly applicable to voting behaviour which has a history of several
decades. It may be stated thus:

Consider a two-party system and suppose that the representatives of the two
parties are elected according to a single member district system. Then the ratio
of the number of representatives selected is approximately equal to the third power
of the ratio of the national votes obtained by the two parties. [Journal of the
American Statistical Association, 1970, 65, 1213-19.]

Cubic spline: See spline functions.
Cultural assortment: See assortative mating.
Cumulant generating function: See cumulants.

Cumulants: A set of descriptive constants that, like moments, are useful for characterizing a
probability distribution but have properties which are often more useful from a
theoretical viewpoint. Formally the cumulants, «;, k», ..., k, are defined in terms
of moments by the following identity in ¢

o0 o0
exp (Z K,.t"/r!> = Z wet' /vl
r=1 r=0

K, is the coefficient of (ir)"/r! in log ¢(¢) where ¢(¢) is the characteristic function of a
random variable. The function y/(f) = log¢(¢) is known as the cumulant generating
function. The relationships between the first three cumulants and first four central
moments are as follows:

=k
[y = Ky + K7
1 = i3 + oKy + k]
[y = Ky + Aicsky + 6Kkt — i}
[KAT1 Chapter 3.]
Cumulative distribution function: A distribution showing how many values of a random

variable are less than or more than given values. For grouped data the given values
correspond to the class boundaries.

Cumulative frequency distribution: The tabulation of a sample of observations in terms
of numbers falling below particular values. The empirical equivalent of the cumula-

102



tive probability distribution. An example of such a tabulation is shown below. [SMR

Chapter 2.]
Hormone assay values (nmol/l)

Class limits Cumulative frequency
75-79 1
80-84 3
85-89 8
90-94 17
95-99 27

100-104 34
105-109 38
110-114 40

> 115 41

Cumulative hazard function: A function, H(z), used in the analysis of data involving
survival times and given by

H(t) = /(;l h(u)du

where h(?) is the hazard function. Can also be written in terms of the survival
function, S(t), as H(t) = —In S(¢). [Modelling Survival Data in Medical Research,
1994, D. Collett, Chapman and Hall/CRC Press, London.]

Cumulative probability distribution: See probability distribution.

Cure rate models: Models for survival times where there is a significant proportion of people
who are cured. In general some type of finite mixture distribution is involved.
[Statistics in Medicine, 1987, 6, 483-9.]

Curse of dimensionality: A phrase first uttered by one of the witches in Macbeth. Now used
to describe the exponential increase in number of possible locations in a multivariate
space as dimensionality increases. Thus a single binary variable has two possible
values, a 10-dimensional binary vector has over a thousand possible values and a
20-dimensional binary vector over a million possible values. This implies that sample
sizes must increase exponentially with dimension in order to maintain a constant
average sample size in the cells of the space. Another consequence is that, for a
multivariate normal distribution, the vast bulk of the probability lies far from the
centre if the dimensionality is large. [Econometrica, 1997, 65, 487-516.]

Curvature measures: Diagnostic tools used to assess the closeness to linearity of a non-linear
model. They measure the deviation of the so-called expectation surface from a plane
with uniform grid. The expectation surface is the set of points in the space described
by a prospective model, where each point is the expected value of the response
variable based on a set of values for the parameters. [Applied Statistics, 1994, 43,
477-88.]

Cusum: A procedure for investigating the influence of time even when it is not part of the
design of a study. For a series X, X», ..., X),, the cusum series is defined as

i
Si=Y (X; — Xo)
J=1
where X, is a reference level representing an initial or normal value for the data.
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Cuthbert,

Depending on the application, X, may be chosen to be the mean of the series, the
mean of the first few observations or some value justified by theory. If the true mean
is X and there is no time trend then the cusum is basically flat. A change in level of
the raw data over time appears as a change in the slope of the cusum. An example is
shown in Fig. 49. See also exponentially weighted moving average control chart.
[Journal of Quality Techniques, 1975, 7, 183-92.]

Daniel (1905-1997): Cuthbert attended MIT as an undergraduate, taking English
and History along with engineering. He received a BS degree in chemical engineering
in 1925 and an MS degree in the same subject in 1926. After a year in Berlin teaching
Physics he returned to the US as an instructor at Cambridge School, Kendall Green,
Maine. In the 1940s he read Fisher’s Statistical Methods for Research Workers and
began a career in statistics. Cuthbert made substantial contributions to the planning
of experiments particularly in an individual setting. In 1972 he was elected an
Honorary Fellow of the Royal Statistical Society. Cuthbert died in New York
City on 8 August 1997.

Cuzick’s trend test: A distribution free method for testing the trend in a measured variable

across a series of ordered groups. The test statistic is, for a sample of N subjects,
given by

N
T = ZZ,-I’,»
i=1

where Z;(i=1,...,N) is the group index for subject i (this may be one of the
numbers 1, ..., G arranged in some natural order, where G is the number of groups,
or, for example, a measure of exposure for the group), and r; is the rank of the ith
subject’s observation in the combined sample. Under the null hypothesis that there is
no trend across groups, the mean (u) and variance (62) of T are given by
w=N(N+1)EZ)/2
o’ = N* (N + )V (2)/12
where E(Z) and V(Z) are the calculated mean and variance of the Z values.
[Statistics in Medicine, 1990, 9, 829-34.]

Cycle: A term used when referring to time series for a periodic movement of the series. The
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period is the time it takes for one complete up-and-down and down-and-up move-
ment. [Cycles, the Mysterious Forces that Trigger Events, 1971, E.R. Dewey,
Hawthorn Books, New York.]
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Cycle plot: A graphical method for studying the behaviour of seasonal time series. In such a
plot, the January values of the seasonal component are graphed for successive years,
then the February values are graphed, and so forth. For each monthly subseries the
mean of the values is represented by a horizontal line. The graph allows an assess-
ment of the overall pattern of the seasonal change, as portrayed by the horizontal
mean lines, as well as the behaviour of each monthly subseries. Since all of the latter
are on the same graph it is readily seen whether the change in any subseries is large or
small compared with that in the overall pattern of the seasonal component. Such a
plot is shown in Fig. 50. [Visualizing Data, 1993, W.S. Cleveland, Hobart Press,
Murray Hill, New Jersey.]

Cyclic designs: Incomplete block designs consisting of a set of blocks obtained by cyclic
development of an initial block. For example, suppose a design for seven treatments
using three blocks is required, the (;) distinct blocks can be set out in a number of
cyclic sets generated from different initial blocks, e.g. from (0,1,3)
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Fig. 50 Cycle plot of carbon dioxide concentrations. (Taken with permission from Visualizing
Data, 1993, W.S. Cleveland, Hobart Press, Murray Hill, New Jersey.)
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[Statistical Design and Analysis of Experiments, 1971, P.W.M. John, MacMillan,
New York.]

Cyclic variation: The systematic and repeatable variation of some variable over time. Most
people’s blood pressure, for example, shows such variation over a 24 hour period,
being lowest at night and highest during the morning. Such circadian variation is also
seen in many hormone levels. [SMR Chapter 14.]

Czekanowski coefficient: A dissimilarity coefficient, d;, for two individuals i and j each
having scores, X; = [x;1, X2, . . ., X;,] and X} = [x;;, Xps, ..., X;,] on ¢ variables, which
is given by

2 ZZ:] min(x,»k, xjk)

Do (i 4 x)

dy=1-

[MV1 Chapter 3.]
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D’Agostino’s test: A test based on ordered sample values xj) < x5 < --- < X, with mean X,
used to assess whether the observations arise from a normal distribution. The test
statistic is

Y=+ Dixg,

Appropriate for testing departures from normality due to skewness. Tables of critical
values are available. [Biometrika, 1972, 59, 219-21.]

D=

Daniels, Henry (1912-2000): Danicels studied at the Universities of Edinburgh and
Cambridge, and was first employed at the Wool Industries Research Association
in Leeds. This environment allowed Daniels to apply both his mathematical skills to
the strength of bundles of threads and his mechanical bent to inventing apparatus for
the fibre measurement laboratory. In 1947 he joined the statistical laboratory at the
University of Cambridge and in 1957 was appointed as the first Professor of
Mathematical Statistics at the University of Birmingham. He remained in
Birmingham until his retirement in 1978 and then returned to live in Cambridge.
Daniels was a major figure in the development of statistical theory in the 20th
Century and was President of the Royal Statistical Society in 1974-1975. He was
awarded the Guy Medal of the Royal Statistical Society in bronze in 1957 and in
gold in 1984. In 1980 Daniels was elected as a Fellow of the Royal Society. Daniels
was a expert watch-repairer and in 1984 was created a Liveryman of the Worshipful
Company of Clockmakers in recognition of his contribution to watch design. Daniels
died on 16 April 2000 whilst attending a statistics conference at Gregynog, Powys,

Wales.
Darling test: A test that a set of random variables arise from an exponential distribution. If
X1, X2, ..., X, are the n sample values the test statistic is
=2
K. = Z?:](xi —X)
m — )
X

where X is the mean of the sample. Asymptotically K,, can be shown to have mean
(w) and variance (o?) given by
nn—1)
T +1
R an*(n—1)
(n+1*n+2)(n+3)
so that z = (K,,, — u)/o has asymptotically a standard normal distribution under the

exponential distribution hypothesis. [Journal of Statistical Planning and Inference,
1994, 39, 399-424.]

Data: See data set.
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Data augmentation: A scheme for augmenting observed data so as to make it more easy to
analyse. A simple example is the estimation of missing values to balance a factorial
design with different numbers of observations in each cell. The term is most often
used, however, in respect of an iterative procedure, the data augmentation algorithm
common in the computation of the posterior distribution in Bayesian inference. The
basic idea behind this algorithm is to augment the observed data y by a quantity z
which is usually referred to as latent data. It is assumed that given both y and z it is
possible to calculate or sample from the augmented data posterior distribution
p@ly, z). To obtain the observed posterior p(6|y), multiple values (imputations) of
z from the predictive distribution p(z|y) are generated and the average of p(6ly, z)
over the imputations calculated. Because p(z|y) depends on p(6|y) an iterative algo-
rithm for calculating p(6|y) results. Specifically, given the current approximation g;(6)
to the observed posterior p(f|y) the algorithm specifies:

e generate a sample 2V, ...,z from the current approximation to the predic-
tive distribution p(z|y);

e update the approximation to p(f|y) to be the mixture of augmented posteriors
of 6 given the augmented data from the step above, i.e.

1 m .
gen®) =3 p(elz". )
j=1

The two steps are then iterated. See also EM algorithm and Markov chain Monte
Carlo methods. [Analysis of Incomplete Multivariate Data, 1997, J.L. Schafer,
Chapman and Hall/CRC Press, London.]

Data augmentation algorithm: Sce data augmentation.

Database: A structured collection of data that is organized in such a way that it may be
accessed easily by a wide variety of applications programs. Large clinical databases
are becoming increasingly available to clinical and policy researchers; they are gen-
erally used for two purposes; to facilitate health care delivery, and for research. An
example of such a database is that provided by the US Health Care Financing
Administration which contains information about all Medicare patients’ hospitaliza-
tions, surgical procedures and office visits. [SMR Chapter 6.]

Database management system: A computer system organized for the systematic manage-
ment of a large structured collection of information, that can be used for storage,
modification and retrieval of data.

Data dredging: A term used to describe comparisons made within a data set not specifically
prescribed prior to the start of the study. See also data mining and subgroup analysis.
[SMR Chapter 6.]

Data editing: The action of removing format errors and keying errors from data.
Data matrix: Sce multivariate data.

Data mining: The nontrivial extraction of implicit, previously unknown, and potentially useful
information from data. It uses expert systems, statistical and graphical techniques to
discover and present knowledge in a form which is easily comprehensible to humans.

Data reduction: The process of summarizing large amounts of data by forming frequency
distributions, histograms, scatter diagrams, etc., and calculating statistics such as
means, variances and correlation coefficients. The term is also used when obtaining
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a low-dimensional representation of multivariate data by procedures such as princi-
pal components analysis and factor analysis.

Data science: A term intended to unify statistics, data analysis and related methods. Consists
of three phases, design for data, collection of data and analysis of data. [Data
Science, Classification and Related Methods, 1998, C. Hayashi et al. eds., Springer,
Tokyo.]

Data screening: The initial assessment of a set of observations to see whether or not they
appear to satisfy the assumptions of the methods to be used in their analysis.
Techniques which highlight possible outliers, or, for example, departures from nor-
mality, such as a normal probability plot, are important in this phase of an investi-
gation. See also initial data analysis. [SMR Chapter 6.]

Data set: A general term for observations and measurements collected during any type of
scientific investigation.

Data smoothing algorithms: Procedures for extracting a pattern in a sequence of observa-
tions when this is obscured by noise. Basically any such technique separates the
original series into a smooth sequence and a residual sequence (commonly called
the ‘rough’). For example, a smoother can separate seasonal fluctuations from
briefer events such as identifiable peaks and random noise. A simple example of
such a procedure is the moving average; a more complex one is locally weighted
regression. See also Kalman filter and spline function.

David, Florence Nightingale (1909-1993): Born near Leominster, Florence David
obtained a first degree in mathematics from Bedford College for Women in 1931.
Originally applied to become an actuary but had the offer of a post withdrawn when
it was discovered that the ‘F.N. David” who had applied was a women. Worked with
Karl Pearson at University College, London and was awarded a doctorate in 1938.
Also worked closely with Jerzy Neyman both in the United Kingdom and later in
Berkeley. During the next 22 years she published eight books and over 80 papers. In
1962 David became Professor of Statistics at University College, London and in 1967
left England to accept a position at the University of California at Riverside where
she established the Department of Statistics. She retired in 1977.

Davies-Quade test: A distribution free method that tests the hypothesis that the common
underlying probability distribution of a sample of observations is symmetric about
an unknown median. [NSM Chapter 3.]

Death rate: See crude death rate.

Debugging: The process of locating and correcting errors in a computer routine or of isolating
and eliminating malfunctions of a computer itself.

Deciles: The values of a variable that divide its probability distribution or its frequency dis-
tribution into ten equal parts.

Decision function: See decision theory.

Decision theory: A unified approach to all problems of estimation, prediction and hypothesis
testing. It is based on the concept of a decision function, which tells the experimenter
how to conduct the statistical aspects of an experiment and what action to take for
each possible outcome. Choosing a decision function requires a loss function to be
defined which assigns numerical values to making good or bad decisions. Explicitly a
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general loss function is denoted as L(d, 6) expressing how bad it would be to make
decision d if the parameter value were 6. A quadratic loss function, for example, is
defined as
L(d, 0) = (d — 6)?

and a bilinear loss function as

L(d,0)=a(d—0)ifd <6

L(d,0)=bO—d)ifd>6
where a and b are positive constants. [KA2 Chapter 31.]

Decision tree: A graphic representation of the alternatives in a decision making problem that
summarizes all the possibilities foreseen by the decision maker. For example, suppose
we are given the following problem.

A physician must choose between two treatments. The patient is known to have
one of two diseases but the diagnosis is not certain. A thorough examination of the
patient was not able to resolve the diagnostic uncertainty. The best that can be said
is that the probability that the patient has disease A is p.

A simple decision tree for the problem is shown in Fig. 51. [KA2 Chapter 31.]

Deep models: A term used for those models applied in screening studies that incorporate
hypotheses about the disease process that generates the observed events. The aim of
such models is to attempt an understanding of the underlying disease dynamics. See
also surface models. [Statistical Methods in Medical Research, 1995, 4, 3—17.]

De Finetti, Bruno (1906-1985): Born in Innsbruck, Austria, De Finetti studied mathematics
at the University of Milan, graduating in 1927. He became an actuary and then
worked at the National Institute of Statistics in Rome later becoming a professor
at the university. DeFinetti is now recognized as a leading probability theorist for

/.

~

p Disease A

Disease B

Treatment X (1-p)

Treatment Y /

P Disease A

Disease B

(1-p)

Fig. 51 A simple decision tree.
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whom the sole interpretation of probability was a number describing the belief of a
person in the truth of a proposition. He coined the aphorism ‘probability does not
exist’, meaning that it has no reality outside an individual’s perception of the world.
A major contributor to subjective probability and Bayesian inference, DeFinetti died
on 20 July 1985 in Rome.

Degrees of freedom: An elusive concept that occurs throughout statistics. Essentially the
term means the number of independent units of information in a sample relevant to
the estimation of a parameter or calculation of a statistic. For example, in a two-by-
two contingency table with a given set of marginal totals, only one of the four cell
frequencies is free and the table has therefore a single degree of freedom. In many
cases the term corresponds to the number of parameters in a model. Also used to
refer to a parameter of various families of distributions, for example, Student’s 7-
distribution and the F- distribution. [SMR Chapter 9.]

Delay distribution: The probability distribution of the delay in reporting an event.
Particularly important in AIDS research, since AIDS surveillance data needs to be
appropriately corrected for reporting delay before they can be used to reflect the
current AIDS incidence. See also back-projection. [Philosophical Transactions of the
Royal Society of London, Series B, 1989, 325, 135-45.]

Delta(d) technique: A procedure that uses the Taylor series expansion of a function of one or
more random variables to obtain approximations to the expected value of the func-
tion and to its variance. For example, writing a variable x as x = u + € where
E(x) = u and E(e) = 0, Taylor’s expansion gives

. df (c 2 d2 3
S)=f(n)+e€ ];(:) s _|_% a/;(;)

If terms involving €2, €, etc. are assumed to be negligible then

JE) = f(w) + (x = )f ()

lemy + -

So that

var[f ()] ~ [ ()] var(x)
So if f(x) = Inx then var(Inx) = (1/u*)var(x). [Design and Analysis of Reliability
Studies, 1989, G. Dunn, Edward Arnold, London.]

Deming, Edwards (1900-1993): Born in Sioux City, lowa, Deming graduated from the
University of Wyoming in 1921 in electrical engineering, received an MS in mathe-
matics and physics from the University of Colorado in 1925 and a Ph.D. in mathe-
matics and physics from Yale University in 1928. He became aware of early work on
quality control procedures while working at the Hawthorne plant of the Western
Electric Company in Chicago. Deming’s interest in statistics grew in the early 1930s
and, in 1939, he joined the US Bureau of the Census. During World War II, Deming
was responsible for a vast programme throughout the USA teaching the use of
sampling plans and control charts but it was in Japan in the 1950s that Deming’s
ideas about industrial production as a single system involving both the suppliers and
manufacturers all aimed at satisfying customer need were put into action on a
national scale. In 1960 Deming received Japan’s Second Order Medal of the
Sacred Treasure and became a national hero. He died on 20 December 1993.

Demography: The study of human populations with respect to their size, structure and
dynamics, by statistical methods. [Demography, 1976, P.R. Cox, Cambridge
University Press, Cambridge.]
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De Moivre, Abraham (1667-1754): Born in Vitry, France, de Moivre came to England in
¢. 1686 to avoid religious persecution as a Protestant and earned his living at first as a
travelling teacher of mathematics, and later in life sitting daily in Slaughter’s Coffee
House in Long Acre, at the beck and call of gamblers, who paid him a small sum for
calculating odds. A close friend of Isaac Newton, de Moivre reached the normal
curve as the limit to the skew binomial and gave the correct measure of dispersion
v/np(1 — p). Also considered the concept of independence and arrived at a reasonable
definition. His principle work, The Doctrine of Chance, which was on probability
theory was published in 1718. Just before his death in 1754 the French Academy
elected him a foreign associate of the Academy of Science.

De Moivre-Laplace theorem: This theorem states that if X is a random variable having the
binomial distribution with parameters n and p, then the asymptotic distribution of X
is a normal distribution with mean np and variance np(l — p). See also normal
approximation. [KA1 Chapter 5.]

Dendrogram: A term usually encountered in the application of agglomerative hierarchical
clustering methods, where it refers to the ‘tree-like’ diagram illustrating the series
of steps taken by the method in proceeding from #n single member ‘clusters’ to a single
group containing all » individuals. The example shown (Fig. 52) arises from applying
single linkage clustering to the following matrix of Euclidean distances between five
points:

0.0
20 0.0
D=| 60 50 0.0
100 9.0 40 0.0
9.0 80 50 3.0 0.0

[MV1 Chapter 1.]

Density estimation: Procedures for estimating probability distributions without assuming
any particular functional form. Constructing a histogram is perhaps the simplest
example of such estimation, and kernel density estimators provide a more sophisti-
cated approach. Density estimates can give valuable indication of such features as
skewness and multimodality in the data. [Density Estimation in Statistics and Data
Analysis, 1986, B.W. Silverman, Chapman and Hall/CRC Press, London.]
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Fig. 52 A dendrogram for the example matrix.
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Density function: See probability density.

Density sampling: A method of sampling controls in a case-control study which can reduce
bias from changes in the prevalence of exposure during the course of a study.
Controls are samples from the population at risk at the times of incidence of each
case. [American Journal of Epidemiology, 1976, 103, 226-35.]

Denton method: A widely used method for benchmarking a time series to annual bench-
marks while preserving as far as possible the month-to-month movement of the
original series. [International Statistical Review, 1994, 62 365-77.]

Dependent variable: See response variable.

Descriptive statistics: A general term for methods of summarizing and tabulating data that
make their main features more transparent. For example, calculating means and
variances and plotting histograms. See also exploratory data analysis and initial
data analysis.

Design effect: The ratio of the variance of an estimator under the particular sampling design
used in a study to its variance at equivalent sample size under simple random sam-
pling without replacement. [Survey Sampling, 1965, L. Kish, Wiley, New York.]

Design matrix: Used generally for a matrix that specifies a statistical model for a set of
observations. For example, in a one-way design with three observations in one
group, two observations in a second group and a single observation in the third
group, and where the model is

Yij = Mt a;t+€;

the design matrix, X is

110 0
110 0
110 0

X=11010
101 0
100 1

Using this matrix the model for all the observations can be conveniently expressed in
matrix form as

y=Xp+e
where ¥ = V11, y12, Y135 V215 ¥, vals B =1, 01, a0, 3] and € = [e)), €15, €3, €21,
€37, €31]. Also used specifically for the matrix X in designed industrial experiments
which specify the chosen values of the explanatory variables; these are often selected
using one or other criteria of optimatily. See also multiple regression.

Design regions: Regions relevant to an experiment which are defined by specification of
intervals of interest on the explanatory variables. For quantitative variables the
most common region is that corresponding to lower and upper limits for the expla-
natory variables, which depend upon the physical limitations of the system and upon
the range of values thought by the experimenter to be of interest. [Journal of the
Royal Statistical Society, Series B, 1996, 58, 59-76.]

Design rotatability: A term used in applications of response surface methodology for the
requirement that the quality of the derived predictor of future response values is
roughly the same throughout the region of interest. More formally a rotatable design
is one for which N Var()?(x))/o2 has the same value at any two locations that are the
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same distance from the design centre. [Journal of the Royal Statistical Society, Series
B, 1996, 58, 59-76.]

Design set: Synonym for training set.
Detection bias: Sce ascertainment bias.

Determinant: A value associated with a square matrix that represents sums and products of its
elements. For example, if the matrix is

(e )

then the determinant of A (conventionally written as det (A) or |A|) is given by
ad — bc

Deterministic model: One that contains no random or probabilistic elements. See also ran-
dom model.

DETMAX: An algorithm for constructing exact D-optimal designs. [Technometrics, 1980, 22,
301-13]]

Detrending: A term used in the analysis of time series data for the process of calculating a
trend in some way and then subtracting the trend values from those of the original
series. Often needed to achieve stationarity before fitting models to times series. See
also differencing.

Deviance: A measure of the extent to which a particular model differs from the saturated
model for a data set. Defined explicitly in terms of the likelihoods of the two models
as

D=-2[lnL,—InL]
where L, and L, are the likelihoods of the current model and the saturated model,
respectively. Large values of D are encountered when L. is small relative to L,
indicating that the current model is a poor one. Small values of D are obtained in
the reverse case. The deviance has asymptotically a chi-squared distribution with
degrees of freedom equal to the difference in the number of parameters in the two
models. See also G and likelihood ratio. [GLM Chapter 2.]

Deviance information criterion (DIC): A goodness of fit measure similar to Akaike’s
information criterion which arises from consideration of the posterior expectation
of the deviance as a measure of fit and the effective number of parameters as a
measure of complexity.

Deviance residuals: The signed square root of an observation’s contribution to total model
deviance. [Ordinal Data Modelling, 1999, V.E. Johnson and J.H. Albert, Springer,
New York.]

Deviate: The value of a variable measured from some standard point of location, usually the
mean.

DeWitt, Johan (1625-1672): Born in Dordrecht, Holland, DeWitt entered Leyden
University at the age of 16 to study law. Contributed to actuarial science and eco-
nomic statistics before becoming the most prominent Dutch statesman of the third
quarter of the seventeenth century. DeWitt died in The Hague on 20 August 1672.

DF(df): Abbreviation for degrees of freedom.
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DFBETA: An influence statistic which measures the impact of a particular observation, i, on a
specific estimated regression coefficient, ,3,-, in a multiple regression. The statistic is
the standardized change in ,3]- when the ith observation is deleted from the analysis; it
is defined explicitly as

‘ S
where s_; is the residual mean square obtained from the regression analysis with
observation i omitted, and ¢; is the (j + 1)th diagonal element of (X'X)"! with X
being the matrix appearing in the usual formulation of this type of analysis. See also
Cook’s distance, DFFITS and COVRATIO. [ARA Chapter 10.]

DFFITS: An influence statistic that is closely related to Cook’s distance, which measures the
impact of an observation on the predicted response value of the observation obtained
from a multiple regression. Defined explicitly as;

Vi = Vi

5(—;‘)\/;’1'

where p; is the predicted response value for the ith observation obtained in the usual

DFFITS, =

way and J_; is the corresponding value obtained when observation i is not used in
estimating the regression coefficients; sf_i) is the residual mean square obtained from
the regression analysis performed with the ith observation omitted. The relationship
of this statistic to Cook’s distance, D;, is

2
S_;
D, = (DFFITS;)? —&"
i ( z) tr(H)52

where H is the hat matrix with diagonal elements /; and s is the residual sum of
squares obtained from the regression analysis including all observations. Absolute
values of the statistic larger than 2,/tr(H/n) indicate those observations that give
most cause for concern. [SMR Chapter 9.]

Diagnostic key: A sequence of binary of polytomous tests applied sequentially in order to
indentify the population of origin of a specimen. [Biometrika, 1975, 62, 665-72.]

Diagnostics: Procedures for indentifying departures from assumptions when fitting statistical
models. See, for example, DFBETA and DFFITS. [Residuals and Influence in regres-
sion, 1994, R.D. Cook and S. Weisberg, CRC/Chapman and Hall, London.]

Diagnostic tests: Procedures used in clinical medicine and also in epidemiology, to screen
for the presence or absence of a disease. In the simplest case the test will result in a
positive (disease likely) or negative (disease unlikely) finding. Ideally, all those with
the disease should be classified by the test as positive and all those without the
disease as negative. Two indices of the performance of a test which measure how
often such correct classifications occur are its sensitivity and specificity. See also
believe the positive rule, positive predictive value and negative predictive value. [SMR
Chapter 14.]

Diagonal matrix: A square matrix whose off-diagonal elements are all zero. For example,

10 0 0O
D=0 5 0
0 0 3

Diary survey: A form of data collection in which respondents are asked to write information
at regular intervals or soon after a particular event has occurred.
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DIC: Abbreviation for deviance information criterion.
Dichotomous variable: Synonym for binary variable.

Dieulefait, Carlos Eugenio (1901-1982): Born in Buenos Aires, Dieulefait graduated from
the Universidad del Litoral in 1922. In 1930 he became first director of the Institute
of Statistics established by the University of Buenos Aires. For the next 30 years,
Dieulefait successfully developed statistics in Argentina while also making his own
contributions to areas such as correlation theory and multivariate analysis. He died
on 3 November 1982 in Rosario, Argentina.

Differences vs totals plot: A graphical procedure most often used in the analysis of data
from a two-by-two crossover design. For each subject the difference between the
response variable values on each treatment are plotted against the total of the two
treatment values. The two groups corresponding to the order in which the treatments
were given are differentiated on the plot by different plotting symbols. A large shift
between the groups in the horizontal direction implies a differential carryover effect.
If this shift is small, then the shift between the groups in a vertical direction is a
measure of the treatment effect. An example of this type of plot appears in Fig. 53.
[The Statistical Consultant in Action, edited by D.J. Hand and B.S. Everitt,
Cambridge University Press, Cambridge.]

Differencing: A simple approach to removing trends in time series. The first difference of a
time series, {y,}, is defined as the transformation

Dy, =y; — yizi
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Fig. 53 An example of a difference versus total plot.
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Higher-order differences are defined by repeated application. So, for example, the
second difference, D?y,, is given by

D%y, = D(Dy,) = Dy, = Dyiy = 31 = 21 + Vi
Frequently used in applications to achieve a stationarity before fitting models. See
also backward shift operator and autoregressive integrated moving average models.

Diggle-Kenward model for dropouts: A model applicable to longitudinal data in which
the dropout process may give rise to informative missing values. Specifically if the
study protocol specifies a common set of » measurement times for all subjects, and D
is used to represent the subject’s dropout time, with D = d if the values correspond-
ing to times d,d + 1, ..., n are missing and D = n + 1 indicating that the subject did
not drop out, then a statistical model involves the joint distribution of the observa-
tions Y and D. This joint distribution can be written in two equivalent ways,

S, d) =f(»gdly)
=g(d)f (yld)
Models derived from the first factorization are known as selection models and those
derived from the second factorisation are called pattern mixture models. The Diggle—
Kenward model is an example of the former which specifies a multivariate normal
distribution for f(y) and a logistic regression for g(d|y). Explicitly if p,(y) denotes the
conditional probability of dropout at time ¢, given Y = y then,

1“{71 3[1(7};)()/)} =opy, + ;akytfk

When the dropout mechanism is informative the probability of dropout at time 7 can
depend on the unobserved y,. See also missing values. [Analysis of Longitudinal Data,
1994, P.J. Diggle, K.-Y. Liang and S.L. Zeger, Oxford Science Publications, Oxford.]

Digit preference: The personal and often subconscious bias that frequently occurs in the
recording of observations. Usually most obvious in the final recorded digit of a
measurement. Figure 54 illustrates the phenomenon. [SMR Chapter 7.]

Digraph: Synonym for directed graph.

B GP

) Nurse

H Hospital Doctor
[J Consuiltant

4.l=-:a__n=.1.

Zero Even Five Odd

Fig. 54 Digit preference among different groups of observers. For zero, even, odd and five
numerals.
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DIP test: A test for multimodality in a sample, based on the maximum difference, over all

sample points, between the empirical distribution function and the unimodal distri-
bution function that minimizes that maximum difference. [MV2 Chapter 10.]

Directed acyclic graph: Synonym for conditional independence graph.

Directed deviance: Synonymous with signed root transformation.

Directed graph: See graph theory.

Directional neighbourhoods approach (DNA): A method for classifying pixels and

reconstructing images from remotely sensed noisy data. The approach is partly
Bayesian and partly data analytic and uses observational data to select an optimal,
generally asymmetric, but relatively homogeneous neighbourhood for classifying
pixels. The procedure involves two stages: a zero-neighbourhood pre-classification
stage, followed by selection of the most homogeneous neighbourhood and then a
final classification.

Direct matrix product: Synonym for Kroenecker product.

Direct standardization: The process of adjusting a crude mortality or morbidity rate esti-

mate for one or more variables, by using a known reference population. It might, for
example, be required to compare cancer mortality rates of single and married women
with adjustment being made for the age distribution of the two groups, which is very
likely to differ with the married women being older. Age-specific mortality rates
derived from each of the two groups would be applied to the population age dis-
tribution to yield mortality rates that could be directly compared. See also indirect
standardization. [Statistics in Medicine, 1993, 12, 3—12.]

Dirichlet distribution: The multivariate version of the beta distribution. Given by

Ly, +---+ vq) =1 v—1
f(xlyxzy--wxq)—mxl ce Xy

where

q q
0<x; <1, Ex,-:l, v; > 0, E v; = vy
=1 i=1

The expected value of x; is v;/vy and its variance is
vi(vg — )
Vi + 1)
The covariance of x; and x; is
_vaj
v(z)(vo +1)

[STD Chapter 10.]

Dirichlet tessellation: A construction for events that occur in some planar region A, con-

sisting of a series of ‘territories’ each of which consists of that part of 4 closer to a
particular event x; than to any other event x;. An example is shown in Fig. 55.
[Pattern Recognition and Neural Networks, 1996, B.D. Ripley, Cambridge
University Press, Cambridge.]

Discrete rectangular distribution: A probability distribution for which any one of a finite
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Fig. 55 An example of Dirichlet tessellation.

so that the random variable X can take any one of the equally spaced values
a,a+h,...,a+nh. As n— oo and h — 0, with nh = b — a the distribution tends
to a uniform distribution over (a, b). The standard discrete rectangular distribution
has ¢ =0 and & = 1/n so that X takes values 0, 1/n,2/n, ..., 1.

Discrete time Markov chain: See Markov chain.
Discrete time stochastic process: See stochastic process.

Discrete variables: Variables having only integer values, for example, number of births,
number of pregnancies, number of teeth extracted, etc. [SMR Chapter 2.]

Discrete wavelet transform (DWT): The calculation of the coefficients of the wavelet
series approximation for a discrete signal fi, />, ...,f, of finite extent. Essentially
maps the vector f = [f}, /5, ...,/,] to a vector of n wavelet transform coefficients.

Discriminant analysis: A term that covers a large number of techniques for the analysis of
multivariate data that have in common the aim to assess whether or not a set of
variables distinguish or discriminate between two (or more) groups of individuals. In
medicine, for example, such methods are generally applied to the problem of using
optimally the results from a number of tests or the observations of a number of
symptoms to make a diagnosis that can only be confirmed perhaps by post-mortem
examination. In the two group case the most commonly used method is Fisher’s
linear discriminant function, in which a linear function of the variables giving max-
imal separation between the groups is determined. This results in a classification rule
(often also known as an allocation rule) that may be used to assign a new patient to
one of the two groups. The derivation of this linear function assumes that the
variance—covariance matrices of the two groups are the same. If they are not then
a quadratic discriminant function may be necessary to distinguish between the groups.
Such a function contains powers and cross-products of variables. The sample of
observations from which the discriminant function is derived is often known as
the training set. When more than two groups are involved (all with the same var-
iance—covariance matrix) then it is possible to determine several linear functions of
the variables for separating them. In general the number of such functions that can
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be derived is the smaller of ¢ and g — 1 where ¢ is the number of variables and g the
number of groups. The collection of linear functions for discrimination are known as
canonical discriminant functions or often simply as canonical variates. See also error
rate estimation and regularised discriminant analysis. [MV2 Chapter 9.]

Discrimination information: Synonymous with Kullback-Leibler information.

Disease clusters: An unusual aggregation of health events, real or perceived. The events may

be grouped in a particular area or in some short period of time, or they may occur
among a certain group of people, for example, those having a particular occupation.
The significance of studying such clusters as a means of determining the origins of
public health problems has long been recognized. In 1850, for example, the Broad
Street pump in London was identified as a major source of cholera by plotting cases
on a map and noting the cluster around the well. More recently, recognition of
clusters of relatively rare kinds of pneumonia and tumours among young homosex-
ual men led to the identification of acquired immunodeficiency syndrome (AIDS)
and eventually to the discovery of the human immunodeficiency virus (HIV). See
also scan statistic.

Disease mapping: The process of displaying the geographical variability of disease on maps

using different colours, shading, etc. The idea is not new, but the advent of compu-
ters and computer graphics has made it simpler to apply and it is now widely used in
descriptive epidemiology, for example, to display morbidity or mortality information
for an area. Figure 56 shows an example. Such mapping may involve absolute rates,
relative rates, etc., and often the viewers impression of geographical variation in the
data may vary quite markedly according to the methodology used. [ Biometrics, 1995,
51, 1355-60.]

Dispersion: The amount by which a set of observations deviate from their mean. When the

values of a set of observations are close to their mean, the dispersion is less than
when they are spread out widely from the mean. See also variance. [MV1 Chapter 1.]

Dispersion parameter: See generalized linear models.
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Fig. 56 Disease mapping illustrated by age-standardized mortality rates in part of Germany.
(Reproduced from Biometrics by permission of the International Biometrics Society.)



Dissimilarity coefficient: A measure of the difference between two observations from
(usually) a set of multivariate data. For two observations with identical variable
values the dissimilarity is usually defined as zero. See also metric inequality. [M V1
Chapter 1.]

Dissimilarity matrix: A square matrix in which the elements on the main diagonal are zero,
and the off-diagonal elements are dissimilarity coefficients of each pair of stimuli or
objects of interest. Such matrices can either arise by calculations on the usual multi-
variate data matrix X or directly from experiments in which human subjects make
judgements about the stimuli. The pattern or structure of this type of matrix is often
investigated by applying some form of multidimensional scaling. [MV1 Chapter 4.]

Distance measure: Sec metric inequality.

Distance sampling: A method of sampling used in ecology for determining how many plants
or animals are in a given fixed area. A set of randomly placed lines or points is
established and distances measured to those objects detected by travelling the line or
surveying the points. As a particular object is detected, its distance to the randomly
chosen line or point is measured and on completion 7 objects have been detected and
their associated distances recorded. Under certain assumptions unbiased estimates of
density can be made from these distance data. See also line-intercept sampling.
[Canadian Field-Naturalist, 1996, 110, 642-8.]

Distributed database: A database that consists of a number of component parts which are
situated at geographically separate locations.

Distribution free methods: Statistical techniques of estimation and inference that are based
on a function of the sample observations, the probability distribution of which does
not depend on a complete specification of the probability distribution of the popula-
tion from which the sample was drawn. Consequently the techniques are valid under
relatively general assumptions about the underlying population. Often such methods
involve only the ranks of the observations rather than the observations themselves.
Examples are Wilcoxon’s signed rank test and Friedman’s two way analysis of
variance. In many cases these tests are only marginally less powerful than their
analogues which assume a particular population distribution (usually a normal dis-
tribution), even when that assumption is true. Also commonly known as nonpara-
metric methods although the terms are not completely synonymous. [SMR Chapter
9]

Distribution function: See probability distribution.

Divisive clustering: Cluster analysis procedures that begin with all individuals in a single
cluster, which is then successively divided by maximizing some particular measure of
the separation of the two resulting clusters. Rarely used in practice. See also agglom-
erative hierarchical clustering methods and K-means cluster analysis. [MV2 Chapter
10.]

Dixon test: A test for outliers. When the sample size, n, is less than or equal to seven, the test
statistic is
L_Tn Yo
Yy =Y
where y(;) is the suspected outlier and is the smallest observation in the sample, y(,) is
the next smallest and y,, the largest observation. For n > 7, y(3) is used instead of y (5
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and y(,_y in place of y.,. Critical values are available in some statistical tables.
[Journal of Statistical Computation and Simulation, 1997, 58, 1-20.]

Doane’s rule: A rule for calculating the number of classes to use when constructing a histo-
gram and given by

no. of classes = log, n + 1 + log,(1 + p4/n/6)

where n is the sample size and y is an estimate of kurtosis. See also Sturges’ rule.

Dodge, Harold (1893-1976): Born in the mill city of Lowell, Massachusettes, Dodge became
one of the most important figures in the introduction of quality control and the
development and introduction of acceptance sampling. He was the originator of
the operating characteristic curve. Dodge’s career was mainly spent at Bell
Laboratories, and his contributions were recognized with the Stewhart medal of
the American Society for Quality Control in 1950 and an Honorary Fellowship of
the Royal Statistical Society in 1975. He died on 10 December 1976 at Mountain
Lakes, New Jersey.

Dodge’s continuous sampling plan: A procedure for monitoring continuous production
processes. [Annals of Mathematical Statistics, 1943, 14, 264-79.]

Doob-Meyer decomposition: A theorem which shows that any counting process may be
uniquely decomposed as the sum of a martingale and a predictable, right-continous
process called the compensator, assuming certain mathematical conditions.
[Modelling Survival Data, 200, T.M. Therneau and P.M. Grambsch, Springer,
New York.]

D-optimal design: See criteria of optimality.

Doran estimator: An estimator of the missing values in a time series for which monthly
observations are available in a later period but only quarterly observations in an
earlier period.

Dorfman scheme: An approach to investigations designed to identify a particular medical
condition in a large population, usually by means of a blood test, that may result in a
considerable saving in the number of tests carried out. Instead of testing each person
separately, blood samples from, say, k people are pooled and analysed together. If
the test is negative, this one test clears k people. If the test is positive then each of the
k individual blood samples must be tested separately, and in all k+ 1 tests are
required for these k people. If the probability of a positive test (p) is small, the
scheme is likely to result in far fewer tests being necessary. For example, if
p = 0.01, it can be shown that the value of k that minimizes the expected number
of tests per person is 11, and that the expected number of tests is 0.2, resulting in 80%
saving in the number of tests compared with testing each individual separately.
[Annals of Mathematical Statistics, 1943, 14, 436—40.]

Dose-ranging trial: A clinical trial, usually undertaken at a late stage in the development of a
drug, to obtain information about the appropriate magnitude of initial and subse-
quent doses. Most common is the parallel-dose design, in which one group of subjects
in given a placebo, and other groups different doses of the active treatment.

Dose-response curve: A plot of the values of a response variable against corresponding
values of dose of drug received, or level of exposure endured, etc. See Fig. 57.
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Fig. 57 A hypothetical dose-response curve.

Dot plot: A more effective display than a number of other methods, for example, pie charts and
bar charts, for displaying quantitative data which are labelled. An example of such a
plot showing standardized mortality rates (SMR) for lung cancer for a number of
occupational groups is given in Fig. 58.

Double-blind: See blinding.

Double-centred matrices: Matrices of numerical elements from which both row and col-
umn means have been subtracted. Such matrices occur in some forms of multidimen-
sional scaling.

Double-count surveys: Surveys in which two observers search the sampled area for the
species of interest. The presence of the two observers permits the calculation of a
survey-specific correction for visibility bias. [The Survey Kit, 1995, A. Fink, ed., Sage,
London.]

Double-dummy technique: A technique used in clinical trials when it is possible to make an
acceptable placebo for an active treatment but not to make two active treatments
identical. In this instance, the patients can be asked to take two sets of tablets
throughout the trial: one representing treatment A (active or placebo) and one
treatment B (active or placebo). Particularly useful in a crossover trial. [SMR
Chapter 15.]

Double-exponential distribution: Synonym for Laplace distribution.
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Fig. 58 A dot plot giving standardized mortality rates for lung cancer for several occupational
groups.

Double-masked: Synonym for double-blind.
Double reciprocal plot: Synonym for Lineweaver—Burke plot.

Double sampling: A procedure in which initially a sample of subjects is selected for obtaining
auxillary information only, and then a second sample is selected in which the variable
of interest is observed in addition to the auxillary information. The second sample is
often selected as a subsample of the first. The purpose of this type of sampling is to
obtain better estimators by using the relationship between the auxillary variables and
the variable of interest. See also two-phase sampling. [KA2 Chapter 24.]

Doubly censored data: Data involving survival times in which the time of the originating
event and the failure event may both be censored observations. Such data can arise
when the originating event is not directly observable but is detected via periodic
screening studies. [Statistics in Medicine, 1992, 11, 1569-78.]

Doubly multivariate data: A term sometimes used for the data collected in those longitu-
dinal studies in which more than a single response variable is recorded for each
subject on each occasion. For example, in a clinical trial, weight and blood pressure
may be recorded for each patient on each planned visit.

Doubly ordered contingency tables: Contingency tables in which both the row and col-
umn categories follow a natural order. An example might be, drug toxicity ranging
from mild to severe, against drug dose grouped into a number of classes. A further
example from a more esoteric area is shown.

Cross-classification of whiskey for age and grade

Grade
Years/maturity 1 2 3
4 2 0
5 2 2 2
1 0 0 4
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Downton, Frank (1925-1984): Downton studied mathematics at Imperial College, London
and after a succession of university teaching posts became Professor of Statistics at
the University of Birmingham in 1970. Contributed to reliability theory and queue-
ing theory. Downton died on 9 July 1984.

Dragstedt-Behrens estimator: An estimator of the median effective dose in bioassay. See
also Reed—Muench estimator. [ Probit Analysis 3rd ed., 1971, D.J. Finney, Cambridge
Unversity Press, Cambridge.]

Draughtsman’s plot: An arrangement of the pairwise scatter diagrams of the variables in a
set of multivariate data in the form of a square grid. Such an arrangement may be
extremely useful in the initial examination of the data. Each panel of the matrix is a
scatter plot of one variable against another. The upper left-hand triangle of the
matrix contains all pairs of scatterplots and so does the lower right-hand triangle.
The reasons for including both the upper and lower triangles in the matrix, despite
the seeming redundancy, is that it enables a row and column to be visually scanned
to see one variable against all others, with the scales for the one variable lined up
along the horizontal or the vertical. An example of such a plot is shown in Fig. 59.
[Visualizing Data, 1993, W.S. Cleveland, Hobart Press, Summit, New Jersey.]

Drift: A term used for the progressive change in assay results throughout an assay run.
Drift parameter: See Brownian motion.

Dropout: A patient who withdraws from a study (usually a clinical trial) for whatever reason,
noncompliance, adverse side effects, moving away from the district, etc. In many
cases the reason may not be known. The fate of patients who drop out of an
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Fig. 59 Draughtsman’s plot.

125



investigation must be determined whenever possible since the dropout mechanism
may have implications for how data from the study should be analysed. See also
attrition, missing values and Diggle—Kenward model for dropouts. [Applied Statistics,
1994, 43, 49-94.]

Dual scaling: Synonym for correspondence analysis.

Dual system estimates: Estimates which are based on a census and a post-enumeration

survey, which try to overcome the problems that arise from the former in trying, but
typically failing, to count everyone.

Dummy variables: The variables resulting from recoding categorical variables with more

than two categories into a series of binary variables. Marital status, for example,
if originally labelled 1 for married, 2 for single and 3 for divorced, widowed or
separated, could be redefined in terms of two variables as follows

Variable 1: 1 if single, 0 otherwise;

Variable 2: 1 if divorced, widowed or separated, 0 otherwise;

For a married person both new variables would be zero. In general a categorical
variable with k categories would be recoded in terms of k — 1 dummy variables. Such
recoding is used before polychotomous variables are used as explanatory variables in
a regression analysis to avoid the unreasonable assumption that the original numer-
ical codes for the categories, i.e. the values 1,2,...,k, correspond to an interval
scale. [ARA Chapter 8.]

Duncan’s test: A modified form of the Newman-Keuls multiple comparison test. [SMR

Chapter 9.]

Dunnett’s test: A multiple comparison test intended for comparing each of a number of

treatments with a single control. [Biostatistics, 1993, L.D. Fisher and G. Van
Belle, Wiley, New York.]

Dunn’s test: A multiple comparison test based on the Bonferroni correction. [Biostatistics,

1993, L.D. Fisher and G. Van Belle, Wiley, New York.]

Duration time: The time that elapses before an epidemic ceases.

Durbin-Watson test: A test that the residuals from a linear regression or multiple regression

are independent. The test statistic is
Do = ":'71)2

Yt
where r; = y; — y; and y; and p; are, respectively, the observed and predicted values
of the response variable for individual i. D becomes smaller as the serial correlations
increase. Upper and lower critical values, Dy and D; have been tabulated for dif-
ferent values of ¢ (the number of explanatory variables) and n. If the observed value
of D lies between these limits then the test is inconclusive. [TMS Chapter 3.]

D=

Dynamic graphics: Computer graphics for the exploration of multivariate data which allow
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the observations to be rotated and viewed from all directions. Particular sets of
observations can be highlighted. Often useful for discovering structure or pattern,
for example, the presence of clusters. See also brushing scatterplots. [Dynamic
Graphics for Statistics, 1987, W.S. Cleveland and M.E. McGill, Wadsworth,
Belmont, California.]



E: Abbreviation for expected value.
Early detection program: Synonymous with screening studies.

EAST: A computer package for the design and analysis of group sequential clinical trials. See
also PEST. [CYTEL Software Corporation, 675 Massachusetts Avenue, Cambridge,
MA 02139, USA ]

Eberhardt’s statistic: A statistic, 4, for assessing whether a large number of small items
within a region are distributed completely randomly within the region. The statistic
is based on the Euclidean distance, X; from each of m randomly selected sampling
locations to the nearest item and is given explicitly by

m m 2
A= mZXﬁ(ZX,)
=1 =1
[Biometrics, 1967, 23, 207-16.]

EBM: Abbreviation for evidence-based medicine.

ECM algorithm: An extension of the EM algorithm that typically converges more slowly than
EM in terms of iterations but can be faster in total computer time. The basic idea of
the algorithm is to replace the M-step of each EM iteration with a sequence of S > 1
conditional or constrained maximization or CM-steps, each of which maximizes the
expected complete-data log-likelihood found in the previous E-step subject to con-
straints on the parameter of interest, 6, where the collection of all constraints is such
that the maximization is over the full parameter space of 6. Because the CM max-
imizations are over smaller dimensional spaces, often they are simpler, faster and
more reliable than the corresponding full maximization called for in the M-step of
the EM algorithm. See also ECME algorithm. [Statistics in Medicine, 1995, 14, 747—
68.]

ECME algorithm: The Expectation/Conditional Maximization Either algorithm which is a
generalization of the ECM algorithm obtained by replacing some CM-steps of ECM
which maximize the constrained expected complete-data log-likelihood, with steps
that maximize the correspondingly constrained actual likelihood. The algorithm can
have substantially faster convergence rate than either the EM algorithm or ECM
measured using either the number of iterations or actual computer time. There are
two reasons for this improvement. First, in some of ECME’s maximization steps the
actual likelihood is being conditionally maximized, rather than a current approxima-
tion to it as with EM and ECM. Secondly, ECME allows faster converging numer-
ical methods to be used on only those constrained maximizations where they are
most efficacious. [Biometrika, 1997, 84, 269-81.]
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Ecological fallacy: A term used when spatially aggregated data are analysed and the results
assumed to apply to relationships at the individual level. In most cases analyses
based on area level means give conclusions very different from those that would
be obtained from an analysis of unit level data. An example from the literature is
a correlation coefficient of 0.11 between illiteracy and being foreign born calculated
from person level data, compared with a value of —0.53 between percentage illiterate
and percentage foreign born at the State level. [Statistics in Medicine, 1992, 11, 1209—
24.]

Ecological statistics: Procedures for studying the dynamics of natural communities and their
relation to environmental variables.

EDA: Abbreviation for exploratory data analysis.
ED50: Abbreviation for median effective dose.

Edgeworth, Francis Ysidro (1845-1926): Born in Edgeworthstown, Longford, Ireland,
Edgeworth entered Trinity College, Dublin in 1862 and in 1867 went to Oxford
University where he obtained a first in classics. He was called to the Bar in 1877.
After leaving Oxford and while studying law, Edgeworth undertook a programme of
self study in mathematics and in 1880 obtained a position as lecturer in logic at Kings
College, London later becoming Tooke Professor of Political Economy. In 1891 he
was elected Drummond Professor of Political Economy at Oxford and a Fellow of
All Souls, where he remained for the rest of his life. In 1883 Edgeworth began
publication of a sequence of articles devoted exclusively to probability and statistics
in which he attempted to adapt the statistical methods of the theory of errors to the
quantification of uncertainty in the social, particularly the economic sciences. In 1885
he read a paper to the Cambridge Philosophical Society which presented, through an
extensive series of examples, an exposition and interpretation of significance tests for
the comparison of means. Edgeworth died in London on 13 February 1926.

Edgeworth’s form of the Type A series: An expression for representing a probability
distribution, f(x), in terms of Chebyshev—Hermite polynomials, H,, given explicitly
by

K K. K K)+10K2
F) =)l + 2 Hy+ 2 Hy 4> Hs 403

6 24 120 720 Ho

where «; are the cumulants of f(x) and

1,2
E.X

()= ——c"

a(x) =——=e

21
Essentially equivalent to the Gram—Charlier Type A series. [KA1 Chapter 6.]

Effect: Generally used for the change in a response variable produced by a change in one or
more explanatory or factor variables.

Effective sample size: The sample size after dropouts, deaths and other specified exclusions
from the original sample.

Efficiency: A term applied in the context of comparing different methods of estimating the
same parameter; the estimate with lowest variance being regarded as the most effi-
cient. Also used when comparing competing experimental designs, with one design
being more efficient than another if it can achieve the same precision with fewer
resources. [KA2 Chapter 17.]
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EGRET: Acronym for the Epidemiological, Graphics, Estimation and Testing program devel-
oped for the analysis of data from studies in epidemiology. Can be used for logistic
regression and models may include random effects to allow overdispersion to be
modelled. The beta-binomial distribution can also be fitted. [Statistics & Epidem-
iology Research Corporation, 909 Northeast 43rd Street, Suite 310, Seattle,
Washington 98105, USA.]

Ehrenberg’s equation: An equation linking the height and weight of children between the
ages of 5 and 13 and given by

logw = 0.84+ 0.4
where w is the mean weight in kilograms and 4 the mean height in metres. The
relationship has been found to hold in England, Canada and France.

Eigenvalues: The roots, A1, 1, ..., A, of the gth-order polynomial defined by
|A — Al
where A is a ¢ x ¢ square matrix and I is an identity matrix of order ¢. Associated
with each root is a non-zero vector z; satisfying
Az, = \jz;

and z; is known as an eigenvector of A. Both eigenvalues and eigenvectors appear
frequently in accounts of techniques for the analysis of multivariate data such as
principal components analysis and factor analysis. In such methods, eigenvalues
usually give the variance of a linear function of the variables, and the elements of
the eigenvector define a linear function of the variables with a particular property.
[MV1 Chapter 3.]

Eigenvector: Sce eigenvalue.

Eisenhart, Churchill (1913-1994): Born in Rochester, New York, Eisenhart received an
A.B. degree in mathematical physics in 1934 and an A.M. degree in mathematics
in 1935. He obtained a Ph.D from University College, London in 1937, studying
under Egon Pearson, Jerzy Neyman and R.A. Fisher. In 1946 Eisenhart joined the
National Bureau of Standards and undertook pioneering work in introducing mod-
ern statistical methods in experimental work in the physical sciences. He was
President of the American Statistical Society in 1971. Eisenhart died in Bethesda,
Maryland on 25 June 1994.

Electronic mail: The use of computer systems to transfer messages between users; it is usual
for messages to be held in a central store for retrieval at the user’s convenience.

Elfving, Erik Gustav (1908-1984): Born in Helsinki, Elfving studied mathematics, physics
and astronomy at university but after completing his doctoral thesis his interest
turned to probability theory. In 1948 he was appointed Professor of Mathematics
at the University of Helsinki from where he retired in 1975. Elfving worked in a
variety of areas of theoretical statistics including Markov chains and distribution free
methods. After his retirement Elfving wrote a monograph on the history of mathe-
matics in Finland between 1828 and 1918, a period of Finland’s autonomy under
Russia. He died on 25 March 1984 in Helsinki.

Elliptically symmetric distributions: Multivariate probability distributions of the form,

() =121 7gl(x — w57 (x — )]
By varying the function g, distributions with longer or shorter tails than the normal
can be obtained. [MV1 Chapter 2.]
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Email: Abbreviation for electronic mail.

EM algorithm: A method for producing a sequence of parameter estimates that, under mild
regularity conditions, converges to the maximum likelihood estimator. Of particular
importance in the context of incomplete data problems. The algorithm consists of
two steps, known as the E, or Expectation step and the M, or Maximization step. In
the former, the expected value of the log-likelihood conditional on the observed data
and the current estimates of the parameters, is found. In the M-step, this function is
maximized to give updated parameter estimates that increase the likelihood. The two
steps are alternated until convergence is achieved. The algorithm may, in some cases,
be very slow to converge. See also finite mixture distributions, imputation, ECM
algorithm and ECME algorithm. [KA2 Chapter 18.]

Empirical: Based on observation or experiment rather than deduction from basic laws or
theory.

Empirical Bayes method: A procedure in which the prior distribution needed in the appli-
cation of Bayesian inference, is determined from empirical evidence, namely the same
data for which the posterior distribution is maximized. [Empirical Bayes’ Methods,
1970, J.S. Maritz, Chapman and Hall/CRC Press, London.]

Empirical distribution function: A probability distribution function estimated directly
from sample data without assuming an underlying algebraic form.

Empirical variogram: Sce variogram.

End-aversion bias: A term which refers to the reluctance of some people to use the extreme
categories of a scale. See also acquiescence bias.

Endogenous variable: A term primarily used in econometrics to describe those variables
which are an inherent part of a system. In most respects, such variables are equiva-
lent to the response or dependent variable in other areas. See also exogeneous vari-
able.

Endpoint: A clearly defined outcome or event associated with an individual in a medical
investigation. A simple example is the death of a patient.

Entropy: A measure of amount of information received or output by some system, usually
given in bits. [MV1 Chapter 4.]

Entropy measure: A measure, H, of the dispersion of a categorical random variable, Y, that
assumes the integral values j, 1 < j < s with probability p;, given by

S
H=-Y plogp,
=

See also concentration measure. [MV1 Chapter 4.]

Environmental statistics: Procedures for determining how quality of life is affected by the
environment, in particular by such factors as air and water pollution, solid wastes,
hazardous substances, foods and drugs.

E-optimal design: See criteria of optimality.
Epanechnikov kernel: Sece kernel density estimation.

Epidemic: The rapid development, spread or growth of a disease in a community or area.
Statistical thinking has made significant contributions to the understanding of such
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phenomena. A recent example concerns the Acquired Immunodeficiency Syndrome
(AIDS) where complex statistical methods have been used to estimate the number of
infected individuals, the incubation period of the disease, the actiology of the disease
and monitoring and forecasting the course of the disease. Figure 60, for example,
shows the annual numbers of new HIV infections in the US by risk group based on a
deconvolution of AIDS incidence data. [Methods in Observational Epidemiology,
1986, J.L. Kelsey, W.D. Thompson and A.S. Evans, Oxford University Press,
New York.]

Epidemic chain: See chains of infection.

Epidemic curve: A plot of the number of cases of a disease against time. A large and sudden
rise corresponds to an epidemic. An example is shown in Fig. 61. [Methods in
Observational Epidemiology, 1986, J.L. Kelsey, W.D. Thompson and A.S. Evans,
Oxford University Press, New York.]

Epidemic model: A model for the spread of an epidemic in a population. Such models may be
deterministic, spatial or stochastic. [The Mathematical Theory of Infectious Diseases,
1975, N.T.J. Bailey, CRC/Chapman and Hall, London.]

Epidemic threshold: The value above which the susceptible population size has to be for an
epidemic to become established in a population. [The Mathematical Theory of
Infectious Diseases, 1975, N.T.J. Bailey, CRC/Chapman and Hall, London.]

Epidemiology: The study of the distribution and size of disease problems in human popula-
tions, in particular to identify aetiological factors in the pathogenesis of disease and
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Fig. 60 Epidemic illustrated by annual numbers of new HIV infections in the US by risk
group.
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Fig. 61 Epidemic curve of influenza mortality in England and Wales 1885-1985.

to provide the data essential for the management, evaluation and planning of services
for the prevention, control and treatment of disease. See also incidence, prevalence,
prospective study and retrospective study. [An Introduction to Epidemiology, 1983, M.
Alderson, Macmillan, London.]

EPILOG PLUS: Software for epidemiology and clinical trials. [Epicenter Software, PO Box
90073, Pasadena, CA 91109, USA.]

EPITOME: An epidemiological data analysis package developed at the National Cancer
Institute in the US.

Epstein test: A test for assessing whether a sample of survival times arise from an exponential
distribution with constant failure rate against the alternative that the failure rate is
increasing. [NSM Chapter 11.]

EQS: A software package for fitting structural equation models. See also LISREL. [Statistical
Solutions Ltd, 8 South Street, Crosse’s Green, Cork, Ireland.]

Ergodicity: A property of many time-dependent processes, such as certain Markov chains,
namely that the eventual distribution of states of the system is independent of the
initial state. [Stochastic Modelling of Scientific Data, 1995, P. Guttorp, Chapman and
Hall/CRC Press, London.]

Erlangian distribution: A gamma distribution in which the parameter y takes integer values.
Arises as the time to the vth event in a Poisson process. [STD Chapter 11.]
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Error distribution: The probability distribution, f(x), given by
f) = SRy —ol7)28)
: B2V 4 y/2)
« 18 a location parameter, B is a scale parameter, and y a shape parameter. The mean,
variance, skewness and kurtosis of the distribution are as follows:

—00<Xx<00,8>0,y>0,—00 <o <00

mean = o
2
variance = %
skewness = 0
kurtosis = w
r@Gy/2)]

The distribution is symmetric, and for y > 1 is Ileptokurtic and for y < 1 is platy-
kurtic. For « = 0, 8 = y = 1 the distribution corresponds to a standard normal dis-
tribution. [STD Chapter 12.]

Error mean square: Seec mean squares.

Error rate: The proportion of subjects misclassified by a classification rule derived from a
discriminant analysis. [MV2 Chapter 9.]

Error rate estimation: A term used for the estimation of the misclassification rate in dis-
criminant analysis. Many techniques have been proposed for the two-group situa-
tion, but the multiple-group situation has very rarely been addressed. The simplest
procedure is the resubstitution method, in which the training data are classified using
the estimated classification rule and the proportion incorrectly placed used as the
estimate of the misclassification rate. This method is known to have a large optimis-
tic bias, but it has the advantage that it can be applied to multigroup problems with
no modification. An alternative method is the leave one out estimator, in which each
observation in turn is omitted from the data and the classification rule recomputed
using the remaining data. The proportion incorrectly classified by the procedure will
have reduced bias compared to the resubstitution method. This method can also be
applied to the multigroup problem with no modification but it has a large variance.
See also b632 method. [MV2 Chapter 9.]

Errors-in-variables problem: See regression dilution and attenuation.

Errors of classification: A term most often used in the context of retrospective studies,
where it is recognized that a certain proportion of the controls may be at an early
stage of disease and should have been diagnosed as cases. Additionally misdiagnosed
cases might be included in the disease group. Both errors lead to underestimates of
the relative risk.

Errors of the third kind: Giving the right answer to the wrong question! (Not to be confused
with Type III error.)

Estimate: See estimation.

Estimating functions: Functions of the data and the parameters of interest which can be
used to conduct inference about the parameters when the full distribution of the
observations is unknown. This approach has an advantage over methods based on
the likelihood since it requires the specification of only a few moments of the random
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variable involved rather than the entire probability distribution. The most familiar
example is the quasi-score estimating function

o
hr. ) = 25 Vi 03)

where p is the n x 1 vector of mean responses, 0 is a g x 1 vector of regression
coefficients relating explanatory variables to p and V, denotes the n x n variance—
covariance matrix of the responses. See also quasi-likelihood and generalized estimat-
ing equations.

Estimation: The process of providing a numerical value for a population parameter on the
basis of information collected from a sample. If a single figure is calculated for the
unknown parameter the process is called point estimation. If an interval is calculated
which is likely to contain the parameter, then the procedure is called interval estima-
tion. See also least squares estimation, maximum likelihood estimation, and confidence
interval. [KA1 Chapter 9.]

Estimator: A statistic used to provide an estimate for a parameter. The sample mean, for
example, is an unbiased estimator of the population mean.

Etiological fraction: Synonym for attributable risk.

Euclidean distance: For two observations X' = [x|, x,...,x,] and y = [y, 2, ..., »,] from
a set of multivariate data, the distance measure given by

See also Minkowski distance and city block distance. [MV1, Chapter 3.]

EU model: A model used in investigations of the rate of success of in vitro fertilization (IVF),
defined in terms of the following two parameters.

e = Prob(of a viable embryo)
u = Prob(of a receptive uterus)

Assuming the two events, viable embryro and receptive uterus, are independent, the
probability of observing j implantations out of i transferred embryos is given by

P(jli, u, €) = (;)uej(l —e) 7. forj=1,2,3,---,i.

The probability of at least one implantation out of i transferred embryos is given by
PG > 0li,u, e) = u[l — (1 —e)]
and the probability of no implantations by
PG =0li,u,e)=1—ull —(1 —e)]
The parameters u and e can be estimated by maximum likelihood estimation from

observations on the number of attempts at IVF with j implantations from i trans-
ferred. See also Barrett and Marshall model for conception.

Evaluable patients: The patients in a clinical trial regarded by the investigator as having
satisfied certain conditions and, as a result, are retained for the purpose of analysis.
Patients not satisfying the required condition are not included in the final analysis.

Event history data: Observations on a collection of individuals, each moving among a small
number of states. Of primary interest are the times taken to move between the
various states, which are often only incompletely observed because of some form
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of censoring. The simplest such data involves survival times. [Statistics in Medicine,
1988, 7, 819—42.]

Evidence-based medicine (EBM): Described by its leading proponent as ‘the conscien-
tious, explicit, and judicious uses of current best evidence in making decisions about
the care of individual patients, and integrating individual clinical experience with the
best available external clinical evidence from systematic research’. [Evidence Based
Medicine, 1996, 1, 98-9.]

Excel: Software that started out as a spreadsheet aiming at manipulating tables of number for
financial analysis, which has now grown into a more flexible package for working
with all types of information. Particularly good features for managing and annotat-
ing data. [http://www.Microsoft.com]

Excess hazard models: Models for the excess mortality, that is the mortality that remains
when the expected mortality calculated from life tables, is subtracted. [Biometrics,
1989, 45, 523-35]

Excess risk: The difference between the risk for a population exposed to some risk factor and
the risk in an otherwise identical population without the exposure. See also attribu-
table risk.

Exchangeability: A term usually attributed to Bruno De Finetti and introduced in the context
of personal probability to describe a particular sense in which quantities treated as
random variables in a probability specification are thought to be similar. Formally it
describes a property possessed by a set of random variables, X7, X>, ... which, for all
n>1 and for every permutation of the n subscripts, the joint distributions of
X;,X),,..., X, are identical. Central to some aspects of Bayesian inference and
randomization tests. [KA1 Chapter 12.]

Exhaustive: A term applied to events By, B, ..., B, for which U, B, = Q where Q is the
sample space.

Exogeneous variable: A term primarily used in econometrics to describe those variables that
impinge on a system from outside. Essentially equivalent to what are more com-
monly known as explanatory variables. See also endogenous variable. [MV2 Chapter
11.]

Expectation surface: See curvature measures.

Expected frequencies: A term usually encountered in the analysis of contingency tables.
Such frequencies are estimates of the values to be expected under the hypothesis of
interest. In a two-dimensional table, for example, the values under independence are
calculated from the product of the appropriate row and column totals divided by the
total number of observations. [The Analysis of Contingency Tables, 2nd edition, 1992,
B.S. Everitt, Chapman and Hall/CRC Press, London.]

Expected value: The mean of a random variable, X, generally denoted as E(X). If the
variable is discrete with probability distribution, Pr(X = x), then E(X)=
> xPr(X = x). If the variable is continuous the summation is replaced by an inte-
gral. The expected value of a function of a random variable, f(x), is defined similarly,
ie.
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B = [ et
where g(x) is the probability distribution of x. [KA1 Chapter 2.]

Experimental design: The arrangement and procedures used in an experimental study. Some

general principles of good design are, simplicity, avoidance of bias, the use of ran-
dom allocation for forming treatment groups, replication and adequate sample size.

Experimental study: A general term for investigations in which the researcher can deliber-

ately influence events, and investigate the effects of the intervention. Clinical trials
and many animal studies fall under this heading.

Experimentwise error rate: Synonym for per-experiment error rate.

Expert system: Computer programs designed to mimic the role of an expert human consul-

tant. Such systems are able to cope with the complex problems of medical decision
making because of their ability to manipulate symbolic rather than just numeric
information and their use of judgemental or heuristic knowledge to construct intel-
ligible solutions to diagnostic problems. Well known examples include the MYCIN
system developed at Stanford University, and ABEL developed at MIT. See also
computer-aided diagnosis and statistical expert system. [Statistics in Medicine, 1985, 4,
311-16.]

Explanatory analysis: A term sometimes used for the analysis of data from a clinical trial in

which treatments A and B are to be compared under the assumption that patients
remain on their assigned treatment throughout the trial. In contrast a pragmatic
analysis of the trial would involve asking whether it would be better to start with
A (with the intention of continuing this therapy if possible but the willingness to be
flexible) or to start with B (and have the same intention). With the explanatory
approach the aim is to acquire information on the true effect of treatment, while
the pragmatic aim is to make a decision about the therapeutic strategy after taking
into account the cost (e.g. withdrawal due to side effects) of administering treatment.
See also intention-to-treat analysis. [Statistics in Medicine, 1988, 7, 1179-86.]

Explanatory trials: A term sometimes used to describe clinical trials that are designed to

explain how a treatment works. [Statistics in Medicine, 1988, 7, 1179-86.]

Explanatory variables: The variables appearing on the right-hand side of the equations

defining, for example, multiple regression or logistic regression, and which seek to
predict or ‘explain’ the response variable. Also commonly known as the independent
variables, although this is not to be recommended since they are rarely independent
of one another. [ARA Chapter 1.]

Exploratory data analysis: An approach to data analysis that emphasizes the use of infor-

mal graphical procedures not based on prior assumptions about the structure of the
data or on formal models for the data. The essence of this approach is that, broadly
speaking, data are assumed to possess the following structure

Data = Smooth + Rough

where the ‘Smooth’ is the underlying regularity or pattern in the data. The objective
of the exploratory approach is to separate the smooth from the ‘Rough’ with mini-
mal use of formal mathematics or statistical methods. See also initial data analysis.
[SMR Chapter 6.]

Exploratory factor analysis: See factor analysis.
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Exponential autoregressive model: An autoregressive model in which the ‘parameters’
are made exponential functions of X,_;, that is
X+ @ +me "X+ (e 7Y =€
[Applications of Time Series Analysis in Astronomy and Meteorology, 1997, edited by
T. Subba Rao, M.B. Priestley and O. Lissi, Chapman and Hall/CRC Press, London.]

Exponential distribution: The probability distribution f(x) given by
fx)=re, x>0
The mean, variance, skewness and kurtosis of the distribution are as follows:
mean = 1/
variance = 1/A2
skewness = 2
kurtosis = 9

The distribution of intervals between independent consecutive random events, i.e.
those following a Poisson process. [STD Chapter 13.]

Exponential family: A family of probability distributions of the form
S(x) = expla(®)b(x) + ¢(0) + d(x)}
where 0 is a parameter and a, b, ¢, d are known functions. Includes the normal
distribution, gamma distribution, binomial distribution and Poisson distribution as
special cases. The binomial distribution, for example, can be written in the form
above as follows:

(Z)p“'(l -p) = <Z) exp{xIn ] ip +nln(l — p)}

[STD Chapter 14.]

Exponentially weighted moving average control chart: An alternative form of cusum

based on the statistic
Z;=2Y;+ (1 —-0Z;_, 0<xr<l1

together with upper control and lower control limits. The starting value Z; is often
taken to be the target value. The sequentially recorded observations, Y;, can be
individually observed values from the process, although they are often sample
averages obtained from a designated sampling plan. The process is considered out
of control and action should be taken whenever Z; falls outside the range of the
control limits. An example of such a chart is shown in Fig. 62. [Journal of Quality
Technology, 1997, 29, 41-8.]

Exponential order statistics model: A model that arises in the context of estimating the
size of a closed population where individuals within the population can be identified
only during some observation period of fixed length, say 7'> 0, and when the
detection times are assumed to follow an exponential distribution with unknown
rate A. [Journal of the American Statistical Association, 2000, 95, 1220-8.]

Exponential power distribution: Synonym for error distribution.

Exponential trend: A trend, usually in a time series, which is adequately described by an
equation of the form y = ab”.

Exposure effect: A measure of the impact of exposure on an outcome measure. Estimates are
derived by contrasting the outcomes in an exposed population with outcomes in an
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Fig. 62 Example of an exponentially weighted moving average control chart.

unexposed population or in a population with a different level of exposure. See also
attributable risk and excess risk.

Exposure factor: Synonym for risk factor.

Extra binomial variation: A form of overdispersion. [Modelling Binary Data, 1991, D.
Collett, Chapman and Hall/CRC Press, London.]

Extrapolation: The process of estimating from a data set those values lying beyond the range
of the data. In regression analysis, for example, a value of the response variable may
be estimated from the fitted equation for a new observation having values of the
explanatory variables beyond the range of those used in deriving the equation. Often
a dangerous procedure.

Extremal quotient: Defined for nonnegative observations as the ratio of the largest observa-
tion in a sample to the smallest observation.

Extreme standardized deviate: Sece many-outlier detection procedures.

Extreme value distribution: The probability distribution, f(x), of the largest extreme given
by

. 1

fx) = ECXP[—(X — a)/Blexp{—exp[—(x — a)/B]}, —00 <x <00,6>0

The location parameter, « is the mode and B is a scale parameter. The mean, variance
skewness and kurtosis of the distribution are as follows:
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mean = o — BI(1)
variance = ,82712/6
skewness = 1.139547
kurtosis = 5.4
where (1) = —0.57721 is the first derivative of the gamma function, I'(n) with
respect to n at n = 1. The distribution of the maximum value of n-independent

random variables with the same continuous distribution as n tends to infinity. See
also bivariate Gumbel distribution. [STD Chapter 15.]

Extreme values: The largest and smallest variate values among a sample of observations.
[KAT1 Chapter 14.]

Eyeball test: Informal assessment of data simply by inspection and mental calculation allied
with experience of the particular area from which the data arise.
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Facets: Sce generalizability theory.

Factor: A term used in a variety of ways in statistics, but most commonly to refer to a cate-
gorical variable, with a small number of levels, under investigation in an experiment
as a possible source of variation. Essentially simply a categorical explanatory vari-
able. [SMR Chapter 5.]

Factor analysis: A procedure that postulates that the correlations or covariances between a
set of observed variables, X' =[x, x5, ..., x,], arise from the relationship of these
variables to a small number of underlying, unobservable, latent variables, usually
known as the common factors, f =[f|, f», ..., fi], where k < ¢. Explicitly the model

used is
x=Af+te
where
Mi Ao A
Ar Ao Ay
A= . . . .
)‘ql }qu cee }qu

contains the regression coefficients (usually known in this context as factor loadings)
of the observed variables on the common factors. The matrix, A, is known as the
loading matrix. The elements of the vector e are known as specific variates. Assuming
that the common factors are uncorrelated, in standardized form and also uncorre-
lated with the specific variates, the model implies that the variance—covariance matrix
of the observed variables, X, is of the form
T=AAN+Y

where ¥ is a diagonal matrix containing the variances of the specific variates. A
number of approaches are used to estimate the parameters in the model, i.e. the
elements of A and YW, including principal factor analysis and maximum likelihood
estimation. After the initial estimation phase an attempt is generally made to simplify
the often difficult task of interpreting the derived factors using a process known as
factor rotation. In general the aim is to produce a solution having what is known as
simple structure, i.e. each common factor affects only a small number of the observed
variables. Although based on a well-defined model the method is, in its initial stages
at least, essentially exploratory and such exploratory factor analysis needs to be
carefully differentiated from confirmatory factor analysis in which a prespecified
set of common factors with some variables constrained to have zero loadings is tested
for consistency with the correlations of the observed variables. See also structural
equation models and principal components analysis. [MV2 Chapter 12.]

Factorial designs: Designs which allow two or more questions to be addressed in an inves-
tigation. The simplest factorial design is one in which each of two treatments or
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interventions are either present or absent, so that subjects are divided into four
groups; those receiving neither treatment, those having only the first treatment,
those having only the second treatment and those receiving both treatments. Such
designs enable possible interactions between factors to be investigated. A very impor-
tant special case of a factorial design is that where each of k factors of interest has
only two levels; these are usually known as 2k factorial designs. Particularly impor-
tant in industrial applications of response surface methodology. A single replicate of
a 2k design is sometimes called an unreplicated factorial. [SMR Chapter 5.]

Factorial moment generating function: A function of a variable ¢ which, when expanded
formally as a power series in ¢, yields the factorial moments as coefficients of the
respective powers. If P(¢) is the probability generating function of a discrete random
variable, the factorial moment generating function is simply P(1+1¢). [KAl
Chapter 3.]

Factorial moments: A type of moment used almost entirely for discrete random variables, or
occasionally for continuous distributions grouped into intervals. For a discrete ran-
dom variable, X, taking values 0, 1,2, ..., 0o, the jth factorial moment about the
origin, ;) is defined as

o0

1y = Zr(l’— D (r—j+ DPr(X =r)
=0

By direct expansion it is seen that

.U«fl] =1

R = Mh + )

Mz = M5 — 3uh + 2
[KA1 Chapter 3.]

Factorization theorem: A theorem relating the structure of the likelihood to the concept of a
sufficient statistic. Formally a necessary and sufficient condition that a statistic S be
sufficient for a parameter 6 is that the likelihood, /(6; y) can be expressed in the form;

16; y) = mi(S, O)my(y)
For example, if Y, Y>,..., Y, are independent random variables from a Poisson
distribution with mean u, the likelihood is given by;

no—i, Y

e p
(s y1sv2s o) = [ [—5
=1

which can be factorized into
1
I= 6‘"“@”( _)
HJ’ﬂ
Consequently S =" y; is a sufficient statistic for u. [KA2 Chapter 18.]

Factor loading: Sce factor analysis.

Factor rotation: Usually the final stage of a factor analysis in which the factors derived
initially are transformed to make their interpretation simpler. In general the aim
of the process is to make the common factors more clearly defined by increasing
the size of large factor loadings and decreasing the size of those that are small.
Bipolar factors are generally split into two separate parts, one corresponding to
those variables with positive loadings and the other to those variables with negative
loadings. Rotated factors can be constrained to be orthogonal but may also be
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allowed to be correlated or oblique if this aids in simplifying the resulting solution.
See also varimax rotation. [MV2 Chapter 12.]

Factor scores: Because the model used in factor analysis has more unknowns than the number
of observed variables (g), the scores on the k£ common factors can only be estimated,
unlike the scores from a principal component analysis which can be obtained
directly. The most common method of deriving factor scores is least squares estima-
tion. [Modern Factor Analysis, 1976, H.H. Harman, University of Chicago Press,
Chicago.]

Factor sparsity: A term used to describe the belief that in many industrial experiments to
study large numbers of factors in small numbers of runs, only a few of the many
factors studied will have major effects. [Technometrics, 1996, 38, 303—13.]

Failure record data: Data in which time to failure of an item and an associated set of
explanatory variables are observed only for those items that fail in some prespecified
warranty period (0, 7°]. For all other items it is known only that T; > T}, and for
these items no covariates are observed.

Failure time: Synonym for survival time.

Fair game: A game in which the entry cost or stake equals the expected gain. In a sequence of
such games between two opponents the one with the larger capital has the greater
chance of ruining his opponent. See also random walk.

False-negative rate: The proportion of cases in which a diagnostic test indicates disease
absent in patients who have the disease. See also false-positive rate. [SMR Chapter
14.]

False-positive rate: The proportion of cases in which a diagnostic test indicates disease
present in disease-free patients. See also false-negative rate. [SMR Chapter 14.]

Familial correlations: The correlation in some phenotypic trait between genetically related
individuals. The magnitude of the correlation is dependent both on the heritability of
the trait and on the degree of relatedness between the individuals. [Statistics in
Human Genetics, 1998, P. Sham, Arnold, London.]

Familywise error rate: The probability of making any error in a given family of inferences.
See also per-comparison error rate and per-experiment error rate.

Fan-spread model: A term sometimes applied to a model for explaining differences found
between naturally occurring groups that are greater than those observed on some
earlier occasion; under this model this effect is assumed to arise because individuals
who are less unwell, less impaired, etc., and thus score higher initially, may have
greater capacity for change or improvement over time.

Farr, William (1807-1883): Born in Kenley, Shropshire, Farr studied medicine in England
from 1826 to 1828 and then in Paris in 1829. It was while in Paris that he became
interested in medical statistics. Farr became the founder of the English national
system of vital statistics. On the basis of national statistics he compiled life tables
to be used in actuarial calculations. Farr was elected a Fellow of the Royal Society in
1855 and was President of the Royal Statistical Society from 1871 to 1873. He died
on 14 April 1883.

Fast Fourier transformation (FFT): A method of calculating the Fourier transform of a set
of observations xg, X1, ..., X,_i, i.e. calculating d(w,) given by

142



n—1

d(w,) = Zx,e"w»f, p=0,12....n-1; o,==""x
t=0

The number of computations required to calculate {d(w),)} is n* which can be very
large. The FFT reduces the number of computations to O(nlog, n), and operates in
the following way.

Let n=rs where r and s are integers. Let t=rt; +1y, t=0,1,2,...,n—1;
t4=0,1,2,....,s—1;, ¢t =0,1,2,...,r—1. Further let p=sp;+py, p1=
0,1,2,...,r—1,py=0,1,...,5s— 1. The FFT can now be written

n—1 ) r—1 s—1 2
d(wp) = E xlelwht — E E xrr,+tneT(”l+tO)
=0

1o=01,=0

r—1 2mp,
= Ze n U[l(po, to)

to=0
where

s—1 i
ity pg
a(po, to) = E Xrty+1,€ °

/=0
Calculation of a(p,, ty) requires only $ operations, and d(w,) only rs*. The evalua-
tion of d(w,) reduces to the evaluation of a(py, #) which is itself a Fourier transform.
Following the same procedure, the computation of a(py, fy) can be reduced in a
similar way. The procedures can be repeated until a single term is reached.
[Spectral Analysis and Time Series, 1981, M.B. Priestley, Academic Press, New
York.]

Father wavelet: Sec wavelet functions.

Fatigue models: Models for data obtained from observations of the failure of materials,
principally metals, which occurs after an extended period of service time. See also
variable-stress accelerated life testing trials. [Methods for Statistical Analysis of
Reliability and Life Data, 1974, N.R. Mann, R.E. Schafer and N.D. Singpurwalla,
Wiley, New York.]

F-distribution: The probability distribution of the ratio of two independent random variables,
each having a chi-squared distribution, divided by their respective degrees of free-
dom. Widely used to assign P-values to mean square ratios in the analysis of
variance. The form of the distribution function is that of a beta distribution with
o =v;/2 and B8 = v,/2 where v; and v, are the degrees of freedom of the numerator
and denominator chi-squared variables, respectively. [STD Chapter 16.]

Feasibility study: Essentially a synonym for pilot study.
Feed-forward network: See artificial neural network.

Feller, William (1906-1970): Born in Zagreb, Croatia, Feller was educated first at the
University of Zagreb and then at the University of Gottingen from where he received
a Ph.D. degree in 1926. After spending some time in Copenhagen and Stockholm, he
moved to Providence, Rhode Island in 1939. Feller was appointed professor at
Cornell University in 1945 and then in 1950 became Eugene Higgins Professor of
Mathematics at Princeton University, a position he held until his death on 14
January 1970. Made significant contributions to probability theory and wrote a
very popular two-volume text An Introduction to Probability Theory and its
Applications. Feller was awarded a National Medal for Science in 1969.
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FFT: Abbreviation for fast Fourier transform.

Fibonacci distribution: The probability distribution of the number of observations needed
to obtain a run of two successes in a series of Bernoulli trials with probability of
success equal to a half. Given by

Pr(X = x) = 27XF2,X,2
where the F; s are Fibonacci numbers. [Fibonacci Quarterly, 1973, 11, 517-22.]

Fiducial inference: A problematic and enigmatic theory of inference introduced by Fisher,
which extracts a probability distribution for a parameter on the basis of the data
without having first assigned the parameter any prior distribution. The outcome of
such an inference is not the acceptance or rejection of a hypothesis, not a decision,
but a probability distribution of a special kind. [KA2 Chapter 20.]

Field plot: A term used in agricultural field experiments for the piece of experimental material
to which one treatment is applied.

Fieller's theorem: A general result that enables confidence intervals to be calculated for the
ratio of two random variables with normal distributions. [Journal of the Royal
Statistical Society, Series B, 1954, 16, 175-85.]

File drawer problem: The problem that studies are not uniformly likely to be published in
scientific journals. There is evidence that statistical significance is a major determin-
ing factor of publication since some researchers may not submit a nonsignificant
results for publication and editors may not publish nonsignificant results even if they
are submitted. A particular concern for the application of meta-analysis when the
data come solely from the published scientific literature. [Statistical Aspects of the
Design and Analysis of Clinical Trials, 2000, B.S. Everitt and A. Pickles, ICP,
London.]

Final-state data: A term often applied to data collected after the end of an outbreak of a
disease and consisting of observations of whether or not each individual member of a
household was ever infected at any time during the outbreak. [Biometrics, 1995, 51,
956-68.]

Finite mixture distribution: A probability distribution that is a linear function of a number
of component probability distributions. Such distributions are used to model popu-
lations thought to contain relatively distinct groups of observations. An early exam-
ple of the application of such a distribution was that of Pearson in 1894 who applied
the following mixture of two normal distributions to measurements made on a
particular type of crab:

S(x) =pN(uy, 01) + (1 — p)N(1a, 02)
where p is the proportion of the first group in the population, u,, o are, respectively,
the mean and standard deviation of the variable in the first group and u,, o, are the
corresponding values in the second group. An example of such a distribution is
shown in Fig. 64. Mixtures of multivariate normal distributions are often used as
models for cluster analysis. See also NORMIX, contaminated normal distribution,
bimodality and multimodality. [MV2 Chapter 10.]

Finite population: A population of finite size.
Finite population correction: A term sometimes used to describe the extra factor in the

variance of the sample mean when n sample values are drawn without replacement

144



0.4

0.3
1

f(x)
0.2

0.1

Fig. 64 Finite mixture distribution with two normal components.

from a finite population of size N. This variance is given by

2
. O n
var(x) = o (1 — N)
the ‘correction’ term being (1 —n/N). [Sampling of Populations, Methods and
Applications, 1991, P.S. Levy and S. Lemeshow, Wiley, New York.]

First-order autoregressive model: Sce autoregressive model.
First-order Markov chain: See Markov chain.

First passage time: An important concept in the theory of stochastic processes, being the
time, 7, until the first instant that a system enters a state j given that it starts in
state i.

Fisher, Irving (1867-1947): Born in Saugerties, New York, Fisher studied mathematics at
Yale, where he became Professor of Economics in 1895. Most remembered for his
work on index numbers, he was also an early user of correlation and regression.
Fisher was President of the American Statistical Association in 1932. He died on 29
April 1947 in New York.

Fisher’'s exact test: An alternative procedure to use of the chi-squared statistic for assessing
the independence of two variables forming a two-by-two contingency table particu-
larly when the expected frequencies are small. The method consists of evaluating the
sum of the probabilities associated with the observed table and all possible two-by-
two tables that have the same row and column totals as the observed data but exhibit
more extreme departure from independence. The probability of each table is calcu-
lated from the hypergeometric distribution. [The Analysis of Contingency Tables, 2nd
edition, B.S. Everitt, Chapman and Hall/CRC Press, London.]
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Fisher’'s g statistic: A statistic for assessing ordinates in a periodogram and given by

max[/ (a)p)]

Y ()
where N is the length of the associated time series, and I(w),) is an ordinate of the
periodogram. Under the hypothesis that the population ordinate is zero, the exact
distribution of g can be derived. [Applications of Time Series Analysis in Astronomy

and Meteorology, 1997, edited by T. Subba Rao, M.B. Priestley and O. Lissi,
Chapman and Hall/CRC Press, London.]

Fisher’'s information: Essentially the amount of information supplied by data about an

unknown parameter. Given by the quantity;
2
I—F dlnL
a0
where L is the likelihood of a sample of n independent observations from a prob-

ability distribution, /(x|6). In the case of a vector parameter, O = [6,, ..., 6,], Fisher’s
information matrix has elements iy given by

3ln L\>
iy = E( 5
o

dln L
= E—=
s (aajaek)

1

The variance—covariance matrix of the maximum likelihood estimator of 0 is the
inverse of this matrix. [KA2 Chapter 18.]

Fisher’s information matrix: Sec Fisher’s information.

Fisher’s linear discriminant function: A technique for classifying an object or indivdual

into one of two possible groups, on the basis of a set of measurements x;, x,, ..., X,.
The essence of the approach is to seek a linear transformation, z, of the measure-
ments, 1.€.

z=a1x; +ayxy; + - +agx,
such that the ratio of the between-group variance of z to its within-group variance is
maximized. The solution for the coefficients a’ = [q,, ..., a,] is

a=S"'(% —X»)

where S is the pooled within groups variance—covariance matrix of the two groups
and X, X, are the group mean vectors. [MV2 Chapter 9.]

Fisher’'s scoring method: An alternative to the Newton—Raphson method for minimization

of some function, which involves replacing the matrix of second derivatives of the
function with respect to the parameters, by the corresponding matrix of expected
values. This method will often converge from starting values further away from the
minimum than will Newton—Raphson. [GLM Chapter 2.]

Fisher, Sir Ronald Aylmer (1890-1962): Born in East Finchley in Greater London, Fisher
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studied mathematics at Cambridge and became a statistician at the Rothamsted
Agricultural Research Institute in 1919. By this time Fisher had already published
papers introducing maximum likelihood estimation (although not yet by that name)
and deriving the general sampling distribution of the corrrelation coefficient. At
Rothamsted his work on data obtained in on-going field trials made him aware of
the inadequacies of the arrangements of the experiments themselves and so led to the
evolution of the science of experimental design and to the analysis of variance. From



this work there emerged the crucial principle of randomization and one of the most
important statistical texts of the 20th Century, Statistical Methods for Research
Workers, the first edition of which appeared in 1925 and now (1997) is in its ninth
edition. Fisher continued to produce a succession of original research on a wide
variety of statistical topics as well as on his related interests of genetics and evolu-
tionary theory throughout his life. Perhaps Fisher’s central contribution to 20th
century science was his deepening of the understanding of uncertainty and of the
many types of measurable uncertainty. He was Professor of Eugenics at University
College, London from 1933 until 1943, and then became the Arthur Balfour
Professor of Genetics at Cambridge University. After his retirement in 1957,
Fisher moved to Australia. He died on 29 July 1962 in Adelaide.

Fisher's z transformation: A transformation of Pearson’s product moment correlation
coefficient, r, given by

z= lln Ltr
2 1—-r
The statistic z has a normal distribution with mean
[EY:
2 1—p
where p is the population correlation value and variance 1/(n — 3) where n is the
sample size. The transformation may be used to test hypotheses and to construct

confidence intervals for p. [SMR Chapter 11.]

Fishing expedition: Synonym for data dredging.

Fitted value: Usually used to refer to the value of the response variable as predicted by some
estimated model.

Five-number summary: A method of summarizing a set of observations using the minimum
value, the lower quartile, the median, upper quartile and maximum value. Forms the
basis of the box-and-whisker plot. [Exploratory Data Analysis, 1977, J.W. Tukey,
Addison-Wesley, Reading, MA.]

Fixed effects: The effects attributable to a finite set of levels of a factor that are of specific
interest. For example, the investigator may wish to compare the effects of three
particular drugs on a response variable. Fixed effects models are those that contain
only factors with this type of effect. See also random effects model and mixed effects
models.

Fixed effects model: See fixed effects.

Fixed population: A group of individuals defined by a common fixed characteristic, such as
all men born in Essex in 1944. Membership of such a population does not change
over time by immigration or emigration.

Fix-Neyman process: A stochastic model used to describe recovery, relapse, death and loss
of patients in medical follow-up studies of cancer patients. [Human Biology, 1951, 23,
205-41]

Flingner-Policello test: A robust rank test for the Behrens—Fisher problem. [NSM Chapter
4]

Fligner-Wolfe test: A distribution free method designed for the setting where one of the
treatments in a study corresponds to a control or baseline set of conditions and
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interest centres on assessing which, if any, of the treatments are better than the
control. The test statistic arises from combining all N observations from the k groups
and ordering them from least to greatest. If r;; is the rank of the jth observation in the
ith group the test statistic is given specifically by
k1
FW=>3"%"r;

=2 i=1
the summations being over the non-control groups. Critical values of FIW are avail-
able in appropriate tables, and a large-sample approximation can also be found.
[NSM Chapter 6.]

Floor effect: See ceiling effect.

Flow-chart: A graphical display illustrating the interrelationships between the different com-
ponents of a system. It acts as a convenient bridge between the conceptualization of a
model and the construction of equations.

Folded log: A term sometimes used for half the logistic transformation of a proportion.

Folded normal distribution: The probability distribution of Z = |X|, where the random
variable, X, has a normal distribution with zero mean and variance o°. Given spe-

cifically by
fl2)= l\v/ge_:z/z‘72
oVrm

[Handbook of the Normal Distribution, 1982, J.K. Patel and C.B. Read, Marcel
Dekker, New York.]

Folded square root: A term sometimes used for the following transformation of a
proportion p

V2r =201 =p)

Foldover design: A design for N points that consists of N/2 foldover pairs. [Communications
in Statistics, 1995, 34, 1821-7.]

Foldover frequency: Synonym for Nyquist frequency.

Foldover pair: Two design points that are complementary in the sense that one is obtained by
changing all the levels of all the factors in the other. [Communications in Statistics,
1995, 34, 1821-7.]

Flog: An unattractive synonym for folded log.

Focus groups: A research technique used to collect data through group interaction on a topic
determined by the researcher. The goal in such groups is to learn the opinions and
values of those involved with products and/or services from diverse points of view.
[American Journal of Sociology, 1996, 22, 129-52.]

Folk theorem of queueing behaviour: The queue you join moves the slowest.

Followback surveys: Surveys which use lists associated with vital statistics to sample indi-
viduals for further information. For example, the 1988 National Mortality
Followback Survey sampled death certificates for 1986 decedents 25 years or older
that were filed in the USA. Information was then sought from the next of kin or
some other person familiar with the decedent, and from health care facilities used by
the decedent in the last year of life. Information was obtained by emailed question-
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naire, or by telephone or personal interview. Another example of such a survey is the
1988 National Maternal and Infant Health Survey, the live birth component of
which sampled birth certificates of live births in the USA. Mothers corresponding
to the sampled birth certificates were then mailed a questionnaire. The sample
designs of this type of survey are usually quite simple, involving a stratified selection
of individuals from a list frame. [American Journal of Industrial Medicine, 1995, 27,
195-205.]

Follow-up: The process of locating research subjects or patients to determine whether or not

some outcome of interest has occurred. [SMR Chapter 13.]

Follow-up (FU) plots: Plots for following up the frequency and patterns of longitudinal data.

In one version the vertical axis consists of the time units of the study. Each subject is
represented by a column, which is a vertical line proportional in length to the sub-
ject’s total time in the system. [The American Statistician, 1995, 49, 139—44.]

Force of mortality: Synonym for hazard function.

Forecast: The specific projection that an investigator believes is most likely to provide an

accurate prediction of a future value of some process. Generally used in the context
of the analysis of time series. Many different methods of forecasting are available, for
example autoregressive integrated moving average models. [Statistical Forecasting,
1976, W.G. Gilchrist, Wiley, London.]

Forest plot: A name sometimes given to a type of diagram commonly used in meta-analysis, in

which point estimates and confidence intervals are displayed for all studies included
in the analysis. An example from a meta-analysis of clozapine v other drugs in the
treatment of schizophrenia is shown in Fig. 65. A drawback of such a plot is that the
viewer’s eyes are often drawn to the least significant studies, because these have the
widest confidence intervals and are graphically more imposing. [Methods in Meta-
Analysis, 2000, A.J. Sutton, K.R. Abrams, D.R. Jones, T.A. Sheldon, and F. Song,
Wiley, Chichester, UK.]

Forward-looking study: An alternative term for prospective study.

Expt Ctrl
Study n: mean(SD) n: mean(SD)
China 1989 17:28.00(12.30)  20:25.00(8.90) —_—r
Europe 1984 39:47.87(13.87) 40:60.95(18.15) —
Germany 1989 15:36.00(6.00) 15:44.00(11.00) —— w—
Germany 1994 37:38.40(17.80) 45:38.40(16.30) ———
Japan 1977 47:37.00(10.50) 41:40.00(13.50) —_—
Taiwan 1997 19:45.00(12.00) 19:52.00(10.00) —_——
USA 1979a 14:40.07(13.72) 12:54.67(17.45) ——— a—
USA 1987 62:35.52(14.64) 63:40.30(14.24) ——
USA 1988 126:45.10(13.00) 139:55.67(12.00) ——
USA 1996b 10:52.50(12.60) 11:64.70(18.10)
USA 1988 38:35.60(10.60)  37:37.00(9.40) e
Pooled (random effects) n=424 n=442 <> -0.45 (~0.69, -0.21)

Fig. 65 Forest plot.

20 -15 -10 -05 00 05 1.0

Standardized mean difference

Clozapine better «— — Clozapine worse
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Forward selection procedure: See selection methods in regression.
Fourfold table: Synonym for two-by-two contingency table.
Fourier coefficients: See Fourier series.
Fourier series: A series used in the analysis of generally a periodic function into its constituent
sine waves of different frequencies and amplitudes. The series is
%ao + Z(a,l cosnx + b, sin nx)

where the coefficients are chosen so that the series converges to the function of
interest, f; these coefficients (the Fourier coefficients) are given by

T

a,=— [ f(x)cosnxdx
L
b,=— | f(x)sinnxdx
b =1
for n=1,2,3,.... See also fast Fourier transformation and wavelet analysis. [TMS

Chapter 7.]
Fourier transform: Sece fast Fourier transformation.

Fractal: A term used to describe a geometrical object that continues to exhibit detailed structure
over a large range of scales. Snowflakes and coastlines are frequently quoted exam-
ples. A medical example is provided by electrocardiograms. [The Fractal Geometry of
Nature, 1982, B.B. Mandelbrot, W.H. Freeman, San Francisco.]

Fractal dimension: A numerical measure of the degree of roughness of a fractal. Need not be
a whole number, for example, the value for a typical coastline is between 1.15 and
1.25. [The Fractal Geometry of Nature, 1982, B.B. Mandelbrot, W.H. Freeman, San
Francisco.]

Fractional factorial design: Designs in which information on main effects and low-order
interactions are obtained by running only a fraction of the complete factorial
experiment and assuming that particular high-order interactions are negligible.
Among the most widely used type of designs in industry. See also response sur-
face methodology. [Experimental Designs, 1957, W.G. Cochran and G.M. Cox,
Wiley, New York.]

Fractional polynomials: An extended family of curves which are often more useful than low-
or high-order polynomials for modelling the often curved relationship between a
response variable and one or more continuous covariates. Formally such a polyno-
mial of degree m is defined as

Gu(X :B.p) = Bo+ Y BXY
j=1

where p' = [py, ..., p,u] is a real-valued vector of powers with p; < p, < --- < p,, and
B’ =1[By. ..., Bl are real-valued coefficients. The round bracket notation signifies the
Box—Tidwell transformation

X0 =Xxv ifp, #0
=X ifp;=0

So, for example, a fractional polynomial of degree 3 with powers (1,2,0) is of the form
Bo+ BiX + BrX + By log(X)
[Applied Statistics, 1994, 43, 429-67.]
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Frailty: A term generally used for unobserved individual heterogeneity. Such variation is of
major concern in medical statistics particularly in the analysis of survival times where
hazard functions can be strongly influenced by selection effects operating in the
population. There are a number of possible sources of this heterogeneity, the most
obvious of which is that it reflects biological differences, so that, for example, some
individuals are born with a weaker heart, or a genetic disposition for cancer. A
further possibility is that the heterogeneity arises from the induced weaknesses
that result from the stresses of life. Failure to take account of this type of variation
may often obscure comparisons between groups, for example, by measures of relative
risk. A simple model (frailty model) which attempts to allow for the variation
between individuals is

individual hazard function = ZA(7)
where Z is a quantity specific to an individual, considered as a random variable over
the population of individuals, and A(¢) is a basic rate. What is observed in a popula-
tion for which such a model holds is not the individual hazard rate but the net result
for a number of individuals with different values of Z. [Statistics in Medicine, 1988,
7, 819-42.]
Frailty model: See frailty.

Frank’s family of bivariate distributions: A class of bivariate probability distributions of
the form

PX <x,Y Sy):Ha(x,y)zloga{l +w}, a#l

a—1
A perspective plot of such a distribution is shown in Fig. 66.
See also copulas.

Freeman-Tukey test: A procedure for assessing the goodness-of-fit of some model for a set
of data involving counts. The test statistic is

k
T=) (VO;+0;+1-4E +1)
i=1

Fig. 66 An example of a bivariate distribution from Frank’s family.
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where k is the number of categories, O;,i = 1,2, ...,k the observed counts and
E,i=1,2,...,k, the expected frequencies under the assumed model. The statistic
T has asymptotically a chi-squared distribution with k — s — 1 degrees of freedom,
where s is the number of parameters in the model. See also chi-squared statistic, and
likelihood ratio. [Annals of Mathematical Statistics, 1950, 21, 607-11.]

Freeman-Tukey transformation: A transformation of a random variable, X, having a

Poisson distribution, to the form ~/X + /X + 1 in order to stabilize its variance.
[Annals of Mathematical Statistics, 1950, 21, 607-11.]

Frequency distribution: The division of a sample of observations into a number of classes,

together with the number of observations in each class. Acts as a useful summary of
the main features of the data such as location, shape and spread. Essentially the
empirical equivalent of the probability distribution. An example is given below:

Hormone assay values(nmol/L)
Class limits ~ Observed frequency

75-79 1

80-84 2

85-89

90-94

95-99 1
100-104
105-109
110-114
> 115

— N A 3O O W,

See also histogram. [SMR Chapter 2.]

Frequency polygon: A diagram used to display graphically the values in a frequency

distribution. The frequencies are graphed as ordinate against the class mid-points
as abscissae. The points are then joined by a series of straight lines. Particularly
useful in displaying a number of frequency distributions on the same diagram. An
example is given in Fig. 67. [SMR Chapter 2.]

Frequentist inference: An approach to statistics based on a frequency view of probability in

which it is assumed that it is possible to consider an infinite sequence of independent
repetitions of the same statistical experiment. Significance tests, hypothesis tests and
likelihood are the main tools associated with this form of inference. See also Bayesian
inference. [KA2 Chapter 31.]

Friedman’s two-way analysis of variance: A distribution free method that is the analo-

gue of the analysis of variance for a design with two factors. Can be applied to data
sets that do not meet the assumptions of the parametric approach, namely normality
and homogeneity of variance. Uses only the ranks of the observations. [SMR
Chapter 12.]

Friedman’s urn model: A possible alternative to random allocation of patients to treatments
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in a clinical trial with K treatments, that avoids the possible problem of imbalance
when the number of available subjects is small. The model considers an urn contain-
ing balls of K different colours, and begins with w balls of colour k, k =1,..., K. A
draw consists of the following operations

e select a ball at random from the urn,
e notice its colour &’ and return the ball to the urn;
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Fig. 67 Frequency polygon of haemoglobin concentrates for two groups of men.

e add to the urn & more balls of colour &’ and 8 more balls of each other colour k
where k # k'.

Each time a subject is waiting to be assigned to a treatment, a ball is drawn at
random from the urn; if its colour is kK’ then treatment k' is assigned. The values
of w, o and B can be any reasonable nonnegative numbers. If 8 is large with respect
to « then the scheme forces the trial to be balanced. The value of w determines the
first few stages of the trial. If w is large, more randomness is introduced into the trial;
otherwise more balance is enforced. [Annals of Mathematical Statistics, 1965, 36,
956-70.]

Froot: An unattractive synonym for folded square root.

F-test: A test for the equality of the variances of two populations having normal distributions,
based on the ratio of the variances of a sample of observations taken from each.
Most often encountered in the analysis of variance, where testing whether particular
variances are the same also tests for the equality of a set of means. [SMR Chapter 9.]

F-to-enter: Sce selection methods in regression.
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F-to-remove: Sce selection methods in regression.

Full model: Synonym for saturated model.

Functional data analysis: The analysis of data that are functions observed continuously, for

example, functions of time. [Applied Statistics, 1995, 44, 12-30.]

Functional principal components analysis: A version of principal components analysis

for data that may be considered as curves rather than the vectors of classical multi-
variate analysis. Denoting the observations X;(z), X»(?), ..., X, (f), where X;(¢) is
essentially a time series for individual i, the model assumed is that

X(@0) = p@)+ Y 1U0)
where the principal component scores, y, are uncorrelated variables with mean zero,
and the principal component functions, U,(7) are scaled to satisfy [ U? = 1; these

functions often have interesting physical meanings which aid in the interpretation of
the data. [Computational Statistics and Data Analysis, 1997, 24, 255-70.]

Functional relationship: The relationship between the ‘true’ values of variables, i.e. the

values assuming that the variables were measured without error. See also latent
variables and structural equation models.

Funnel plot: An informal method of assessing the effect of publication bias, usually in the

context of a meta-analysis. The effect measures from each reported study are plotted
on the x-axis against the corresponding sample sizes on the y-axis. Because of the
nature of sampling variability this plot should, in the absence of publication bias,
have the shape of a pyramid with a tapering ‘funnel-like’ peak. Publication bias will
tend to skew the pyramid by selectively excluding studies with small or no significant
effects. Such studies predominate when the sample sizes are small but are increas-
ingly less common as the sample sizes increase. Therefore their absence removes part
of the lower left-hand corner of the pyramid. This effect is illustrated in Fig. 68.
[British Journal of Psychiatry, 1995, 167, 786-93.]

FU-plots: Abbreviation for follow-up plots.

Future years of life lost: An alternative way of presenting data on mortality in a population,

by using the difference between age at death and life expectancy. [An Introduction to
Epidemiology, 1983, M.A. Alderson, Macmillan, London.]

Fuzzy set theory: A radically different approach to dealing with uncertainty than the tradi-
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tional proabilistic and statistical methods. The essential feature of a fuzzy set is a
membership function that assigns a grade of membership between 0 and 1 to each
member of a set 4. Mathematically a membership function of a fuzzy set 4 is a
mapping from a space x to the unit interval m, : x — [0, 1]. Because memberships
take their values in the unit interval, it is tempting to think of them as probabilities;
however, memberships do not follow the laws of probability and it is possible to
allow an object to simultaneously hold nonzero degrees of membership in sets tra-
ditionally considered mutually exclusive. Methods derived from the theory have been
proposed as alternatives to traditional statistical methods in areas such as quality
control, linear regression and forecasting, although they have not met with universal
acceptance and a number of statisticians have commented that they have found no
solution using such an approach that could not have been achieved as least as
effectively using probability and statistics. See also grade of membership model.
[Theory of Fuzzy Subsets, 1975, M. Kaufman, Academic Press, New York.]
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Fig. 68 Funnel plot of studies of psychoeducational progress for surgical patients: (a) all
studies; (b) published studies only.
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G

G?: Symbol for the goodness-of-fit test statistic based on the likelihood ratio, often used when
using log-linear models. Specifically given by

G*=2) " 0In(0/E)

where O and E denote observed and expected frequencies. Also used more generally
to denote deviance.

Gain: Synonym for power transfer function.

Galbraith plot: A graphical method for identifying outliers in a meta-analysis. The standar-
dized effect size is plotted against precision (the reciprocal of the standard error). If
the studies are homogeneous, they should be distributed within 42 standard errors of
the regression line through the origin. [Research Methodology, 1999, edited by H.J.
Ader and G.J. Mellenbergh, Sage, London.]

Galton, Sir Francis (1822-1911): Born in Birmingham, Galton studied medicine at London
and Cambridge, but achieved no great distinction. Upon receiving his inheritance he
eventually abandoned his studies to travel in North and South Africa in the period
1850-1852 and was given the gold medal of the Royal Geographical Society in 1853
in recognition of his achievements in exploring the then unknown area of Central
South West Africa and establishing the existence of anticyclones. In the early 1860s
he turned to meteorology where the first signs of his statistical interests and abilities
emerged. His later interests ranged over psychology, anthropology, sociology, edu-
cation and fingerprints but he remains best known for his studies of heredity and
intelligence which eventually led to the controversial field he referred to as eugenics,
the evolutionary doctrine that the condition of the human species could most effec-
tively be improved through a scientifically directed process of controlled breeding.
His first major work was Heriditary Genius published in 1869, in which he argued
that mental characteristics are inherited in the same way as physical characteristics.
This line of thought lead, in 1876, to the very first behavioural study of twins in an
endeavour to distinguish between genetic and environmental influences. Galton
applied somewhat naive regression methods to the heights of brothers in his book
Natural Inheritance and in 1888 proposed the index of co-relation, later elaborated
by his student Karl Pearson into the correlation coefficient. Galton was a cousin of
Charles Darwin and was knighted in 1909. He died on 17 January 1911 in Surrey.

Galton-Watson process: A commonly used name for what is more properly called the
Bienaymé—Galton—Watson process.

GAM: Abbreviation for geographical analysis machine.

Gambler’s fallacy: The belief that if an event has not happened for a long time it is bound to
occur soon. [Biostatistics, 1993, L.D. Fisher and G. Van Belle, Wiley, New York.]
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Gambler’s ruin problem: A term applied to a game in which a player wins or loses a fixed
amount with probabilities p and ¢ (p # ¢). The player’s initial capital is z and he
plays an adversary with capital a — z. The game continues until the player’s capital is
reduced to zero or increased to a, i.e. until one of the two players is ruined. The
probability of ruin for the player starting with capital z is ¢, given by

g, =P~ a/py

; (a/p) —1

[KA2 Chapter 24.]

Game theory: The branch of mathematics that deals with the theory of contests between two
or more players under specified sets of rules. The subject assumes a statistical aspect
when part of the game proceeds under a chance scheme. [International Journal of
Game Theory, 1979, 8, 175-92.]

Gamma distribution: The probability distribution, f(x), given by

y—1
X) exp(=x/B)

S = (B )

B is a scale parameter and y a shape parameter. Examples of the distribution are
shown in Fig. 69. The mean, variance, skewness and kurtosis of the distribution are

0<x<oo, 8>0,y>0

as follows.
mean = By
variance = ,32)/
skewness = 2)/_%

. 6
kurtosis = 3 —|—;

The distribution of u = x/8 is the standard gamma distribution with corresponding
density function given by
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Fig. 69 Gamma distributions for a number of parameter values.
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[STD Chapter 18.]
Gamma function: The function I' defined by
() = / le'ds
0

where r > 0 (r need not be an integer). The function is recursive satisfying the
relationship
C(r+1)=rT@)

T
/ e dr
0

is known as the incomplete gamma function.

The integral

Gap statistic: A statistic for estimating the number of clusters in applications of cluster
analysis. Applicable to virtually any clustering method, but in terms of K-means
cluster analysis, the statistic is defined specifically as

Gap, (k) = E,[log(W})] — log(Wy)
where W is the pooled within-cluster sum of squares around the cluster means and
E;; denotes expectation under a sample of size n from the reference distribution. The
estimate of the number of clusters, lé, is the value of k maximizing Gap, (k) after the
sampling distribution has been accounted for. [Journal of the Royal Statistical
Society, Series B, 2001, 63, 411-23.]

Gap-straggler test: A procedure for partitioning of treatment means in a one-way design
under the usual normal theory assumptions. [Biometrics, 1949, 5, 99-114.]

Gap time: The time between two successive events in longitudinal studies in which each indi-
vidual subject can potentially experience a series of events. An example is the time
from the development of AIDS to death. [Biometrika, 1999, 86, 59-70.]

Garbage in garbage out: A term that draws attention to the fact that sensible output only
follows from sensible input. Specifically if the data is originally of dubious quality
then so also will be the results.

Gardner, Martin (1940-1993): Gardner read mathematics at Durham University followed by
a diploma in statistics at Cambridge. In 1971 he became Senior Lecturer in Medical
Statistics in the Medical School of Southampton University. Gardner was one of the
founders of the Medical Research Council’s Environmental Epidemiology Unit.
Worked on the geographical distribution of disease, and, in particular, on investigat-
ing possible links between radiation and the risk of childhood leukaemia. Gardner
died on 22 January 1993 in Southampton.

GAUSS: A high level programming language with extensive facilities for the manipulation of
matrices. [Aptech Systems, 23804 S.E. Kent-Kangley Road, Maple Valley,
Washington 98038, USA: Timberlake Consulting, 47 Hartfield Crescent, West
Wickham, Kent BR4 9DW, UK.]

Gauss, Karl Friedrich (1777-1855): Born in Brunswick, Germany, Gauss was educated at
the Universities of Gottingen and Helmstedt where he received a doctorate in 1799.
He was a prodigy in mental calculation who made numerous contributions in mathe-
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matics and statistics. He wrote the first modern book on number theory and pio-
neered the application of mathematics to such areas as gravitation, magnetism and
electricity—the unit of magnetic induction was named after him. In statistics Gauss’
greatest contribution was the development of least squares estimation under the label
‘the combination of observations’. He also applied the technique to the analysis of
observational data, much of which he himself collected. The normal curve is also
often attributed to Gauss and sometimes referred to as the Gaussian curve, but there
is some doubt as to whether this is appropriate since there is considerable evidence
that it is more properly due to de Moivre. Gauss died on 23 February 1855 in
Gottingen, Germany.

Gaussian distribution: Synonym for normal distribution.

Gaussian quadrature: A procedure for performing numerical integration (or quadrature)
using a series expansion of the form

[Fepeone = Y s
i=1

where x,, are the Gaussian quadrature points and w,, the associated weights, both of
which are available from tables. [Methods of Numerical Integration, 1984, P.J. Davis
and P. Rabinowitz, Academic Press, New York.]

Gauss-Markov theorem: A theorem that proves that if the error terms in a multiple regres-
sion have the same variance and are uncorrelated, then the estimators of the para-
meters in the model produced by least squares estimation are better (in the sense of
having lower dispersion about the mean) than any other unbiased linear estimator.
[MV1 Chapter 7.]

Geary'’s ratio: A test of normality, in which the test statistic is
mean deviation

~ standard deviation
In samples from a normal distribution, G tends to /(2/7) as n tends to infinity. Aims
to detect departures from a mesokurtic curve in the parent population. [Biometrika,
1947, 34, 209-42.]

GEE: Abbreviation for generalized estimating equations.

Gehan’s generalized Wilcoxon test: A distribution free method for comparing the survi-
val times of two groups of individuals. See also Cox—Mantel test and log-rank test.
[Statistics in Medicine, 1989, 8, 937-46.]

Gene: A DNA sequence that performs a defined function, usually by coding for an amino acid
sequence that forms a protein molecule. [Statistics in Human Genetics, 1998, P.
Sham, Arnold, London.]

Gene environment interaction: An effect that arises when the joint effects of a genetic and
an environmental factor is different from the sum of their individual effects.
[Statistics in Human Genetics, 1998, P. Sham, Arnold, London.]

Gene frequency estimation: The estimation of the frequency of an allele in a population
from the genotypes of a sample of individuals. [Statistics in Human Genetics, 1998, P.
Sham, Arnold, London.]
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Gene mapping: The placing of genes onto their positions on chromosomes. It includes both

the construction of marker maps and the localization of genes that confer suscept-
ibility to disease. [Statistics in Human Genetics, 1998, P. Sham, Arnold, London.]

General Household Survey: A survey carried out in Great Britain on a continuous basis

since 1971. Approximately 100 000 households are included in the sample each year.

General location model: A model for data containing both continuous and categorical

variables. The categorical data are summarized by a contingency table and their
marginal distribution, by a multinomial distribution. The continuous variables are
assumed to have a multivariate normal distribution in which the means of the vari-
ables are allowed to vary from cell to cell of the contingency table, but with the
variance-covariance matrix of the variables being common to all cells. When there is
a single categorical variable with two categories the model becomes that assumed by
Fisher’s linear discriminant analysis. [Annals of Statistics, 1961, 32, 448-65.]

Generalizability theory: A theory of measurement that recognizes that in any measurement

situation there are multiple (in fact infinite) sources of variation (called facets in the
theory), and that an important goal of measurement is to attempt to identify and
measure variance components which are contributing error to an estimate. Strategies
can then be implemented to reduce the influence of these sources on the measure-
ment. [Design and Analysis of Reliability Studies, 1989, G. Dunn, Edward Arnold,
London.]

Generalized additive mixed models (GAMM): A class of models that uses additive

nonparametric functions, for example, splines, to model covariate effects while
accounting for overdispersion and correlation by adding random effects to the addi-
tive predictor. [Journal of the Royal Statistical Society, Series B, 1999, 61, 381-400.]

Generalized additive models: Models which use smoothing techniques such as locally

weighted regression to identify and represent possible non-linear relationships
between the explanatory and response variables as an alternative to considering
polynomial terms or searching for the appropriate transformations of both response
and explanatory variables. With these models, the link function of the expected value
of the response variable is modelled as the sum of a number of smooth functions of
the explanatory variables rather than in terms of the explanatory variables them-
selves. See also generalized linear models and smoothing. [Generalized Additive
Models, 1990, T. Hastie and R. Tibshirani, Chapman and Hall/CRC Press, London.]

Generalized distance: See Mahalanobis D°.

Generalized estimating equations (GEE): Technically the multivariate analogue of
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quasi-likelihood with the same feature that it leads to consistent inferences about
mean responses without requiring specific assumptions to be made about second and
higher order moments. Most often used for likelihood-based inference on longitu-
dinal data where the response variable cannot be assumed to be normally distributed.
Simple models are used for within-subject correlation and a working correlation
matrix is introduced into the model specification to accommodate these correlations.
The procedure provides consistent estimates for the mean parameters even if the
covariance structure is incorrectly specified. The method assumes that missing data
are missing completely at random, otherwise the resulting parameter estimates are
biased. An amended approach, weighted generalized estimating equations, is available
which produces unbiased parameter estimates under the less stringent assumption



that missing data are missing at random. See also sandwich estimator. [Analysis of
Longitudinal Data, 1994, P.J. Diggle, K.-Y. Liang and S. Zeger, Oxford Science
Publications, Oxford.]

Generalized gamma distribution: Synonym for Creedy and Martin generalized gamma
distribution.

Generalized linear mixed models (GLMM): Generalized linear models extended to
include random effects in the linear predictor.

Generalized linear models: A class of models that arise from a natural generalization of
ordinary linear models. Here some function (the /ink function) of the expected value
of the response variable is modelled as a linear combination of the explanatory
variables, x|, x,, ..., X,, i.e.

SED) = Bo+ Brx1 + Baxy + -+ Byx,

where /' is the link function. The other components of such models are a specification
of the form of the variance of the response variable and of its probability distribution
(some member of the exponential family). Particular types of model arise from this
general formulation by specifying the appropriate link function, variance and dis-
tribution. For example, multiple regression corresponds to an identity link function,
constant variance and a normal distribution. Logistic regression arises from a logit
link function and a binomial distribution; here the variance of the response is related
to its mean as, variance = mean(l — (mean/n)) where n is the number of observa-
tions. A dispersion parameter (often also known as a scale factor), can also be
introduced to allow for a phenomenon such as overdispersion. For example, if the
variance is greater than would be expected from a binomial distribution then it could
be specified as ¢gmean(l — (mean/n)). In most applications of such models the scaling
factor, ¢, will be one. Estimates of the parameters in such models are generally found
by maximum likelihood estimation. See also GLIM, generalized additive models and
generalized estimating equations. [GLM]

Generalized mixed models (GMM): Generalized linear models that incorporate a random
effect vector in the linear predictor. An example is mixed effects logistic regression.
[Biometrics, 1996, 52, 1295-310.]

Generalized odds ratio: Synonym for Agresti’s «.

Generalized Poisson distribution: A probability distribution defined as follows:
Pr(X =0) = e (1 + A0)
Pr(X = 1) = xe (1 — 0)

X —A

A
Pr(X =x)=""
X!

(x=2)

The distribution corresponds to a situation in which values of a random variable
with a Poisson distribution are recorded correctly, ex