Physics of the Earth

The fourth edition of Physics of the Earth maintains
the original philosophy of this classic textbook on
fundamental solid Earth geophysics, while being
completely revised and up-dated by Frank Stacey
and his new co-author Paul Davis. Building on the
success of previous editions, which have served gen-
erations of graduate students and researchers for
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able resource for graduate students looking for
the necessary physical and mathematical founda-
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‘alternative’ energies.
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advanced mathematical concepts, and an exten-
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readers wishing to pursue topics beyond the
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9780521873628.
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GEMINI Xl photograph of the Gulf of Aden and the Red Sea by NASA astronauts Charles Conrad and Richard F.
Gordon. This is one of the areas of particular interest in the theory of sea floor spreading. A line of earthquake
epicentres extends from the ridge system in the Indian Ocean, up the middle of the Gulf of Aden and into the Red Sea,
marking the axis of a new ridge along which mantle material is rising as the Africa and Arabia plates part. Courtesy of
the National Aeronautics and Space Administration, Washington.
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Preface

As with previous editions of this title, our princi-
pal aim is to present a coherent account of the
Earth that will satisfy advanced students with
diverse backgrounds. We have endeavoured
to explore the physical principles of the subject
in a way that encourages critical appraisal. This
requires the reader to have some familiarity with
a wide range of inter-related ideas, for which
there is no clearly preferred, logical order of
presentation. Should the properties of meteor-
ites precede or follow the isotopic methods used
to study them? Is it important to understand
something about the Earth’s internal heat before
studying seismology or vice versa? Can we be
clear about the evidence for tectonic activity
without knowing about the behaviour of the geo-
magnetic field? We have attempted to avoid the
need for answers to these questions by begin-
ning each chapter with what we call a preamble.
Our preambles are not intended to be synopses
of the chapters or even introductions in the
conventional sense, but glue to hold the subject
together, with glimpses of related concepts from
other chapters. We hope to convey in this way a
feel for the unity of the subject. Especially for
students using this book as a text, we suggest
reading all of the preambles before looking
deeper into any of the chapters.

The appendices and the list of references are
also indications of our philosophy. They are
included as tools to aid students, or others, who
are pursuing topics beyond the level of this book,
questioning the approach we have taken or sim-
ply seeking convenient reference material. We
often learn most effectively by doubting some-
thing we read and conducting an independent

check, either by a calculation or by a literature
search. This is especially true in using a text such
as ours, which introduces ideas that are recent
and await confirmation or are even disputed.
One of the appendices is a set of problems, many
of which we have used with our own classes.
They have a wide range of sophistication, from
near trivial to difficult. For convenience they are
numbered to identify them with particular chap-
ters, but in many cases it is not clear to which
chapters they are most relevant. Problems that
provide bridges between topics are probably the
most useful and we draw attention to some of
them in the text. Our own solutions are presented
on a website: www.cambridge.org/9780521873628.

We like to think that this book will be read by
the next generation of geophysicists, who will
develop an understanding of things that cur-
rently puzzle us or correct things that we have
got wrong. We refer in the text to some of the
tantalizing questions that await their attention
and they will find more that we have not thought
of. Advice about our errors, omissions and
obscurities will be appreciated. We thank col-
leagues who have reviewed draft chapters and
helped us to minimize the flaws: Charles
Barton, Peter Bird, Emily Brodsky, Shamita Das,
David Dunlop, Emily Foote, Mark Harrison,
Donald Isaak, Ian Jackson, Mark Jacobson, Brian
Kennett, Andrew King, Frank Kyte, David Loper,
Kevin McKeegan, Ronald Merrill, Francis Nimmo,
Richard Peltier, Henry Pollack, Joy Stacey, Sabine
Stanley and George Williams.

Frank Stacey
Paul Davis






Origin and history of the Solar System

. Preamble

As early astronomers recognized, the planets are
orbiting the Sun on paths that are nearly circular
and coplanar, with motions in the same sense as
the Sun’s rotation, making it difficult to avoid
the conclusion that the formation of the Sun led
directly to its planetary system. A comparison of
the planets (Table 1.1) shows that the Earth
belongs to an inner group of four, which are
much smaller and denser than the outer four
giant planets. For this reason the inner four are
referred to as the terrestrial (Earth-like) planets.
The outer four large planets are gaseous, at least
in their visible outer regions, but they have solid
satellites with very varied external appearances
and a wide range of mean densities, all much
lower than those of the terrestrial planets. The
asteroids, which are found between the two
groups of planets, are believed to be remaining
examples of planetesimals, the pre-planetary
bodies from which the terrestrial planets formed.
Meteorites are samples of asteroids that have
arrived on the Earth, by a mechanism discussed
in Section 1.9, and so provide direct evidence of
the overall compositions of the terrestrial planets.

We probably learn more about the formation
of planets from their differences than from their
similarities. Several features of the Earth distin-
guish it from all other bodies in the Solar System
and require special explanations.

(i) The Earth is the only planet with abundant
surface water, both liquid and solid.

(ii) It is also the only planet with an atmos-
phere rich in oxygen.
(iii) It appears to be the only planet with exten-
sive areas of acid, silica-rich rocks, such as
granite, which are characteristic of the
Earth’s crust in continental areas.
It is usually regarded as the only planet with
a bimodal distribution of surface elevations
(Fig. 9.4), marking the division into conti-
nental and oceanic areas, although it is
possible that Mars has weak evidence of a
similar crustal structure (Section 1.14).
(v) The Earth is the only terrestrial planet with
a strong magnetic field. In this respect it
resembles the giant planets (Table 24.2).
Perhaps the existence of a large moon
should be added to the list of features that
make the Earth unique, at least among the
terrestrial planets. The origin and history of
the Moon are the subjects of rival ideas.
Sections 1.15 and 8.6 address this problem.

(iv)

The first four of these features are related and
water provides the connecting link. It is neces-
sary for the plant life that has produced the
atmospheric oxygen. It is also essential to the
tectonic process that leads to acid volcanism
(Section 2.12). The acid rocks that form the
basis of the continents are lighter than the
underlying mantle and ‘float’ higher in the gra-
vitational (isostatic) balance of the Earth’s crust
(Section 9.3), causing the bimodal distribution of
surface elevations.

Meteorites are especially important to our
understanding of the early history of the Solar
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System (Sections 1.7 to 1.11) and its composition
(Sections 2.2 to 2.5). Most of them are fragments
of asteroids. They are samples of small bodies
with relatively simple histories that have
remained virtually unaltered since the Solar
System was formed. Collisions in the asteroidal
belt projected these fragments into orbits that
evolved, initially by the Yarkovsky effect
(Section 1.9) and then by orbital resonances
with Jupiter, into Earth-crossing paths, provid-
ing us with samples that are more representative
of the total chemistry of the terrestrial planets
than is the Earth’s crust. For a broad review of
their importance to our understanding of early
Solar System history see Wasson (1985).

Our estimate of the age of the Solar System is
derived from measurements of isotopes produced
in meteorites by radioactive decay (Section 4.3).
It is clear that most of them have a common age,
4.57 x 10° years. The evidence that this dates
the formation of the whole Solar System is less
direct because we do not find on the Earth any
rocks that have survived that long unaltered.
However, by obtaining an estimate of the ave-
rage isotopic composition of the Earth as a
whole we can plot it as a single data point on
the isochron (equaltime line) of meteorite
lead isotopes (Fig. 4.1) and see that it fits reason-
ably well.

|.2 Planetary orbits: the
Titius—Bode law

For many years theories of the origin of the Solar
System were based on rather little hard evidence.
Motions of the planets were well observed and
orbital radii were seen to follow a regular, if
approximate, pattern. This regularity was repre-
sented by an equation known as the Titius-Bode
law or sometimes simply as Bode’s law. As origi-
nally proposed this law gave the orbital radius of
the kth planet (counted outwards) as

fe=a+bx2k (1.1)

a and b being constants. Modern discussions
favour a power law but still refer to it as the
Titius-Bode law,

PLANETARY ORBITS: THE TITIUS-BODE LAW

e = roph. (1.2)
Although we now have much more information
about the planets, this relationship is still central
to our understanding of the Solar System.

The choice of value of p in Eq. (1.2) depends on
how the planets are counted. The wide gap
between Mars and Jupiter led to the search for a
‘missing’ planet in the region now recognized to
be occupied only by numerous asteroids. We no
longer suppose that the asteroids were ever parts
of one or two planets, and cannot logically fit the
Titius-Bode law to the whole set of planets.
Attempts to do this (the broken line in Fig. 1.1)
are only of historical interest and we should fit
Eq. (1.2) to the two groups of planets separately
(the solid lines in the figure). Pluto must not be
considered with the outer group as it is identified
with the pre-planetary fragments (Kuiper belt
objects, Section 1.13) that have escaped accretion
into the regular planets. But, in spite of these
difficulties, the approximate geometrical progres-
sion of orbital radii is clear and obviously has a
fundamental cause. As evidence of the generality
of the Titius-Bode law, we note that the orbital
radii of the major satellites of the giant planets
also fit Eq. (1.2). The fit is particularly good for
the satellites of Jupiter (Io, Europa, Ganymede,
Callisto) which give p=1.6440.03, in the same
range as for the planetary fit. Bode’s law is an
interesting example of scale invariance, which is
seen in many physical phenomena. It is an appa-
rently universal law, independent of the scale of
the orbits and of the masses of planets or satellites.

Theories to explain the Titius-Bode law
abound, as discussed in a historical review by
Nieto (1972). There are two basic approaches,
appealing to regularities in the scale of turbu-
lence in the solar nebula or to the competition
between gravitational attractions of aggregating
bodies in the gradient of the solar gravity field.
The vortex theories were pioneered by Laplace
and more recently by R. P. von Weizsacker. They
were given a focus by White (1972), who argued
that the nebular cloud was sufficiently tenuous
to have negligible viscosity, so that vorticity was
conserved. With this assumption, White’s theory
leads to jet streams spaced radially from the Sun
in the manner of Eq. (1.2). Prentice (1986, 1989)
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FIGURE 1.1 Radii of planetary
orbits fitted to the Titius—Bode
law (Eq. 1.2). Solid lines are
independent fits to the terrestrial
planets (p=1.56) and the four
giant planets (p=1.82).

The broken line is a fit to all
planets except Pluto, allowing
for a missing fifth (asteroidal)
planet (p=1.73). The dotted

line indicates a gradient for
p=2%%=1.59, which would
apply if all orbital periods of
neighbouring planets differed by
a factor of 2 (Kepler’s third law -
Eqg. (B.23) in Appendix B).

Radius of orbit in AU (r,/r3)

0.2

pointed out that the turbulence would have been
highly supersonic, and developed a theory of
planetary accretion on that basis. White’s point
about the low viscosity draws attention to the
need for a mechanism to damp the turbulence.
In Section 4.6 we argue that that the only plau-
sible one is electromagnetic and could not have
operated until the arrival of highly radioactive
supernova debris ionized the nebular material
and made it sufficiently conducting for hydro-
magnetic damping to occur.

There can be little doubt that mutual gravita-
tional attraction of planetesimals had a role in
planetary accretion, at least in its late stage, and
there are several variants of the gravitational
interpretation of Bode’s law. The simple obser-
vation, that the parameter p in Eq. (1.2) is very
close to 2%°=1.587, invites close scrutiny. By
Kepler’s third law (Eq. B23 in Appendix B), this
ratio of orbital radii corresponds to orbital peri-
ods with 2:1 ratios. It is the simplest of the

3 4 5 6 7 8 9 10
Planet number, k

resonances that have been intensively studied
in connection with asteroids, but, in that case,
interaction with Jupiter is of interest rather
than mutual interactions between small bodies.
Attempts to explain Bode’s law in terms of grav-
itational interactions appeal to the fact that orbi-
tal speeds of planetesimals decreased as a2
with distance, a, from the Sun. Mutual interac-
tions extended over ranges that increased sys-
tematically with a by virtue of the decreasing
differential speeds. An unambiguous theory of
Bode’s law eludes us, but the evidence for uni-
versal validity of Eq. (1.2) is compelling. We apply
it as an empirical rule in discussing the early
history of the Moon in Section 8.6.

.3 Axial rotations

The rotations of the planets differ greatly from
one another in both speed and axial orientation



(Table 1.1). Rotation in the sense of the orbital
motion predominates, but Uranus, whose axis is
almost in the orbital plane, and Venus, whose
very slow rotation is retrograde, are exceptions.
The conventional explanation for the variation
in axial alignment is the same statistical one
as is offered for the scatter of orbital radii about
a regular pattern (Fig. 1.1), that is, it depends
on the infall of planetesimals on independent,
but reasonably close orbits. Precisely how they
collided determined the rotations of the compo-
site bodies.

The terrestrial planets and Pluto are rotating
slowly compared with both the giant planets and
the asteroids. In the cases of Mercury, Venus, the
Earth and Pluto, the slower rotations are due to
the dissipation of rotational energy by tidal fric-
tion (discussed in Section 8.3). The rotation of
Mercury is believed to be tidally locked to its
elliptical orbit about the Sun. The tide raised
in Pluto by its satellite, Charon, has stopped it
rotating relative to Charon, to which it presents a
fixed face, as does the Moon to the Earth for the
same reason. Venus must have been slowed by
friction of the solar tide, but that does not
explain the retrograde sense of its rotation,
which must therefore be a consequence of the
accretion process. Mars is too far from the Sun
and its present satellites are too small for tidal
friction to have had a noticeable effect on it and,
unless it once had a large, close satellite that
spiralled in and merged with the planet (as sug-
gested for Mercury and Venus in Section 1.15),
the slow rotation is what it was left with after the
arrival of the last planetesimal. The near coinci-
dences of the rotational speeds and axial align-
ments (obliquities) of Mars and the Earth are
fortuitous. The early rotation of the Earth was
certainly much faster and the obliquity of Mars
is subject to variation by gravitational interac-
tions, especially with Jupiter.

The rotation of Uranus, with its axis close to
the orbital plane, gives a clue to the mechanism
of planetary accretion. The silicate and iron
content could not reasonably be sufficient to
account for the rotational angular momentum,
even if it arrived as a tangentially incident plan-
etesimal. We therefore suppose that Uranus
accreted from volatile-rich planetesimals that
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had formed in independent solar orbits. Direct
accretion from gas could not have caused the
axial misalignment if dissipation of turbulence
in the nebula and collapse to a disc preceded
planetary formation. This would have confined
the motion of the gas more or less to the plane of
the disc, from which random accretion of very
large numbers of molecules could not have
resulted in planetary rotation perpendicular to
the plane. The planetesimals would have been
composed of ices that could condense out of the
nebula, and not hydrogen or helium, which
could have accreted only on a planet that was
large enough to hold them gravitationally. In the
case of Jupiter, for which hydrogen and helium
represent a much larger proportion of the total
mass, the axial misalignment is very slight.

|.4 Distribution of angular
momentum

Using Kepler’s third law (Eq. B.23, Appendix B)
we can write the orbital angular velocity of the
kth planet,

we = (GMs/r)", (1.3)

in terms of its orbital radius 1, the mass of the
Sun, Ms=1.989 x 10*°kg and the gravitational
constant, G. This allows us to write the orbital
angular momentum in a convenient form,

a = mkr,fwk = (GMs)l/kar,:/Z, (1.4)

for calculation of the total orbital angular
momentum of the Solar System from Table 1.1,

Zak = (GMs)l/Z kaﬁ:/z

=3.137 x 10 kg m?s !, (1.5)

Jupiter accounts for more than 60% of this total.

The angular momenta of planetary rotations
are very much smaller than the orbital angular
momenta. The rotational angular momentum of
the Earth, 5.860 x 10°*kgm?s ™", is 2.2 parts in
107 of its orbital angular momentum, 2.662 x
10*kgm?s~*. We can compare Eq. (1.5) with the
rotational angular momentum of the Sun, which
has 99.866% of the total mass of the Solar System
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(assuming that we know about it all). The surface
of the Sun is rotating faster in equatorial regions
than at the poles and, although there is no direct
observation to indicate how the interior is rotat-
ing, observations of the modes of free oscillation
(helioseismology) are consistent with coherent
rotation, so it suffices for the present purpose
to assume rigid body rotation with the angular
speed taken as representative by Allen (1973),
ws=2.865 x 10 ®rad s~ '. The rigid body moment
of inertia can be obtained by integrating the den-
sity profile of the Sun (Problem 1.3, Appendix J),
which has a strong concentration of mass
towards the centre. Allen’s (1973) value is
5.7 x 10** kg m® With the above value of ws,
this gives the angular momentum

(Iw)s = 1.63 x 10** kgm?*s 1. (1.6)
Thus the Sun has only a small fraction (0.5%) of
the angular momentum of the Solar System,
which is dominated by the planetary orbits
(Eq. 1.5), although the planets have little more
than 0.1% of the mass.

The slow solar rotation can be explained by
an outward transfer of angular momentum in
the nebula which surrounded the Sun when it
was still young. Alfvén (1954) argued that this
occurred because a strong solar magnetic field
(rotating with the Sun) dragged with it the ion-
ized gases of the nebula and an intense solar
wind. His suggestion fits well with other obser-
vations, especially the magnetizations of mete-
orites (Section 1.11). Early in the development of
the Solar System the Sun is believed to have passed
through a stage reached at the present time by a
number of young stars (several hundred in our
Galaxy), of which T-Tauri is the representative
example. They are very active, with strong stellar
winds and magnetic fields several orders of mag-
nitude more intense than that of the Sun at
present. We suppose that the meteorites were
forming when the Sun was at its T-Tauri stage
and so were magnetized by its strong field.

The angular momentum transfer by Alfvén’s
magnetic centrifuge mechanism could have con-
tributed to chemical fractionation in the Solar
System. It is only the plasma of charged particles
that would be affected by the motion of the

magnetic field. Once solid particles began to
form, they and any un-ionized gas molecules
would have been coupled to the field only by
viscous drag of the surrounding plasma. The
early condensing, generally less volatile materials
would therefore have become relatively more con-
centrated in the inner part of the Solar System,
with most of the volatiles centrifuged to the outer
regions.

1.5 Satellites

The giant planets have numerous satellites
(Table 1.1), but the terrestrial planets have only
three between them and, of these, the Earth’s
Moon is outstandingly the largest. The other
two, Phobos and Deimos, are small, irregularly
shaped close satellites of Mars that give the
impression of being captured asteroids. The larger
one, Phobos, is so close that it orbits Mars three
times per day (the Martian and Earth days are
almost equal). It has a dark surface, with a reflec-
tion spectrum similar to those of many asteroids
and to a class of meteorite, the carbonaceous
chondrites (Section 2.4). The closeness of the
orbit means that Phobos raises an appreciable
tide in Mars, in spite of being so small. This
makes capture a plausible hypothesis, because it
allows the orbit to evolve by tidal friction. Deimos
is even smaller and is more remote from Mars,
making capture unlikely, although it, too, looks
asteroidal.

As well as having many satellites, the giant
planets all have rings of fine particles that are
most clearly observed around Saturn. In the
case of Jupiter, it is apparent that most or all of
the small, outer satellites are captured asteroids.
Their orbits are tightly clustered in two distinct
groups, one prograde at about 11.5x 10°km
from Jupiter and the other retrograde at about
23 x 10°km. These are the orbits predicted
by capture theory. The larger satellites of
Jupiter are much closer and, as we mention in
Section 1.2, follow the Titius-Bode law. The case
for satellite capture by the other giant planets is
not as clear, but Neptune’s Triton has a retro-
grade orbit and Nereid a very elliptical one, mak-
ing capture, or some other vigorous interaction,



perhaps with Pluto, appear likely. All the other
satellites are presumed to have formed with
their parent planets in the same manner as the
planets were formed around the Sun. As with the
planets, there is a wide range of properties.

Surfaces of the satellites of the giant planets
are very different from one another. Extrapolating
from our observations of the Moon, we might
have expected Voyager images to show ancient,
cratered surfaces everywhere. Instead, several
satellites show evidence of internal activity and
even active volcanism. This is most striking on
Jupiter’s closest large satellite, Io, where it is
attributed to the generation of internal heat by
tidal friction (Peale et al., 1979); eccentricity of
the close orbit (e =0.0043) is maintained by reso-
nances with other satellites, causing a strong
radial tide. Neptune’s Triton is another example,
and Enceladus, a satellite of Saturn, shows evi-
dence of ‘cryovolcanism’ of its light ices.

The densities of the satellites of the giant
planets are mostly less than 2000 kgm 3, much
lower than the densities of terrestrial planets,
indicating compositions rich in ices (condensed
volatiles such as H,O, CH,). The exceptions
are Jupiter’s innermost two large satellites, Io
(p=3530kgm °) and Europa (p=3014kgm 3),
which evidently have larger silicate components
(and perhaps even small metallic cores). Europa
is a case of particular interest. While its surface
is permanently frozen hard, a suggestion that it
has aliquid ocean at modest depth arises from its
influence on Jupiter’s magnetic field (Kivelson
et al., 2000). Its orbit is within Jupiter’s magneto-
sphere and it is a source of induced fields
driven by variations in the planetary field.
A saline ocean would have a sufficiently high
electrical conductivity to explain this effect,
but the glacial cover would not do so because
ice would be almost salt-free and a poor conduc-
tor. But, of course, the observations indicate
only the presence of a conductor and not its
composition.

Satellites are a normal feature of the Solar
System, as evidenced by their large numbers
for the giant planets. Pluto has a large satellite
(Charon), as well as two smaller ones, and the
asteroid Ida is seen to have a satellite (Dactyl).
We need a special explanation for their fewness
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in the inner Solar System and this is provi-
ded by tidal friction (see Chapter 8, especially
Section 8.6, and the comment on the early his-
tory of the Moon in Section 1.15).

|.6 Asteroids

The small bodies with orbits concentrated be-
tween Mars and Jupiter are sometimes referred
to as minor planets, but we prefer to reserve the
word planets for the eight large bodies. The word
asteroid is the normal scientific term. A few of
them have elliptical orbits extending as far as the
Earth and are referred to as near Earth asteroids
(NEAs) or, sometimes, as the Apollo group of
asteroids. They are of particular interest because
they are the best observed and because meteor-
ites are NEAs intercepted by the Earth. They may
not be totally representative of the larger aster-
oidal population, and it is possible that some
are residual cores of comets. More than 10 000
asteroids have been identified and new discov-
eries occur at a rate of about one per day. The
total number must be very much larger because
the population is biased towards small bodies,
but only the larger ones are seen. Except for
recent collision fragments, the lower size limit
is probably set by the Poynting-Robertson and
Yarkovsky effects (Section 1.9).

Orbits of the asteroids do not form an unin-
terrupted continuum but have gaps, known as
Kirkwood gaps after their discoverer. The gaps
are swept clear of asteroids by resonant gravita-
tional interactions with Jupiter. The 3:1 reso-
nance, for an asteroid with an orbital period 1/3
of the orbital period of Jupiter, has attracted
particular attention. A calculation by Wisdom
(1983) showed that, for an asteroid in this situa-
tion, the Jupiter interaction rapidly increased
the eccentricity of the orbit, and Wetherill
(1985) argued that this process maintained a
flux of fresh asteroidal material in the vicinity
of the Earth. The idea is that collisions in the
main asteroidal belt project fragments into this
and other gaps, so that their orbits evolve until
interrupted by gravitational encounters with
Mars, the Earth, or perhaps even Venus. They
may then be deflected into orbits that evolve
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more slowly and from which they may be cap-
tured by one of these planets.

Collisions in the main asteroidal belt could
not be violent enough to project fragments dir-
ectly into Earth-crossing orbits. The resonant
interaction with Jupiter is necessary for mainte-
nance of the population of NEAs against losses by
capture, orbital evolution out of range or, in the
case of very small bodies, space erosion. However,
it is not a sufficient explanation. Bottke et al.
(2005) pointed out that direct injection of frag-
ments into resonant orbits is too rare to explain
the population of NEAs and would produce them
only at infrequent intervals. They appealed to the
Yarkovsky effect, which brings collision frag-
ments into resonance more slowly, as explained
in Section 1.9.

|.7 Meteorites: falls, finds
and orbits

Meteorites are iron and stone bodies that arrive
on the Earth in small numbers, on elliptical orbits
that extend from the main asteroidal belt.
Observed falls (firefalls or bolides) are signalled
by fiery trails through the atmosphere. A few
meteorite falls have been observed in sufficient
detail to allow reliable calculations of their pre-
terrestrial orbits. This requires timed photo-
graphs of the trails from several well separated
points. The first clear example was the chondritic
meteorite, Pribram, that fell in Czechoslovakia
in 1959 and this is one of the five with orbits
plotted in Fig. 1.2. Similar orbits are obtained for
the larger number of photographed bolides from
which there are no recovered meteorites and,
more qualitatively, from eyewitness reports of
bolides associated with recovered meteorites. An
interesting statistical consequence arises from
the orbits of meteoritic bodies: falls occur twice
as frequently between noon and 6 pm local time
as between 6 am and noon, when the opportunity
for observation is similar (Wetherill, 1968). This
requires the bodies to be overtaking the Earth in
orbit when intercepted. It is statistical confirma-
tion, with much larger numbers, of the conclu-
sion from direct observations of bolides that the

meteorite bodies are orbiting the Sun in the same
sense as the planets, but on elliptical paths
extending much farther out than the Earth. This
means that when they reach the Earth they have
higher orbital velocities. They are asteroidal colli-
sion fragments projected into Earth-crossing
orbits by the mechanism discussed in Section 1.9.

It is important to distinguish meteorites from
meteors, the briefly luminous trails in the upper
atmosphere. Most meteors are produced by small
particles, called meteoroids, that never get near
to the ground. Although a few meteoroids are
probably of meteroritic origin, most are small,
friable particles of low density, identified as deb-
ris from comets. Like comets (Section 1.13), they
approach the Earth from all directions. They are
not confined to the plane of the Solar System,
or to the direction of its rotation, as are the mete-
oritic bodies.

There are over 1000 specimens of meteorites
that were seen to fall, but they are outnumbered
by finds, that is bodies that are obviously mete-
oritic but were not seen to fall. The world collec-
tion of finds increased dramatically with the
discovery in Antarctica of many thousand mete-
orites on areas of bare ice. Many of them could
have been moved considerable distances by gla-
cial motion of the ice sheet; cosmic ray exposure
measurements (Section 1.8) show them to have
been on or in the ice for thousands of years.
However, the circumstances of the Antarctic
finds ensure that they cannot be confused with
terrestrial rocks. For this reason they have
become important in identifying unusual types
of meteorite and in estimating the relative abun-
dances of the different kinds.

There are various classes of meteorite, all
composed of stony material and iron, that is,
the materials believed to comprise the mantles
and cores of the terrestrial planets. Iron meteor-
ites are normally 100% metal, but the stony mete-
orites commonly contain some iron, in some
cases sufficient to classify them as stony-irons.
Many stony meteorites contain small rounded
inclusions, called chondrules, several millimetres
in size, that are chemically distinct from the
surrounding material. These meteorites are
termed chondrites. Chondrules resemble droplets
and, although they probably formed as direct
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FIGURE 1.2 The calculated orbits of five recovered meteorites identify them with the asteroidal belt. The orbits are
drawn to scale, but their orientations are chosen for clarity of illustration. Reproduced by permission from McSween

(1999).

condensations of solid from vapours in the solar
nebula, they were subjected to subsequent tran-
sient heating and even melting. They are uniquely
meteoritic, with no equivalent in terrestrial
rocks. Chondrites have escaped strong heating
and metamorphism that would have converted
them to crystal structures similar to terrestrial
rocks. Carbonaceous chondrites are a special
class, being the meteorite type that is apparently
closest to the original accumulation of particles
and dust in the solar nebula. As the name implies,
they are rich in carbon compounds, which have
mostly been lost by the more processed bodies.
They also contain refractory inclusions rich in
calcium and aluminium (CAIs), that are distinct
from chondrules but of similar sizes and appear
to have condensed in the solar nebula even earlier

than the chondrules. Achondrites are stony mete-
orites without chondrules that exhibit post-
formation metamorphism and differentiation.
They have little iron content and are fully crystal-
line like terrestrial rocks.

The grains and dust in the early solar nebula
are believed to have been similar in composition
to the carbonaceous chondrites, in which the
iron occurs as oxides, especially magnetite,
Fe3;04. The other meteorite types evolved from
this mix. The abundance of carbon allows the
suggestion (Section 2.2) that meteoritic iron
(and the core material of the terrestrial planets)
originated in reactions, similar to that in a blast
furnace, triggered by collisional heating. Then
the processed material accreted into larger
bodies that included metallic iron. The iron

9
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meteorites are collision fragments of bodies
that had developed sufficiently towards the
formation of planets for gravitational separation
of iron cores. They have large crystal sizes, evi-
dence of slow cooling and burial in bodies sev-
eral kilometres in size (Section 1.10).

1.8 Cosmic ray exposures of
meteorites and the evidence
of asteroidal collisions

Cosmic rays penetrate only the outer 1 m or so of
each independent body, so that each asteroidal
fragmentation event exposes fresh material to
cosmic ray bombardment. Extremely energetic
cosmic ray protons cause violent disruption
(spallation) of the atomic nuclei in exposed mete-
orites. A representative example of nuclear spal-
lation is

56Fe + 'H — 3°Cl + °H + 2*He + 3He

+ 3'H + 4n. (1.7)

Many products arise from numerous similar
reactions. When a meteorite arrives on the Earth
and is protected by the atmosphere from further
exposure, it has accumulated cosmogenic (cosmic
ray produced) nuclides from which the duration
of its exposure can be determined. Nuclides,
with half lives much shorter than the duration
of cosmic ray exposure (*°Ar, C, 3°Cl), are main-
tained in equilibrium concentrations during the
exposure but decay after arrival. Their residual
concentrations provide a measure of the time
that has elapsed since a meteorite arrived on the
Earth. This is sometimes referred to as a terres-
trial age. Added to the exposure duration it dates
the fragmentation event, referred to as the cosmic
ray exposure age. Of course these ‘ages’ must not
be confused with the age as normally understood,
which is the solidification age of original forma-
tion, a subject of Chapters 3 and 4.

With correction for terrestrial age, or from
measurements on observed falls, uncertainties
in cosmic ray intensities and partial shielding
of samples by burial in a large meteorite can be
allowed for by comparing concentrations of two

cosmogenic nuclides, one stable and the other
short lived. The concentration of the short lived
species is a measure of the rate of production.
By selecting pairs of nuclides whose produc-
tion cross-sections have similar dependences on
cosmic ray energy we have two isobaric pairs
(*H-°He and °°ClI-*°Ar) and two isotopic pairs
(*®*Ar-*°Ar and **K-*'K) as species of greatest
interest. The first three of these pairs, being
gases, also avoid the problem of initial com-
position that arises in the case of non-volatile
spallation products. Then, in terms of the meas-
ured concentrations S, R of the stable and radio-
active nuclides and their production cross
sections o, oy determined from laboratory data,
the cosmic ray exposure age of a meteorite is
given by
_Sortip

_R0'511127 (18)

where ty), is the half-life of the active nuclide,
which is assumed to be short compared with .
In the cases of the isobaric pairs the stable
nuclides are produced by decay of the active
ones as well as directly, so that the equation
becomes

poS_or hp
7R05+0'R1I12

(1.9)

(Problem 3.2, Appendix J).

Most of the reliable exposure ages for
stony meteorites are grouped around 4 x 10° and
23 x 10° years, but others cover the range from
2.8 x 10° to 100 x 10° years with obvious group-
ings of different types. Some of the lower esti-
mates are probably invalidated by diffusion
losses because the same meteorites have small
potassium-argon solidification ages. Iron mete-
orites have generally had much greater expo-
sures, up to a maximum of 2200 x 10° years
with groupings at 630 x 10° and 900 x 10° years
but not at 23 x 10° years (Anders, 1964). On this
time scale variability of the cosmic ray flux can
be recognized (Pearce and Russell, 1990), requir-
ing a correction to age estimates. There is a wide
scatter and, in some cases, imperfect agreement
between different measurements, but there are
no coincidences of exposure ages for irons and
stones. It is evident that the meteorites are
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fragments of several, and probably many differ-
ent bodies, and resulted from impacts that
occurred sufficiently long ago to have allowed
major modification of the orbits (Section 1.9).

The asteroidal collisions that produced iron
meteorites were generally much earlier than
those that yielded chondrites, but we must sup-
pose that the more abundant chondritic parents
were also involved in early collisions. The most
plausible explanation is that orbital evolution of
asteroidal impact fragments begins with the the
Yarkovsky effect of solar radiation on rotating
bodies (Section 1.9). This depends on their ther-
mal conductivities, which are much higher for
irons than for stones (see Section 19.6), making
orbital evolution slower for the irons. They
therefore take longer to reach one of the orbits
of gravitational resonance with Jupiter and it is
only when they do so that they are projected into
Earth-crossing orbits. Thus the grouping of expo-
sure ages alone is not convincing evidence that
the different meteorite types came from differ-
ent parents. However, the wide range of cooling
rates apparent from Widmanstitten diffusion
zones (Section 1.10), the different chemical his-
tories, as seen in oxidation states, and different
ratios of elements make it evident that there
were never fewer than several asteroidal bodies.
It is probable that there has always been a very
large number.

An interesting confirmation that asteroidal
collisions project fragments into Earth-crossing
orbits is presented by Farley et al. (2006), who
attributed a pulse of interplanetary dust par-
ticles (IDPs) to a fragmentation event 8.3 +0.5
million years ago. The event is identified with a
‘family’ of asteroids with orbits that can be
traced back to a common point at that time.
They are not close enough to an orbital reso-
nance with Jupiter for any of the major frag-
ments to enter an Earth-crossing orbit, but dust
from the initial impact, and following collisions
between fragments, spiralled in by the
Poynting-Robertson effect (Section 1.9) and
some of it was collected by the Earth. Its signa-
ture is recognized in marine sediment 8.2 to 6.7
million years old by a peak in the concentration
of *He, which was produced by cosmic ray bom-
bardment of the dust.

1.9 The Poynting—Robertson
and Yarkovsky effects

Solar radiation modifies the orbits of small bodies
in the Solar System. There are two related effects.
Particles that are small enough or are rotating fast
enough to remain isothermal, in spite of being
irradiated on one side, re-radiate isotropically in
all directions. This means that the radiation car-
ries away angular momentum corresponding to
the speed of orbital motion. The loss of angular
momentum by the particles causes them to spiral
towards the Sun. This is the Poynting-Robertson
effect, first presented in classical form in 1903 by
J.H. Poynting and given a relativistic explanation
in 1928 by H. P. Robertson. The complete theory is
presented by Lovell (1954), who used it to explain
the size-filtering of meteoroid streams, identified
as cometary debris. This effect, operating on the
fine grains in the early solar nebula, offers an
explanation for some of the compositional and
isotopic gradients in the Solar System that are
otherwise paradoxical (Section 4.5). Larger
bodies, rotating slowly enough to be hotter on
their sunlit sides and with thermal inertia keep-
ing them hotter on their afternoon hemispheres
than on the morning hemispheres that have
cooled ‘overnight’, radiate anisotropically. The
modification of their orbits by the radiated angu-
lar momentum is the Yarkovsky effect, first dis-
cussed about 1900 in an obscure pamphlet by
I. O. Yarkovsky. It is comprehensively reviewed
in the context of asteroid dynamics by Bottke et al.
(2005). The essential physical difference between
these effects is that the Poynting-Robertson effect
depends on (v/c) 2, where v is the orbital speed
and c is the speed of light, but the Yarkovsky
effect depends on v/c and can therefore be much
stronger, even influencing noticeably the orbits
of bodies of kilometre size.

It is convenient to distinguish several effects
of solar radiation pressure, although they are not
really independent.

(i) There is an outward force from the Sun,
opposing the gravitational attraction. A sim-
ple interpretation suggests that for particles
smaller than a few hundred nanometres
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the net force would be outwards, blowing
them out of the Solar System, but, for par-
ticles of sizes comparable to the wavelength
of light, the effective optical cross-sections
are smaller than the physical cross section
and the radiation pressure is reduced.

(ii) A particle on an elliptical orbit receives solar
radiation that is Doppler shifted, causing a
greater radiation pressure by blue-shifted
light on the approaching limb of the orbit
than by the red-shifted light on the receding
limb. This unbalances the central gravita-
tional force that maintains the particle on
an elliptical orbit (Appendix B), and gradu-
ally converts the orbit to a circular one.

(iii) For a particle radiating isotropically the
orbital angular momentum is progressively
transferred to the radiation field because the
particle receives radiation with only radial
momentum from the Sun but re-radiates it
with a forward momentum corresponding
to its own motion. The re-radiated light is
blue-shifted in the forward direction but
red-shifted backwards. The particle loses
orbital angular momentum and spirals in
towards the Sun. Effects (ii) and (iii) consti-
tute the Poynting-Robertson effect.

(iv) When some of the received radiation is
absorbed and re-emitted (at infra-red wave-
lengths corresponding to surface tempera-
ture) gradually during rotation, there is an
imbalance of the radiation in the forward
and backward orbital directions, because
the most recently heated face radiates
more strongly. For a body rotating in the
same sense as its orbital motion the recoil
from the emitted radiation is an accelerat-
ing force, causing the orbit to expand. A
body with retrograde rotation loses angular
momentum and spirals inwards. This is the
Yarkovsky effect. Bottke et al. (2005) discuss
more general cases, including arbitrary ori-
entations of rotation axes, and also the
dependence of the effect of albedo, surface
emissivity, thermal diffusivity, size and
rotation speed.

We examine the principles of these effects
with simplified situations. Consider first the

Poynting-Robertson effect on a spherical par-
ticle of mass m and diameter d in a circular
orbit of radius r. Equating centripetal force to
the gravitational attraction to the Sun, mass M,
the orbital speed is

v=(GM/r)"/? (1.10)

where G is the gravitational constant. The total
orbital energy, E, is the sum of the gravitational
potential energy and kinetic energy and, with
substitution for v by Eq. (1.10), is

E = —GMm/r + mv*/2 = —GMm//2r. (1.11)

In time dt the particle receives solar radiation
energy de and (by E =mc?) this causes an increase
in mass

dm = de/c?, (1.12)

¢ being the speed of light. The solar radiation
carries no orbital angular momentum, so the
angular momentum of the particle is unchanged
by this process, that is

d(mvr) = md(vr) +vrdm = 0, (1.13)
so that, by Eq. (1.12),
md(vr) = —vrdm = —vrde/c?. (1.14)

The particle re-radiates the energy, de, isotro-
pically in its own frame of reference, so that
there is no reaction on it and its orbital speed is
unaffected, but it loses mass dm and therefore
angular momentum vrdm. Taking absorption
and re-radiation processes together, m is con-
served and vr decreases. The rate of loss of ang-
ular momentum to the radiation field may be
equated to a retarding torque

L =md(vr)/dt = —(vr/c?*)de/dt (1.15)
with a rate of loss of orbital energy
dE/dt = Lv/r = —(v*/c*)de/dt. (1.16)

The rate at which the particle receives radia-

tion energy is
de/dt = SA(rg/1)%, (1.17)

where A = (r/4)d” is the cross-sectional area of the
particle and S=1370Wm * is the solar
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constant, that is the radiation energy at the
radius of the Earth’s orbit, ri. Equating the deriv-
ative of Eq. (1.11) and Eq. (1.16) with substitution
of Eq. (1.17), we have

(GMm/2r?)(dr/dt) = —(v/c)*SA(rg/r)*  (1.18)

and since v is given in terms of r by Eq. (1.10) we
have a differential equation for r(t),

rdr/dt = —2SAr2 /mc?. (1.19)

Integrating from the initial condition, r=rt, at
t =0, with substitution for A and m in terms of d
and the particle density, p,

(ro/re)* — (r/re)* = (68/pc)(t/d).

The fine grains of interest generally have low
densities. Assuming p = 2500 kg m 3, expressing
t in years and d in mm,

(1.20)

(ro/1re)* — (r/15)* = 1.16x 107° t(years)/d(mm).
(1.21)

We can apply Eq. (1.21) to the pulse of inter-
planetary dust grains discussed in Section 1.8.
Their starting point was at rofrg=3.17, so that
to reach the Earth (tfrg = 1) the numerical value
of the left-hand side of this equation is 9.05.
Although there is some uncertainty in the time
of the asteroidal impact that produced them,
from the report by Farley et al. (2006) it appears
that the transit time to the Earth of the fastest
(smallest) particles was no more than 10° years,
but that the largest ones took about 1.6 x 10°
years. Noting that detection of the particles was
by cosmic ray-produced *He, and that the slower
particles had more time in space to accumulate it,
the 1.6 million year limit can be presumed secure,
although the lower limit is less so. Applying
Eq. (1.21) to these times, the particle sizes are
0.2 mm to about 0.01 mm. Although many of the
particles were probably products of secondary
fragmentations and started their independent
lives late, this does not invalidate the size esti-
mates. The upper size limit, being more secure,
calls for an explanation. It is probably attributable
to heating and loss of *He by grains larger than
0.2 mm during atmospheric entry. Larger grains
probably continued to arrive but are not apparent
from >He.

The Poynting-Robertson effect also offers a
possible explanation for some of the isotopic var-
iations in the Solar System. Grains surviving from
their pre-Solar System histories and incorporated
in carbonaceous chondrites have various isotopic
ratios reflecting their different nucleo-synthetic
sources (Section 4.5). But there is a gradient in
oxygen isotopic ratios in the inner Solar System
that cannot be explained in this way. If the grains
with different origins in the early solar nebula had
different size distributions, so that there was a
correlation between size and composition, then
size filtering by the Poynting-Robertson effect
would take effect as a compositional gradient.

When we consider the larger fragments in the
asteroidal belt, the Poynting-Robertson effect is
too weak to have any influence, and to explain
non-gravitational orbit variations we appeal to
the Yarkovsky effect. Now we are considering
bodies into which heat diffuses on their sunlit
sides and is lost from the dark sides. As a surface
cools so the heat radiated from it diminishes, so
that more heat is radiated from the recently
heated ‘afternoon’ hemispheres than from the
‘morning’ sides that have cooled ‘overnight’.
Recoil from the radiation applies a net force to
the ‘afternoon’ hemisphere, causing either accel-
eration or retardation of the orbital motion
according to the direction of rotation. To empha-
size the essential physics, we postulate an over-
simplified model that exaggerates the magnitude
of the effect, but shows why it is fundamentally
different from the Poynting-Robertson effect. We
ignore the reflectivity/emissivity of the surface,
the thermal diffusivity of a body and its rate of
rotation and suppose that all of the sunlight fall-
ing on it is absorbed and re-radiated after a 90°
rotation about an axis normal to the orbital plane.
If the body is a sphere of diameter d in an orbit of
radius r the rate at which solar energy is received
is given by Eq. (1.17) and the rate of momentum
transfer to it by the reradiation is

F=mdv/dt = £(1/c)de/dt. (1.22)
This is the radiation force acting on the body,
with alternative signs for bodily rotation in
the same sense as the orbital motion (+) or
the opposite sense (—). The rate of change in
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FIGURE 1.3 Widmanstatten
structure of the metal phase in
the Glorietta Mountain pallasite
(stony-iron meteorite). The scale
bar is 1cm. Photograph courtesy
of J. F. Lovering.

orbital energy is the product of this force and
the speed

dE/dt = Fv = +(v/c)de/dt. (1.23)

Comparing Eqgs. (1.23) and (1.16), we see why, in a
favourable situation, the Yarkovsky effect can be
so much stronger than the Poynting-Robertson
effect. For a body orbiting in the asteroidal belt
Ve 6x107°.

The words ‘in a favourable situation’ draw
attention to the fact that this simple treatment
exaggerates the Yarkovsky effect by assuming
that all incident radiation is absorbed and that
it is all reradiated at 90°. A body that is rotating
rapidly allows no time for establishment of
temperature differences around any line of lati-
tude; conversely, a body presenting a constant
face to the Sun is subject only to an outward
radiation force. Neither experiences a Yarkovsky
force. Similarly there is no unbalanced force
on a particle that is small enough (and a good
enough thermal conductor) to remain isothermal,
whether rotating or not. A strong Yarkovsky effect
requires particular combinations of body size,
rate of rotation and thermal diffusivity, as well
as depending on surface properties, albedo and
infra-red emissivity. Bottke et al. (2005) point out
that the effect is strongest when the thermal skin

depth for a temperature wave with the rotation

frequency (2n/w) ' - see Eq. (20.24) - is compara-

ble to a body’s dimensions. This means meteorite-
sized bodies, but very slow changes affecting
bodies of kilometre sizes are also of interest to
the evolution of asteroid orbits.

As in Egs. (1.22) and (1.23), the Yarkovsky
effect may have either sign, depending on the
rotation of an orbiting body. Its orbital radius
may either increase or decrease. Thus it is possi-
ble for asteroidal collision fragments to approach
resonant orbits from either direction. Bottke et al.
(2005) argue that this is necessary to the mainte-
nance of a population in highly elliptical orbits
(NEAs and meteorites). The slow process of orbital
evolution by the Yarkovsky effect precedes the
rapid increase in orbit ellipticity by gravitational
resonance. Direct injection into resonant orbits
is too rare and could produce only occasional
NEAs soon after impact events. The argument is
reinforced by evidence from the cosmic ray expo-
sures of meteorites (Section 1.8). Their sojourn in
space appears to be too long for direct injection.
The generally longer cosmic ray exposures of iron
meteorites can be attributed to their higher ther-
mal diffusivities, requiring them to be larger for a
strong Yarkovsky effect and therefore having
orbits that evolve more slowly.
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FIGURE 1.4(a) Microscopic
picture of a polished and etched
. : slice of the Anoka octahedrite

\ { (iron meteorite) showing details
of the Widmanstatten pattern.

[ The dark areas are plessite,
rimmed by taenite, within the

I more uniform kamacite.
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FIGURE 1.4(b) Profile of the variation of nickel content along the line PP’ in Fig. 1.4(a), as determined by an electron
microprobe. (This gives chemical analysis of small areas of the surface in terms of the intensities of characteristic X-
rays excited by a sharply focussed electron beam.) (Wood, 1964.)

.10 Parent bodies of meteorites
and their cooling rates

Iron meteorites have alloying nickel in solid
solution averaging about 9%, but at ambient
temperatures there is no single phase with this
composition. Two metal phases occur, the body-
centred cubic («) form (kamacite) with 5.5% to 7%
Ni, and the face-centred cubic (y) form (taenite)
with variable nickel content, generally exceeding

27%. Both phases occur in close association, as a
phase separation from solid solution after solid-
ification of a single phase from the melt. The
pattern of interwoven phases is rendered obvious
by etching polished sections, as in the example in
Fig. 1.3, and is known as the Widmanstétten struc-
ture. A third ‘phase’ - plessite - is also common,
but is really a very fine exsolution (phase separa-
tion) of kamacite and taenite within the taenite
zones, as illustrated in Fig. 1.4. Common crystal
orientations across meteorites indicate that the
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FIGURE 1.5 Phase diagram of nickel-iron according to Goldstein and Ogilvie (1965), with paths followed by
exsolving kamacite and taenite in an alloy with 10% Ni, representative of iron meteorites.

original metal crystals were very large, at least
one metre across. This indicates slow cooling.
Quantitative evidence of the cooling rate has
been obtained from the variations in composition
across the kamacite-taenite phase boundaries.
The exsolution may be understood in terms of
the phase diagram of nickel in iron (Fig. 1.5). An
8% or 10% nickel-in-iron alloy solidifies as taenite
and remains as a single-phase solid as it cools
down to about 690 °C (point A in Fig. 1.5). At this
point it enters the two-phase region, and kamacite,
with composition represented by point B,
begins to exsolve along {111} planes in the taenite
crystal lattice. {111} planes form an octahedral
pattern and iron meteorites with well developed
Widmanstétten structures are termed octahe-
drites. The lines AC and BD are phase boundaries
and between them is a region of phase instability
in which there is no stable single phase. With
further cooling to 500 °C the taenite phase
increases in nickel content, along path A — C, so
forming a decreasing proportion of the alloy,

and the planes of kamacite grow in thickness
and increase in nickel content, along path B — D.
The average nickel content is, of course, still
unchanged and is represented by point E, so
that at this temperature kamacite has become
the major component. With cooling below
450 °C, the solubility of nickel in kamacite begins
to decrease. This causes nickel to diffuse out of
the boundaries of the kamacite zones into the
taenite zones, but diffusion becomes too slow to
maintain phase equilibrium and the inhomoge-
neities in composition shown in Fig. 1.4 develop.
Diffusion of nickel is more rapid in kamacite
than in taenite, so that the margins of the kama-
cite are only slightly more depleted in nickel
than the core regions, whereas nickel from the
kamacite does not penetrate deeply into the
taenite. It is the separation of very fine crystals
of kamacite in the cores of the taenite zones that
forms plessite. This is seen as ‘noise’ on the
microprobe record in Fig. 1.4, in which fine
details are not resolved.



Widths of Widmanstitten diffusion zones
have been used to estimate the rates of cooling
of irons and iron-bearing chondrites through the
critical range 650 °C to 350 °C. Above this range
diffusion is rapid and equilibrium is maintained,
and below 350 °C the crystal structure is frozen
in. Slow cooling through this range causes wide
diffusion boundaries. Estimated cooling rates,
from 150 °C to 6000 °C per million years, accord
with the large crystal sizes apparent from the
consistent orientations of Widmanstétten boun-
daries over large specimens. Assuming the cool-
ing to have occurred by thermal diffusion in
parent asteroids, burial of the samples in bodies
a few kilometres or so in radius is implied
(Narayan and Goldstein, 1985).

|.I'l Magnetism in meteorites

Many meteorites contain fine grains of iron and
magnetite, making them suitable objects for
paleomagnetic studies (Chapter 25). Iron meteor-
ites do not yield useful results because the large
crystal sizes make them magnetically soft. Very
fine particles of iron can be magnetically stable,
but the most useful observations rely on the
presence of magnetite (Fe30,). Intriguing results
have been obtained from chondrites, both ordi-
nary and carbonaceous, and from achondrites.
Nagata (1979) reviewed the subject and listed a
large number of observations. The surprising,
but consistent, conclusion is that the chondrites
were all exposed to magnetic fields when they
were formed. Details of the magnetization pro-
cesses and the origins of the magnetic fields are
still subjects of discussion, but the universality
of meteorite magnetizations over-rides the diffi-
culties and doubts about individual cases.

The intensities of the magnetic fields in which
the natural remanent magnetizations (NRMs)
were induced can be estimated from the NRMs
of the meteorites, and their responses to demag-
netization by alternating fields and by heat. The
usual assumption is that the magnetization is
thermoremanent in origin, that is, induced by
cooling in a field. The estimates would be changed
somewhat by alternative assumptions about the
mechanism, but regardless of this uncertainty

I.1'l MAGNETISM IN METEORITES

the general pattern is clear. Ordinary chondrites
were exposed to fields between 10 ®and 7 x 10> T
(0.01 to 0.7 Gauss) with a clustering in the range
107> to 3 x 10 °T. Except for the irons, their
remanences are the least stable of meteorite mag-
netizations, so there is considerable uncertainty
both in the field strength and the inducing mech-
anism. Although the inference is that they formed
in a field, the fact that its strength was compara-
ble to that of the Earth, 3x 10 °Tto 6 x 10 ° T,
invites doubt about the possibility of induction
by the Earth’s field during or after their arrival.
Field intensities for the achondrites were gener-
ally rather smaller, but only by a factor two or
three. Greatest interest now attends the measure-
ments on carbonaceous chondrites which have
greater stability of remanence and were exposed
to stronger fields, 10 * T being typical. In this case
it is clear that the dominant magnetic carrier is
magnetite. Estimates of the inducing field usually
assume that the magnetization is thermorema-
nentin origin, but chemical remanence, resulting
from chemical generation or transformation in a
field, gives field estimates even greater than the
thermoremanence assumption. There is, there-
fore, no plausible manner in which the rema-
nence of carbonaceous chondrites could have
been caused by the Earth’s field.

As well as ‘whole rock’ estimates of the inten-
sities of magnetizing fields, measurements
have been made on individual chondrules, espe-
cially from the carbonaceous chondrite Allende,
which show evidence of two inducing fields. The
primary field, which acted on the chondrules
individually before their incorporation in larger
bodies, may have been as strong as 10> T, with
remanence carried by finely particulate iron
(Acton et al.,, 2007). However, the magnetic
moments of the chondrules appear in random
directions in the composite material, demon-
strating that they were magnetized as inde-
pendent particles before their incorporation in
larger bodies. There is also a secondary chon-
drule magnetization parallel to that of the
whole body. It is less stable than the primary
magnetization, allowing the primary field to
become apparent after partial demagnetization.

Induction of meteorite magnetizations by the
Earth’s magnetic field during flight through
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the atmosphere, or subsequently, must be dis-
counted before alternative explanations can be
taken seriously. In this connection it is impor-
tant that the interior parts of each stone remain
cool during atmospheric entry. Although a
considerable thickness of material may be
ablated away, the remaining heated skin is only
a few millimetres thick and is not sampled for
magnetic measurements. It is, therefore, not pos-
sible that meteorite magnetizations resembling
thermoremanence could have been induced by
the Earth’s field. In any case the Earth’s field is
not strong enough to have induced the stronger
carbonaceous chondritic remanences by any
mechanism. We therefore seek an explanation
for an extra-terrestrial field or fields, typically 10>
to 10 *T.

As noted in the discussion of Solar System
angular momentum in Section 1.4, the Sun is
believed to have had a strong and extensive
magnetic field during its T-Tauri stage, when
the meteorites and planets are assumed to have
been forming. It appears possible that the field
was strong enough at asteroidal distances to
explain meteorite magnetizations, bearing in
mind that it would have been intensified by wind-
ing up into spirals due to drag of the nebula.
We can plausibly argue that the field decreased
with time during the formation of meteoritic
planetesimals, being strongest during chondrule
formation and progressively weaker at the stages
when the chondrites and the achondrites were
magnetized. But the process of meteorite magnet-
ization by slow cooling or chemical precipitation
in such a field faces the difficulty that the mete-
orite bodies were not stationary with respect to it.

The rotations of the bodies being magnetized,
especially those with substantial metal contents,
would have been stopped by eddy current damp-
ing in the magnetic field, if the field itself had
been steady. In any case, rotation in an inducing
field merely reduces the effective field to the
component along the rotation axis. But we can-
not envisage the T-Tauri solar field as conven-
iently steady and dipolar. The nebular plasma
and the field interacting with it could hardly
have been less turbulent than the present solar
wind and in any case the main solar field could
well have reversed as frequently as it does now

(approximately once every 11 years). Thus we
can reasonably appeal to a solar field of strength
adequate to magnetize the meteorites, but not a
steady one, and it is necessary to postulate some
transient phenomenon as the mechanism for fix-
ing meteorite remanence. T-Tauri-type magneto-
spheres are known to be subjected to vigorous
shock waves. Particularly for the chondrules and
carbonaceous chondrites, they are a plausible
agent. For ordinary chondrites and achondrites
shock compressions due to impacts appear more
likely to be effective.

Given the necessity for a transient effect,
such as shock compression, the case for an ambi-
ent solar field may appear less than compelling,
but there are no viable alternatives. Shock hard-
ening of remanence assumes the existence of
a field; the shock itself does not provide one.
Localized electrical discharges, even lightning,
may have been possible if the nebular gas was a
sufficiently poor conductor, but lightning does
not give rock magnetizations resembling ther-
moremanence, except where the rock is heated,
and so fails to explain the magnetizations of at
least many of the meteorites. The suggestion that
the parent asteroids had fields generated inter-
nally by a mechanism similar to the Earth’s
dynamo could not account for the random con-
glomerate-type of magnetizations of the chon-
drules. Thus, although the explanation of
meteorite magnetizations is still tentative, the
existence of a magnetic field of order 10 *T
in the solar nebula out to asteroidal distances
during planetary formation appears impossible
to avoid. It justifies the argument in Section 1.4
that angular momentum was imparted to the
primordial solar nebula by a magnetic centrifuge
mechanism.

.12 Tektites

Many of the techniques used to study meteorites
have been applied to tektites, which are rounded
pieces of silica-rich glass, a few centimetres in
size, that have been found in tens of thousands
over extensive areas of all continents. Potassium-
argon and fission track dating (Chapter 3) reveal
distinct formation ages (times since fusion) of



the different geographic groups. In millions of
years the age groupings are: 0.7 (Australia and
S.E. Asia), 1.0 (West Africa), 4 (Australia), 14
(Central Europe), 35 (N. America), and possibly
26 (N. Africa). Shapes of the tektites with fused
flanges clearly indicate rapid flight through the
atmosphere, and the presence of fine metal
grains leads to the widely accepted inference
that tektites are splashes from massive meteor-
ite impacts. Tektite compositions are consistent
with their being the products of impacts on sedi-
mentary rocks. Thus the tektite ages date major
meteorite impacts on the Earth for the last 30
million years or so. A lunar origin was hypothe-
sized before lunar samples were available for
comparison, but is now discounted.

The strewn fields of tektites extend for thou-
sands of kilometres and there is no possibility
that they travelled through the atmosphere for
such large distances. The impacts must have
been large enough to propel material out of the
atmosphere. The very low contents of volatiles,
notably water, in the tektites show that they
were exposed to a high vacuum before solidifica-
tion. Their fusion crusts and flanges are products
of atmospheric re-entry after solidification in
space. However, they fell back rapidly and did
not have an extended stay in space, because,
although the strewn fields are extensive they
are localized and not world-wide. This agrees
with the observations of Fleischer et al. (1965),
who found no cosmic ray-induced fission tracks
in tektites and put an upper bound of 300 years
on their time outside the atmosphere.

|.13 The Kuiper belt, comets,
meteors and interplanetary
dust

In 1950 G. Kuiper noted the sharp cut-off in the
mass of the known planetary disc at Neptune’s
orbit (30 AU) and postulated the existence of
numerous small objects at greater distances to
give a more gradual transition to ‘empty’ space.
Now several hundred objects are known and are
appropriately referred to as the Kuiper belt. There
is an obvious analogy to the belt of asteroids

.13 INTERPLANETARY MATERIALS

between Mars and Jupiter. In both cases the dis-
tribution of orbits is influenced by gravitational
interactions with neighbouring giant planets. As
noted in Section 1.6, there are unoccupied gaps
in the pattern of asteroidal orbits, the Kirkwood
gaps, that correspond to orbital resonances with
Jupiter. Similarly, there appear to be several
populations of Kuiper belt objects, with a strong
clustering in orbits of low eccentricity and semi-
major axes in the range 42 to 47 AU, where the
Titius-Bode law (Section 1.2) might place a planet.
These bodies could well have formed in situ. The
other major group has very eccentric orbits, with
perihelia near to the orbit of Neptune, inviting
the inference that they are planetesimals ejected
by Neptune from closer orbits, and there is a tight
cluster in 3:2 resonance with Neptune (orbiting
the Sun twice for every three orbits by Neptune).
This third group includes Pluto, which must be
seen not as a conventional independent planet
but as the first-discovered Kuiper belt object. Its
partners in the 3:2 resonant cluster have been
dubbed ‘plutinos’.

Although the dense population of the Kuiper
belt has appeared to cut off at a perihelion dis-
tance of about 50 AU, this is not a final cut-off and
may simply reflect the difficulty in seeing more
distant objects. The discovery in 2003 by Brown
et al. (2004) of a more distant object, named Sedna,
raised new possibilities. Sedna is large by the
standards of the Kuiper belt, ~1500 km diameter,
2/3 of the diameter of Pluto, but its closest
approach is 76 AU from the Sun and its very
eccentric orbit takes it out to about 900 AU, giving
it an orbital period exceeding 10 000 years. If there
is a population of Sedna-like objects they will
be difficult to observe, not only because their
remoteness gives them low visibility even at clo-
sest approach, but because they spend most time
in the even more remote parts of their orbits
(Sedna spends less than 1% of the time inside 100
AU). Brown et al. (2005) have since reported obser-
vations of an even larger body, now named Eris,
in a closer but highly inclined orbit. The existence
of these bodies invites doubt about the distinct-
ness of the Kuiper belt and whether there is a low
density continuum extending much further out,
although not as far as the Oort cloud, proposed
(also in 1950) by J. Oort as a reservoir of comet
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nuclei at 75000 to 150000 AU. This must be
considered distinct because it is not co-rotating
with the Solar System. Unlike the planets, aste-
roids and Kuiper belt objects, comets that wan-
der into the inner Solar System do so from all
orientations, as do the trails of debris (meteor-
oids) that they leave.

Some comets follow elliptical orbits about
the Sun, but most approach on orbits that are
indistinguishable from parabolas. It is supposed
that those now on elliptical orbits were ori-
ginally following parabolic paths until they
suffered gravitational deflection and loss of
energy by interacting with the planets, espe-
cially Jupiter. The mechanism is the same as
the capture of several Jovian satellites. No com-
ets have been observed to ‘arrive’ on clearly
hyperbolic paths, although planetary interac-
tions have caused some to leave with sufficient
energy to escape from the Solar System com-
pletely. They are commonly considered to be
remote components of the Solar System that occa-
sionally stray into the inner parts, but since they
do not share the co-rotation of the rest of the Solar
System, but approach the Sun from all orienta-
tions, apparently randomly and with no prefer-
ence for the ecliptic plane, the case is less than
convincing.

Comets appear to be loose aggregations of
millimetre-sized particles frozen into volatile
ices that evaporate in the vicinity of the Sun,
producing luminous halos and often tails.
Without the halos comets are small, very dark
and virtually invisible. Ablation of the ices by the
Sun releases the small, friable grains that become
meteoroids. If they enter the upper atmosphere,
they appear as meteors or shooting stars. Meteor
showers occur when the Earth passes through
bands of orbiting comet debris, but there are
also many sporadic meteors that cannot be iden-
tified specifically with comets, although most
are presumed to be originally of cometary ori-
gin. Like comets, they arrive randomly from all
directions.

Some information on elemental compositions
of meteoroids is obtained from spectroscopic
observations of meteors, although their tran-
sience restricts the detail and accuracy attain-
able. Perhaps surprisingly, the compositions

are variable and there are characteristic differ-
ences between different meteor streams, indicat-
ing gross chemical differences between the
comets that produced them. The compositions
are, overall, compatible with meteoritic abun-
dances, but with more volatiles. The differences
are similar to those between different kinds of
meteorite. Thus we may suppose the comets to
be composed of primitive planetary material,
gathered up as dust and volatiles that were
driven out of the solar nebula early in its
formation.

Another source of primitive planetary mate-
rial is interplanetary dust particles (IDPs) that
are too fine to burn up as meteors in the upper
atmosphere (<20 pm across), but drift down to
the Earth or into the sea. There are two distinct
populations of IDPs. In Section 1.8 we refer to
the identification of some of them with fragmen-
tation events in the asteroid belt. But others
evidently have a more remote origin and appear
never to have been incorporated in larger bodies,
although they may be related to comets. They
are examined individually in dust collected by
high flying aircraft. These IDPs are each inter-
nally heterogeneous, being composites of even
smaller sub-grains with typically meteoritic
compositions, silicate, metal, sulphides and car-
bonaceous material, that preserve the chemical
and isotopic signatures of different nucleo-syn-
thetic sources. This was strikingly demonstrated
by Mukhopadhyay and Nittler (2004), who
reported wide variations in the *H/'H ratio
within a single particle. The very small sizes
mean that before capture the particles were
strongly influenced by radiation pressure and
the Poynting-Robertson effect (Section 1.9). By
Eq. (1.25) 20 pm particles of density 2000 kg m >
orbiting in the Kuiper belt at 45 AU would spiral
to 1 AU for capture by the Earth in 28 million
years (and from there would reach the Sun in
another 14 000 years if not evaporated sooner).
A simple-minded extrapolation to 4500 million
years ago gives a starting distance of 570 AU,
inviting the inference that if IDPs are original
components of the Solar System they could be
dust from a remote part of the Kuiper belt.
Implications for chemical and isotopic gradients
in the Solar System are discussed in Section 4.5.
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|.14 The terrestrial planets:
some comparisons

The mean densities of the terrestrial planets and
the Moon are listed in Table 1.1. They are suffi-
ciently different to require individual explana-
tions and are not rescaled versions of a standard
model. The corrections for self-compression,
applied to obtain the estimated zero pressure
densities, assume that all of these bodies are com-
posed of iron and silicates, essentially similar to
the core and mantle of the Earth, allowing differ-
ences in composition, but requiring the materi-
als to follow equations of state for terrestrial
materials.

One other simple piece of information that
has a direct bearing on the internal structure of
a planet is moment of inertia (Problems 1.1, 1.2).
This is a measure of the concentration of mass
towards the centre, due to both self-compression
and the presence of an intrinsically dense core.
We still have no information for Venus or
Mercury, but, in order of increasing central
mass concentration, the known moments of
inertia are, with a calculation for the Earth
assuming the core and mantle materials to be
uniformly mixed together,

Spherical shell (2/3)Ma?

Uniform sphere (2/5)Ma?
Moon 0.391Ma?
Mars 0.366Ma?
Earth 0.3307Ma?

Homogenized Earth 0.3727Ma?.  (1.24)

The difference between the observed Earth value
and that for the same total composition homo-
genized but still subject to self-compression is a
measure of the effect of compositional segrega-
tion. It requires a core intrinsically denser than
the mantle by a factor of two.

Venus is similar to the Earth in size and mean
density and is presumed to be similar internally.
The estimated zero pressure density in Table 1.1
is only slightly less than that of the Earth. Since
we do not know the moment of inertia and so
have no constraint on the internal distribution
of density, it is not clear that the difference is
real, being due to gross composition, rather than

an artifact of the calculation arising from differ-
ences in differentiation and depths to temper-
ature-sensitive phase changes. Venus has a core
comparable to that of the Earth and it is at least
partly liquid (Konopliv and Yoder, 1996), but gen-
erates no magnetic field. Its surface is hot
(~740K) and dry. There is a positive correlation
between topography and gravity, with no iso-
statically (hydrostatically) balanced bimodal dis-
tribution of surface elevation, corresponding to
the continent/ocean basin structure of the Earth.
It is probable that Venus has no weak asthe-
nospheric layer, which we can explain by argu-
ing that water is essential to the weakness of the
Earth’s asthenosphere, and that Venus has no
surface water to cycle through an asthenosphere
by subduction and volcanism.

Mars is less dense than the Earth and its
moment of inertia coefficient, I[Ma?, is high, indi-
cating that the core is relatively small. However,
the total mass and moment of inertia require
a mantle of higher intrinsic density than the
Earth’s mantle. The general reddish colour of
Mars and the high iron oxide contents of the
SNC achondrites, which are believed to be mete-
orite impact fragments from Mars (Section 2.5),
support the conclusion that Mars has a composi-
tion comparable to that of the Earth, but that
it is more oxidized and has a smaller total frac-
tion of Fe. Less of the available iron has sunk into
the core as metal, leaving the mantle with a high
iron oxide content. The magnetic field is weak
enough to be explained by remanent magnetism
in the thick and highly magnetizable crust, but
this required an earlier core-generated field.
Connerney et al. (1999) reported evidence of mag-
netic stripes in the Martian crust, apparently
similar to those in the ocean floors, implying
that Mars once had tectonic activity similar to
that on Earth, as well as a self-reversing magnetic
field. In that case we can reasonably postulate
not only that Mars had an ocean, but that sub-
duction of sea water led to the development of a
crust with distinct continental and oceanic
areas. Evidence of a bimodal distribution of crus-
tal elevation is now subdued, but may still be
there. Yoder et al. (2003) reported observations
of the deformation of Mars by the solar tide
that indicate that its core is still at least partly

21



ORIGIN AND HISTORY OF THE SOLAR SYSTEM

Table 1.2 Models of terrestrial planets

Property Mercury Venus Earth Moon Mars
r (km) 2440 6051.8 63710 1737.5 3389.9
M (10%* kg) 0.3302 48685 59736 007349 0.641 85
p(kgm™3) 5427 5204 5515 3345 3933
IIMP* 0338F0007  0.336° 03307°  0.393:° 0.366°
Core density factor .05+ 0.05 1.00 | .05+ 0.05 .05+ 0.05
Mantle density factor 0.98 F0.02 1.00 | 0.971 1.022 £0010
Feorel Fofanet 0.784F0021 0522 0.546 0226 70008 042270017
Meore/Mojanet 0679 F0015 0286 0.326 002470002  0.156F0010
Central P (GPa) 386405 286 364 591 +£006 429412
Adiabatically 5017 3868 3955 3269 3697
decompressed
p(kgm™)

“model calculations
b observed

fluid and somewhat larger than the estimate in
Table 1.2, but relatively smaller than that of the
Earth. Mars has developed massive volcanos,
which appear to be supported by the rigidity of
a thick, cool lithosphere, but it is not clear that
they are currently active.

Mercury has by far the highest uncompressed
density of all the terrestrial planets. It is also
the smallest, excluding the Moon, so that self-
compression is slight, and in particular, the
important pressure-induced phase transitions
observed in the Earth’s mantle would not occur
in the depth range of Mercury’s mantle. Thus
we do not need a value of moment of inertia to
deduce that the core of Mercury has about 78%
of the planet’s radius (Problem 2.2, Appendix J).
With respect to oxidation, Mercury is evidently
at the opposite end of the scale from Mars. At the
modest internal pressures of Mercury we would
expect less oxygen dissolved in the metallic core
than in the Earth’s core. Sulphur may not be a
good core candidate either, because of its vola-
tility and the proximity of Mercury to the Sun.

The ratio Fe[(Si+ Mg) in Mercury is clearly
higher than for the other terrestrial planets and
demands fractionation in the early solar nebula.
The resulting large core leaves the mantle only
500 km deep. The surface appears to have been

disturbed rather little by tectonic processes
since massive impact cratering, which we sug-
gest was caused by the infall of fragments from
one or more vestigial satellites (Section 1.15).
The magnetic field of Mercury is of particular
interest. Although much weaker than the fields
of the Earth or giant planets, it is more than 100
times stronger than the fields of Venus, Mars or
the Moon (Table 24.2). Explanations in terms of
crustal magnetization and induction by the solar
wind have been considered but appear inad-
equate and in Section 24.8 we conclude that it
is almost certainly driven by an internal dynamo.
This requires a core that is at least partly fluid,
and Margot et al. (2007) reported mechanical evi-
dence that this is so.

The Moon is less dense than the terrestrial
planets and it is small enough to have only a 2.3%
difference between compressed and uncom-
pressed densities. The central pressure is less
than required for the silicate phase transitions of
the Earth’s mantle, and the observed moment of
inertia cannot be explained by self-compression,
even though it appears to be close to the value
for a uniform sphere (0.4). A compositional varia-
tion is required and the obvious explanation
is a small metallic core. A core with 2.5%
of the mass of the Moon and 22% of its radius
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FIGURE 1.6 Relative core sizes of the terrestrial planets and the Moon.

suffices. A heterogeneous mantle or very thick
crust cannot be ruled out as alternatives and
records from the lunar seismometers did not
establish the presence or absence of a core, but
the evidence of an early lunar magnetic field
demands one. Stevenson (2003) and Williams
et al. (2004) reported evidence that the core is
still at least partly fluid. Thus we conclude that
all of the terrestrial planets and the Moon have
cores that are partly liquid.

Table 1.2 lists mechanical details of models
of terrestrial planets and Fig. 1.6 illustrates the
core sizes. These models are results of calcula-
tions that assume that the other planets and the
Moon have metallic cores and silicate mantles
following the same equations of state as the
Earth’s core and mantle, but with densities
that may be slightly different (Stacey, 2005). For
Mercury, Mars and the Moon the possibility is
allowed that the cores have densities between
1.0 and 1.1 times the density of the Earth’s
core. This is the meaning of 1.05 £+ 0.05 and not
that this range represents an uncertainty in the
conventional sense. Then with (p/pg) vs P match-
ing the equations of state for Earth materials, the
core sizes and mantle density factors were
adjusted to give the observed planetary radii
and masses (and also moments of inertia in the
cases of Mars and the Moon). The + or F ranges
correspond to the assumed core density ranges.
Thus for Mars the estimated core and mantle
density factors are positively correlated but in
the case of Mercury the correlation is negative.
For Mars and the Moon the observed moments of
inertia provide an additional constraint, making

the calculations more secure than for Venus
or Mercury.

|.15 Early history of the Moon

The origin of the Moon has been a fertile source
of conjecture. Even in modern times several quite
different hypotheses, including capture from an
independent solar orbit and fission of the Earth,
have had strong advocates. A fashionable variant
of the fission hypothesis is that the Moon
accreted from debris thrown up by a massive
(Mars-sized) impact on the Earth. The original
logic of this idea was essentially geochemical;
an inference that the Moon is composed pri-
marily of terrestrial mantle material already
segregated from the core. In spite of serious geo-
chemical objections (Ringwood, 1989; Lee et al.,
1997) and calculations indicating that it is only
marginally possible mechanically (Canup and
Asphaug, 2001), this hypothesis has almost
become the conventional wisdom, so we review
some of the difficulties that it faces. As a general
observation, we regard satellites as a normal
accompaniment to planets and seek an explan-
ation for their fewness in the inner Solar System,
and not a special explanation for the fact that
the Earth has one.

There is a gradient in the oxygen isotope
ratio, '®0/'®0, in the Solar System, as discussed
in Section 4.5 and illustrated in Fig. 4.2. For the
Moon this ratio falls on the terrestrial fractiona-
tion line, demonstrating that the Earth and
Moon formed at the same distance from the
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Sun. By the giant impact hypothesis, the lunar
composition would be dominated by material
from the impactor, which must, therefore have
been in a solar orbit close to that of the Earth.
This means that its relative velocity was modest
and debris from the impact would have formed a
moon in a close terrestrial orbit. This agrees with
the calculations of Canup and Asphaug (2001),
which suggest that the Moon formed just outside
the Roche limit of gravitational instability at 3 Rg
(Earth radii) (Section 8.5). It would not have
formed at about 25 Rg, as required by extrapola-
tion of tidal friction observations (Section 8.6).
We take a critical look also at the commonly
advanced argument that the angular momentum
of the Earth-Moon system requires a special
explanation, such as a giant impact. The orbital
angular momentum per unit mass of satellites is
necessarily very much greater than the rotational
angular momentum of their parent planets. For
the Moon the ratio is 400. It is much larger still for
the Jupiter system and, in Section 1.4, we point
out that for the Solar System as a whole 99.5% of
the angular momentum is attributed to orbital
motion of the planets, which have about 0.1% of
the mass. It is misleading to refer to a high angu-
lar momentum of the Earth-Moon system. All
that this means is that the Moon has a substantial
fraction of the total mass, so that its orbital angu-
lar momentum makes a large contribution to the
total. If the angular momentum argument is to
be pursued it must be diverted to a claim that
the large Moon/(Earth + Moon) mass ratio (1.2%)
requires a special explanation. Is this ratio anom-
alous? We believe not. In the Solar System there
are rather few examples to use for comparison.
Mercury and Venus have lost any satellites they
once had, for a reason discussed below. Pluto’s
satellite, Charon, appears to have about 12% of
the mass of that system. Satellites of the giant
planets are too small to hold the lighter gases
and we cannot make an effective comparison
with the heavy elements in their parent planets.
That leaves Mars as the anomaly, with so little
mass in its satellites. So, if we argue about angular
momentum, what data do we have to go on?
Perhaps we should consider the rotational speed
that a parent body would have if merged with its
satellites, conserving angular momentum. For

the Earth, that would mean a rotational period
of 4 hours. Repeating the calculation for the Solar
System as a whole, the rotational period of the
Sun would be about 3.5 hours (compared with the
present 28 days). We do not suggest that this is a
very significant statistic, but only that the angular
momentum of the Earth-Moon system offers no
evidence for a giant impact.

All of the giant planets have numerous satel-
lites (Table 1.1). Pluto has three (Weaver et al.,
2006) and the asteroid Ida has one, but the ter-
restrial planets have only three between them.
Mars has two very small ones and Venus and
Mercury have none, making the Earth’s single,
large satellite exceptional among the terrestrial
planets. But there is a straightforward explana-
tion for this situation. The orbit of the Moon is
evolving due to the energy dissipated by the tide
that it raises in the Earth (Section 8.4). The Earth
is losing rotational energy but a small fraction is
imparted to the lunar orbit, causing the Moon
to recede from the Earth at a rate that has caused
a major change in the orbit over its lifetime. The
recession of the Moon is a consequence of the
fact that the Earth’s axial rotation is faster than
the Moon’s orbital motion. If the Earth were
rotating more slowly than the orbital motion,
then tidal friction would, instead, cause the
Moon to spiral in towards the Earth because the
effect of tidal friction is to oppose the relative
rotation. The Sun also raises a tide in the Earth,
but it is smaller than the lunar tide. However,
Venus and Mercury, being closer to the Sun, have
larger solar tides. Solar tidal energy dissipation
(which varies with distance r from the Sun as r°)
has effectively stopped their rotations. Thus tidal
friction would have caused any satellites that
they once had to have spiralled in towards
them, eventually reaching the Roche limit of
gravitational instability (Section 8.5), although
the final stage of accretion of their fragments by
the parent planets is not so clear. If the Earth’s
rotation had been stopped by the solar tide, then,
from its primordial distance, the Moon would
have plunged into the Earth long ago.

Tidal friction also provides an explanation for
the fact that the Earth now has just one, large
satellite. At the present rate of rotation of the
Earth a synchronous orbit would be at 6.64 Earth



radii and any satellite outside this range would
recede from the Earth. For the faster original
rotation of the Earth the synchronous orbit
would probably have been inside the Roche
limit at 3 Earth radii (Section 8.5), so all of the
original satellites would have been receding
from the Earth. The rate of recession would
have been much faster for the inner ones unless
they were very small, varying as mr~>®° for mass
m at distance r (Eq. 8.32). We can therefore see
that any number of satellites that were not ini-
tially too remote would have coalesced into a
single body. There is no reason to consider the
Earth-Moon system to be anomalous or to
require a special event or process. Perhaps we
should consider Mars to be anomalous because
there is so little mass in its satellites, but the
single large satellite of the Earth and the absence
of satellites of Mercury and Venus are inevitable
consequences of tidal friction.

The cratered lunar surface has preserved a
record of its bombardment and the discovery
of impact melts in the lunar samples returned
by the Apollo missions allowed the impact dates
to be estimated. A major, widespread isotopic
disturbance 3.9 x 10° years ago was promptly
recognized (Tera et al., 1974), leading to the
inference of a lunar cataclysm at that time.
Identification of the event with an intense bom-
bardment of limited duration has received
strong support (Ryder, 1990; Dalrymple and
Ryder, 1993, 1996; Ryder and Mojzsis, 1998;
Cohen et al., 2000), but also doubts (Hartman,
2003). There are two sources of evidence: impact
melts from samples collected by astronauts and
from meteorites identified as fragments from
later impacts on the Moon. Evidence for impacts
before 3.9 x 10° years ago is very limited. Both
kinds of sample include melts indicative of dates
up to 1.5 x 10° years younger, but this is less
common for the Apollo samples. The alternative
to the cataclysm hypothesis is that bombard-
ment only gradually declined after formation
of the Moon, with no cataclysmic peak, but
that earlier evidence was erased by the intense
resurfacing. However, this is incompatible with
the existence of lunar basalts with ages up to
4.2 x 10°years. If we need to choose between
the two data sets we favour the Apollo samples,

I.15 EARLY HISTORY OF THE MOON

because lunar meteorites are themselves pro-
ducts of later impacts sufficiently violent to cause
some resetting of isotopic clocks by shock wave
heating. An objection to our focus on the Apollo
samples, for which evidence of the cataclysm
may be a little clearer, is that they may represent
only localized areas of the lunar surface. But the
massive impacts, apparent from the sizes of the
lunar craters, would have distributed debris all
over the Moon and not just locally. We take the
view that evidence for the cataclysm, a massive
bombardment of the Moon after 600 million
years of relative quiescence, is well documented
and demands an explanation.

At this point we depart from the supposition
(e.g. Kring and Cohen, 2002) that the same cata-
clysmic bombardment affected the whole of the
inner Solar System. Indeed, if it had done so, the
Earth, with stronger gravity, would have been
more intensely bombarded, although lack of evi-
dence for this does not carry great weight
because very little crust has survived from that
time. We consider it far more plausible that the
debris that impacted the Moon had been in ter-
restrial orbit, as a second moon, for 600 million
years. With the lunar orbit evolving by tidal fric-
tion, as Wetherill (1981) pointed out, the smaller
body eventually came within the Roche limit of
the larger one (Section 8.5) and broke up; its
fragments remained in terrestrial orbits and
bombarded the Moon over the next several mil-
lion years, probably after multiple secondary
fragmentations. The analysis in Section 8.6 indi-
cates that this occurred when the Moon was at a
distance of about 40 Earth radii (compared with
the present 60.3 Earth radii) and that the delay
between formation of the Moon and the cata-
clysm agrees well with the time scale of orbital
evolution by tidal friction.

Our variant of the lunar cataclysm hypothe-
sis has some further implications. Since the
postulated second moon and its fragments
were in terrestrial orbits, not dramatically differ-
ent from that of the major moon, the impact
velocities were modest. The fragments were
large and caused massive craters, but they were
not moving at speeds comparable to those of
asteroidal bodies on highly elliptical orbits.
Thus, only a modest fraction of the material
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ejected by the impacts would have escaped the
lunar gravity and most of that would have
remained in terrestrial orbit for subsequent col-
lection by the Moon. Very little, if any, would
have reached the Earth. This adds further
emphasis to our point that the cataclysm
affected only the Moon. No material from else-
where was involved and there was no bombard-
ment of the Earth.

We suppose that late bombardments affected
Mercury and Venus, as well as the Moon, but
they were independent events. If, as we suggest
above, Venus and Mercury once had satellites

which were caused to plunge into them by tidal
friction, as soon as solar tidal friction slowed
the planetary rotation, then the final stage
would have involved break-up inside the Roche
limit. Each planet would have been impacted by
numerous fragments. This is consistent with the
cratered surface of Mercury. Late bombardments
of this kind require a mechanism that causes
orbital evolution and tidal friction is the obvious
candidate. As we point out in Section 8.6, it is
well understood, although its significance to the
history of the inner Solar System has not been
fully recognized.



Composition of the Earth

2.1 Preamble

The elements of the Solar System are products of
several nucleo-synthetic events but were almost
completely mixed in the solar nebula before plan-
etary accretion began. Fine grains in carbona-
ceous chondrites have preserved a record of
early events; the final one was a supernova that
preceded planetesimal accretion by no more than
a million years. Elements heavier than iron
and all or most of the radioactive species were
supernova products. The non-volatile elements
accreted in the inner Solar System, forming the
terrestrial planets and the meteorite parent
bodies. The mixture is dominated by elements
with atomic masses that are multiples of 4, a
nuclear structure favoured by the strong binding
of *He nuclei (Table 2.1). This selection of avail-
able nuclides places a restriction on hypotheses
concerning planetary composition. It adds confi-
dence to our understanding that the same major
elements formed all of the terrestrial planets as
well as the meteorites, and that the meteorites
give us a broad picture of planetary chemistry.
As in the meteorites, the most abundant ele-
ments in the Earth are oxygen, iron, magnesium
and silicon (masses 16, 56, 24, 32). For the com-
positional model summarized by Table 2.2, the
proportions by mass are 31.5%, 30.3%, 15.4%
and 14.2%, with all the other elements together
making up the remaining 8.6%. The uncertain-
ties in these numbers are indicated by the differ-
ences between proportions of major refractory
elements in the meteorite and Earth columns of

Table 2.1. The abundance of metallic iron in
meteorites allowed it to be recognized as the
major constituent of the Earth’s dense core as
soon as the core was identified by seismology.
This accounts for most of the iron in the inven-
tory of the Earth’s constituents, leaving an over-
lying mantle dominated by MgO and SiO,, with
lesser amounts of FeO, CaO, Al,0;, Na,O and
others. These oxides form various compounds
that comprise the mantle minerals, with pres-
sure controlling the mineral structure. With
respect to these major constituents the mantle
is believed to be essentially homogeneous but
with a physical layering caused by pressure-
induced phase transitions to progressively
denser mineral structures with increasing depth.

We have direct access to a very small fraction
of the Earth, the uppermost part of the crust, and
the whole crust constitutes only 0.5% of the mass
of the Earth and is not representative of the total
Earth composition. The wunderlying mantle
makes up 67% and the core 32.5% of the total.
They are composed of materials that are denser
than the crust, even allowing for compression.
We have, therefore, only indirect methods of
determining the overall composition of the
Earth. Seismological modelling (Chapter 17),
high pressure experiments on candidate materi-
als (Section 18.2), analyses of mantle-derived
igneous rocks, comparisons of their radioactive
contents with the geothermal flux (Chapter 20)
and the existence and behaviour of the geomag-
netic field (Chapter 24) give important clues.
But our confidence that we are correctly assess-
ing the composition of the Earth really derives
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Table 2.1 Estimated relative abundances by
mass of elements in the solar photosphere,
meteorites and the Earth. Values are
normalized to the abundance of silicon. See
Newsom (1995) and McDonough and Sun
(1995)

Mass of
most
abundant

isotope  Element Sun  Meteorites Earth

| H 1003

4 He 392 — -

16 O 3.6 22 2.22
12 C 44 033
20 Ne 35
56 Fe 26 1.8l 2.14
14 N .6 0.00l 20 ppm
28 Si | | I
24 Mg 091 091 1.09
32 S 052 0.60 0.20
36 Ar 0.13 20 ppb 20 ppb
58 Ni 0.105 0.105 0.16
40 Ca 0.092 0.088 0.12
27 Al 0.080 0.082 0.1
23 Na 0.049 0.047 0.013

from its similarity to the non-volatile constitu-
ents of meteorites and the solar atmosphere.
Although the compositions of all the terrestrial
planets can be explained by the same basic build-
ing blocks, the proportions are not all identical.
Some fractionation of elements occurred. A very
noticeable example is seen in the density of
Mercury, which requires a higher proportion of
iron than is possible for the Earth.

There are mineralogical phase transitions in
the mantle at 410km and 660 km, with a less
striking one at 520 km. By convention the lower
mantle starts at the 660km boundary and
extends to the core-mantle boundary (depth
2890 km). The region above it, referred to as the
upper mantle, includes the phase transition
zone and is more obviously heterogeneous than
the deeper part. The possibility that the upper
and lower regions of the mantle are chemically
distinct has often been canvassed, but for a vari-
ety of reasons the difference is believed to be

Table 2.2 The most abundant elements in
the Earth: percentages by mass for the
mantle and core models in Sections 2.7 and
2.8 with some values for the upper crust, as
considered in Section 2.9

Upper

cont. Outer Inner
Element crust Mantle core core Earth
O 468 4423 534 0.1 3147
Fe 3.5 626 79.15 8443 30.26
Mg .3 2280 - — 1536
Si 308 21.00 - — 1415
Ni - 0.2 649 692 227
S 3.0 003 884 802 278
Ca - 2.53 - - 170
Al 8.0 2.35 - - 1.58
Na 29 0.27 - - 0.18
Others 3.7 033 058 052 022
Mean 208 21.08 4453 50.16 2572

at. wt.

slight. A debate that has hung on this is whole
mantle convection vs separate upper and lower
mantle circulations. A suggestion that the 660 km
transition inhibits convection through that
depth is addressed in the discussion of thermo-
dynamics of mantle convection (Chapter 22).
Chemical isolation of upper and lower mantles
would introduce considerable compositional
uncertainty. Mineral inclusions in diamonds
that have evident lower mantle origins and ‘hot
spot’ basalts, believed to be partial melts from
convective plumes originating at the base of the
mantle (Chapter 12), provide samples consistent
with a more or less homogeneous mantle com-
position. Moreover, seismological imaging indi-
cates that cool lithospheric slabs, subducted
from the surface, penetrate deep into the lower
mantle. Evidence that the sources of some
mantle-derived rocks have maintained chemical
(and isotopic) isolation for the entire life of the
Earth must be explained without postulating iso-
lated or compositionally distinct upper and
lower mantles.

A model of mantle composition consistent
with its origin as primitive (type 1 carbonaceous)



meteorites, from which volatiles and core con-
stituents have been removed, is referred to as
the pyrolite model. It was originally derived by
A.E. Ringwood from elemental fractionations in
the process of partial melting that produces
basaltic magma. Although suggestive of fire, the
word pyrolite is a contraction of the two principal
minerals, PYRoxene and Olivine, a simple
combination of which approximates the mantle
composition. While there are numerous variants
of the pyrolite model, we can take the low
pressure form to be 60% olivine ((MgFe),SiO,),
30% pyroxene ((MgFe)SiOz) and 10% garnet
((FeMgCa)3Al,Si30,5). The garnet is more close-
packed than olivine or pyroxene and so survives
compression better. It tends to absorb the others
with increasing pressure until more dramatic
phase changes convert the minerals to new struc-
tures. A detailed development of the pyrolite
model of the mantle composition, presented by
McDonough and Sun (1995), appears reasonably
secure, but there is more uncertainty about
the core.

The mantle is not representative of the Earth
as a whole because some elements, especially
iron, have settled into the core. Although iron
is the dominant element, the core is 10% less
dense than pure iron under similar conditions
and the mixture of lighter elements causing this
has been debated for several decades (Poirier,
1994). The serious candidates are, in order of
increasing atomic weight and with mass frac-
tions in the outer core required if each were
the only light ingredient, H (1.4%), C (10.6%), O
(12.7%), Si (17.7%), S (18.2%). The choice between
them affects the estimated overall composition
of the Earth. Arguments in Section 2.8 favour a
mixture primarily of S and O in the outer core,
with S but little O in the inner core. The presence
of both H and C must be allowed but Si is not
favoured. Also we consider that the core is likely
to contain more Ni than is suggested by com-
positions of carbonaceous chondrites and is
better represented by the Ni contents of iron
meteorites.

We use the mantle + crust (silicate Earth) com-
position by McDonough and Sun (1995) and an
estimated core composition based on Table 2.5 to
obtain the resulting total bulk Earth composition

2.1 PREAMBLE

in Table 2.2. Also listed is the composition of the
upper crust in continental areas, as estimated by
McLennan (1995). The crustal composition is very
diverse, and in referring to it we emphasize only
that its overall average differs from that of the
mantle. With respect to the major constituents of
the Earth, the contribution by the crust is lost in
the uncertainties, but many of the minor ele-
ments are concentrated in the crust. Notable are
the thermally important radioactive elements, K,
U and Th (see Chapter 21). The crust-mantle
boundary (Mohorovic¢i¢ discontinuity) is identi-
fied by its density and seismic velocity contrasts.
It marks a world-wide compositional difference.
The biggest difference between crust and mantle
compositions is in the Mg concentration, partly
compensated by Al, leaving the crust much richer
in Si. In view of the prominence of these ele-
ments, the crustal composition is sometimes
referred to as sial (Si-Al), to distinguish it from
the mantle sima (Si-Mg).

A useful summary of the migration of ele-
ments in the evolution of the Earth is their
grouping in the periodic table according to geo-
chemical behaviour (Table 2.3). Siderophile
(iron-loving) elements that are presumed to be
core constituents are tightly clustered in the
table, and atmospheric elements are also an
obviously distinct category. Lithophile (silicate-
loving) elements are left after extraction of
the siderophile and chalcophile (sulphur-loving)
elements. There is a distinct group of elements,
termed ‘incompatible’, that do not fit well into
mantle crystal structures and separate into the
fluid during partial melting. Volcanic processes
concentrate them in the crust. They include
all the thermally important radioactive species
and leave elements such as Mg in a mantle
residuum.

Hydrogen, primarily in the form of water, has
several crucial roles in the Earth, although it is
not represented with the most abundant ele-
ments in Table 2.2. It is especially obvious at
the surface, 70% of which is covered by water,
and occurs in trace abundance throughout the
mantle. Water is cycled through the atmosphere
at a rate equivalent to the volume of the oceans
in about 3000 years. Also, ocean water is cycled
through the uppermost mantle, being carried
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Table 2.3 Classification of elements by geochemical behaviour according to V. Goldschmidt
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down in subduction zones with sea-floor sedi-
ment. Tectonics as we know it depends on this
cycle. Water has a dramatic effect on the
mechanical properties of mantle rocks.
Although we have only indirect evidence of the
abundance of water deep in the mantle from
ocean island basalts, the viscosity is not explicable
without some water. The occurrence of hydro-
gen in the core is considered in Section 2.8,
but it is not a major component in the composi-
tional model in Table 2.5.

In a discussion of the composition of the
Earth we need to note the role of the atmos-
phere, which is at least partly an outgassing
product, and the evidence of its evolution is a
record of the history of the Earth as a whole. The
Earth is environmentally unique, as is illustrated

by a comparison of the atmospheres of Venus,
Earth and Mars (Tables 2.8 and 2.9).

2.2 Meteorites as indicators of
planetary compositions

As we mention in Chapter 1, meteorites are of
several kinds, with compositions ranging from
100% metal to 100% stone, but they are commonly
a mixture. Their relevance to the composition of
the Earth hinges on evidence that they were
derived from a common source in the solar nebula
by a variety of events and processes, and that their
total composition is similar to that of the nebula
from which the terrestrial planets accreted. We
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consider four observations which, taken together,
provide convincing evidence that this is so and
invite the obvious conclusion that the Earth and
other terrestrial planets formed from the same
primordial brew.

(i) Almost all meteorites have a common forma-

tion age, about 4.57 x 10° years (Section 4.3).

(ii) With a few interesting but very special excep-
tions, discussed in Sections 4.5 and 4.6, the
meteorites have the same isotopic ratios as
one another (and the Earth). Distant molec-
ular clouds, observed spectroscopically, have
quite different ratios, being derived from dif-
ferent nucleo-synthetic events.

(iii) Abundances of elements in the solar atmos-
phere (Table 2.1) are consistent with the over-
all composition of meteorites (Section 2.6).

(iv) All of the meteorite types can, in principle,
be produced from the most primitive (least
processed) type, the carbonaceous chon-
drites (Section 2.4), by heating and reduction
with some segregation of the processed
material. The densities of the terrestrial pla-
nets can also be explained in this way.

2.3 lrons and stony-irons

Many of the meteorites are composed entirely or
mainly of metallic iron, alloyed with nickel, and
many of the stony meteorites, which are more
abundant than the irons, contain some metal.
Iron meteorites generally survive hypersonic
flight through the atmosphere better than
stones and they are more obviously different
from common crustal rocks than are stony mete-
orites. Being more immediately recognizable as
extra-terrestrial objects, they are the type mete-
orites of popular literature. A characteristic fea-
ture of irons and stony-irons is an exsolution
of two phases of the FeNi alloy, rendered visible
by etching polished sections, as in Fig. 1.3. This is
the Widmanstatten structure, which provides a
measure of the cooling rates, showing that the
asteroidal parent bodies of these meteorites
were several kilometres in radius (Section 1.10).

It is easy to visualize the iron meteorites as
forming the cores of their parent bodies, although

this is conjectural, because there are no coinci-
dences in cosmic ray exposure age for irons and
stones (Section 1.8). The gravitational separation
would have been quite sluggish in a body prob-
ably less than 1/1000 of the Earth’s radius with
correspondingly weaker gravity, and it is not sur-
prising that many of the meteorites are mixed
iron and stone with incomplete separation.
Unlike the situation in the Earth, the gravitational
energy of core separation was a negligible contri-
bution to the heat required for melting. Neither is
there convincing evidence for sufficient early
short-lived radioactivity and the only obvious
sources of heat are the kinetic energy of collisions
between merging bodies and chemical energy
released by carbon reduction of magnetite to met-
allic iron. We can understand that the heating
and resulting metamorphic processing of meteor-
ite parent bodies were very variable. A plausible
mechanism for the production of meteoritic iron
would start with a collision between asteroids of
primitive carbonaceous material (Section 2.4),
containing iron as magnetite (Fe;0,4) and carbon
compounds, as well as silicate. Such a collision
would generate sufficient local heat to trigger a
blast-furnace reaction, producing metallic iron
and blowing off carbon monoxide.

Pallasites are an interesting type of stony-iron
meteorite and examples are illustrated in Fig. 2.1.
The material with a metallic appearance is troilite
(FeS). Sulphur dramatically lowers the melting
point of iron. The eutectic temperature of an Fe-S
mix is 1261K, more than 500K lower than the
melting point of pure iron, so that, in the presence
of sulphur, melting would occur with heat inad-
equate to melt Fe or Fe-Ni alloy. This is persuasive
evidence that S has accompanied Fe into the Earth’s
core (Section 2.8). The stony parts of such stony-
irons have achondritic mineralogy (Section 2.5).

2.4 Ordinary and carbonaceous
chondrites

There are several kinds of chondrite, but collec-
tively they are more abundant than all other
types of meteorite taken together. They are
stony meteorites, most of which have structures
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FIGURE 2.1 Cross sections of

Springwater pallasite

two pallasites (stony iron
meteorites), by courtesy of

J. Wasson and A. Rubin.

The material with metallic
appearance is troilite (FeS), which
has melted and separated from
the silicate.

8.0cm

and appearances quite different from terrestrial
rocks. The characteristic feature is the presence
of chondrules, finely crystalline but originally
apparently glassy silicate globules up to a centi-
metre or so in size, that are embedded in a
matrix of other materials. The word chondrite
simply means a meteorite containing chon-
drules. For the ordinary chondrites, the matrix
in which the chondrules are embedded is a mix-
ture of crystalline silicate and, commonly but
not necessarily, grains or filaments of nickel-iron.
Also of special interest are refractory inclusions
rich in Ca and Al (CAls), that are distinct from
chondrules and may be the earliest condensates
in the solar nebula. Figure 2.2(a) shows a section
across a meteorite with three types of material in
asingle specimen and Fig. 2.2(b) is a cross-section
of the chondritic inclusion in it.

Since the chondrules constitute major frac-
tions of most chondrites, it is evident that a large
proportion of meteoritic matter is in the form of
chondrules. However, they are uniquely meteor-
itic. None has been found in any terrestrial rock,

Esquel pallasite

but they represent a stage in the evolution of the
materials that formed the terrestrial planets, and
have survived in the chondritic bodies simply
because they have never been heated strongly
enough to rework them into fully crystalline
rocks. As pointed out in Section 1.11, the chon-
drules were magnetized as independent grains
and were subsequently incorporated in larger
bodies. They were, therefore, a primary conden-
sate in the solar nebula. The process of magnet-
ization remains conjectural, but it appears that,
as independent particles in the solar nebula,
chondrules were subjected to transient heating
and even melting. They are presumed to have
acquired thermoremanent magnetizations in
this process.

Chondrites are classified according to their
chemistry and the degree of metamorphism,
that is, the extent to which their mineralogy
and structure were changed by heat and pres-
sure in their parent bodies. The metamorphism
caused redistribution of elements by diffusion
between minerals. Iron (and nickel) in particular
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were redistributed in this way, as can be seen in
the more strongly metamorphosed chondrites in
which the metal grains tend to be either entirely
taenite (high Ni) or entirely kamacite (low Ni)
instead of being an intergrown mixture of both.
But the taenite grains have the same diffusion
profiles as the taenite lamellae in octahedrites
(see Section 1.10 and Fig. 1.4), showing that they
were effectively in contact with kamacite grains
by diffusion of metal through the intervening
silicate.

FIGURE 2.2(a) Polished section
of the Bencubbin meteorite.

The bulk of the meteorite has

a well-developed crystalline
(achondritic) structure, but a
large chondrite inclusion
appears in the dark area on

the right-hand side of the
photograph. On the left-hand
side is a carbonaceous chondritic
inclusion.

FIGURE 2.2(b) Enlarged section
of the ordinary chondrite
fragment, showing the structure
of the chondritic spherules, just
apparent in (a). Photographs
courtesy of J.F. Lovering.

In classifying chondrites according to the
degree of metamorphism, the most interesting
are the least metamorphosed, because they are
closest to the primitive material from which
the terrestrial planets formed. These are the
rare carbonaceous chondrites, so named because
they contain carbon compounds. They are also
much richer in volatiles than other meteorites
and most of their iron is in the form of magnet-
ite, Fe;04. Carbonaceous chondrites are dark and
amorphous in appearance and very friable. Their
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rarity in terrestrial collections is due more to
their inability to survive flight through the
atmosphere than to an absolute rarity in space.
Many asteroids, especially those farthest out in
the Solar System, have reflection spectra indica-
tive of carbonaceous surfaces.

The carbonaceous chondritic material in
museum and university collections is dominated
by a single meteorite, Allende, which arrived as
thousands of stones scattered over 300 km? in
northern Mexico in 1969, following a spectacu-
lar fireball. Over 2000 kg were collected, and it is
believed that this is only a small fraction of the
total that fell. The fact that large sample sizes are
available for analysis has permitted a range of
experiments that would not have been possible
without Allende. These include chemical analy-
ses of large numbers of individual chondrules,
and refractory inclusions (CAls) of Ca-rich and
Al-rich types, that suggest high temperature con-
densation from the solar nebula. These studies
revealed anomalies in isotopic abundances, indi-
cating that the nebula included dust grains from
different nucleo-synthetic sources and that some
of the grains survived in the most primitive
meteorites (Section 4.5). But, except for light,
volatile elements such as nitrogen and oxygen,
the carbonaceous chondrites have compositions
similar to that of the solar atmosphere and are
believed to represent primitive solar nebular
material. Isotopic studies of chondrites are dis-
cussed in Section 4.6.

2.5 Achondrites

Achondrites are stony meteorites that are fully
crystalline, like terrestrial igneous rocks, and
have no chondrules, although in cases such as
the Bencubbin meteorite (Fig. 2.2) conglomerates
occur. In the formal classification, achondrites
have no metallic iron, but the stony parts of
stony-irons (Fig. 2.1) are generally crystalline,
like achondrites, so the classification is blurred.
The achondrites are fragments of bodies that have
evolved further towards planet formation than
the ordinary chondrites. They are similar in com-
position to the mantle of the Earth. The evolu-
tionary details presumably varied according to

the sizes of the parent bodies and proximity to
the Sun. A few of the achondrites have composi-
tions representing further planetary evolution in
bodies larger than asteroids. Meteorites collected
in Antarctica include 30 or so that are identified as
fragments of the Moon, thrown off by major mete-
orite impacts there, and one group has composi-
tions indicative of Mars as the source. They include
trapped gas, with nitrogen and the rare gases
closely matching the proportions in the Martian
atmosphere (see McSween, 1999, Fig. 5.19).
They are known as SNC (‘snick’) meteorites from
the initials of three representatives (Shergotty,
Nakhla and Chassigny).

2.6 The solar atmosphere

Astrophysical estimates of solar abundances of
elements are presented in terms of numbers
of atoms, n, usually normalized to the number
of hydrogen atoms, ny. The standard form of
presentation is

log,o A =log,o(n/nu) + 12, (2.1)

with the 12 chosen for convenience to make all
the log A positive. When comparisons are made
with meteorites or the Earth, normalization in
terms of the number density of silicon atoms, ng;;,
is preferred and the conversion presents no dif-
ficulty if we accept that

(logyoA)gi = logyo(nsi/nu) + 12 =755  (2.2)

is awell-determined quantity for the solar atmos-
phere. In Table 2.1 silicon is used as the refer-
ence, but all values have been converted to
proportions by mass, using the atomic masses,
as listed in Table A.3 (Appendix A). Table 2.1 lists
also the relative abundances in meteorites. This
is an average for all meteorites and so may be
biased against the carbonaceous chondrites,
which are rare in terrestrial collections.
Recognizing the significance of carbonaceous
chondrites, Ringwood (1966) calculated the com-
position that would result from heating these
chondrites in a reducing (hydrogen) atmosphere
to drive off volatiles, including CO, and produce
metallic iron. His numbers agree rather well



with the meteorite average, justifying the idea
that aggregation of material in the inner Solar
System began with accretion of carbonaceous
chondritic bodies.

2.7 The mantle

The abundances of elements in the mantle in
Table 2.2 are taken from McDonough and Sun
(1995) with the addition of a value for oxygen,
obtained by assuming that all of the elements
except S occur as oxides. This may leave slightly
too little for ‘others’, but any correction would
require only a minor rescaling of the list. The
table gives only those elements with abundances
sufficient to require them to be taken into
account in a density calculation. There are also
some minor components that are very important
to the behaviour and properties of the mantle.
The thermally important elements, K, U and Th
are considered in Chapter 21. Hydrogen, present
as H,0, OH™ ions and possibly very diffusive H"
ions, is the most important of the volatiles that
strongly influence rheology (Fig. 2.3). By compar-
ison with the crust (Section 2.9) the mantle
appears rather simple, as a consequence of the
gleaning into the core of a range of siderophile
elements and into the crust of elements
described as ‘incompatible’, meaning that they
do not fit into the major mantle minerals and
concentrate in melts that rise to the surface.
Although water is incompatible in this sense, it
has an important role in the mineralogy and
properties of the deep mantle (Ohtani et al.,
2001; Kombayashi et al., 2005), either directly or
as dissociated H" and OH ™ ions.

Oxygen is by far the most abundant element
in the mantle, even by mass, although it is the
lightest element listed in Table 2.2. In terms of
atomic numbers the dominance of oxygen is
even more striking; more than 58% of the
atoms are oxygen. Combined with the fact that
0 is alarge ion, mantle minerals can be viewed
as lattices of O®~ ions with interstitial Si*", Mg*™,
Fe?", etc. in different proportions in the various
minerals. The other fundamental control on
mantle mineral structures is the strength of
Si-0 bonds and the strong preference of Si** ions
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FIGURE 2.3 Alog-log plot of deformation rate vs stress
for olivine under hydrous and anhydrous conditions. nis
the index of a power law relationship, as in Eq. (10.27).
(After Mei and Kohlstedt, 2000b.)

for tetrahedral bonding. In the favoured crystal
structures at ordinary pressures we see Si*" ions
at the centres of tetrahedra with 0>~ at each of
the corners. Mg ", Fe®" and others occupy spaces
between these tetrahedra. The resulting crystal
structures are quite open with plenty of scope for
closer packing at high pressure. Lower mantle
pressures force the Si*" ions into six-fold coordi-
nation with O®7; in the most important of the
lower mantle minerals, (Mg,Fe)SiO5; perovskite,
Si** ions occupy the centres of octahedra with
02~ at each of the six corners and Mg?", Fe*"
between the octahedra. The energy required for
this change in Si coordination makes the phase
transition at the 660 km boundary strongly endo-
thermic, cooling the mantle minerals as they
convert to the denser phase structure and oppos-
ing convection through that depth (Chapter 22).

The pyrolite model of the mantle, mentioned
in the preamble, is dominated by two minerals,
olivine (Mg,SiO,) and pyroxene (MgSiO;), each
occurring as solid solutions with Fe substituted
for some of the Mg. The Mg end members of
the two solid solution series are known as forster-
ite and enstatite respectively. From a comprehen-
sive tabulation of crystal structures and densities
by Smyth and McCormick (1995) we see that their
mean atomic weights and densities are very
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similar (forsterite M = 20.099, p = 3227 kgm>;
enstatite m = 20.078, p = 3204 kg m ). They are
therefore gravitationally indistinguishable, with
no tendency to separate, and the difference from
the upper mantle density (about 3400kgm
extrapolated to zero pressure and 290K)
must be explained by Fe substitution and the
presence of other minerals such as garnet or, in
the uppermost 100 km, MgAl,O, spinel. The
pyrolite model matches quite well a rock type
known as peridotite, which therefore serves as a
plausible mantle sample. Peridotite is a combi-
nation of olivine with two pyroxenes, orthopyr-
oxene and clinopyroxene, with slightly different
structures and densities but the same basic
chemical formula. Their coexistence is an indi-
cation of the subtlety of a mixture in which none
of the minerals is a pure compound and they
have different responses to additions of other
elements. Clinopyroxenes are more variable in
composition than orthopyroxenes.

With increasing pressure a third mineral
type, garnet, becomes important. Pyrope is a
garnet with the formula Mgs;Al,Si;04, and a
mean atomic weight of 20.156. This is only mar-
ginally higher than for forsterite and enstatite,
but the density, 3565 kgm >, is much higher. Fe
and Ca can both substitute for Mg so garnet is the
obvious mineral type to accommodate Ca as well

as Al, but the significance of its density is that it
is favoured by pressure. It is probably rare in the
uppermost 100 km of the mantle, where MgAl,O,
spinel occurs, but extends into the transition zone
and possibly even into the top of the lower man-
tle. Thus the upper mantle has a mineral structure
that is somewhat depth dependent even before
the first of the major phase transitions that con-
vert the most abundant minerals to denser forms.

The phase transitions in olivine are clearest
and explain the seismologically observed boun-
daries. The successive crystal structures of for-
sterite, with densities extrapolated to zero
pressure and 290K, are listed in Table 2.4a with
transition pressures and corresponding mantle
depths. The density increments at the 410 km
and 660 km boundaries are dominant. The tran-
sitions in pyroxenes are not as sharp and may
not contribute to the observed boundaries. But,
as in Table 2.4b, they follow a similar trend.
Recognized in these tables is the discovery of a
‘post-perovskite’ phase (Murakami et al., 2004),
for which details of transition pressure and tem-
perature must be regarded as preliminary. This
transition is presumed to contribute to the
observed heterogeneity of the D” layer at the
base of the mantle. Note that these tables give
zero pressure densities of all crystal forms, to
allow comparison of intrinsic densities, but

Table 2.4a Phase transitions in olivine, Mg,SiO,4. Zero pressure, 290 K
densities of the different crystal structures with equilibrium transition
pressures and corresponding depths in the Earth

Crystal structure po (kgm™) Apo(kgm™)  P(GPa)  z(km)
forsterite 3327
246 13.7 410
0 spinel (Wadsleyite) 3473
75 7.9 520
v spinel (Ringwoodite) 3548
395 233 660
MgSiO3 perovskite 4107
+ MgO periclase 3583
(3943 together)
~60 ~120 ~2600

‘post-perovskite’

+ MgO periclase ~4004 (together)




Table 2.4b Phase transitions in
orthopyroxene, MgSiO3

Crystal structure  po (kgm™)  Apo (kgm ™)
enstatite 3204
309
garnet 3513
297
ilmenite 3810
297
perovskite 4107
~100

‘post-perovskite’ ~4200

that the high pressure forms are only metastable
at zero pressure.

The lower mantle is dominated by perovskite
and magnesiowustite (ferropericlase), with a
greater concentration of Fe in the magnesiowus-
tite and perovskite taking up the Al Neither
accepts Ca, and a few percent of CaSiO3; perov-
skite is believed to occur as a third mineral. In
total mass the (Mg-Fe) perovskite must be domi-
nant, comprising 75% to 80% of the lower man-
tle, making it the most abundant mineral in the
Earth. This has prompted both experimental and
theoretical studies of its properties. It can be
produced in a metastable state at zero pressure,
but it does not withstand more than very limited
heating so that elastic moduli are well observed
(Yeganeh-Haeri, 1994) but thermal properties less
so. Periclase (MgO) is stable over the whole range
of temperatures and pressures of interest and its
properties are well documented. The Ca perov-
skite does not survive decompression and can be
studied only in high pressure experiments.

Justification is needed for a mantle composi-
tion that is in imperfect agreement with the
elemental abundances of carbonaceous chon-
drites. They are not so rare in terrestrial collec-
tions that we can appeal to inadequate sampling.
The differences in elemental abundances require
there to have been systematic variations with
radius in the solar nebula. Si is a particular prob-
lem, with relatively more Si at asteroidal distan-
ces than at the Earth’s distance. Allégre et al.
(1995) prefer to suppose that the missing Si is

2.8 THE CORE

in the core but we do not favour this for reasons
considered in the following section. We know
that the density of Mercury requires a much
higher proportion of iron than either the Earth
or the meteorites, so there can be no compelling
reason for rejecting heterogeneity of the nebula,
and it is not difficult to find reasons for it, such
as selective centrifuging of ionized atoms by
the early solar magnetic field. However, this
means that some independent observations are
required to give confidence that the mantle com-
position has been correctly assessed. Rock sam-
ples that are inferred to come from the mantle,
such as fragments brought up with volcanic
magma (xenoliths) and peridotite nodules in
kimberlites (diamond-bearing plugs of deep vol-
canic origin), offer strong circumstantial evi-
dence, but it is difficult to be certain that they
have not been modified on the way up. In any
case evidence of the upper mantle composition
does not answer a crucial question: how near is
this to the lower mantle composition? The most
convincing evidence comes from minute inclu-
sions in diamonds of evident lower mantle
origins (Kesson and Fitzgerald, 1992). These
are grains of enstatite, that would have formed
by decompression of lower mantle perovskite,
mixed with magnesiowustite, just what is expec-
ted for lower mantle mineralogy, and consistent
with a bulk composition similar to that of the
upper mantle.

2.8 The core

There are almost certainly many elements dis-
solved in the core. Siderophile (iron-loving) ele-
ments that must be concentrated there include
Ni, Co, Re, Os, Pt and Pd, but all of these are more
dense than iron and, with the exception of Ni,
are not sufficiently abundant to include in a den-
sity calculation anyway. Poirier (1994) reviewed
the rival suggestions for light additives to iron
that would reduce its density to that of the core.
The first step in calculating how much of them
is required is to determine the density deficit.
We use an equation of state study (Stacey and
Davis, 2004) that gives densities of pure iron in
the € (hexagonal close-packed) form that is stable
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at high pressures, extrapolated to zero pressure
and 290K (8352+23kgm ), and outer core
material solidified to the same structure,
cooled and decompressed to the same state
(7488 4+ 30 kg m 3). The difference is 10.3% of the
pure iron density, in close agreement with an
early estimate by Birch (1952). Before accounting
for this in terms of light elements, we allow for an
increase in density due to Ni. This is chemically
very similar to iron and forms simple substitu-
tional alloys, so that, for the modest concentra-
tion considered, we can take its density effect to
be directly proportional to atomic weight.

The average Ni/Fe ratio in chondrites of all
types, as listed by McDonough and Sun (1995), is
about 0.057. This is probably the appropriate
ratio for the mantle but is too small to have
produced the Widmanstitten exsolution pat-
terns in iron meteorites, as seen in the examples
in Figs. 1.3 and 1.5. We consider that the iron
meteorites are likely to be a better approxima-
tion to the core composition than the chondrites
and use a histogram of the Ni contents of iron
meteorites by McSween (1999, Fig. 6.2) to estimate
Ni/(Fe + Ni) = 0.082 (by mass) for the core. On this
basis, the core alloy, without light ingredients,
would have a mean atomic weight m = 56.07. In
the high pressure (epsilon) form, the density,
extrapolated to zero pressure and 290K, would
be 8385 kgm 3, making the core density deficit
to be explained by light elements 10.7%.

As mentioned in Section 2.1, the favoured
light elements are H, C, O, Si and S. Selection
from these of a mixture that best explains the

core density depends on what is assumed about
accretion of the Earth and formation of the core.
Thus H and C are abundant in carbonaceous
chondrites and would be strong candidates if
the Earth accreted from carbonaceous material,
with subsequent chemical reaction to produce
iron in a high pressure environment rich in these
elements. We prefer to suppose that the nebular
material was pre-processed and that most of the
planetesimals from which the Earth accreted
resembled iron meteorites and achondrites,
which had formed at low pressures. Then, if
core separation occurred with iron and silicate
more or less in chemical equilibrium, we can use
the rather low H and C abundances in the mantle
to argue that, even with strong partitioning into
iron, the core content of these elements must be
modest. High pressure experiments by Okuchi
(1997, 1998) make a strong case for partitioning
into the core of such H as was available but the
probable lower mantle content of H,O suggests
only about 4 atomic% (0.08% by mass) in the core.
This number is assumed in Table 2.5. Similarly
Wood (1993) argued that at least some C must
have found its way into the core and this is also
allowed for in Table 2.5 but, by our estimate
these two elements together account for only
about 10% of the density deficit. The core is
mainly liquid, but with a solid inner core that
has 5% of the total mass. Its seismologically esti-
mated density contrast is 820 kgm > (Masters
and Gubbins 2003), of which only 200 kgm > is
explained by solidification. On this basis the
density deficit of the inner core is 5.9%.

Table 2.5 Effect on core density of elements added to iron

Element Ni H C @) S Total
(pre/p™ = 1) —0.049 793 [.15 095 0.66
Vol./atom? 1.00 0.16 0.46 0.56 0.95
Outer core
mass %, [ 6.49 0.08 0.50 534 8.44 20.85
f(peelp*—=1) —0.0032 0.0063 0.0057 0.0507 0.0557 0.1153
Inner core
mass %, f 6.92 0.07 0.45 O.11 8.02 |5.57
f(predp*—1) —0.0034 0.0056 0.0052 0.0010 0.0529 0.0613

%Relative to iron atoms



Braginsky and Roberts (1995, Appendices D
and E) compared the cases for O, Si and S as
candidate light elements in the core. They
pointed out that Si and S would be almost equally
soluble in solid and liquid Fe under core condi-
tions, but that O would strongly partition into the
liquid. This is supported by calculations of Alfé
et al. (2002). Thus, to explain the density contrast
between the inner and outer cores it is necessary
to assume a substantial outer core oxygen con-
tent, with very little in the inner core. Then, with
abundant O in the outer core, Si is disallowed as a
major constituent. If accretion and core separa-
tion had occurred under sufficiently reducing
conditions to introduce anything like 10% of
elemental Si then there would have been no O.
So, the remaining core constituent must be S,
with only mild partitioning between solid and
liquid. Gessman and Wood (2002) reported
that O dissolves more readily in Fe if S is also
present. With these arguments the abundances
in Table 2.5 are quite well constrained, although
the relegation of H and C to minor roles invokes
the assumption that the Earth accreted from pro-
cessed meteoritic material.

The Ni, H and C abundances in the core are
discussed above, and we assume slight partition-
ing of H and C between solid and liquid, with no
partitioning of Ni, that is Ni/(Fe + Ni) = 0.082 in
both outer and inner cores. We now estimate the
abundances of O and S. Since we are working
with proportions of elements by mass, densities
add as reciprocals, so that with mass fractions
f1, f2, ... of additives to Fe the density is

1p =fi/p* 1 +f/p 2+ + A =fi—fa— )/ pre,
(2.3)

where p* is the effective density of a constituent
in dilute solution in Fe and pg. is the undiluted
density of Fe. Values of p* can be calculated from
densities of Fe-H by Okuchi (1997, 1998), Fe-C
by Ogino et al. (1984), with Fe-O and Fe-S densities
discussed by Braginsky and Roberts (1995)
and Alfé et al. (2002). For Ni, p*/ppe = 1.051 is
taken to be the ratio of atomic weights. It is con-
venient to multiply Eq. (2.3) by pr. and deal with
density ratios that are assumed to be independent
of pressure, where only low pressure data are
available. Then the equation can be rewritten

2.8 THE CORE

(pre/p — 1) = fuilpre/oni” — 1) + fit(pre/pH" — 1)
+felpre/pc* — 1) + fo(pre/po” — 1)
+ fs(pre/ps* — 1) (24)

with values of (pge/p* — 1) for each element listed
in Table 2.5. The effective volumes per atom are
also listed. In calculating abundances, the parti-
tion ratios for concentrations of O and S in solid vs
liquid are taken as 0.02 for O and 0.95 for S, so that
most of the density contrast between inner and
outer cores is attributed to O. The percentages by
mass of these elements are given in Table 2.5 for
both inner and outer cores.

The association of S with Fe in meteorites,
commonly occurring as troilite (FeS), as in the
example in Fig. 2.1, makes the inclusion of S in
the core appear inevitable. At low pressure S dra-
matically lowers the melting point of Fe, facilitat-
ing the separation of a liquid core. A long standing
suggestion that potassium (K) is associated with S
in the core has received close attention because
radiogenic heat from *°K offers a solution to the
problem of core energy (Sections 21.4 and 22.7).
Experiments on the partitioning of K between Fe-S
and silicate liquids at high pressure (Gessman
and Wood, 2002; Murthy et al., 2003; Hirao
et al., 2006; Hillgren et al., 2005; Bouhifd et al.,
2007) lead us to conclude that some K probably
entered the core, although much less than some
reports have suggested. A reason for differing
estimates is that the partitioning is strongly
affected by the presence of other elements as
well as temperature. Gessman and Wood (2002)
reported that the presence of alumina in their
pressure vessel inhibited the uptake of K by Fe-S,
but Bouhifd et al. (2007) used sanidine, KAISiOs3,
as the silicate in their experiments with no appa-
rent inhibition by the presence of Al.

Most partitioning experiments have sought
the equilibrium between metal and silicate,
with both molten, but core separation would
have begun as soon as the first molten iron
appeared, before complete accretion of the
Earth or formation of a magma ocean. The pro-
cess would have begun at a temperature as low as
1500K, but may have gone to completion only
when the deep mantle reached 4000K. With
the temperature variation of the coefficient for
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partitioning of K between Fe-S and silicate
reported by Bouhifd et al. (2007), its equilibrium
concentration in the metal would have varied
from 0.01 to 0.5 of the concentration in silicate.
The core concentration is presumed to be some-
where in this range. The ratio in our thermal
model (Table 21.3) is 0.4. Uranium may not have
been securely discounted as a core constituent,
but we follow the majority view, expressed
by Wheeler et al. (2006), that it is unlikely to be
significant.

The physical case for core radioactivity
arises from the energy requirement of the geo-
magnetic dynamo, which is most easily satisfied
if the solidification of the inner core is slowed
by an additional heat source. However, the argu-
ment depends critically on the core energy
loss by thermal conduction, and therefore on
the conductivity, which is not well determined
(Stacey and Loper, 2007). Our conductivity esti-
mate (see Sections 19.6, 22.4 and 22.7) indicates
a modest abundance of K in the core, sufficient
to give 0.2 terawatt of radiogenic heat at the
present time. This requires 29ppm of K in the
core, 40% of its concentration in the mantle, as
listed in Table 21.3. A much greater concentra-
tion appears implausible and it is still possible
that the core has no radioactivity, although that
requires a thermal conductivity lower than our
estimate.

The core is believed to be cooling only slowly,
but any cooling means progressive growth of the
inner core by freezing of outer core liquid with
rejection of the oxygen, which remains in the
liquid as a source of buoyancy at the inner core
boundary. This is an energy source for outer core
convection. However, provided it is only O that
partitions strongly into the liquid, with virtually
none entering the solid, the increasing outer
core concentration causes no compositional
gradient in the inner core.

2.9 The crust

A plot of the distribution of elevations of the
solid surface of the Earth is known as the hypso-
graphic curve (Fig. 9.4). There are much larger
areas close to sea level and at depths of 4 to 5

kilometres than at intermediate levels. Most of
the crust is either of continental type or ocean
basin type and the two are structurally very dif-
ferent. The mantle underlies both continental
and oceanic areas, and is identified by a seismic
P-wave speed of about 8.0 km/s, which is essen-
tially the same everywhere. The crustal thick-
ness of the ocean basins is about 7km,
including sediments but not the depth of sea
water, whereas the thickness of the continental
crust averages 39km, with a maximum of
65 km+ under the Himalaya. The crust-mantle
boundary, the Mohorovi¢i¢ discontinuity, collo-
quially abbreviated to Moho, is sufficiently
clearly observed by seismology to establish that
it is distinct everywhere, except at mid-ocean
ridges. The crust is a veneer differing in compo-
sition from the much greater mass of the mantle
beneath it. The crustal structures in continental
and oceanic areas are very different and the dif-
ference is central to our understanding of tec-
tonics (Chapter 12). But neither the continental
nor ocean basin crusts are uniform with depth
and we start with a simplistic view by consider-
ing the upper layer of each.

The continental crust is an evolutionary prod-
uct of the Earth over most or all of geological
time. Its development by differentiation from
the mantle would initially have been rapid, but
continues to the present time. It is continuously
recycled and modified by erosion-sedimentation
and metamorphic and organic processes, and this
is reflected in its complexity and diversity. The
crust of the ocean floor appears much simpler. It
is comparatively short-lived, being produced vol-
canically at ocean floor ridges and disappearing
back into the mantle at subduction zones after a
period of order 100 million years, only a few per
cent of the ages of the oldest continental rocks.
Ocean floor sediment and entrained sea water are
carried down with the subducted crust-upper
mantle layer and provide a flux for the develop-
ment of Si-rich lavas that become continental
crust. This is an essential feature of the recycling
process that maintains the continental crust.

Representative igneous rocks found in the
crust, in order of increasing SiO, content and
decreasing (MgO + FeO), are listed in Table 2.6.
The last three have compositions characteristic
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Table 2.6 Average compositions of representative igneous rocks

(per cent by mass)

FeO +

SIOQ MgO FezO3 A|zo3 CaO NazO Kzo
Komatiite 455 206 132 9.2 86 08 0.02
Eclogite 462 137 [1.1 15.8 98 1.6 0.4
MORB* 475 142 9.5 13.5 3 18 0.06
OIB® 494 8.4 124 139 0.3 2.1 0.4
Andesite  59.2 30 6.9 1 7.1 7.1 35 1.8
Granite 729 0.5 2.5 14.5 4 31 39
Rhyolite 74.2 03 1.9 4.5 0.1 3.0 3.7

?Mid-ocean ridge basalt
Y Ocean island basalt

of the continental crust, being acid, meaning
SiO, rich, rocks. Andesite is a direct product of
subduction zone volcanism. Rhyolite is also vol-
canic, but clearly more acid and is presumed to
be recycled continental crust. The origin of gran-
ite is a subject of debate. It occurs as massive, and
apparently very slow, intrusions with assimila-
tion of the intruded rocks. The compositional
similarity to rhyolite suggests a similar ultimate
source and they may differ only in the degree of
reheating and speed of cooling. The processes of
recycling of continental rocks that produce them
are not well understood.

As is obvious from the composition of gran-
ite, the dominance of SiO, ensures that, when all
of the other oxides are combined with it as sili-
cates, there is still plenty ‘left over’ to crystallize
as quartz, which may be nearly pure SiO,. The
other minerals are mainly feldspars, with com-
positions such as (Na,K)AlSi;Og, and plagioclase,
CaAl,Si,Og, in which various substitutions
occur. Granite is fairly coarsely crystalline, mak-
ing the different mineral grains obvious in a
freshly exposed section or hand sample. A conse-
quence is that erosion and sedimentation can
allow sorting of grains by density or grain size,
under the actions ofriver flow, shoreline waves or
wind, and leading to local concentrations of par-
ticular minerals. This may be a first stage in the
development of exploitable deposits (almost
the final stage in the case of beach sand titania
and zircon). Metamorphic processing by heat,

pressure and hydrothermal circulation, by
which mineral constituents are dissolved in
hot, percolating water and deposited elsewhere,
modify crustal rocks, producing an amazing
range of minerals (see, for example, Smyth and
McCormick, 1995).

Two types of basalt, identified as MORB and
OIB in Table 2.6, are distinguished by the depths
of their mantle sources. MORB is alkali basalt,
produced at mid-ocean ridges by partial melting
of the upper part of the mantle, within about
100 km of the surface, and is regarded as an indi-
cator of the upper mantle composition. This is
more depleted in the incompatible elements that
do not fit well into mantle mineral structures
than the deeper sourced OIB, apparently because
these elements have been gleaned from the
upper mantle by earlier convection more com-
pletely than from the lower mantle. The OIB type
of basalt is identified as partial melt from deep
mantle plumes that carry core heat up through
the mantle, although it is possible that there are
also shallower sources of similar material and
some modification on the way up is probable. It
is composed of pyroxenes, minerals based on the
MgSiO; structure, and plagioclase, CaAl,Si,Os,
commonly with olivine, (Mg,Fe),SiO, and some
glass, indicative of rapid cooling. Alkali basalts,
often with more Na and K than the MORB com-
position in Table 2.6, also include alkali feld-
spars, (NaK)AlISiO3, or feldspathoids with the
same elements in different proportions and
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crystal structures. Soils derived from weathering
of basalt are generally very fertile. They are char-
acteristically red soils, coloured by iron which is
oxidized to hematite, Fe,O3. By comparison, soils
derived from decomposed granite are less fertile.

There are systematic variations with depth
of both oceanic and continental crusts. Marine
geophysicists refer to layers 1, 2, 3 for the ocean
floors, with seismic reflections from the bounda-
ries between them commonly observed. Layer 1
is simply sediment, referred to below. Layer 2 is
typically 1.5 km thick, with a P-wave speed of
about 5.1 km/s, and is interpreted as familiar
extruded basalt (MORB) affected by circulation
of sea water through pores and cracks. Layer 3 is
about 5 km thick with a P-wave speed of 6.7 km/s,
with fewer pores and cracks and presumably
weaker (or non-existent) hydrothermal circula-
tion. It is more coarsely crystalline because of
slower cooling. But the P-wave contrast with
layer 2 demands also some compromise with
the mantle and not just a deeper layer of
uncracked MORB.

When we look at the continents we see gran-
ite as a typical component. But the abundance of
heat-producing elements in it disallows consid-
eration of a granitic layer extending to the Moho
because that would provide more than the
observed surface heat flux. Seismic reflections
indicate complex structures. The deeper rocks
must be more basic than the widespread granitic
layer. The crustal layering of both continents and
ocean floors indicates a separation of compo-
nents in a melt or partial melt as igneous crust
is forming, and that the shallow crust differs
from the mantle more than do the deeper layers.

Erosion of the continents produces a flux of
sediment to the oceans by river flow, estimated
to be about 22 x 10'* kgfyear (McLennan, 1995),
but probably no more than half this in pre-agri-
cultural times. About 80% is deposited on sub-
marine margins of the continents and in
estuaries and coastal wetlands, with about
4 x 10"* kgfyear carried to the deep ocean basins.
Its slow deposition is accompanied by precipi-
tates of biological origin, especially CaCOs, but
since the calcium in sea water is dissolved from
eroded rocks we can consider all of the deep sea
sediment to be of continental origin. Its total

mass is about 2.8 x 10*° kg. Dividing these num-
bers we see that the observed sediment would
accumulate in 70 million years. This is a measure
of the average duration of the ocean floor
between its origin at a spreading ridge and
return to the mantle at a subduction zone.
Much, perhaps most, of this sediment is carried
down with the subducting lithospheric slabs, as
demonstrated by the °Be contents of andesitic
lavas (Morris et al., 1990). These authors also
point out that boron is more abundant in ande-
sites than can be explained by a mantle source
and that it originates in sea water carried down
with the sediments. The particular significance
of '°Be is that is that it is a radioactive isotope
with a half life of 1.5 x 10° years, produced by
cosmic ray bombardment of the upper atmos-
phere, washed into the sea and deposited with
the sediment. Its existence in andesitic lavas
means that the interval between subduction
and volcanic re-emergence is not many multi-
ples of the half-life, certainly less than 10 million
years.

The mass balance of continental erosion, sed-
imentation and recycling compels the conclu-
sion that most, if not all, of the sediment
carried into the sea is returned to the continents
by reworking and underplating, as well as vol-
canism (Section 5.3). The diversity of continental
igneous material indicates a complex history in
which sedimentation has a central role. It selects
and redistributes minerals, so that when they
are reheated and compressed they re-emerge
as a variety of igneous rock types.

2.10 The oceans

Sea water contains 3.5% by mass of solutes, listed
in Table 2.7. The solute concentration is locally
variable by 10% of this value, but the proportions
of the major elements are very consistent. The
mixing of sea water by its circulation is very
rapid compared with fresh input or removal of
solutes and only the minor constituents linked
to biological cycles or human activity vary with
depth or season. Sea water is slightly alkaline,
represented by a pH of 8, controlled primarily
by a continuous exchange of CO, with the



Table 2.7 Solutes in sea water as parts
per million by mass of elements. From
Fegley (1995)

Element Abundance (ppm)
cl 19353
Na 10781
S as sulphate 2712
Mg 1280
Ca 415
K 399
Br 67
Cas CO, 264
N as N, gas 6.5
as nitrate 0.84
Sr 7.8
O as O, gas 4.8
B 4.4
Si as silicate 3.09
F 1.3
U 0.0032
atmosphere in a balance with carbonate,

(CO3)*", bicarbonate, (HCO;)~ and Ca*' ions.
The total CO, dissolved in the oceans is about
20 times that in the atmosphere.

It was at one time supposed that the rate of
transport by rivers to the sea of NaCl dissolved
from eroding rock gave a measure of the age of
the Earth. However, the exchange with the solid
Earth is much more complicated and not well
constrained by observations. There is an exchange
of solutes with the crust by hydrothermal circula-
tion of sea water through cracks near the axes of
spreading centres (mid-ocean ridges). This is appa-
rent from the accumulation of hot brine in hol-
lows on the floor of the Red Sea, a nascent
mid-ocean ridge (Degens and Ross, 1969), where
there is no effective deep ocean circulation.

The oceans are the major reservoir of the
Earth’s water, but not the only one, and the
several reservoirs are all linked. Exchange with
the atmosphere is most obvious. About 25% of
the rain water falling on land flows to the sea in
rivers, but much of it is directly re-evaporated or
transpired by vegetation, and the balance sinks
in to maintain the store of ground water that
leaks more gradually to the sea. Most natural

2.11 WATERIN THE EARTH

lakes are windows to the water table and the
effectiveness of bores for the supply of water
indicates a massive global store of it. Of more
particular interest to the theme of this text is the
deep exchange of water with the solid Earth and
its role in controlling properties of rocks and
minerals. This is a subject of the following
section.

2.1l Water in the Earth

Water is only a minor constituent of the Earth as
a whole, although it is abundant at the surface.
Its physical and chemical properties give it a
controlling influence on our environment. It
occurs in all three phases (solid, liquid, gas) and
the latent heats of melting and evaporation are
essential to the redistribution of heat over the
surface. Water is one of very few materials that
expand on freezing, allowing liquid water to
remain underneath a frozen surface. In fact,
the expansion by cooling begins above the freez-
ing point; the thermal expansion coefficient is
negative for very cold water. The temperature of
maximum density is 4 °C for pure water and 2 °C
for sea water, so that cold polar water, still safely
above freezing point, sinks to the sea-floor and
flows over all the ocean floors, maintaining a
uniform, constant temperature. It completes a
cycle of ocean circulation that carries equatorial
heat polewards. The isothermal ocean floor
makes possible the estimation of sea-floor heat
flux from the temperature gradient in the upper
few metres of sediment (Chapter 20). Another
crucial fact is that the water molecule is lighter
than the other atmospheric gases, so that its
evaporation from the surface stimulates atmos-
pheric convection and consequent cycling of
water through the atmosphere.

An isolated oxygen atom has filled 1s and 2s
electron states and four electrons in the six avail-
able 2p states, which, unlike the s states, are
asymmetrical. In water the p states are shared
with the electrons of hydrogen in bonding that is
partly covalent but partly ionic, so that the oxy-
gen and hydrogen atoms are oppositely charged.
The asymmetries of the interacting p states
make the molecular structure asymmetrical,
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with O-H bonds oriented at an angle, so that the
negatively charged oxygen is displaced from the
point mid-way between the H" ions, giving the
H,0 molecule an electric dipole moment. This is
responsible for many of the properties of water.
It is a good solvent for polar molecules, such as
NaCl, which dissociates into Na* and Cl~ ions
that are attracted to the opposite charges of the
water molecules, making the solution an electri-
cal conductor. Very few of the H,O molecules
dissociate in pure water; it is solutes that give
water the reputation of being a conductor. But
ground water always has enough solutes to make
it conducting for the purpose of electromagnetic
exploration and sea water is sufficiently conduct-
ing to screen the sea-floor from rapid geomag-
netic disturbances.

We now re-examine the role of water within
the Earth. As mentioned in Section 2.9 and
Chapter 12, water in interstices and hydrated
minerals in ocean floor sediments is carried
down with lithospheric material in subduction
zones, locally lowering the solidus temperature
(at which partial melting occurs) and leading to
andesitic volcanism. There are no direct observa-
tions of the balance between subducted water
and the water released to the atmosphere in
volcanos, but most of it is presumed to partition
into the magma and not to have a permanent
effect on the water content of the mantle. There
is generally less water in MORB than in OIB,
consistent with its classification with the ‘incom-
patible’ elements that are gleaned into the crust
by volcanism, and are more depleted in the
upper mantle than in the less processed lower
mantle. The solid Earth is probably continuing to
lose water slowly. However, the rate is far from
sufficient to accumulate the oceans in the life of
the Earth and they must have been established
early. But the water contents of basaltic lavas
that have not acquired subduction zone water
(as have andesites) suggest that the water still
remaining in the mantle is comparable to the
water of the oceans. This means that it is not
changing very significantly and that mechanical
properties that are influenced by it are sensibly
constant; it does not need to be treated as a
variable in calculations of thermal history
(Chapter 23).

Free water is known to lubricate faults and to
release earthquakes that would not occur under
dry conditions but it can exist only to moderate
depth, possibly limited to the upper crust.
Hydrated minerals which structurally incorpo-
rate water are well known, but they too, prob-
ably have a limited depth range and more
important at depth would be minerals with
structures including (OH) ™ ions (see for example
the list of mineral structures by Smyth and
McCormick (1995)). But such minerals would
not account for the phenomenon of hydrolytic
weakening, which is important to mechanical
properties and requires widely distributed
(OH)™ and/or H" ions that would locate at crystal
imperfections in the host minerals and should be
regarded as interstitial. Since oxygen is ubiqui-
tous this is equivalent to incorporation of water.
The strength of rock is largely attributable to the
strength and angular rigidity of Si-O bonds and
the effect of interstitial (OH)~ or H* is to provide
alternative bonding, facilitating the breaking of
Si-O bonds. Measurements by Mei and Kohlstedt
(2000a, 2000Db) of the rate of deformation of oli-
vine at high temperature and pressure under
hydrous and anhydrous conditions (Fig. 2.3) illus-
trate the weakening effect of water. The rheol-
ogy of the Earth, as inferred from post-glacial
rebound (Chapter 9) and mantle convection
(Section 13.2), requires some water at all depths.

It remains to ask why water is not more evi-
dent on other planets. As documented by
McSween (1999), carbonaceous chondrites con-
tain up to 18% water, of which only a tiny frac-
tion would be required for planetary oceans.
Mars may once have had surface water that
could have produced the features suggestive of
erosion if kept liquid long enough. The ready
escape of hydrogen from dissociated water in the
Martian atmosphere would allow dissipation of
the water if it could get high enough in such a
cold atmosphere for ultra-violet exposure, but
that leaves the question: what happened to the
oxygen? It may have been consumed in oxida-
tion of the crust. In the case of Venus, the very
limited water in the atmosphere is not easily
explained in view of its ability to retain light
gases. Perhaps the startlingly high *H/'H ratio
holds a clue if that could be understood.
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However, satellites of Jupiter have water and
even indications of saline liquid oceans under-
neath deep-frozen capping (Kivelson et al., 2000).

2.12 The atmosphere: a comparison
with the other terrestrial
planets

Selected data on the atmospheres of the three
terrestrial planets large enough to hold them are
presented in Tables 2.8 and 2.9. They are very
different and give some surprises that need to be
examined for clues to the evolutionary histories
of the planets. The most obvious feature of
Table 2.8 is the similarity in relative abundances
of the major elements in the atmospheres of
Venus and Mars and the great dissimilarity to
the Earth. Venus and Mars are in many ways
(size, proximity to the Sun and surface temper-
ature) very different, so the atmospheric simi-
larity suggests a composition close to the

primordial one with which all the terrestrial
planets started, dominated by CO, and N,. Then
we see the atmosphere of the Earth as having
developed from this by biological activity and
note the requirement for water. The basic under-
lying reason why the Earth is different is that it
has surface water. As mentioned in Section 2.9
and Chapter 12, water is also responsible for the
style of the tectonic processes of the Earth and
the resulting outgassing further modifies the
atmosphere. We note also the possible impor-
tance of another difference: the Earth has a mag-
netic field that protects the atmosphere from
direct exchange with the solar wind.

In comparing the numbers in Table 2.8 it
must be noted that these are relative abundances
and that the atmospheric densities of Venus and
Mars differ by a factor exceeding 400. Relative to
the planetary masses, all constituents except oxy-
gen and argon are more abundant on Venus.
Total abundances by mass, relative to planetary
masses, are listed in Table 2.9 for three isotopes
that appear particularly significant. This table

Table 2.8 Atmospheres of terrestrial planets: abundances of
constituents (parts per million by volume) and some relevant
properties. A variable water content is added to the Earth’s atmosphere

Constituent Venus Earth Mars
N, 35000 780840 27000
O, - 209440 1300
Ar 70 9340 16000
CO, 965000 364 (year 2000) 953200
Ne 7 I8 25

He 12 52 -

CH4 - 1.7 -

Kr 0.025 l.14 03
N,O - 0.32 -

Xe 0019 0.086 0.08
50O, 185 5x 107° -
Properties

Atm. mass/planet mass 10l x 107" 879%x 1077 39%x 1077
Mean mol. wt 4345 2897 43.34
Surface gravity (ms %) 8.87 9.78 3.69
Grav. potential (10" m? s™%) —5.369 —6.258 —1.264
Surface pressure (10° Pa) 95 .01 0.064
Surface temperature (K) 737 288 215
Planet mass/Earth mass 0.815 | 0.107
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Table 2.9 Atmospheres of terrestrial planets: some indicative
ratios. Except for the last three entries the numbers refer
to numbers of atoms or molecules and must be multiplied

by atomic weights to obtain ratios by mass

Ratio Venus Earth Mars
2H/'H 0016 156x 107" 8x 107"
'50/'80 500 4987 500
OArPeAre I 296 3000
OAr/*He® 5.8 1796 ~00
Ne/Kr 280 |6 8

Kr/Xe [.3 |3 4

CO,/IN, 27.6 466x 107 353

Mass of “°Ar/planet mass 34 x 1077 11.36x 1077 58x 1077
Mass of **Ar/planet mass 2.8 x 1077 35x 107" 1 7x 107"
Mass of *He/planet mass 59 x 107'" 63 x 1077 -

%Ratio in solar wind 0.14

PTotal production ratio in 4.5 x 10° years ~ 0.13

also lists isotopic ratios. The ability of a planet to
retain atmospheric gases is controlled by temper-
ature and gravity, which are listed for each planet
in Table 2.8.

Helium and free hydrogen escape from the
atmospheres of all of these planets. This can be
seen by comparing the *°Ar/*He ratios with the
production of these isotopes in the life of
the Earth (see footnote to Table 2.9). Assuming,
for simplicity, similar degrees of outgassing
for these isotopes, with complete retention of
argon and similar ratios of radioactive elements,
we see that Mars has retained no measurable He,
the Earth has retained 7 parts per million and
Venus has a remarkable 2% of the total He pro-
duction. This is not what would be expected
from its high temperature and weaker gravity
than for the Earth. The difference appears
greater than can be explained by diffusion-con-
trolled escape from the dense atmosphere of
Venus, and the only other obvious difference is
that the Earth has a magnetosphere.

The Earth’s atmosphere is believed to have
retained the “°Ar that has leaked into it over
geological time and the very slight 3°Ar content
that accompanied it is primordial gas that was
trapped in the Earth when it formed. To explain
the 100-fold greater 3°Ar content of the Venus

atmosphere, we appeal to exchange with the
solar wind, in which *°Ar is the dominant Ar
isotope. Then we can use the same explanation
for the high *He and *He abundances in the
Venus atmosphere. The only obvious reason for
the big differences in the isotopic compositions,
relative to the Earth, is that the Earth’s atmos-
phere is protected from direct interaction with
the solar wind by the magnetosphere. The
assumption that this is so is necessary to the argu-
ment that the *°Ar content of the Earth’s atmos-
phere is a measure of the *°K content of the Earth.
The lower *°Ar contents of the Venus and Mars
atmospheres appear to suggest that those planets
are less outgassed than is the Earth, but in view of
the evidence for exchange between their atmos-
pheres and the solar wind, it is possible that they
have lost *°Ar, especially so in the case of Mars. It
is not clear that we can explain the abundances of
the rare gases, Ne, Kr, Xe, in the same way. Ozima
and Podosek (1999) pointed out that the abun-
dance of Xe in the Earth’s atmosphere appears
to be anomalously low, and this is seen in the
comparison with Kr in Table 2.9.

The dominant gases in the Venus and Mars
atmospheres, CO, and N, have very similar pro-
portions, inviting the conclusion that they
approximate the primordial atmospheres and
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that the early atmosphere of the Earth was sim-
ilar. Most of the Earth’s CO, has been seques-
tered as CaCO; in the shells of marine
organisms and fossilized as limestone. Some of
the nitrogen has also probably been sequestered
by biological activity and buried in the Earth. A
unique feature of the Earth is its oxygen atmos-
phere. This is released by photosynthesis, with
burial of carbon in reduced form as coal, oiland a
much larger mass of less concentrated fossil car-
bon. This is the most important mechanism for
generation of an oxygen-rich atmosphere, but
not the only one. Dissociation of water vapour
in the upper atmosphere by solar ultra-violet
radiation releases hydrogen that may escape to
space, leaving the oxygen gravitationally bound
to the Earth. It is possible that this is the

explanation for the small oxygen content of the
Martian atmosphere. But the rate of loss of
hydrogen from the Earth’s atmosphere, as esti-
mated from a Doppler shifted reflection from
ionospheric hydrogen, is only about 0.2kgs *
and at this rate would have released oxygen
amounting to no more than 20% of the atmos-
pheric abundance. This is much less than suffi-
cient to support the oxygen loss by weathering
of crustal rocks. The biosphere is a much greater
net producer of oxygen, but only by virtue of
the burial and fossilization of reduced carbon,
most of it probably carried down into the mantle
in ocean sediment at subduction zones. Con-
sumption of oxygen by decay processes would
balance production without continuous removal
of carbon.
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Radioactivity, isotopes and dating

3.1 Preamble

Radioactive decays of certain naturally occurring
isotopes are widely used to date terrestrial and
meteoritic materials and to trace their evolution.
Long before the discovery of radioactivity in 1896,
it was understood that geological events occurred
in a recognisable sequence, but attempts to fit
them to a time scale were very insecure and
contentious (see Section 4.2). Sedimentation and
the fossil record are still central to geological
history but now the fossil-based geological per-
iods are linked to isotopically dated events. The
principles of dating by radioactive decay require
precise measurement of isotopic abundances.
Isotopic methods have become so sensitive that
very small variations in isotopic ratios of light
elements, arising independently of radioactivity,
are also routinely measured (Section 3.9).

We distinguish three categories of radioac-
tive isotope that are of interest (Tables H.1, H.2,
H.3 of Appendix H). Table H.1 lists the isotopes
that are not produced in the Earth or the atmos-
phere by any continuing process, and must be
accounted for in the inventory of elements in
the Earth’s original accretion. In only one impor-
tant case (**°U) is the half-life less than 10° years
and then only marginally so (a very rare isotope,
146Sm, has a half-life of 10® years). Many shorter-
lived species would have been produced at
the same time but have now disappeared. This
is a clue that the last of the nuclear synthetic
events that produced the material of the Solar
System occurred several billion years ago. The

use of isotopes and radioactive decays to date
the formation of the elements and the Earth
was pioneered by Ernest Rutherford, whose
work is documented in an illuminating review
by Fowler (1961). Rutherford noted that for
elements with even atomic numbers, z, which
include uranium (z = 92), the isotopes with even
atomic masses are normally more abundant than
those with odd atomic masses. He concluded
that 2°°U was never as abundant as ***U and,
using the fact that **°U has a much shorter
half-life, imposed an upper bound on the age of
these isotopes. With modern values of the half-
lives and the ratio of present abundances, his
argument imposes an age limit of 5.9 billion
years. This is much less than the age of the
Universe, as inferred from the Hubble constant
and the cosmic microwave background radiation
(13.7 billion years). But the lack of elements with
half-lives much less than that of 2*°U indicates
that the Earth is not dramatically younger than
these elements. As we now recognize, the inter-
val between the synthesis of heavy elements and
the formation of the Solar System was much
shorter than the subsequent life of the Earth
(Section 4.4). This is the reason for interest in
some of the shorter-lived isotopes in Table H.3,
because although no measurable amounts
remain, they left decay products that are identi-
fied as ‘orphans’ in meteorites (Section 4.4) and
provide more direct estimates of the synthesis-
accretion interval.

There are also short-lived naturally occurring
radioactive elements (Table H.2), but they are
either produced by cosmic ray bombardment of



the upper atmosphere, and precipitated with
rain, or continuously produced in the Earth or
oceans as intermediate daughters in the decay
chains of uranium and thorium. They are used as
tracers of geological processes with shorter time
scales than those studied by the isotopes in
Table H.1. One of the most interesting of the
cosmic ray produced isotopes is '°Be, which accu-
mulates in marine sediment, disappears into the
mantle at subduction zones and re-emerges with
andesitic lava (Section 2.9). It demonstrates that
wet marine sediment is subducted, becoming a
flux for andesitic magma (Section 2.5), and that
the whole process takes only a few '°Be half-lives,
less than 10 million years. The most useful exam-
ple of an intermediate daughter isotope is >*°Th,
a direct product of #**U in the decay chain of
238(, ultimately decaying to *°°Pb. #*°Th, with a
halflife of 75 000 years, is produced in the shells
of marine creatures that incorporate some ura-
nium, and provides a dating tool for carbonate
sedimentation.

Small variations in the relative abundances
of isotopes of light elements arise from ordinary
physical and chemical processes (Section 3.9),
without radioactivity. Mass differences between
isotopes cause mass-fractionations, so that, for
example, water evaporating from the oceans
is slightly depleted in deuterium relative to sea
water, because light molecules evaporate more
readily than the heavier ones. Partitioning of
isotopes also occurs between interacting minerals
and reflects the conditions (temperature and pres-
sure) under which they come to equilibrium. More
dramatic isotopic variations are found in fine
grains in carbonaceous chondrites (Section 2.4),
but are attributed to the preservation of unmixed
material from different nucleo-synthetic sources.
They present a clue to the pre-history of the mate-
rial of the Solar System (Section 4.5).

Another reason for interest in radioactivity is
that it is a source of heat. It is the dominant con-
tinuing energy source in the Earth (Chapter 21)
and its distribution is central to the discussion
of thermal history (Chapter 23). In this context
there are four important isotopes, ***U, 23°U,
#32Th, and *°K. They are concentrated in the
crust but are distributed throughout the mantle.
The existence of radioactivity in the core has been
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contentious but, if there is some radiogenic heat,
it eases the problem of finding an adequate
energy source for the geomagnetic dynamo
(Chapter 24). The case for some K in the core is
discussed in Section 2.8 and the implications for
thermal history in Chapter 23.

3.2 Radioactive decay

The rate of radioactive decay of an isotope is
represented by the decay constant, 4, which is
the probability per unit time that a constituent
particle in an atomic nucleus will escape
through the potential barrier binding it to the
nucleus. Thus the rate of decay of N nuclei is
proportional to N:

dN

E: —/N.

(3.1)
Integrating from an initial number Ny at time
t =0 we obtain the decay equation

N = Nge ™. (3.2)

The relationship between 2 and the half'life, 74 ,,
of an isotope is obtained by substituting N = Ny/2
att =7, /2>

In2 0.69315

T2 = (3.3)

A

Nuclear binding energies are so large and
atomic nuclei are so small that radioactive
decay is almost unaffected by physical condi-
tions in the Earth, such as temperature and pres-
sure. Decay by escape of a-particles (* He nuclei)
and 3 or §' particles (electrons or positrons)
occurs by the penetration of potential barriers
that bind these particles to the nuclei. The prob-
ability of escape is solely a property of a nucleus.
The probability of decay by fission, in which a
nucleus breaks into two comparable fragments
plus neutrons, is also a nuclear property repre-
sented by a decay constant. A different process is
the capture of orbital electrons. This is known as
K-capture because almost always it is an electron
from the innermost (K) shell of electrons that is
captured. In this case the rate depends on the
local density of orbital electrons at the nucleus.
This is increased slightly by pressure, but much
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less than the density of solid material, which is
controlled by the more compressible outer elec-
tron shells. Examples of K-capture include the
decay of *°K to *°Ar. *°K decays by three compet-
ing processes, 3~ decay to “°Ca (89.5%), K-capture
to *°Ar (10.5%), with a very small contribution by
B+ emission. Thus the rate of decay of potassium
to argon in the deep interior of the Earth is
probably very slightly greater than in the crust.
This effect has not been measured for *°K but
is certainly small, and for practical purposes 4
and 7y, for all isotopes, including “°K, can be
regarded as constants.

3.3 A decay clock: '*C dating

A decay clock is one that uses Eq. (3.2). The mea-
sured abundance, N, of a decaying isotope is
compared with an assumed initial abundance,
Ny, and t is calculated from the ratio. The need
to know N restricts the usable decay clocks to
those that make use of continuously maintained
reservoirs of the parent isotopes (Table H.2).
The most important of these is *C, which is
produced by the (n, p) reaction of cosmic ray-
generated neutrons on atmospheric *N. C is
incorporated in vegetation by photosynthesis, so
that materials of biological origin can be dated
by the '*C method. Once the carbon is fixed in a
sample of wood or the bones of an animal that
dies, the clock is ‘switched on’ and the date of
fixing of the carbon can be determined by the
amount of C remaining. The method is most
effective for materials of ages comparable to the
halflife, 5730 years, and is progressively less
accurate for both younger and older samples.
The proportion of **C in atmospheric carbon
(normally about 1 atom in 10'?) has undergone
dramatic changes due to human activity in the
last 100 years or so. Large scale burning of fossil
fuel injects into the atmosphere carbon from
which '#C disappeared long ago. In the 1950s,
atmospheric '*C was approximately doubled by
atmospheric testing of nuclear weapons.
Fortunately these effects do not influence the
dating of older material, but there has also been
a natural fluctuation in atmospheric **C due to
variations in the strength of the geomagnetic

field, which partially protects the atmosphere
from cosmic rays by deflecting away the primary
particles (mostly protons). For precise absolute
ages, a calibration of the carbon clock is required.
This is, in effect, a graph of N, versus time. Tree
rings of the very long-lived Californian bristle-
cone pine have served this purpose for the last
part of the age range accessible to carbon dating.
Calibration back to 30000 years before the
present has been achieved (Bard et al., 1990),
using the decay of ***U to ?*°Th (Table H.2).
These are successive daughters in the decay
chain of ?*®U and are useful for dating corals
and similar sedimentary materials that contain
uranium, but no initial thorium.

Carbon dating has a central role in archeol-
ogy and has provided a quantitative tool for the
study of geological processes in the Quaternary
period that are too recent to be accessible to
the dating methods outlined in the following
sections. However, the calibration corrections
are substantial and must be applied to obtain
absolute dates.

3.4 Accumulation clocks: K-Ar
and U-He dating

An alternative to direct knowledge of the initial
concentration, Ny, of a radioactive parent is
a measurement of the concentration, D*, of a
daughter product because

D* =Ny —N=Ng(1—e™™). (3.4)

The asterisk is used with D* to indicate the num-
ber or concentration of radiogenic daughter
nuclei produced in the time t. This is because
the same isotope may occur independently of
the decay and the non-radiogenic or initial com-
ponent must be allowed for. Dividing Eq. (3.4) by
Eq. (3.2), the unknown N, is eliminated,

D¥ 1—e#

VI
N oen —¢ L

(3.5)

For a decay scheme with no initial daughter
or other complications, Eq. (3.5) could be used
directly in the determination of ages. This is
almost true of K-Ar dating, based on the decay
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of a minor isotope of potassium, *°K, to *°Ar. The
complication in this case is not a serious one. It
is that only 10.5% of the *°K decays yield “°Ar,
the remainder being 3~ decays to *°Ca. The ratio
of the decay constant for production of *°Ar, /;,
to the total, is

Jac)i = iar)Gar + ica) = 0.105. (3.6)

There is normally very little initial argon in igne-
ous rocks, due to its volatility and chemical inert-
ness. It is almost completely lost by outgassing
from cooling lava. When an extrusive igneous
rock solidifies, with no *°Ar, its clock is set to
zero. Thus for K-Ar dating the clock equation is a
simple modification of Eq. (3.5),

AT = (Jar/2) K (e - 1). (3.7)

Estimation of the age of a rock or mineral by
Eq. (3.7) requires a determination of the ratio
“OAr/**K. The most used method relies on inde-
pendent measurements of argon and potassium.
This means carefully dividing a sample into two
halves that contain equal concentrations of
K and Ar, and then K is measured in one half
and Ar in the other. The argon measurement is
made with a mass spectrometer after melting
the sample in vacuum, mixing the argon released
with a known quantity of isotopically separated
38Ar (the ‘spike’) and removing unwanted gases.
As well as allowing for the fact that mass spec-
trometers measure ratios very well, but not abso-
lute quantities, by comparing three isotopes of
argon this procedure provides a routine method
of correcting for atmospheric contamination.
Atmospheric argon has isotopic abundance
ratios *°Ar : *®*Ar : **Ar=100 : 0.063 : 0.337.
Potassium is commonly determined by a flame
photometer comparison of a solution with a
standard and relies on the fact that *°K is a
fixed fraction (0.011 67%) of total K.

An alternative method of obtaining the ratio
“°Ar/*K in a sample is to expose it to a neutron
flux in a nuclear reactor, converting a fraction of
the *°K present to *°Ar. The *°Ar thus produced
is a direct measure of the potassium content, so
that the Ar/K ratio can be measured by a mass
spectrometer comparison of *°Ar/*’Ar. This is
more direct than separate measurements on Ar
and K by different methods on separate samples.

A standard sample exposed to the same neutron
flux is used for calibration. The *°Ar/*’Ar method
has the advantage that step-wise heating of a
solid specimen releases at different tempera-
tures the argon held in different crystallographic
sites. Then, if the sample has a history of meta-
morphism that has caused argon loss from less
retentive sites, the *°Ar/>?Ar ratio will be lower
for the low temperature release and will date the
metamorphism. This has been used to trace the
evolution of the Precambrian Shield area of
Canada. Correction for non-radiogenic argon is
obtained from a comparison with 3°Ar. A graph
of the *°Ar/*°Ar ratio vs 3°Ar/*°*Ar for argon
released at different temperatures gives a linear
plot with a gradient equal to *°Ar*[*°Ar, where
the asterisk indicates the radiogenic *°Ar
required for the calculation of age. A precaution
is needed to avoid errors resulting from interfer-
ing nuclear reactions caused by the neutron irra-
diation. The presence of *’Ar, which can be
produced in these reactions, is an indication
that this is a problem.

Argon is a tracer for the outgassing of the
mantle (Section 5.2). Quenched submarine
basalts from mid-ocean ridges and island hot
spots, such as Loihi, off Hawaii, have “°Ar/*°Ar
ratios that are generally much higher than the
atmospheric ratio. This is an indication that the
primordial 3°Ar that accreted with the Earth is
mostly in the atmosphere. We may assume
either that it has always been there or that the
mantle is strongly outgassed and therefore that
much of the *°Ar is also in the atmosphere. The
discussion in Section 5.2 is consistent with the
second of these alternatives.

The K-Ar method is well suited to dating
igneous rocks with simple histories, especially
materials that are relatively young geologically.
For these materials it has the advantage that
there is very little initial daughter isotope, the
lower age limit of usefulness being imposed
by residual argon not outgassed from a natural
melt (Hayatsu and Waboso, 1985). Particular
successes of the K-Ar methods are the establish-
ment of the time scale of geomagnetic reversals
(Cox et al., 1963; McDougall and Tarling, 1963)
and the precise dating of 1.88 million year old
East African volcanic deposits (tuff) that are
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FIGURE 3.1 Rb-Sr evolution

of three hypothetical rocks

originating T years ago from a

common source and undergoing
simultaneous metamorphism

t(«T) years ago. Original whole-

rock isotopic ratios are

represented by A, B, C and

present ratios by A/, B/, C'.

Isochrons through individual 87g¢
analyses for each rock date the Wsr
metamorphic event and the

isochron through the whole rock

analyses dates the original

magma differentiation.

(87Sr)
8sr/,

(O Whole rock analyses

e Individual minerals é\‘

Isochrons

for time t

identified with hominid remains of special inter-
est (McDougall et al., 1980; McDougall, 1981).
Being chemically inert, argon diffuses through
and from minerals quite readily, so that the K-Ar
method dates not the formation of a rock or
mineral but the time at which it had cooled suff-
iciently to prevent diffusive loss of argon. This
occurs at what is called the closure temperature,
that is, the temperature at which a mineral grain
becomes a closed system, having no further
exchange with its surroundings. Different miner-
als have different Ar closure temperatures,
according to the diffusivity of argon in them, so
that a slowly cooling rock with several minerals,
yielding independent K-Ar ages, may record the
cooling history (e.g., McDougall and Harrison,
1999). The concept of closure temperature is not
exclusive to argon. Parents and daughters of all
the radioactive decay schemes diffuse at various
temperatures. An idealized example, illustrated in
Fig. 3.1, shows how it is possible to date both the
formation of a suite of rocks and their later meta-
morphism. However, the problem is complicated
by the fact that a closure temperature is not a
sharp cut-off, but is lowered by very slow cooling.
Another accumulation clock with a gaseous
daughter product is the decay of uranium and

§7Rb / 86Sr

thorium, which produce “He. The He/U method
was used in the first dating of rocks by Ernest
Rutherford. Although He diffuses even more
readily than argon, for some purposes this is
an advantage. Accumulation of *He has been
measured in the mineral apatite. At elevated
temperatures, characteristic of depths of a few
kilometres, helium diffuses from apatite as rap-
idly as it is produced but, as the mineral cools,
the rate of helium diffusion decreases rapidly.
Above about 80 °C, the helium is lost, but it is
retained below about 40 °C. Measurements of He,
U and Th concentrations in apatite crystals can
be used to estimate how long it has been since
they cooled through the range 85°C to 40 °C.
This method has been used to show that the
San Gabriel Mts., in California, have been rising
at about 0.3 mm/yr for last 5 million years (Blyth
et al., 2000).

3.5 Fission tracks

Another accumulation clock that is very simple in
principle is based on the spontaneous fission of
2381, This is a very rare process, occurring in only
5.4 x 10-% of 238U decays, but fission fragments



are very energetic and carry 40 to 50 electron
charges, so that they cause very intense radiation
damage along their short tracks. Each fission
event produces a pair of tracks, marking the
paths of the major fragments. Individual pairs
of tracks are made visible for counting under a
microscope by preparing polished surfaces and
etching them with acid. The etchant selectively
dissolves the damaged material, leaving charac-
teristic V-shaped etch pits. Spontaneous fission of
235U and ?*?Th also occurs but is so much rarer
than %3®U fission that it can be neglected.

Fission tracks are a radiogenic daughter
for which we can be quite certain that there
is no initial abundance. Thus the track count
follows an accumulation clock equation analo-
gous to Eq. (3.7),

T = (J5/2) 28U (e* - 1). (3.8)
In this case Ap is the decay constant for fission,
which is very small compared with the total
decay constant, A, and T is the number of tracks
caused by the available 2**U. The statistical pro-
blem of determining the relevant uranium abun-
dance, corresponding to the tracks intersecting
a particular plane of observation, is solved by
irradiating the sample with slow neutrons in a
reactor and counting the additional tracks,
Tn» produced by neutron-induced fission of 2*°U
(no significant further fission of >**U is caused).
Then

Tn = 65*>°U. (3.9)

where ¢ is the total neutron flux and o =582 x
10 %®*m? is the neutron-fission cross-section of
235U, The new tracks may be observed in the
same plane as the original ***U tracks, by re-
etching, after irradiation, in which case a factor
2 arises in the comparison of Egs. (3.8) and (3.9)
because the original tracks were produced by
uranium on both sides of the plane, whereas
after the cut only the uranium on the remaining

side can contribute. Then
T G
— = )TFzss (7) ) (3.10)
TN A U qua

The bracketed factor (2) does not apply if the
second track count is made on a fresh plane,
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cut after irradiation, in which case the total
count observed is (T+Ty) and greater care is
required to ensure that the planes compared
are closely similar and the numbers of tracks
statistically adequate. Although %*°U is a small
fraction of total U, its neutron-fission cross-
section, o, is so large that there is no difficulty
in making Ty large enough to compare with T.

Radiation damage of crystals anneals out,
causing fission tracks to fade at rates that differ
widely for different minerals and depend strongly
on temperature. This is another example of the
closure temperature problem, discussed in con-
nection with argon. Fission track closure temper-
atures vary from about 120 °C (apatite) to 300 °C
(sphene). Thus mild heating (to temperatures
within this range) can be dated by comparing
tracks in different minerals in the same rock.

Fission tracks in meteorites include a 3*°U
component due to cosmic ray-produced neu-
trons. The excess tracks, relative to the known
meteorite ages, are thus a measure of cosmic ray
exposures. This method was used to demonstrate
that tektites have no observable cosmic ray expo-
sures (Section 1.12).

3.6 The use of isochrons:
Rb-Sr dating

Most of the isotopic clocks are complicated by
the occurrence of initial, as well as radiogenic,
daughter nuclides. This applies to the dating
methods based on decays of ®’Rb, 23*U, 3°U
and *’Sm, as well as the less used '7*Hf, '"°Lu
and '®’Re. The presence of initial abundances
of daughter isotopes is not always a disadvant-
age. They frequently give information about
the histories of the source materials of the
rocks examined and may be as interesting as
the ages deduced from radiogenic components.
When initial daughter abundances must be
allowed for in a dating scheme, a single mea-
surement of a daughter/parent ratio does not
suffice. Additional information is needed to
solve for the extra unknown. In practice this
means that the decay scheme must meet two
conditions.
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(i) A rock must have several minerals with
quite different ratios of parent-to-daughter
elements and it must be possible to separate
them. This is normally satisfied, but it means
that a rock in which only one mineral has
sufficient of the relevant isotopes, or in
which all the minerals have parent/daughter
ratios that are too similar, cannot be dated.

(ii) A non-radiogenic (reference) isotope of the
daughter element must be present for
comparison.

In the case of the Rb-Sr clock, we can rewrite
Eq. (3.5) with N=3Rb and D* =®7Sr* and then
add initial strontium, ®’Sr,,

87Sr — 87Sr0 + 87Sr* — 87Sr0 + 87Rb(e2t _ 1)
(3.11)

Dividing by the abundance of the reference
isotope, ®°Sr, we have the isochron (equal time)
equation
87SI. 87SI'
st (@)ﬁ
The initial strontium ratio, (3’Sr/*°Sr), is the
same for all minerals in an igneous rock because
the two isotopes are chemically identical and,
when a rock is melted, the ratio becomes uni-
form throughout (or very nearly so if the mass
ratio is near to unity - see Section 3.9). The min-
erals may have quite different strontium abun-
dances but they are homogenized with respect to
isotopic ratios. Ideally, the minerals have very
different ratios, Rb/Sr, of the chemically differ-
ent elements, so that ®’Sr/*°Sr evolves differently
with time. Thus Eq. (3.12) represents the varia-
tion with time, t, of 8’Sr/®®Sr in a suite of samples
that were isotopically homogeneous at t=0,
such as several minerals in a single rock. If, at
age t, we consider a graph of (47Sr/®®Sr) versus
(3’Rb/®éS1), then it is linear, with an intercept
that gives the initial Sr ratio (as would be mea-
sured in a mineral with no Rb), and a gradient
(e” — 1)~ t, which gives the age, t. The gradient
is always much less than unity because ®’Rb is
long-lived compared with the Earth.
Graphical methods are helpful in visualizing
the significance of isochrons, and Fig. 3.1 illus-
trates the use of Eq. (3.12) in a situation that

87Rb

oo (e —1). (3.12)

allows dating of both the original emplacement
and subsequent metamorphism of a suite of
cogenetic rocks. Consider three rocks that are
produced in a sufficiently rapid sequence to
have the same age within the uncertainties of
observation. Their initial whole-rock isotopic
compositions are represented by the points A, B
and C. They are chemically different, so that
the Rb/Sr ratios cover a reasonable range, but
being from a common source they are isotopi-
cally homogeneous, that is, initial strontium,
(37S1/®°S1)o, is the same for all of them. As the
rocks age, so ®’Rb decays and for each ’Rb atom
lost a new ®’Sr atom is produced, causing the
compositions to move along the broken lines
(of gradient —1), reaching the points A’, B’ and
C after time T. The line through these points is the
T-isochron, gradient (e*’ — 1). Normally we con-
sider individual mineral analyses rather than
whole rock data, but now suppose that at some
time t (years ago), where t<T, all of the rocks
represented in Fig. 3.1 were reheated sufficiently
to re-homogenize the isotopes within their miner-
als (on a scale of centimetres), but not sufficiently
to cause mixing between them (on a scale of
tens or hundreds of metres). In this circumstance
the whole rock analyses would be unaffected, but
the mineral clocks would have been re-set to
zero t years ago and so now would give isochrons
with gradients corresponding to age t.

Figure 3.1 is a convenient starting point
for considering also the inferences that can be
drawn from initial strontium ratios. Rock C, hav-
ing a high Rb/Sr ratio, accumulates radiogenic
87Sr faster than A or B. Thus, when its clock is
reset (by the postulated reheating event), its
minerals have a higher (®’Sr/*®Sr),, ratio than
those in A or B, although all of the minerals in
all three rocks started with the same ratio T years
ago. A high initial strontium ratio characterizes
a rock that was derived from a source region
rich in Rb relative to Sr. The Earth’s continental
crust generally is such a source region. This obser-
vation is referred to in Section 5.3, in considering
the evolution of the crust. Young igneous rocks
with high initial strontium ratios are likely to be
re-worked material with long residence times in
the crust, whereas low (*”Sr/*°Sr), (less than 0.705)
probably indicates mantle-derived rocks.



Measurements of the Sr and Rb abundances
are made by mass spectrometer, but a direct
comparison is not possible because the two ele-
ments behave very differently when introduced
to ion sources. Wet chemical methods are needed
to separate rubidium from samples used for
strontium analysis. Then controlled spikes of
(®*St + ®¢Sr), or ¥’Rb are added so that the abun-
dances can be obtained from spectrometer mea-
surements of ratios.

The halflife of 8’Rb is nearly ten times the
age of the Earth. This means that variations in
the ®’Sr/*°Sr ratio are quite small and high Rb/Sr
ratios are required to resolve young ages. The
Rb/Sr method is best suited to measurements
on rocks several billion years old because neither
Rb nor Sr diffuses very readily and the clock is
not too trivially re-set. Moreover, the method has
sufficient versatility to indicate metamorphic
resetting and other complications. It is particu-
larly useful for Precambrian geology.

3.7 U-Pb and Pb-Pb methods

Lead-uranium evolution follows equations with
the same form as Eq. (3.12), with two parallel
decay schemes, 233U — 296Pb and 235U — 207Pb,
each of which is referred to the non-radiogenic
isotope 2°*Pb,

206 ppH 206 pp 238(J .
- b (e 1)
204pp ~ \204Pp ), ' 204Pb ’
207py,  /207pp By (3.13)
204pp |\ 204pp " 204pp (e —1).

Decay of uranium to lead is not immediate but
proceeds in a series of steps via intermediate
daughter products. The longest halflife among
these products is 2.5 x 10° years for *3*U, great-
grand-daughter of %**U, and there is an isotope of
the gaseous element, radon, in each of the decay
series. Thus it is crucial that rocks to be dated
remain closed systems, not allowing escape or
introduction of any component. In some cases,
especially 2**U, the intermediate daughters can
be used as tracers, as in the study of marine
sedimentation.

Equations (3.13) provide two independent
clocks, but it is convenient to combine them
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and avoid the need to measure uranium abundan-
ces. By subtracting the initial lead from total lead
in each of these equations and dividing them by
one another, we obtain the radiogenic lead ratio

207Pb (207Pb

204y 204Pb)0 2351 (exzsst _ 1)
206pp (zoepb) ~ 23y’ (ehst — 1)
0

(3.14)
204pp  \ 204pp

This ratio of radiogenic lead isotopes can be
used as an indicator of the stages in the Earth’s
history when any particular lead sample was in
contact (or lost contact) with uranium, because
radiogenic 2°’Pb increased rapidly when the
shorter-lived 2*°U was plentiful, but now %°°Pb
is increasing faster. To make this discussion
quantitative we need values for the initial lead
ratios and in Section 4.3 iron meteorite lead is
used for this purpose.

Equation (3.14) can be re-written in the form
of an isochron equation

207p I:ZSSU (e/lzast _ 1)] 206 pty

204pp 238U' (e/lmt —1)| 204pp

N 207Pb B 235U (e/lzsst _ 1) ZOGPb
204Pb o 238U (e;»z;;gt _ 1) 204Pb o :
(3.15)

In these equations, 2**U/***U=1/137.9 is very
nearly the same in all natural materials, so that
the square-bracketed terms in Eq. (3.15) are con-
stants for a series of cogenetic samples. The first
is the gradient and the second is the intercept ofa
lead-lead isochron, that is a graph of 2°’Pb/***Pb
versus “°°Pb/***Pb, and an age can be determined
from the gradient with no more information
about uranium abundances than the assumption
that 23°U/**®U is a known constant. Only lead iso-
tope ratios need to be measured. In fact the con-
stancy of the **°U[***U ratio is not exact, but the
only known strong variation occurs in a uranium
deposit at Oklo in Gabon, West Africa, parts of
which are so concentrated that they operated
as natural nuclear reactors two billion years ago.
The uranium decay constants are the most pre-
cisely determined of any and they occur in the
range most favourable for dating Precambrian
events, as well as meteorites. For 2**U the half
life is very close to the age of the Earth and for

55



56

RADIOACTIVITY, ISOTOPES AND DATING

235 the value is about 20% of this. Uranium and
lead are widely distributed in the crust and in
stony meteorites, and the existence of two paral-
lel decay schemes allows a test for consistency of
dating results.

If ages calculated from different decay schemes
agree, they are termed concordant and assumed to
be valid. The agreement may be between *°Ar/*’K
and *Sr’Rb, or between either of these and
the lead isochron in Eq. (3.15), but the notion
of concordance is applied particularly to Pb/U dat-
ing because the two parallel decays (Egs. 3.13)
allow a test independent of the other methods.
Equation (3.15) may be re-written

206pp /238 = A x (297Pb/235U) + B, (3.16)

where A=[exp(l3st)— 1]/[exp(/235t) — 1] and
B =2%Pb 238U — A x 297Pb,[235U.

The subscript zero refers to initial abundances,
so, if there is no initial abundance of lead, B=0in
Eq. (3.16). Then, since A is a universal function of
age, t, concordant data fit Eq. (3.16) (with B=0), a
relationship termed concordia. Note that,
although written here, and always plotted, as a
relationship between 2°°Pb/***U and 2°’Pb/**°U,
concordia does not require absolute abundances
of uranium isotopes. Equation (3.16), with or
without B, can be multiplied through by **®*U
and is seen to require only the ratio of uranium
isotopes. But concordia is applicable only to sam-
ples with no initial lead.

Uranium, lead and intermediate daughters
diffuse less readily in zircon (ZrSiO4) than in
other minerals, making it the most favourable
mineral for lead dating. It has the further advant-
age that it accepts U, and also Th, as substitutes
for Zr in its crystal lattice, but rejects Pb, which
has a larger ionic size. Thus, zircons have very
little initial Pb and a suite of cogenetic zircons
will plot as a single point on concordia, if there
has been no diffusion of any component. These
include the inert gas, radon, which has inter-
mediate daughter isotopes in both 23®*U and
235U decay series, so the requirement is strin-
gent. But the real interest in concordia arose
from the idea that it could be used to derive
information from discordant data. A suite of zir-
cons of age t,, subjected to a brief heating event

that re-homogenized the isotopes t, years ago,
with no other disturbance, would lie on a chord
of the concordia graph, joining the points corres-
ponding to ages t; and t,. In effect, they would
be mixtures of concordant components with
these ages. Unfortunately, when diffusion occurs
it is found not to be so simple. If conclusions
are sought from discordant lead data, then
more complicated variations of isochron plots
are advocated (Tera, 2003).

A particularly important early success in lead
isotope measurements was the dating of the
meteorites (Section 4.3). Most of the meteorites
have remained unaltered and isolated from other
chemical reservoirs since they were formed from
an isotopically homogeneous source. They there-
fore give an excellent fit to a lead-lead isochron
(Eq. 3.15). For terrestrial rocks, as well as meteor-
ites, the mineral zircon is of greatest interest, not
only because it has low or negligible initial lead,
but because it resists diffusion of U and Pb and
because it is resistant to mechanical and che-
mical weathering. Ion ‘microprobes’ that sputter
very small, selected volumes from small zircon
crystals allow isotopic ratios to be compared for
different parts of the same crystal, and so give
dates for individual zircon crystals. The oldest
measured terrestrial sample is a zircon from
Western Australia dated at 4.4 Ga.

3.8 '¥Sm-'**Nd and other decays

Samarium and neodymium are widely distrib-
uted, although only in trace amounts, and they
are both rare-earth elements (REE). These are a
sequence of chemically similar elements with
a progression of properties through the periodic
table that have been used as tracers of global
geochemical processes. Recognition that isoto-
pic measurements can be made precisely enough
to use the very slow (10" year) '*’Sm decay to
143Nd added a new dimension to REE chemistry.
144Nd is used as the reference isotope, with the
proviso that measurements are invalidated if
a specimen is exposed to neutrons (for example
by cosmic ray bombardment) because '**Nd
readily absorbs neutrons to become '**Nd.
Although use of the Sm-Nd decay is technically



difficult because of the limited range of values of
143Nd/***Nd and the slow decay of '*’Sm, it has
particular advantages. Sm and Nd are less mobile
even than Rb and Sr and, unlike Rb/Sr, the Sm/Nd
ratio appears to have been sensibly uniform in
the primitive mantle. This is evidently a conse-
quence of the fact that these elements were not
fractionated in the formation of the Earth from
the solar nebula.

We can write an isochron equation, as for
Rb-Sr and U-Pb,

143Nd 143N g
44Nd (144Nd>0

147Sm

+ 144Nd (eZSmt - 1)‘

(3.17)

There are three other Sm-Nd decays (Table H.1),
but with half-lives that are either much longer or
much shorter and they do not provide the sort of
cross-checking that is available with the U-Pb
clocks. Equation (3.17) represents another inde-
pendent clock, but probably wider interest in the
Sm-Nd method arises from the information
about the source of a rock that can be obtained
from the initial Nd ratio (Section 5.3). Often Nd
ratios and Sr ratios are compared, or plotted
against one another, to seek trends that indicate
chemical evolution of the reservoirs from which
they were derived.

Less used than Sm-Nd dating are methods
based on the '7°Lu decay to '7°Hf, which uses
77Hf as the non-radiogenic reference, and the
187Re decay to '¥”0s, with '®°Os as the reference.
The isochron equations are exact analogues of
Egs. (3.12) and (3.17). Re and Os are siderophile
elements, which means that they are found in
iron meteorites and have been used to date
them. Also Re and Os are strongly separated
by magmatic processes, so that crustal Os is
systematically different from meteoritic Os.
This difference was used to demonstrate that
the Os associated with Ir in the clays of the
Cretaceous-Tertiary boundary is of meteoritic
origin (see Section 5.5).

3.9 Isotopic fractionation

There are subtle chemical differences between
the properties of molecules that have the same
chemical structures, but different isotopes of

3.9 ISOTOPIC FRACTIONATION

the component elements. The bonding energies
are the same for all isotopes, being determined
by the orbital electrons, but the nuclear masses
affect the molecular vibration frequencies and
hence energy levels, including the zero point
(low temperature) energies of the molecules.
The equilibrium distribution of isotopes be-
tween interacting compounds is the result of
a balance between competing effects. In the
absence of thermal disturbance they would
be distributed as unevenly as necessary to min-
imise the total energy of the system, but the
randomizing effect of thermal agitation reduces
the unevenness to a small bias. The resulting
bias is thus a function of the temperature at
which the compounds come to equilibrium
and it can be used to determine that temper-
ature. Small isotopic variations are observed
for several light elements (H, C, N, O, S), permit-
ting studies of a range of geological phenomena.
The original application was to the estimation
of the temperatures at which calcareous shells
of marine organisms were deposited, using
oxygen isotope ratios. The results obtained cor-
related with Pleistocene glaciations, but, as
explained below, so did the isotopic composi-
tion of sea water, due to the higher concentra-
tion of light isotopes in fresh-water ice, leaving
the paleotemperature estimates in doubt.
Greater emphasis is now given to problems
such as the evolution of sea water and condi-
tions of magma generation and crystallization,
but interest in paleotemperature data remains
strong.

The equilibrium distribution of isotopes is
determined quantitatively by minimizing the
total free energy of a system. Although this is
strictly the Gibbs free energy, G, volume and
pressure changes are not involved so this is
equivalent to using the Helmholtz free energy,
F (see Table E.1, Appendix E),

F=U-TS, (3.18)

where U is internal energy and S is entropy at
temperature T. In general both U and S depend
on the distribution of isotopes. If we select a
convenient parameter, p, to represent this distri-
bution then, at a particular temperature T, the
condition (0F/dp); = 0 gives
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T= (3U/3P)T/(35/3P)T~

The principle is illustrated by considering a sim-
ple case for which U and S are calculable.

Consider an assembly of n molecules of each
of two interacting compounds, AX and BX, where
X is an element, common to both, that has two
isotopes, X; and X,. In the whole assembly there
are 2n atoms of X, of which there is a fraction f
of X, and (1—f) of X;. Then the distribution
parameter, p, is chosen so that the numbers of
molecules of the different kinds are

(3.19)

np of AX;,

n(1 —p) of AXy,
n(2f — p) of BXy,
n(1 — 2f + p) of BX;.

(3.20)

If there is no bias in the distribution, that is X is
equally distributed between A and B, then p=f,
but we are interested in the departure from this
situation due to energy differences. The config-
urational entropy of the actual distribution is a
measure of the disorder, which is greatest for
p=fand least if p=0 or 2f, that is if X, attaches
only to B or A. The configurational entropy,
which we can represent simply by S because it
is the only entropy component of interest in this
context, is given by

S=knW, (3.21)

where k is Boltzmann’s constant and W is the
number of complexions of the system, that is the
number of possible ways that X; and X, can be
distributed among the 2n molecules in the man-
ner of (3.20). Thus

n! n!
(n—np)!(np)! [n(2f —p)]'[n(1 —2f +p)]!”
(3.22)

Since the numbers are all very large, we can use
Stirling’s formula to calculate logarithms of the
factorials,

InN!~NInN —N, (3.23)
to obtain
InW=—-n(1-p)In(1-p)—nplnp
—n(2f —p)In(2f —p)
—n(1-2f+p)In(1 —2f +p). (3.24)

Then by differentiating with respect to p,
dmnw) _ {(1 —p)(2f - p)}

dp p%;%g@)
_ bl — b
L et

The practical parameter used to represent the
isotopic distribution is

(X2/X,) in AX

6= (Xp/X,)standard

(3.26)
that is molecule AX is available for measure-
ment. If this is a marine carbonate sample
and B is sea water, which is assumed to be
the same now as in the past, then B may be
used as the standard for comparison and so
we have

6:(XZ/X1)A_ _ p/(1—p) 1
(X2/X1)g @f -p)/A-2f+p)
(3.27)
so that
146202 +p) (3.28)

(2f =p)1-p)

Comparing Eqgs. (3.25) and (3.28), we see that,
with 6« 1,

dnw) o
TR nln(1+ 6) = —né. (3.29)

Thus, differentiating Eq. (3.21),
(0S/0p)p = —nké. (3.30)

S would be a maximum (disorder would be maxi-
mized) if (9S/0p);= 0, that is if é=0. However,
this state is prevented by the energy differences.

We can represent the energies of the four
types of molecule as

For AX;: Ea,
AX; : Ep + AE,,
BX, : Fp, (3.31)

BX, : Ep+ AEg,

This is convenient, as it is really the differences,
AE, and AEjp, that interest us. For the isotopic
distribution given by Eq. (3.20) the total energy,
which we can equate to internal energy, U,
because it is the only component of U that is
variable in this situation, is



U= ﬂ[EA + Ep + pAEs + (Zf — p)AEBL (3.32)
and therefore
dU/dp = n(AEx — AEg). (3.33)

Thus, substituting Eqs. (3.30) and (3.33) in (3.19),
we have

AEp — AEp

kT '
which says that §=0 if AE,=AEFp, but not
otherwise.

The average energies of isotopically different
molecules differ only because their energy levels
are quantized. We are concerned with the vibra-
tional energy levels that are affected by the
masses of the constituent atoms. A molecule
with a natural vibration frequency v may vibrate
only with energies hv/2, 3hw/2, 5hv/2,. ..,
where h is Planck’s constant. The excitation
occurs in multiples of hv, but there is a zero
point energy, hy/2, which is the unavoidable
minimum. Thus, at low temperature, at which
molecules vibrate with their zero point energies,
these energies vary with isotopic mass according
to its effect on vibrational frequency. In general,
there is a Boltzmann distribution in the occu-
pation of the alternative energy levels, so that,
at temperature T, the relative probabilities
of occupation are e /2T e=3hv/2kT @=Shv/2kT
Multiplying each probability by the energy of
that state and summing, we obtain the average
energy

5= (3.34)

E= Zl (2i — 1) hwexp|—(2i — 1)hv/2kT]/2Z,

(3.35)

where

Z= Zexp

is the partition function and appears here as a
normalizing factor to make the sum of all prob-
abilities equal to unity. Equation (3.36) is a sim-
ple geometric series, giving

Z = e /Ty [1 _e

(21 — 1)hw/2KT] (3.36)

—hu/kT] 7 (3.37)

and Eq. (3.35) can be written in terms of another
standard sum (Dwight, 1961, item 33.1)
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143x+58° +---=(14x)/(1-x)?*  (3.38)
so that
E= hu(l + e*h”/kT) /2 (1 — e*h"/kT)
= hv coth(hv/2kT) /2. (3.39)

We can see why the quantization of energy
levels is important to this problem by consider-
ing the classical limit of Eq. (3.39), that is
hv/kT — 0. For this situation, with the energy
levels blurred into a continuum, E — kT, inde-
pendently of v. The energy is then independent
of the masses of the isotopes, both AE, and AEp
are zero and ¢ is zero by Eq. (3.34). At the other
extreme, hv/kT — oo, the only state occupied is
the lowest one, with zero point energy hv/2, and
so E — hv/2. Then

6 =h[(vg2 — vB1) — (Va2 — va1)]/2kT. (3.40)

More generally, for arbitrary values of hy/kT but
a limited range of T, a quadratic relationship
between ¢ and T suffices. Vibration frequencies
of all modes are needed, in principle. It would be
impracticalfimpossible to calculate them from
first principles for molecules bonded to neigh-
bours in solids and liquids but, as H. Urey first
pointed out, if v, (say) can be measured spectro-
scopically, then vay or (va» —va1) can be calcu-
lated from it because the bond forces are the
same for both isotopes and only the vibrating
masses differ. The partitioning of oxygen iso-
topes between the shells of marine creatures
and sea water has also been examined experi-
mentally by growing them at controlled temper-
atures, allowing an empirical approach.

The use of oxygen isotopes in paleotempera-
ture studies, as well as investigations of mantle-
derived volcanic rocks, refers to the fractiona-
tion of '®0 relative to the common '°0. '®0
is about 0.2% of common oxygen. The reference
ratio is from Standard Mean Ocean Water
(SMOW) and all quoted 680 values are given as
departures from the SMOW ratio in parts per
thousand. Thus the §'®0 value of a marine shell
implies that it grew at a particular temperature,
with the assumption that it grew in SMOW.

Oxygen isotopes fixed in carbonate with the
crystal structure calcite give consistent ¢ values,
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indicating stability of the calcite, but the alterna-
tive form, aragonite, is subject to re-crystallization
and is unsuitable for paleotemperature studies.
A series of samples identified as calcite and
laid down under apparently identical conditions
by the same species allows the variation of
temperature with time to be inferred. However,
the isotopic composition of sea water has not
been constant. The § value of fresh water is sys-
tematically lower by about 6%. than ocean water,
and since climatic changes are associated with
variable volumes of fresh water ice locked in
polar regions, a bias is introduced. This can be
avoided only by using two cogenetic minerals,
such as calcite and calcium phosphate, with
different isotopic partitioning, so that both tem-
perature and §'80 can be determined for the sea
water in which shells formed.

The difference in isotopic composition
between sea water and fresh water or polar ice
is caused by the selective evaporation of light
molecules of water, that is those with only 'H
and '°0, leaving the remaining liquid slightly
enriched in ?H and '®0. The lighter atoms and
molecules, having higher vibrational frequen-
cies and therefore energies, require slightly less
thermal energy to escape from the binding to
neighbours in the liquid. Atmospheric water

has fewer of the heavy molecules than does sea
water. The reverse selection of heavier isotopes
for precipitation in rain and snow is less effective
because the fraction of atmospheric water pre-
cipitated is much higher than the fraction of sea
water evaporated. The result is an accumulation
of light water in polar ice and a consequent
greater enrichment of heavier isotopes in sea
water during ice ages, confusing the '*0/'°0
studies of paleotemperatures.

A third isotope of oxygen, }”0, has an abun-
dance of 0.038%, slightly less than 20% of the
abundance of '®0, and is not normally consid-
ered in paleotemperatures but has become
important in planetary and meteoritic studies.
Having a mass that is half way between '°0 and
80, the partitioning of 1”0 in physical and chem-
ical processes gives 6'70 variations that are pre-
cisely half of the §'®0 variations and so give no
additional information. A graph of 6'70 vs §'%0
for terrestrial oxygen samples has a gradient of
1. This is referred to as the terrestrial fractiona-
tion line. Lunar samples fall on this line but
many meteorite samples, including those identi-
fied with Mars, do not. This demonstrates that
the solar nebula was not isotopically homogene-
ous when these bodies accreted, a subject of
Section 4.5.



Isotopic clues to the age and origin

of the Solar System

4. Preamble

The notion that the Earth and Sun had a com-
mon origin has a long history, predating by
many years modern ideas about their ages. It
underlay the paradox that paralyzed geological
thinking in the late 1800s: there was no known
source of the Sun’s energy that could warm the
Earth for the apparent duration of the sedimen-
tary record. The discovery of radioactivity by H.
Becquerel in 1896 was deemed to release geo-
logical thinking from the conceptual difficulty
of a very limited age for the Earth, although the
release was not logically satisfying until thermo-
nuclear fusion was recognized in the 1930s.
Following the discovery of radioactivity, its two
principal roles in studies of the Earth were
promptly recognized. Measurements of radio-
genic heat in igneous rocks, especially by Strutt
(1906), and early ideas about dating, initiated by
Rutherford, confirmed its significance. This
chapter considers the global and Solar System
questions that are illuminated by studies of iso-
topes; evidence for the evolution of the Earth is
considered in the following chapter and radio-
genic heat in Chapter 21.

Meteorites are especially important to our
understanding of the early Solar System. Unlike
the planets, they have suffered little modifica-
tion since their common origin, 4.57 x 10° years
ago. Isotopic studies on meteorites date the Solar
System (Section 4.3); a precise independent age

for the Earth cannot be obtained from terrestrial
rocks, which have evolved in many ways from
the original nebular mix. The best that can be
claimed is that an average isotopic composition
of crustal lead is very close to the meteorite iso-
chron, but this leaves doubt about the validity of
crustal lead as an average for the Earth as a
whole.

That numerous meteorites give a good fit to a
common lead isochron is evidence not only that
they formed at the same time, but that lead and
uranium were both isotopically homogeneous,
at least in our region of the solar nebula. This is
not completely true for the light elements.
Selected fine grains from carbonaceous chon-
drites have isotopic ratios reflecting different
nucleo-synthetic events (Section 4.5). They were
evidently formed in atmospheres of earlier stars
and maintained their integrity when they were
incorporated as dust in the solar nebula. There is
also a broad scale variation in the ratios of oxy-
gen isotopes in the Solar System. This could have
arisen from a dust size sorting process, driven by
the Poynting-Robertson effect (Section 1.9), or
by selective dissociation of gas molecules
(Section 4.5) once the Sun began to radiate.

4.2 The pre-nuclear age problem

In the late 1800s geologists were seriously
divided over the validity of a calculation on the
cooling of the Earth that imposed a limit on its
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age (Burchfield, 1975). Kelvin (1863) had shown
that if the Earth was cooling by diffusion of heat
through the crust then the progressively thick-
ening crust would have had a decreasing temper-
ature gradient, reaching the present state after
about 20 million years. The difficulty was that
recognized sedimentary layers required hun-
dreds of millions of years to accumulate.
Considered in isolation, Kelvin’s argument was
aweak one. The present heat flux from the Earth
(4.42 x 10"*W - Pollack et al., 1993 - but less by
the estimate in Kelvin’s time) could be main-
tained for the presently understood age,
4.5 x 10° years, with average total cooling by
less than 1000 K (Problem 21.3). Internal temper-
atures of several thousand degrees were under-
stood, so the limitation was not inadequacy of
the heat source but the slowness of thermal dif-
fusion in a large body. Hypotheses of convection
and enhanced thermal conduction were
advanced by Kelvin’s contemporaries but never
taken seriously because they were seen to be
irrelevant. The real problem was not the Earth’s
heat but the energy of the Sun. Water-driven
erosion and sedimentation could have occurred
only as long as the surface of the Earth was
warmed by the Sun. Before the discovery of
nuclear reactions, there was no known mecha-
nism to maintain the solar output for the period
indicated by the sedimentary record. In retro-
spect it is easy to see that some new physics
was needed to resolve the difficulty.

The only important source of solar energy
known to pre-radioactivity physicists was gravita-
tional collapse. As we now know, this was needed
to raise the temperature of the Sun’s core to the
millions of degrees required to ‘ignite’ nuclear
fusion reactions. The energy released by collapse
of the Sun (mass M) to its present radius, R, and
internal density structure is

Ec =kGM?/R = 6.6 x 10%1], (4.1)

where k=1.74 is a numerical coefficient deter-
mined by the density distribution (tabulated in
Problem 1.3a, Appendix ]) and G is the gravita-
tional constant. For a uniform sphere, k=3/5
(Problem 1.3b) and, if this were assumed, as in
the original calculation by Helmholtz (1856) and
Kelvin (1862), the energy would be 2.3 x 10*!].

Equation (4.1) can be compared with the present
rate of loss of energy by radiation from the Sun:

dB
—F= 4nriS = 3.846 x 10%°W, (4.2)

d
where 1 is the radius of the Earth’s orbit and
S=1370Wm 2 is the solar constant, the inten-
sity of radiation at distance rg. Dividing Eq. (4.1)
by Eq. (4.2), we find that, at the present rate of
radiation, the total gravitational energy would
last 1.7 x 10'° s = 54 million years. If we were to
assume only the energy of collapse to a uniform
sphere, as in the original calculation, we would
obtain 19 million years. Kelvin’s cooling Earth
calculation derived its strength from the coinci-
dence of his result with this value. All these
estimates neglect the thermal energy stored in
the Sun, which is a large fraction of the gravita-
tional energy released and allows an even
smaller age estimate.

By the end of the nineteenth century it had
become clear to many geologists that the deposi-
tion of the Earth’s sedimentary layers required
more time than these estimates allowed.
Nevertheless, the forcefulness of the physical
arguments was enough to persuade some influen-
tial geologists to side with Kelvin. They included
C.King, then director of the US Geological
Survey who, in the conclusion to an article on
the age of the Earth, published three years before
the discovery of radioactivity, wrote ‘... the con-
cordance of results between the ages of the sun
and earth certainly strengthens the physical case
and throws the burden of proof upon those who
hold to the vaguely vast age derived from sedi-
mentary geology.” (King, 1893).

In reviewing the evidence available to pre-
radioactivity physicists, Stacey (2000) concluded
that Kelvin’s age-of-the-Earth paradox was inevita-
ble. No plausible model of the Sun could provide
sufficient energy to explain the sedimentary
record. Even the discovery of radioactivity did
not immediately solve the problem, although it
suggested that a solution was possible. If the Sun
were composed of 100% uranium, its radiogenic
heat would be only half of the observed solar out-
put and, in any case, the solar spectrum was
incompatible with such an extreme model. The
real resolution of the paradox emerged only in
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the 1930s with recognition of thermonuclear
reactions, but such a discovery was effectively
anticipated by a general rejection of the
Helmholtz-Kelvin age limit. As Rutherford and
Soddy (1903) wrote: ‘The maintenance of solar
energy, for example, no longer presents any fun-
damental difficulty if the internal energy of the
component elements is considered to be available,
i.e. if processes of sub-atomic change are going on.’

In spite of its apparent rejection, Kelvin’s
diffusive cooling Earth calculation had a much
more prolonged influence on geological and geo-
physical thinking. Strutt (1906) pointed out that
a 10 or 20km layer of granite would provide
enough radiogenic heat to explain the heat flux
from the Earth, without involving the deep Earth
at all, and suggested that radioactivity was con-
fined to a thin, chemically distinct crust. The
scene was set for a fixist view of the Earth, cool-
ing only by thermal diffusion, which prevailed
for another 60 years. Thermal models of the
Earth were no more than modifications in detail
of Kelvin’s model until the 1960s, in spite of
occasional pleas for reconsideration of convec-
tion. The final emergence, in the 1960s and
1970s of plate tectonics and a thermal history
based on convective cooling was a second stage
in the abandonment of Kelvin’s ideas. But it is
interesting to note that our use of the word crust
developed from Kelvin’s idea of a solidified layer
overlying molten rock.

4.3 Meteorite isochrons and the age
of the Earth

Figure 4.1 is a plot of meteorite lead isotope
ratios on a lead-lead isochron (Eq. 3.15)

206Pb

207Pb
= (0613 %0.014) 5z

204pp
+ (4.46 £ 0.10).

(4.3)

With the decay constants in Appendix H, and
taking ***U/**°U=137.88, this gives a date of
(4.54 £ 0.03) x 10° years for the time when iso-
topically homogeneous lead was isolated in var-
ious meteorite bodies with different U/Pb ratios.
Iron meteorites have virtually no uranium or
thorium and the least radiogenic lead found is
from the troilite (iron sulphide) in the Canyon
Diablo iron meteorite. This is usually regarded as
the most secure point on the meteorite isochron.
It is identified as primordial lead, that is, the lead
in the original solar nebula, in Table 4.1 and used
as the reference in calculating radiogenic lead
ratios, as defined by Eq. (3.14) (Table 4.2).

An isochron with a precise fit, as in Eq. (4.3)
and Fig. 4.1, is evidence that lead and uranium
were each isotopically homogeneous in the solar
nebula before the separation and accretion into
solid bodies. Many of the lighter elements (C, O,
N, Ne, S) were not isotopically completely homo-
genized and have left evidence in carbonaceous
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FIGURE 4.1 Lead-lead isochron for
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Table 4.1 Lead isotope ratios“

206p}, 204py, 207p},204py, 208py, 204py,
Primordial 9.307 10.294 29.476
(Canyon Diablo troilite)
Crustal average 18.55 1575 38.85
(marine sediments)
Ancient galena 13.30 14.52 33.58

(Manitouwadge, Canada)

%A comparison of data by Tatsumoto et al. (1973) on troilite from the Canyon Diablo iron
meteorite, which is widely accepted as ‘primordial’, that is, the least radiogenic of any natural
lead, with the average crustal lead estimated by Chow and Patterson (1962) from marine
sediments and an early galena, dated at 2.7 x 10° years and favoured by Tilton and Steiger

(1965) for estimating the age of the Earth.

Table 4.2 Radiogenic lead”

Meteorites (Eq. 4.3) 0613
Marine sediments (Table 4.1) 0.591
Manitouwadge galena (Table 4.1) 1.058
Easter Island® 0.532
Guadalupe lsland® 0.478
East Pacific Rise” 0572
Mid-Atlantic Ridge® 0.584

“Values of the ratio

207p}, /204ply) . _ (207pp /204pp _
Ezoespb;zozlpb;z — Ezost§204Pb;Z for various
samples (S) compared with primordial lead
(0), as in Eq. (3.14).
Data from Tatsumoto (1966).

chondrites of independent nuclear sources that
pre-date production of the heaviest elementsin a
supernova (Section 4.5). The origin of the heavy
elements is considered in Section 4.4. But for the
purpose of tracing the development of lead in
the Earth, primordial (iron meteorite) lead is
regarded as the starting point and it has been
modified by additions of radiogenic lead accord-
ing to subsequent contact of the lead with ura-
nium. A requirement for the lead isotopes to fall
on an isochron is that each of the uranium-lead
reservoirs must have remained isolated since its
formation, with no loss or addition of any com-
ponent. Most of the meteorites clearly satisfy

this requirement. Except for some special cases,
they have remained isolated, and, apart from a
brief period immediately after their formation,
cool and chemically unaltered for the entire life
of the Solar System.

There are no terrestrial samples comparable
to the meteorites because geological activity has
redistributed lead and uranium. However, an
ingenious method of assessing the average ter-
restrial lead to find a single data point for com-
parison with the meteorite isochron was the
analysis by Chow and Patterson (1962) of lead
in ocean sediments. The idea is that erosion of
continental rocks, and mixing of the products
before deposition as marine sediment, produces
a good approximation to the crustal average.
Sediments from the different oceans gave
slightly different results but, by taking a global
average, Chow and Patterson obtained the best
estimate that we have of average crustal lead.
This gives the ‘Earth’ point in Fig. 4.1; the numer-
ical values are given in Tables 4.1 and 4.2. The
question of how well the marine sediment lead
represents the whole Earth average is considered
further in Section 5.4.

Figure 4.1 shows that the crustal average lead
fits the meteorite isochron reasonably well,
encouraging the conclusion that the Earth
formed at the same time as the meteorites.
However, the scale of the figure does not permit
a close comparison and a more critical



assessment is provided by the numerical values
of radiogenic lead in Table 4.2. These show a
wide variability in terrestrial leads with a small
discrepancy between the sediment average and
the meteorite isochron. We suppose that this is a
real difference between the average for the crust-
plus-mantle and not an artifact of inadequate
sampling. There would be no discrepancy
between meteorites and the Earth as a whole if
the ‘missing’ lead could be assumed to be in the
core, but this supposes that there was a delay in
its separation from the mantle, that is incompat-
ible with a more sensitive test using tungsten
isotopes (Section 5.4).

The numbers in Table 4.2 give examples of
early and late radiogenic lead. The lead ore at
Manitouwadge, in Canada, was isolated from
uranium 2.74 x 10° years ago and so represents
the addition of radiogenic lead formed before that
time to primordial lead. This is an example of
early lead, which is relatively richer in 2°’Pb, the
decay product of the shorter-lived uranium
isotope, 2*°U. All of the other samples in the
tables, including the crustal average, are seen to
be biased to late lead. They must be accounted for
either by a late enrichment of uranium or, equi-
valently, by the withdrawal of early lead. Unless
crustal ore deposits, such as Manitouwadge, are
vastly more extensive than we have reason to
believe, they are inadequate to explain an obser-
vable early lead depletion of the whole mantle
and the preferred explanation is that early lead
was carried down into the core. Oversby and
Ringwood (1971) found that lead is quite strongly
partitioned into the iron in mixed iron-silicate
melts and supposed that the lead isotope ratios
could be explained in this way, but as mentioned
above and in Section 5.4, this is disallowed by
studies of tungsten isotopes. It is important to
these arguments that lead, uranium, tungsten
and hafnium (an isotope of which decays to tung-
sten) are heavy, neutron-rich elements that could
have been produced only in a supernova.
Assuming only one such event, their isotopic
ratios would have been uniform in the solar
nebula and not variable, as in the case of light
elements from different nucleo-synthetic sources
(Section 4.6). Thus lead remains an unsolved
problem.

4.4 ORPHANED DECAY PRODUCTS

The Rb-Sr method also gives a good meteorite
isochron from ‘whole rock’ analyses:

87Sr 87

- 0.0664ib + 0.6989.

8631 865y (4.4)

In this case the intercept is the value for pri-
mordial strontium obtained from achondrites,
which have very low Rb contents. By Eq. (3.12)
the gradient gives an age of 4.53 x 10° years.
Individual meteorites have been dated also by
mineral isochrons and some variability in appa-
rent age is noted. In part this was due to a delay
of perhaps a few tens of millions of years before
diffusion ceased, depending on the meteorite
cooling rates (Section 1.10), but it is also evident
either that there is some real variation in mete-
orite ages or that initial strontium was not com-
pletely homogeneous. Thus, Gray et al. (1973)
reported a value of (3”Sr/*®Sr), = 0.698 77 for Rb-
deficient grains in the Allende carbonaceous
chondrite. Strontium with this composition
must have been isolated from rubidium earlier
than that in the achondrites.

The minor variability in meteorite ages and
the remaining uncertainties and discrepancies
are interesting details that offer clues to the
accretion process and very early history of the
Solar System, but cannot cast doubt on the essen-
tial conclusion that the meteorites formed from a
common cloud of material about 4.57 x 10° years
ago. The further conclusion that the Earth and
other planets formed at the same time is hard to
avoid, but is not as well documented because the
Earth has had a more complicated history. But
even without meteorites the age of the Earth
would be constrained to a value between the old-
est geological samples, about 4.4 x 10° years, and
the age of the heavy elements (Section 4.4), which
could possibly be extended to 6 x 10° years if no
meteorite evidence were allowed.

4.4 Dating the heavy elements:
orphaned decay products

That radioactive species with halflives of 10°
years or less, notably **°U, have survived to the
present time allows us to put a rough bound on

65



66

ISOTOPES AND AGES

their ages. An early guess by Rutherford assumed
a value of 0.8 for the initial abundance ratio
(3°U[***U),. This is related to the present ratio
by the difference between the two decays,

(235U/238U) _ (235U/238U)0exp[—(2235 — /238)Tol;
(4.5)

and gives 7o=5.7 x 10° years as the time since
nuclear synthesis. Certainly it is implausible
that the ‘age’ of uranium should be close to the
conventional age of the Universe inferred
from the Hubble expansion, 13.7 x 10° years,
which would require (**°U/***U),=627. The
Rutherford guess predated by many years the
discovery of the neutron, which, as we now
know, rapidly destroys **°U by fission. The 2*°U
with which the Solar System started must have
been a daughter of heavier but shorter-lived
nuclides and the Rutherford guess overestimates
the age of the heavy elements. This means that
the interval between synthesis of these elements
and their incorporation in solid bodies in the
Solar System was short compared with the sub-
sequent life of the Solar System, inviting a search
for orphaned isotopes. Orphans are the decay
products of short-lived isotopes that no longer
exist in measurable quantities, but did so at the
time of Solar System formation and have left
evidence of their incorporation in meteorites
by the otherwise anomalous presence of their
products. Several are listed in Table H.3, but it
is anomalies in the abundances of xenon iso-
topes that have received most attention. The
subject is sometimes referred to as ‘xenology’.

Xenology began in 1960 when J. H. Reynolds
reported enrichment of '*°Xe in iodine-bearing
minerals in meteorites. The only naturally occur-
ring isotope of iodine is '*’I, but, according to
theories of nuclear synthesis, '*°I was originally
produced in comparable abundance. The beta-
decay of '**I to '*°Xe, with a half-life 0f 16.9 x 10°
years, accounts for the anomalous '*°Xe and the
short half-life imposes a tight bound on the
synthesis-accretion interval. It is only the '*°Xe
produced by decays occurring after incorporation
of iodine in the meteorite minerals that appears
as the excess of this isotope. This excess is a direct
measure of the abundance of '*°I at the time of
accretion.

If we make the simple assumptions that the
synthesis of iodine was a very brief event (com-
pared with the half-life of '*°I) and that '*°I and
127T were produced in equal abundances, then, at
the time of accretion, t years later, the '*°I is
reduced by the factor e * and it is the remaining
1291 that becomes the anomalous meteoritic
129%e, so that

129 127 —it
Xeexcess ~ Te . (4.6)

The more general equation describing pro-
tracted synthesis is the subject of Problem 4.2,
but this is not relevant if the synthesis event was
a supernova. On the basis of Eq. (4.6), Reynolds
concluded that the synthesis-accretion interval
was 1 to 2 x 108 years. It now appears that this is
also a serious overestimate and that the interval
may have been as short as 10° years.

Although excess '*?Xe is positively identified
with iodine, there are relative abundance varia-
tions between the other eight stable xenon iso-
topes. The principal cause of this is spontaneous
fission of the extinct heavy isotope of plutonium,
244py, not to be confused with the shorter-lived
239py that is used in the nuclear power and weap-
ons industries. ***Pu has a half-life of nearly 10°
years (Table H.3) and 0.3% of its decays are by
spontaneous fission. Its fission products include
a characteristic distribution of xenon isotopes
that provide a signature of its former presence.
There is, of course, no stable Pu isotope that can
act as a marker for the minerals that would have
incorporated ***Pu, in the way that %I provides a
reference for the '*°I— '?°Xe decay, but chemi-
cally it appears that plutonium associated with
uranium, and so the ***Pu products are found in
uranium-bearing minerals. ***Pu fission products
confirm that the synthesis-accretion interval was
very short compared with the subsequent life of
the Earth. The estimate cannot be made precise
because accretion itself was an extended process,
but also because variations in xenon isotopic
abundances are still not entirely explained
(Ozima and Podosek, 1999).

The production of the heavy elements consid-
ered in this section required a very intense neu-
tron flux. Successive neutron captures occurred
too rapidly to allow normal g-decay to the most
stable nuclear series, along which slow nuclear
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build-up proceeds. The only known type of event
capable of producing the required intense burst
of neutrons is a supernova, so the conclusion is
that a supernova occurred only 10® years or so
(perhaps much less) before its debris was incor-
porated in solid bodies. Other orphans with
shorter-lived parents impose much tighter limits
than this for grains in carbonaceous chondrites.
The implication is that the supernova provided a
trigger for Solar System formation, by a mecha-
nism considered in Section 4.6.

Another orphan that has attracted particular
attention is *°Mg, a product of *°Al, which has a
half-life of 7.2 x 10° years. The identification of
isotopically anomalous Mg in meteorite samples
indicates either their formation within a few
million years of synthesis of Al in a supernova
or prolonged intense radiation that produced
26Al by spallation after the formation of solid
grains. However, the spallation alternative fails
to explain very detailed observations on a Ca-rich
inclusion in the Allende carbonaceous chondrite
(Hsu et al., 2000). This inclusion had a layered
structure with three crystallization events, for
each of which the inferred initial (*°Al/*”Al),
ratios were obtained. These indicated formation
in three stages at intervals separated by hun-
dreds of thousands of years, but that it occurred
within about a million years of the synthesis of
Al The existence of %°Al as a very early heat
source in the Earth has also been suggested, but
its survival long enough to be incorporated in
the Earth is unlikely.

4.5 Isotopic variations of pre-Solar
System origin

A supernova is needed to explain the existence of
the heaviest nuclides and would certainly have
contributed to the Solar System inventory of a
wide range of elements. It injected this material
into a cloud of both gas and dust from different
nucleo-synthetic sources. Vigorous stirring of the
cloud, in the wake of the supernova shock wave,
mixed these ingredients, homogenizing the iso-
topic soup, but the mixing process was incom-
plete. Carbonaceous chondrites in particular
contain traces of materials with isotopic ratios

quite different from those in the bulk of the Solar
System. They could not have survived unmixed in
gaseous form and there are now observations of
the microscopic solid grains that carry isotopic
signatures of the pre-solar, pre-supernova period
(Bernatowicz and Walker, 1997; Nittler, 2003).

Microwave spectroscopic observations of
remote parts of the Galaxy have revealed gas
clouds containing familiar, simple molecules,
but with proportions of isotopes of common ele-
ments, such as O, S, N, as well as H, quite differ-
ent from those in the Solar System. It is evident
that the materials in these regions were derived
from different combinations of nucleo-synthetic
processes. Some of the same sort of variations
are seen in the fine grains that make up the
carbonaceous chondrites. One of the earliest of
the isotopic ‘anomalies’ to be identified was
?2Ne, which would not have condensed in the
solid dust particles of a nebula or stellar atmos-
phere but is explained as a decay product of >>Na
generated by nova outbursts. In this case the 2.6
year halflife gives little scope for a delay
between its synthesis and incorporation in the
SiC grains in which *?Ne is found. The isotopic
compositions of both Si and C in these grains are
also quite different from the bulk of the Solar
System. They must have formed in atmospheres
of carbon-rich red giant stars with insufficient
oxygen to oxidise the carbon to CO (and Si to
SiO,). Similarly, a carbon-rich environment was
required for formation of nano-diamonds, with
high '3C, that are host to '°N-rich nitrogen and
xenon with isotopic abundances characteristic
of slow neutron irradiation (as distinct from the
neutron flash of a supernova). There were evi-
dently at least several dying stars that contrib-
uted to the solar nebular dust with isotopic
compositions characteristic of different nucleo-
synthetic processes. But it appears that the trig-
ger for Solar System formation was a supernova
that produced the heaviest elements, including
uranium and now extinct plutonium, as well as
shorter-lived parents of the orphaned isotopes
mentioned in Section 4.4 and Table H.3.

We see that the Solar System accreted from
materials that preserved on a microscopic scale
the isotopic signatures of several different sour-
ces. The processing of these materials in bodies
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FIGURE 4.2 Oxygen mass 4
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of planetary sizes homogenized the mix, so that
the isotopic variations that are apparent within
them now arose only from thermally controlled
physical and chemical fractionation processes,
as explained in Section 3.9, and not from the
preservation of pre-Solar System history.
Oxygen is of particular interest in this connec-
tion because there are three isotopes, *°0, 7O
and '®0, none of which is produced radiogeni-
cally. The ratios of their abundances provide a
sensitive test for isotopic homogeneity of a
planet as a whole. Terrestrial samples, that is
oxygen from ocean, atmosphere and rocks, all
fall on a line of gradient 0.5 in a plot of 570 vs
380, as required for an isotopically homogene-
ous source fractionated only by the mechanism
in Section 3.9. This is known as the terrestrial
mass fractionation line, but many meteorites
plot well off this line and differ from one another
as well as from the Earth. Figure 4.2 is a plot for
several types of achondrite.

Of particular interest in Fig. 4.2 are the
achondrites identified with Mars (shergottites,
nakhlites, chassignites), which have their own
mass fractionation line separate from that of
the Earth, whereas the lunar achondrites fall
on the terrestrial line. Mars accreted from mate-
rial that was isotopically different from the
Earth and the fractionation that has occurred
within it gives a gradient 0.5 graph consistent

5180 (per mil)

with thermally controlled fractionation, as in
Section 3.9. The inference is that there was a
radial gradient in oxygen isotopic composition
in the solar nebula when the planets accreted,
although no single simple explanation suffices
to explain all the variations between meteorites
without requiring that the isotopic gradient var-
ied with time during the accretion process, and
there may well have been more than one mech-
anism involved.

Figure 4.3 offers another clue to a the origin
of oxygen isotope variations. Refractory inclu-
sions (CAls) and chondrules from carbonaceous
chondrites fall on a fractionation line of gradient
very close to unity. Noting that all of the § values
are small, with a total range of about 4%, and that
they are fractional variations for both 70/*°O
and '80/'°0, a line of gradient unity passes
through the origin (0,0) of a graph of total values
(not & values) of ”0/*®0 vs '®0/*®0 and therefore
indicates a process that distinguishes '°O from
170 and '®0 but that 70O and '®0 have a fixed
ratio. There are plausible separation mecha-
nisms that could operate either on molecular
gases or on solid particles in the nebular cloud
and perhaps both were effective. A clear choice
would have important implications for the ori-
gin of the nebula.

Navon and Wasserburg (1985) and Clayton
(2002) suggested that a separation process began
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FIGURE 4.3 Oxygen isotopes in refractory
inclusions (CAls) and chondrules extracted
from carbonaceous chondrites fall on a
fractionation line with a gradient very
close to unity, not the terrestrial mass
fractionation line. Plotted from data by

R. Clayton and coworkers and reproduced,
by permission, from McSween (1999).
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with a two-stage selective photo-dissociation
of either O, or CO molecules in the nebular
gas, exposed to strong ultra-violet radiation of
the youthful Sun. A molecule is first excited to
a vibrational state that is sufficiently long lived
to have a precise energy level and to leave the
molecule vulnerable to further UV absorption
that separates it into isolated atoms. The first
stage absorbs radiation of particular wave-
lengths that are different for molecules with
different oxygen isotopes because the molecular
vibration frequencies and hence energy levels
are different. The more abundant '°0, or
12¢1%0 molecules absorb sufficient radiation of
their wavelengths in the inner part of the nebula
to produce absorption lines at those wavelengths
in the solar spectrum further out, so reducing
the dissociation of molecules with 'O, relative
to 170 and '®0, which, being less abundant, have
less effect on the spectrum. As a consequence
they are more strongly dissociated than is '°0.
With a radial variation in the isotopic ratios of
the reactive independent oxygen atoms, Clayton
(2002) appealed to chemical binding to solid par-
ticles that were physically transported outwards
in the nebula. This mechanism gives a separation
of '°0 from '70 and '®0 and so would yield
materials falling on a line of unity gradient, as
in Fig. 4.3.

McSween (1999, pp. 72-73) makes the alter-
native suggestion that the isotopes were never
completely homogenized and that 0 was pro-
duced virtually pure in the pre-solar supernova.
The argument is that 7O and '®*0 would have
been destroyed by intense radiation, because
the very neutron-rich environment of the super-
nova that produced them was very brief com-
pared with the following radioactivity. Then, if
160-rich grains of supernova origin were distin-
guishable, either by size or density, from other
grains in the nebula, they would have been radi-
ally sifted by the Poynting-Robertson effect
(Section 1.9), with the same result as for the
molecular dissociation mechanism. Explaining
all of the oxygen isotopic variations in meteor-
ites by either mechanism requires some ingen-
uity but it is possible that further observations
will provide the basis for a choice between them.
For example, any fractionation of '’O from 0
would be more easily explained by the
Poynting-Robertson effect because it would
only require different grains from different sour-
ces, but, conversely, if IDPs are found to have
very different '70['®0 ratios that are not seen
elsewhere in the Solar System then the
Poynting-Robertson effect would have separated
them and evidence that it has not done so would
discount this explanation.
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4.6 Sequence of events in Solar
System formation

Some interplanetary dust particles (IDPs) are
composites of even more primitive grains that
formed in the atmospheres of dying stars, but
they have not been dated. Nevertheless, it is
evident that grains at least similar to them col-
lected in a cloud of gas that was probably form-
ing for billions of years, with several inputs,
before a nearby supernova provoked a gravita-
tional collapse to form the Solar System. The
subsequent development was comparatively
rapid. Isotopic variations in carbonaceous chon-
drites demonstrate that many, perhaps most, of
the original fine grains preserved their identities
until well after the proto-solar nebula had con-
densed to a disc shape, controlled by the total
angular momentum of the cloud from which it
formed. Turbulence would have ensured that the
nebula was very thoroughly mixed on a macro-
scopic scale, but did not cause grain aggregations
sufficient to obscure the isotopic signatures of
the several sources of nebular material. The col-
lapse required strong interactions to damp out
the random motions and produce a co-rotating
disc. It is usually suggested that the supernova
shock wave triggered collapse of the nebula, but
it would not have reduced the turbulence.
Electromagnetic damping appears to be an effec-
tive alternative. Before the supernova, the nebu-
lar cloud would have been only weakly ionized
and almost non-conducting. The intensely radio-
active supernova debris would have changed
that, converting the cloud to a highly conducting
plasma. Magnetohydrodynamic action would
then have taken over and rapidly damped the
turbulence. This must have happened before
the Sun formed and without ionization by
ultra-violet radiation.

Serious aggregation of grains began only
after the increase in density of the cloud by its
contraction to a disc, at which time the central
concentration of mass (the Sun) would have
begun to radiate. Onset of the radiation while
many grains were still small caused some sort-
ing by the Poynting-Robertson effect so that
correlations between chemistry and grain size/

density caused development of compositional
gradients (and possibly isotopic gradients, as
considered in Section 4.5). The sequence of
condensation processes is inferred from abun-
dances of ‘orphans’ of short-lived parent iso-
topes (Table H.3, Appendix H), especially **Mg,
daughter of 2°Al (0.7 million year half-life).
These inferences must be treated with caution
because radioactivity was still strong and it
included spontaneously fissioning isotopes,
such as ***Pu, producing neutrons that would
have generated in situ some of the short-lived
isotopes. Nevertheless, the demonstration by
Hsu et al. (2000) of the sequential development
of concentric shells of a refractory inclusion
(CAI) from a carbonaceous chondrite over a
period of order a million years, very shortly
after the synthesis of 2°Al, justifies the conven-
tional understanding that CAIs were the ear-
liest condensed particles (that is disallowing
pre-solar grains). Since they have refractory
compositions it is logical to expect them to
condense very early. Chondrules followed.
They were still isolated droplets in the cloud
when subjected to repeated transient partial
(or even complete) melting and rapid cooling.
This is presumed to have occurred when
the Sun was at its T-Tauri stage; T-Tauri is the
type example of young, very active stars, sur-
rounded by clouds through which intense
shock waves are seen to propagate, allowing
the inference that chondrules were shock-
heated. Significantly also, T-Tauri stars have
strong magnetic fields; shock heating and cool-
ing of chondrules in a magnetic field would
have given them thermoremanent magnetiza-
tions (Section 25.2), accounting for their mag-
netic moments (Section 1.11).

The next stage, aggregation of millimetre-to
centimetre-sized condensates into planetesimals
large enough to have significant gravitational
fields, is the least well understood. We may take
comets as a clue to what was possible: accumula-
tion of loose conglomerates bound by patches of
volatile ices. Direct heating by the Sun to produce
metallic iron is improbable but impacts between
loosely compacted bodies could have done so and
it appears that some meteoritic iron was formed
in small bodies and did not wait for the formation
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of cores in large ones. Repeated fragmentation
and reaggregation, as in the example in Fig. 2.2a,
was normal, with repeated impact heating, but
the whole process gradually dissipated the
kinetic energy of turbulent or random motion,
leading to progressively larger bodies. Eventual

combination in a limited number of planets was
probably gravitationally controlled (Section 1.2).
But the meteorites give us material that has
escaped the later processing, with glimpses of
the early Solar System and even the sources of
materials that made it.

71



Evidence of the Earth’s evolutionary history

5.1 Preamble

Although we believe that the terrestrial planets
all have essentially the same major chemical
constituents, the atmospheres, where they
exist, are very different (Tables 2.8 and 2.9).
This diversity means that atmospheric composi-
tion is a sensitive indicator of the evolutionary
history of the planets. The radiogenic isotope
“OAr, being a decay product of °K, is of particular
interest to the Earth as a whole because it would
have been very rare indeed when the Earth first
formed, and has leaked to the atmosphere pro-
gressively over the life of the Earth. We suppose
that the potassium abundances of Venus, Earth
and Mars are similar, an assumption justified for
Venus by data plotted in Fig. 21.1. Then the three-
fold greater value of the ratio mass of atmos-
pheric *°Ar to mass of planet for the Earth than
for Venus shows that the leakage of *°Ar to the
atmosphere has been much more effective for
the Earth. This requires the convective stirring of
the Earth to have been more vigorous.

We also need to explain the fact that the ratio
36Ar[*°Ar for Venus is 270 times the terrestrial
value. We can be confident that in all cases the
“0Ar was produced in the planets after they
formed, but that *°Ar was either inherited from
the solar nebula or was acquired subsequently
from the solar wind. Solar Ar is dominated by
36Ar. But we cannot explain the very high *°Ar
abundance in the Venus atmosphere as an out-
gassing product from the planet’s interior
because that would require much more *°Ar to

have been brought up with it. It is reasonable to
suppose that Venus has retained much of its
primitive atmosphere, of which 3®Ar was a con-
stituent. But if we assume 100 times as much as
for the Earth from the *°Ar/planet mass ratios,
we have difficulty in explaining the fact that the
N,/planet mass ratio of Venus is also very high.
There are two more pieces to be fitted into the
evolutionary jig-saw puzzle: the CO,/N, ratios of
Venus and Mars are similar and the N,/planet
mass ratio for the Earth is 28% of that for
Venus. This suggests that CO, and N, are primi-
tive. The Earth’s atmosphere has been dramati-
cally modified by biology, which continues to
remove CO, and makes use of N,, although it is
not clear that this leads to a net absorption of N,
sufficient to explain its atmospheric abundance
relative to Venus. But it leaves little alternative to
a solar wind injection of *®Ar and therefore pre-
sumably He and ?H, from which the Earth was
protected by the magnetosphere.

Oxygen is a special case, being a product of
photosynthesis on the Earth. But oxygen is also
produced by dissociation of water vapour in the
upper atmosphere, where it is exposed to ultra-
violet radiation, allowing the hydrogen to escape
to space. The rate is limited by the coldness of the
upper atmosphere, which contains little water
vapour. Oxygen would have accumulated to
about 20% of the present abundance if it were
not continuously removed by oxidation of vol-
canic gases and the weathering of igneous rock.
Thus it is not necessary to postulate the existence
of life on Mars to explain the modest oxygen
content of its atmosphere. The oxygen balance



ofthe Earth’s atmosphere is controlled by the rate
at which carbon (from CO,) is removed by photo-
synthesis and burial. The net rate of removal is
very small compared with the carbon flux
through the biosphere by growth and decay and
we have no reliable independent measure of it.
CO, is also removed by solution in the sea and
incorporation in the shells of marine organisms,
but that process does not affect the oxygen bal-
ance. We know also that the most voluminous
material cycled through the atmosphere is
water, but that appears to be an essentially bal-
anced process that has no effect on the other
constituents.

Although the Earth began with a primitive
atmosphere, it is unlikely to have had much, if
any, primordial crust and no continental crust.
These chemically different materials must have
separated from the much larger volume of the
mantle and not simply been deposited last on
the accreting Earth. Meteorite compositions sug-
gest only a core and mantle and that the crust has
developed over geological time, although we
believe that this process started very early.
Section 2.9 refers to three types of igneous crust
as first, second and third stage differentiates from
the mantle. Thus, crustal composition is also an
indicator of the evolution of the Earth, but, in this
case, we have less information from the other
planets for comparison. The oceans are unique
to the Earth, although that may not always have
been so. It has generally been assumed that the
continental crust is also unique, but it appears
possible that Mars has some continental-type
crust. On the other hand, it is evident that the
basaltic ocean floor has equivalents on the other
terrestrial planets and the Moon. But they have no
sea water to act as a flux for the generation of
andesitic magma from subducted ocean floor
crust. Since the average lifetime of the ocean
floor is about 10® years, only 5% of the ages of
large areas of continental crust, evidence of the
early history of the Earth’s evolution must be
sought in the continental crust (Section 5.3).

Biological activity is sensitive to its environ-
ment and the sequence of fossils that it has left in
the sedimentary layers of the crust provides us
with an historical record of the environment
(Section 5.5). This record was the basis for a

5.1 PREAMBLE

geological time scale long before the advent of
nuclear dating methods, which have provided
dates for the traditional geological periods
(Appendix I). Each of the named periods is identi-
fied with characteristic fossils and the important
feature is that they are distinct from one another.
The boundaries between them mark discontinui-
ties in the progressive evolution of life forms. We
refer to mass extinctions, when many species
disappeared, to be replaced by others for which
environmental niches appeared or were freed up.
The extinctions were consequences of environ-
mental crises that provide clues to the evolution
of the Earth itself. The ultimate causes have been
contentious and, although a consensus cannot yet
be claimed, the weight of evidence has shifted
from an emphasis on meteorite impacts to the
view that volcanic activity is the major contrib-
utor. The volcanic argument is linked to the evi-
dence of deep convective plumes in the mantle
(Chapter 12), the heat flux from the core
(Chapter 18) and the power source for the geo-
magnetic dynamo (Chapter 21).

The evolution of the core has also been a sub-
ject of disagreement. It hangs critically on the
question of a source of radiogenic heat. There is
no U, Th or K in iron meteorites and most recent
discussions have assumed that the radioactive
content of the core is negligible. This requires
the power of the geomagnetic dynamo to be
derived from progressive cooling. A long-standing
claim that potassium accompanied sulphur into
the core (Section 2.8) is strengthened by difficulty
in deriving enough heat from cooling to maintain
the dynamo with a longlived inner core
(Section 21.4), but that argument can be ques-
tioned (Stacey and Loper, 2007). We know that
the core has cooled much less than the mantle,
leaving a thermal boundary layer at their inter-
face. Perhaps surprisingly, the availability of
radiogenic heat makes this easier to explain,
because it means that the core heat flux and the
dynamo can be maintained with slower cooling.
However, the relatively short half life of *°K
introduces a complication to thermal history
calculations (Chapter 23). The difficulty would
be avoided by substituting uranium, but the
case for that appears even weaker. It has some-
times been suggested that the formation of the
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core was delayed for tens of millions of years
after the Earth accreted, but a simple energy
argument (Section 5.4) makes that implausible.
Recent comparisons of tungsten isotopic abun-
dances in the Earth and in meteorites (summar-
ized by Fitzgerald, 2003) confirm that formation of
the core can be regarded as part of the accretion
process and not a separate evolutionary episode.

5.2 Argon and helium outgassing
and the Earth’s potassium
content

The isotope *°Ar, which is produced in the Earth
by decay of *°K, has leaked to the atmosphere by
volcanism and by weathering of crustal rocks.
Being chemically inert and too heavy to escape
to space, the argon is retained in the atmosphere
and has accumulated to 6.55 x 10'®kg, approxi-
mately 1% of the atmosphere (Table 2.7). *He,
produced by uranium and thorium decays, also
leaks to the atmosphere, but is light enough to
escape to space, with an average atmospheric
residence time of a few times 10° years.
Although *He is produced in the Earth in greater
abundance than “°Ar it is only a very minor con-
stituent of the atmosphere. There are traces also
of 3*Ar and ®He, which are primordial, that is they
were caught up in the Earth when it formed from
the solar nebula and have not been supplemented
by radioactive decays. However, care is required
to avoid confusion with traces of these gases arriv-
ing either with the solar wind or as spallation
products in interplanetary dust (see Eq. (1.7)).
The very small proportions of these primordial
gases, relative to the radiogenic gases “°Ar and
“He, demonstrate that almost all of the *°Ar and
“He were produced in the Earth. In the solar wind
36Ar is seven times as abundant as *°Ar, but in the
atmosphere “°Ar is 296 times as abundant.

The ratio of *°Ar to “He leaking to the atmos-
phere indicates the K/(U + Th) ratio of the Earth.
It also allows the rate of tectonic cycling of man-
tle material through a volcanic stage to be esti-
mated. The abundances of K, U and Th in the
crust are subject to direct measurement, but for
the mantle we rely on the Ar and He trapped in

rapidly quenched submarine basalts to indicate
Kand (U + Th) in the source regions. In principle,
the primordial isotopes, 3°Ar and *He, give us a
measure of the completeness of the outgassing
process, but attempts to use them quantitatively
appear to have been confused by absorption of
minor gases from the quenching sea water.
However, if we can obtain reliable averages of
“°Ar and “He, they provide a simple estimate of
the K/U ratio and this gives a measure of mantle
potassium, since total U in the Earth is assumed
to be approximately chondritic. The degree to
which the more volatile K was lost during accre-
tion is important to the thermal budget of the
Earth (Chapter 21).

Ratios of gas abundances are normally
quoted by volume or, equivalently, numbers of
atoms, so that for the present purpose it is con-
venient to convert the conventional mass ratio
for solid elements (K/U) to numbers of radioac-
tive atoms, allowing for the different atomic
weights and proportions of the isotopes of the
total elements:

40K at K
_tatoms 7.00 x 1074 = .
238U atoms U/ Mass

We also have (**°U atoms/***U atoms)=7.35 x
102 and assume a Th/U ratio that gives (***Th
atoms/***U atoms) = 3.8. These numbers allow us
to calculate from accumulation clock equations
the abundance ratio *°Ar/*He produced by a mix
with a specified K/U ratio, knowing that each
238 decay produces eight “He, each 2*°U gives
seven *He and each *’Th decay gives six *He,
whereas on average each *°K decay gives only
0.105 *°Ar. For two extreme situations, current
rate of production and total accumulated pro-
duction over 4.5 x 10° years, we have

(5.1)

40
Current rate: (4_Ar) =168 x107° (E) . (5.2)
He Mass

Total over 4.5 x 10°years:

40 5.3
(4;&) =453x107° (K) 5:3)
He u Mass

(Problem 5.1, Appendix ]). The subscripts are a
reminder that the gas ratios are expressed in



terms of volumes, or numbers of atoms, but that
(K/U) is the ratio by mass, facilitating direct com-
parison with Table 21.3.

Fisher (1975) obtained values of 10 to 20 for
“He[*°Ar from a number of submarine basalts
and concluded that the mantle K/U ratio was
much lower than that of the crust. (K/U)yass ~
3000 appeared reasonable and a value as low
as 1500 was not impossible. Subsequent work
(e.g. Hart et al., 1985) extended the available
data to a larger number of samples from a
wider area and also, in many cases, added obser-
vations of *He and *°Ar, with the result that a
more complicated picture emerged. He/Ar values
vary between extremes of 0.01 and 120 and some
care is required in inferring a mantle average.
The low ratios are obtained from samples that
are low in He, not because the argon content is
high, and so do not contribute strongly to the
average. It has been argued that the high ratios
are biased by selective diffusion of He into melt,
but after prolonged outgassing this effect would
have become self-cancelling. The fact that
basalts from mid-ocean ridges generally give
higher ratios than basalts from island hot spots
is indicative either of fractionation within the
mantle or that the core contains some potas-
sium. It is plausible that the core releases argon
into the base of the mantle, where it finds its
way into plumes and hence the hot spots.
Acknowledging the uncertainties and an expect-
ation that further work will throw new light on
the problem, the mantle average selected here is
(*He[*°Ar) = 12, essentially in agreement with
Fisher’s (1975) original conclusion.

The relationship between “°Ar/*He and K/U
requires a compromise between Egs. (5.2) and
(5.3). These express the fact that early radiogenic
gases are richer in argon because, except for
235, *°K has a shorter halflife than U or Th.
Mantle degassed for the first time would give
Eq. (5.3) but repeatedly degassed mantle would
be nearer to Eq. (5.2). We should note also that
early degassing would have been more intense. If
we suppose that degassing of the Earth occurs at
a rate proportional to the heat flux, then the
present rate is about 60% of the average over
the life of the Earth. This means that the young
Earth was more strongly degassed but, of course,
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not much of the radiogenic gas had been pro-
duced at that time. We cannot be far wrong in
adopting a coefficient of 3 x 10~ as the com-
promise between Egs. (5.2) and (5.3). With
(*He[*°Ar)yo =12, this gives (K/U)yass=2800,
which is the value adopted in Table 21.3. This is
a lower value than usually quoted, and much
lower than the average crustal value, but is a
consequence of the argument that the mantle
is strongly outgassed and that a large fraction
of the argon is in the atmosphere.

Adding the crustal potassium from Table 21.3
we obtain the estimate of total terrestrial
potassium, 7.14 x 10*°kg. We can compare
this with the minimum amount required to
produce the observed 6.5 x10'°kg of atmos-
pheric argon in 4.5 x 10° years. Using Eq. (3.7),
and taking “*°K/Kp,. = 1.167 x 1074, gives
Kmin= 4.7 x 102°kg. On this basis 66% of the
argon produced in the Earth has leaked to
the atmosphere. A slightly smaller fraction of
the total helium may have been lost from the
mantle because the leakage favoured early radio-
genic gas, although He would have been lost
preferentially from the crust because it diffuses
more easily. Xie and Tackley (2004) modelled this
problem, drawing attention to the uncertainties.

5.3 Evolution of the crust

Oceanic crust is produced at mid-ocean ridges at
a rate estimated to be about 3.4km?/year. In
global history terms it is short lived, spending
about 10® years at the surface, and much less
early in the life of the Earth, before it is sub-
ducted and re-assimilated in the mantle. The
total volume generated in the life of the Earth
exceeds the present volume of the crust by a
factor of order 20, so no more than a tiny fraction
could be converted to continental crust. But, as it
drifts towards the subduction zones, the oceanic
crust accumulates sediment washed off the con-
tinents and some, probably most, of this sedi-
ment is recycled into continental material. The
processes of sedimentary recycling, collectively
referred to by the colourful expression cannibal-
ism, are central to the history of crustal
development.
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FIGURE 5.1 Age zones for basement rocks of North
America. Numbers give ages in millions of years.

The rate of sediment transport to the sea is
estimated by McLennan (1995) to be about
2.2 x 103 kglyear. Approximately 20% of it rea-
ches the ocean basins and the rest is deposited in
coastal wetlands, estuaries and submarine con-
tinental margins. McLennan noted that the sedi-
ment flux increased with the advent of
agriculture, so these numbers are higher than
we should adopt in the present discussion. We
assume a total of 10'3kg/year, with 2 x 10**kg/
year reaching the ocean basins. As an indication
of the speed of erosion that these numbers
imply, we note that the continental material
above sea level, which is subject to erosion,
amounts to about 3 x 10°°kg. Erosion removes
this much material in about 30 million years.
Nevertheless we see that the continents have
ancient cores, with rocks aged up to 3.5 billion
years or so and large areas with ages exceeding
2.5 billion years (Fig. 5.1). The rate of erosion is a
strong function of the gradient of an eroding
surface and the cratons, with modest elevation
and no sharp topography, erode only very
slowly. It is the areas of current or very recent
tectonic activity that yield virtually all the

sediment. But this sediment cannot just accumu-
late in the sea, or in sedimentary basins; its total
volume would now greatly exceed the volume of
the crust. It must be either subducted or re-
processed into continental material.

Although all of the sediment must be
reworked in various ways, we should distinguish
the deep ocean sediment from that accumulating
on the continental margins. Much, or most, of the
ocean basin sediment disappears in subduction
zones, although some is scraped off on the over-
riding plates as accretionary wedges. There, it
adds to the shallow water sediment, which is
recycled into the continental crust, with a time
scale of a few tens of millions of years. For much
of it the fate is deep burial within the crust and
eventual exhumation as consolidated sediment
or metamorphic rock, but at least part of it is
more thoroughly processed, perhaps by being
entrained in subduction and underplating the
continents, to emerge as granite, rhyolite, etc.

Sedimentary cannibalism was modelled by
Veizer and Jansen (1979, 1985) as a statistical
process, with the probability of any portion of
crust being reworked into a more youthful form
independent of time. This leads to an exponen-
tial decay with age of the volume (or area) of
surviving crust. As we mention above, this stat-
istical approach does not allow for the fact that
areas of recent or current tectonic activity are
generally more elevated and vulnerable to ero-
sion, leaving the ancient cratonic areas to sur-
vive much longer than the random erosion
model suggests. It appears that the exponential
decay model may be applicable to the younger
crustal areas, with a time constant that is only
tens of millions of years, but that for old crust the
time scale is much longer. The process is not well
modelled by a simple exponential decay.

We mentioned that the continental crust, as
well as that on the ocean floors, must ultimately
have been derived from the mantle. All of the
relevant processes would have been much faster
early in the life of the Earth. In our discussion of
thermal history (Section 23.4), we assume that
the rate of crustal segregation is proportional
to the convected heat flux. On this basis we can
make an estimate of the fraction of fresh crustal
rock that is derived directly from the mantle.



Taking the present rate of mantle heat loss to be
32 x 10" W and the total heat loss in the life of
the Earth as 12 x 10°°], the annual fraction of
this total is 8.4 x 10~ ''. Assuming that the
annual growth of the continental crust is the
same fraction of'its total production from mantle
material in the life of the Earth (~ 7.5 x 10° km?®),
the annual increment is about 0.6 km?>. This is
quite close to the estimate by Veizer and Jansen
(1985), based on chemical arguments. Thus, with
5 km?[year of erosion, we see that about 90% of
continental crust development occurs by canni-
balism of earlier crust with perhaps 10% of fresh
input from the mantle. The gravitational energy
release by the mantle component is one of the
minor items in the Earth’s energy budget
(Table 21.4).

Some of the processes by which the conti-
nental crust develops are probably 100% canni-
balistic. Consolidated and metamorphosed
sediment is unlikely to have had much contact
with the mantle during its development. But,
there are two tectonic processes that involve
continuing chemical and isotopic exchange
with the mantle. Subduction zone volcanos
occur where the subducting plates have pene-
trated to a depth of about 100 km. The mantle
heat at that depth suffices to drive off a volatile
mix, which includes marine sediment, with its
marker isotope, '°Be, and emerges in andesite
volcanos. Hot spot basalts, partial melts from
material originating very deep in the mantle,
almost certainly at the core-mantle boundary,
are also important conveyors of mantle material
to the crust.

Attempts to identify mantle components of
continental crust have used isotopes of Sr
(Hurley et al.,, 1962) and Nd (DePaolo, 1981),
that are produced in the decay schemes repre-
sented by Eqgs. (3.11) and (3.17). The idea is that
the parent elements, Rb and Sm, are more
enriched in the crust, relative to the mantle,
than are their daughters, so that ®’Sr/®®Sr and
143Nd/'**Nd increase faster in the crust than in
the mantle. A young igneous rock which is gen-
erated from material with a long residence time
in the crust has more of the radiogenic isotope,
87Sr, that is a higher initial ratio, (®”Sr/®°St),,
than a rock derived directly from the mantle.

5.3 EVOLUTION OF THE CRUST

Differentiating Eq. (3.12) and substituting for
the crustal Rb/Sr ratio, the rate of increase in
radiogenic strontium in the crust is

d /¥Sr . (¥RDb _9 -1
< (@): ’“(SGSr) ~ 0.01 x 10~ year !,

(5.4)

whereas the mantle ”Sr/®¢Sr ratio remains much
closer to primordial. Thus the original date of
crustal emplacement can be estimated.

These arguments are tempered by the obser-
vation of heterogeneity in the source regions of
mantle-derived volcanics. 8”Sr/®°Sr for Atlantic
and Pacific MORB (mid-ocean ridge basalt) is
0.7023 to 0.7027, but for OIB (ocean island or
hot spot basalt) it is 0.7030 or higher. Thus the
OIB source region is relatively richer in Rb. The
core is quite unlikely to have influenced Rb/Sr
ratios and the obvious inference is that the deep
mantle has lost less Rb by differentiation into the
crust. A similar difference is observed for Indian
Ocean basalts, but the ratios are both higher
than for corresponding Atlantic and Pacific
rocks.

Particular interest attaches to the earliest
development of continental crust. We argue
that it was initiated by volcanism, perhaps of a
rock resembling andesite. Following the earlier
suggestion that this requires the presence of
water at the surface, we can see a reason for a
delay before it could begin to form. However,
zircon is a mineral characteristic of acid, conti-
nental rocks and zircons from Western Australia
have been found to have ages up to 4.4 billion
years. This indicates that the delay may have
been no more than 100 million years and that,
within this time, the Earth had both continental-
type crust and an ocean. This is the conclusion
reached by Harrison et al. (2005 - see also Watson
and Harrison, 2005) from variations in the ratios
of hafnium isotopes in these zircons. The argu-
ment is essentially the same as that used to dis-
tinguish mantle-derived igneous material from
reworked crust using Sr isotopes (Section 3.6).
178Hf is a decay product of longlived '"°Lu
(Table H.1, Appendix H) and its abundance is
referenced to the non-radiogenic isotope '”’Hf.
Zircons are almost free of Lu. Thus their Hf ratios
are the ambient ratios of their environments at
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the times of formation. The fact that the ratios
are found to differ is evidence that there were
already reservoirs of different '”®Hf]'””Hf ratios
when the zircons formed. This requires extended
periods of separation with different Lu/Hf ratios,
following differentiation of the kind that produ-
ces continental crust. The first acid igneous
crust, and by implication an ocean, must have
appeared very early indeed.

Evidence of very early differentiation within
the mantle was presented by Boyet and Carlson
(2005), who pointed out that all accessible terres-
trial materials have systematically higher iso-
topic ratios, '**Nd/"**Nd, than do the chondritic
meteorites. "**Nd is a decay product of *°Sm,
which has a half-life of 103 million years. If, as
is commonly assumed, the Earth accreted from
chondritic material, with no separation of Sm
from Nd, that is it has the same overall Sm/Nd
ratio as the chondrites, then there must be an
unsampled reservoir of material with a ratio
142Nqd/'**Nd lower than that of the chondrites.
The relatively short halflife **Sm of requires
that the separation of this reservoir occurred
very early in the life of the Earth. This observa-
tion revives, in modified form, the idea of chemi-
cally isolated upper and lower mantles, that has
generally been discarded in favour of whole
mantle convection. The requirement that heat
must be convectively removed from the entire
lower mantle, emphasized in Section 12.6,
means that the postulated isolated reservoir
must be very thin. If it exists, it must be held in
limited regions of D”, at the base of the mantle,
that is in the crypto-continents indicated in
Fig. 12.3. A simpler interpretation is that the
Earth’s Sm/Nd ratio does not precisely match
that of the chondrites, and that no such reservoir
is required. In view of the other chemical differ-
ences between the Earth and the chondrites,
drawn to attention by McDonough and Sun
(1995), we consider this to be more likely.

5.4 Separation of the core

A suggestion that separation of the core from
the mantle may have been delayed arose first
from a study of lead isotopes. Lead is moderately

siderophile and would have dissolved in the
core while uranium and thorium remained in
the mantle. The lead in all of the terrestrial sam-
ples in Table 4.2, except for the ancient ore body,
is deficient in early lead, relative to the iron
meteorites. This could be explained if core for-
mation were delayed, so that the lead dissolved
in it was appreciably radiogenic but strongly
biased to early lead (richer in 2°’Pb, derived
from 23°U), leaving the mantle biased to late
lead (richer in 2°°Pb). This hypothesis presents a
serious thermo-mechanical difficulty. The gravi-
tational energy released by settling out of the
core from a homogeneous core-mantle mixture
would be 1.6 x 10*'] (Stacey and Stacey, 1999),
sufficient to raise the temperature of the core by
more than 6300 K. The gravitational instability of
a homogeneous mixture that this number repre-
sents makes its survival for tens of millions of
years implausible. This is emphasized by the fact
that even meteorite bodies appear to have had
separated cores. As soon as any iron began to
sink the heat released would trigger an ava-
lanche and complete the process. So, we must
consider that the core formed during the accre-
tion. But the possibility of a continuing exchange
between the mantle and core cannot be dis-
counted. The stronger late lead bias of OIB lead,
compared with MORB lead, is consistent with the
assumption that OIB reflects a more effective
gleaning of lower mantle lead into the core.
Three groups, whose work was summarized
by Fitzgerald (2003), used isotopic measure-
ments on tungsten to study this problem. '**W
is a decay product of '®?Hf, which has a half-life
of 9 x 10° years, and the abundance of '**W in a
sample, relative to the non-radiogenic isotopes
of tungsten, reflects the duration of very early
contact with hafnium. The essential finding is
that the '®*W concentration in carbonaceous
chondrites is two parts in 10* lower than in
terrestrial samples. Hafnium is a lithophile ele-
ment that would have remained with the sili-
cates during core separation, but tungsten is
moderately siderophile and an appreciable frac-
tion would have dissolved in the core. The mea-
surements mean that mantle tungsten is slightly
more radiogenic than chondritic tungsten. This
indicates that the separation of the core removed
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some tungsten before it had acquired the chon-
dritic complement of '#2W, leaving the smaller
mass of mantle tungsten to accumulate all of the
182y still to be released by the full complement
of Hf. Interpretation in terms of the timing of
core separation requires estimates of the W/Hf
ratios of the mantle and chondrites and the ini-
tial abundance of '®2Hf, but its half-life is only
comparable to the duration of the process of
terrestrial accretion. The apparent slight delay
in core formation is better interpreted as a
delay in completion of Earth accretion after for-
mation of the chondritic (and iron) planetesi-
mals that plunged into it. More significant is
the fact that the Earth was forming while there
was still a significant amount of '*?Hf from
the supernova that triggered Solar System
formation.

5.5 The fossil record: crises
and extinctions

Evolution and the proliferation of species are
environmentally controlled. It is almost a case
of whatever can happen will do so and therefore
what happened can be interpreted simply as
what was environmentally possible. The fossil
record is a record of the environment. The ear-
liest forms of life on the Earth extend back at
least 3.5 x 10° years (Runnegar, 1982), but the
appearance of fossilizable animals really began
only 6 x 10® years ago and then expanded very
rapidly. This was at, or immediately before, the
beginning of the Cambrian period and appears to
have coincided with a sharp increase in atmos-
pheric oxygen. A new environmental niche
appeared and evolution could rapidly occupy it.
We can view the later geological periods, and the
extinction events that separated them, in the
same light. The paleontological record is punc-
tuated by environmental crises. It has sometimes
been postulated that the evolution of species is
spasmodic, but that is a misleading interpreta-
tion. It is better described as opportunistic.
Evolution can proceed rapidly with emergence
of new species when conditions are favourable
for them, perhaps by elimination of competitors

or a changed environment. The individual geo-
logical periods are periods of environmental qui-
escence, more or less maintaining the status quo.
The major breaks in the record occurred when
environmental disturbances upset the balance.

The ultimate causes of the crises have been
the subject of debate for as long as the sharp
boundaries have been recognized. The debate
warmed up sharply following the publication
by Alvarez et al. (1980) of evidence of a major
asteroidal or cometary impact coinciding with
the boundary between the Cretaceous and
Tertiary periods, 65 million years ago, when
two-thirds of all species, including dinosaurs,
disappeared. This boundary, and the validity of
the implication that it was a direct consequence
of the impact, became a focus of research on
extinction events. The feature of the K-T boun-
dary that originally attracted attention was the
presence in the sedimentary record of a thin,
apparently global layer rich in iridium (Ir). This
is a siderophile (iron-loving) element, and its
association with other siderophile elements
in meteoritic proportions (Kyte et al., 1985)
demands an extraterrestrial source. The pres-
ence in the boundary of shocked quartz grains
and tektite-like spherules is also consistent with
an impact. The Ir abundance indicates that at
least 10'° kg of chondritic material, correspond-
ing to a body 8 km or so in diameter, was distrib-
uted around the Earth. The occurrence of such an
event at or very near to the K-T boundary cannot
be doubted. The questions that arise are: (1) does
the impact account for the extinctions, without
any other cause?, and (2) are impacts implicated
in other major extinction events? Toon et al.
(1997) reviewed the environmental effects of
impacts of different sizes.

Another coincidence with the K-T boundary
was the emergence of voluminous flood basalts
in what is now the Deccan area of India. Between
2 x 10°km® and 3 x 10° km?® of lava poured out in
a period of order 10° years. The average rate, a
few km? per year, is far too small to have caused
a global environmental crisis, but the process
was not steady. Single flows of order 10*km? in
volume evidently appeared rapidly and the out-
gassing of such large volumes could have
affected the atmosphere, and hence the climate,
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for several years at a time, depending on
whether the sulphurous gases reached the stra-
tosphere. Thus, extinctions caused by volcanism
could be almost as sudden as those from asteroi-
dal impact.

A feature of the K-T boundary sediments that
requires a special explanation is the abundance
of soot (Wolbach et al., 1985). The total quantity,
about 10'°kg, can be explained only by enor-
mous fires. Ignition of fires that consumed
more than 50% of the world’s vegetation would,
itself, constitute an environmental catastrophe,
but it is difficult to see either an impact or vol-
canism as the cause and, in any case, the soot
does not appear to be typical of burning vegeta-
tion. Itis more plausible to suppose that a vast oil
or coal deposit was exposed and burned. This
could have resulted from volcanism more easily
than from an impact. Soot deposition appears
not to have been a single event, consistent with
a global wildfire, but to have continued for a
considerable time after the K-T transition itself,
again indicating a fossil fuel source that could
burn for a long time once ignited, or that there
were multiple ignition events.

The most nearly complete extinction event
occurred 250 million years ago, at the boundary
between the Permian and Triassic periods, when
95% of all species disappeared. This coincided
with a massive, rapid outpouring of flood basalt
in what is now Siberia (Kamo et al., 2003). There is
no evidence of an impact, such as an iridium
layer, at that time. Recognition that the two
most devastating extinction events in the
Phanerozoic period (the 550 million years of
developed fossils) both coincided with major
eruptions stimulated the search for other coinci-
dences of extinctions and extreme volcanism.
Courtillot (1999) traced the story, concluding
that there are at least seven cases, including the
65 million year old K-T (Cretaceous-Tertiary)
event. There is one other coincidence of an iri-
dium layer with a transition between geological
periods (Triassic-Jurassic, 200 million years ago),

as reported by Olsen et al. (2002), but some iri-
dium layers appear to be unrelated to extinc-
tions. Thus, the case for a volcanic cause of
mass extinctions is very strong, to some observ-
ers unassailable, although doubters remain
(Wignall, 2001). The evidence for an impact
cause is weaker, relying on two events for both
of which the volcanic explanation appears
adequate anyway, although in the case of the
K-T boundary, the extinction event is identified
with an impact at Chicxulub, Mexico, and the
evidence for coincidence with the boundary
appears convincing. The case for impacts as the
causes of extinctions appears to have been over-
emphasized and there is a negative legacy, aris-
ing from saturation reporting of it. Courtillot
(1999) even documents suppression of the vol-
canic alternative. The climatic effects of histor-
ical eruptions very much smaller than those
responsible for the major basalt provinces are
well documented (Robock, 2000, 2003; Budner
and Cole-Dai, 2003), so that the effectiveness of
volcanism as a cause of major extinctions cannot
be doubted. Although it appears reasonable to
expect similar effects from massive impacts, the
present lack of evidence for an extinction event
that does not also coincide with flood basalts
means that confirmation of the impact effect is
still lacking.

The massive basalt provinces are interpreted
as surface expressions of the break-through of
volcanic plumes of deep mantle origin. The
debate about them focusses attention on the
plume concept, first advanced by Morgan
(1971) and discussed in Chapter 12. Convective
plumes originating at the core-mantle boundary
do not survive indefinitely, but are snuffed out
and replaced by new plumes which must burn
their way through the mantle with large plume
heads, developing reservoirs of magma that can
erupt rapidly when they eventually break
through. On this basis we must suppose that
mass extinctions caused by volcanism recur at
irregular intervals of 50 to 100 million years.



Rotation, figure of the Earth and gravity

6.1 Preamble

The shape of the Earth is referred to as its figure.
For some purposes it suffices to assume that the
Earth is spherical. In this approximation it would
interact with other astronomical bodies only by a
purely central gravitational force, indistinguish-
able in its effect from an equal force operating
on a point mass at the Earth’s centre. No external
torques could act on it, angular moment would be
conserved, and the rotational axis would remain
fixed in space even if internal motions are allowed.
In this circumstance, several important geophysi-
cal effects would not occur and information about
the Earth’s interior derived from them would be
missing. To a much better approximation the
Earth is an oblate ellipsoid, quite close to the equi-
librium shape resulting from a balance between
the gravitational force pulling it towards a spher-
ical shape and the centrifugal effect of rotation.
The consequences of the equatorial bulge (or,
equivalently, the polar flattening) are far reaching.
The most important of these, from the point of
view of our understanding of the Earth, is the
precession, considered in the following chapter.
This gives a direct measure of the moment of
inertia, a crucial constraint on estimates of the
internal density profile. In this chapter we con-
sider the balance of forces causing the ellipticity
and the consequent latitude variation of gravity.
How close is the Earth to the equilibrium ellip-
ticity? A slight excess ellipticity is well docu-
mented and it is slowly decreasing. One cause is
the gradual slowing of the rotation by tidal

dissipation of rotational energy. From the discus-
sion in Chapter 8 we see that, although there is a
consequent gradual decrease in the equilibrium
ellipticity, it is far too slow to explain the observed
rate of change. More significant is a delayed recov-
ery from the polar flattening caused by former
extensive ice caps. Their retreat has left an excess
ellipticity of the solid Earth, from which it is recov-
ering on a time scale of thousands to tens of thou-
sands of years. This is a global aspect of continuing
post-glacial rebound (Chapter 9) that is most
noticeable in the area around the Gulf of Bothnia
(Fennoscandia) and in Eastern Canada (Laurentia).
Satellite observations (Section 6.4 and Chapter 9)
have given a direct measure of the rate of decrease
of the ellipticity, but the process is not steady.
After about 20 years of more or less regular
decrease in ellipticity, an increase occurred for a
few years beginning in 1988 (Cox and Chao, 2002).
This is evidently a transient effect due to a mass
redistribution or change in ocean circulation, but
the regular decrease due to post-glacial rebound is
the normal state. In principle the observations
provide a measure of the viscosity of the deep
mantle, but that requires details of other contribu-
tions to the excess ellipticity that are not available.

There are two important causes of apparent
excess ellipticity that are unrelated to tidal friction
and post-glacial rebound. One of them is relatively
trivial and arises from the difference between the
average tidal potential at the equator and at
the poles (Chapter 8). This is not a true excess in
the sense of being a departure from equilibrium
but an astronomically imposed effect unrelated to
the rotation of the Earth itself. More interesting is
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the effect of heterogeneity of the mantle. A 14
month wobble of the Earth’s rotation, the
Chandler wobble, discussed in Chapter 7, arises
from a slight departure of the rotational axis from
the axis of maximum moment of inertia. For fixed
angular momentum the rotational energy is small-
est for rotation about the symmetry axis and the
excess energy gives a gyroscopic torque and con-
sequent wobble that is damped with a time
constant of about 30 years. The point here is that
the orientation of the Earth, relative to its angular
momentum axis, selfadjusts to maximize the
moment of inertia about that axis. This means
that the orientation is controlled by density differ-
ences in the mantle and if these are moved about
by changes in the pattern of convection then they
may cause true polar wander. This affects all land
masses similarly and is mechanically distinct from
continental drift, which is a relative motion of
land masses. Making the distinction observation-
ally is very demanding of paleomagnetic data
(Chapter 22), but periodical bursts of true polar
wander do appear to have occurred. So, we know
that part of the excess ellipticity must be attri-
buted to mantle heterogeneity, but with no clear
indication of its importance. In Section 6.4 we
suggest that it is comparable to the ellipticity in
the equatorial plane, which is more than half as
strong as the axial excess, and so we conclude that
heterogeneity accounts for a large fraction of the
observed excess.

Rotational effects arising from the interac-
tion of the solid Earth with the atmosphere,
oceans and core are discussed in Chapter 7.
These are concerned with small variations on
time scales of days to years but not on the time
scales of mantle convection or even precession.
However, discussion of the significance of rota-
tion to the core would not be complete without
mention of the rotational control of the geomag-
netic field. Averaged over 10000 years or more,
the Earth’s magnetic axis coincides with the
rotational axis (Chapter 25), and rotation is an
essential component of the complex internal
motions of the core that drive the geodynamo
(Chapter 24). We have no evidence that small
fluctuations in the rate or axis of rotation have
any effect on the field, but it appears inevitable
that true polar wander, if rapid enough, would

do so. This is a difficult question for paleomag-
netism to answer.

6.2 Gravitational potential of
a nearly spherical body

The gravitational potential, V, due to the Earth at
points external to it, and in the limit on the sur-
face itself, satisfies Laplace’s equation (Eq. C.1 or
C.2, Appendix C). Solutions of this equation in
spherical polar coordinates, that are appropriate
for the Earth’s sphericity, are discussed in
Appendix C. In cases of axial symmetry, the
potential variation on a spherical surface can
be treated as a sum of Legendre polynomials,
Pi(cos#), as defined by Eq. (C.6) and given as
functions of co-latitude 6 for the first few inte-
gers, |, in Table C.1. For each polynomial term the
potential varies with radial distance from the
coordinate origin (the centre of the Earth), r, as
r~(+1) asin Egs. (C.4) and (C.7). Note that here we
can ignore the r' alternative which applies to
sources of potential external to the surface con-
sidered. Thus, with complete generality, we may
write the gravitational potential, V(r,6), due to an
axially symmetrical body of mass M as a sum of
terms with the form of Eq. (C.7), using only the
unprimed coefficients,

GM

v=-_22
p

(]OPO —]1 %P‘l (COS 9)

an\ 2
.y (;) P(cos ) -- ) (6.1)
Here a is identified as the equatorial radius, G is
the gravitational constant and the coefficients J,
J1, ]2, - .. represent the distribution of mass. By
writing the equation in this form we make these
coefficients conveniently dimensionless.

Since Po=1, we must have J, =1, because at
great distances the first term becomes dominant
and this gives the potential due to a point mass
(or spherically symmetrical mass). By choosing
the coordinate origin to be the centre of mass, we
must putJ; =0, because P; = cos § and represents
an off-centre potential. Our particular interest
is in the ], term, which is the principal one
required to give the observed oblate ellipsoidal
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FIGURE 6.1 Geometry forthe integration of gravitational
potential to obtain MacCullagh’s formula. The potential is
calculated at a point P external to the mass M and distant r
from its centre of mass, O; ris a constant in the integration,
the variables being s and v, the coordinates of the mass
element with respect to O and the line OP.

form of the geoid. All higher terms are smaller by
factors of order 1000 and are neglected here,
including J4, Je, ... which are required for the
complete representation of an ellipsoid
(Egs. C.17, C.18). Thus, with the explicit form of
the function P,, we can write the gravitational
potential of the Earth as

GM GMa*, (3 ,, 1
V_77+ p (Ecos 975).

(6.2)

Note that this gives the potential at a stationary
point, not rotating with the Earth, and that a rota-
tional potential term must be added for points
rotating with the Earth. Equation (6.2) gives the
potential seen by satellites, including the Moon.

It is useful to express J, in terms of the prin-
cipal moments of inertia of the Earth. This can be
done by comparing Eq. (6.2) with an alternative
derivation by J. MacCullagh. Consider the geo-
metry in Fig. 6.1. The gravitational potential at P
due to the mass element dM is
av=-c™M__ GaM .

q {1+ 52/r2 — 2(s/r) cos y]'/?
(6.3)

This may be expanded in powers of 1/r, ignoring
terms higher than 1/r*, by noting that

52 s —1/2
1+——2-cos
(145 )

=1+ cos 1$2+3$2C052 +
- r v 212 212 v
2 2
S 35 . 5

6.2 GRAVITATIONAL POTENTIAL

Then, to this order, the total potential, obtained
by integrating Eq. (6.3) with the substitution of
Eq. (6.4), is a sum of four integrals, each obtained
from one of the terms in Eq. (6.4):

V:fEJdeEzjscosy/de%Jssz
T r r

+§EJ52 sin y dM. (6.5)

2183
The first integral is the potential of the centred
mass, —GM/r. The second is zero because the
centre of mass was chosen as the coordinate ori-
gin. We can transform the third term by assigning
coordinates x, y, z to the elementary mass dM, so
that s* = (x2 + y? + 2%) and this integral becomes

G G [
_ﬁj(x2+y2+zz)sz_ﬁU (y2+zz)dM

+.[ (x +zZ)dM+J(x2 +y2)d1\4

G
— 55 (A+B+0).

where A, B, C are the moments of inertia of the
body about the x, y, z axes. The fourth integral in
Eq. (6.5) is 3/2 times the moment of inertia, I,
of M about the axis OP, so that

GM G

V=TT 5(A+B+C-3])- .

(6.6)

(6.7)

This is known as MacCullagh’s formula.

To identify Eq. (6.7) more closely with Eq. (6.2)
we write [ in terms of A, B, C and the cosines I, m,n
of the angles made by OP with the x, y, z axes:

I =AI? 4+ Bm? + Cn?, (6.8)
where
P+m?+n®=1. (6.9)

This is simplified by introducing rotational sym-

metry about z, so that
B=A. (6.10)

Substituting for B in Eq. (6.8) and also for (I*> 4 m?)
by Eq. (6.9), we have

[=A+(C—A)n? (6.11)
and Eq. (6.7) becomes
ve-M_ G pa-sm). (6.12)

r 2r3
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Since n=cos 0, this is

GM G (

3, 1
V:—T"‘TTB(C—A) —COS 6-*)7 (613)

2 2
which coincides with Eq. (6.2) with

J2 = (C—A)/Ma® = 1.082626 x 1073,  (6.14)

as determined from satellite orbits (Section 9.2).
This result is a step in the determination of the
moment of inertia of the Earth (Section 7.2), as
used in developing models of the internal varia-
tion in density (Chapter 17). In the following
section a rotational term is added to Eq. (6.13)
for application to points on the surface of the
Earth that rotate with it.

6.3 Rotation, ellipticity and gravity

The centrifugal effect of rotation is accounted
for by adding a rotational potential term to
Eq. (6.13), to obtain the total geopotential at (+,6):

1 .
U=V-— szrz sin? 6

_ GM G 3 5.1
__T+r_3(C_A)<§COS 0—5)

_ g 0, (6.15)
where w is the angular speed of rotation and
(rsin#) is the distance of the surface point con-
sidered from the rotational axis. It is often con-
venient to write this equation in terms of
latitude, ¢, rather than co-latitude, 6,

GM G 3., 1
U_fTJrﬁ(CfA)(Esm gi)fi)

- %wzrz cos? ¢. (6.16)
The geoid is defined as the surface of constant
potential, Uy, most nearly fitting the mean sea
level. It has equatorial and polar radii a and c, so
that the relationship between them is obtained
by substituting (r=a, ¢ =0) and (r=c, ¢ =90°) in

Eq. (6.16),
GM G 1,,

Up=——=—55(C—A) — s a2,

T (6.17)

GM G
Uy=—-——+—=(C—-A), 6.18
b=+ 5(C-A), (6.18)
from which the flattening of the geoid is
f,a_C,C_A ﬁ—ki +1a2Cw2
" a  Ma® \ 2a) 2GM
(6.19)

This is a first-order theory of flattening that
ignores J, and higher contributions to the ellip-
soidal form, so, to the same order in the small
quantity f, the difference between a and c in the
terms on the right-hand side of Eq. (6.19) can be
ignored and we can write it as

frah+am, (6.20)
where J, is given by Eq. (6.14) and m is the ratio of
the centrifugal component of gravity to total
gravity at the equator.

To discuss the small departure of f from the
equilibrium value for a hydrostatic Earth it is
necessary to use the second-order equations
relating these quantities:

L= ;f(l —g) —% (l —;m —;f), (6.21)

Jo=—4f(f/5 —m/7).

Numerical values of the three quantities in
Eq. (6.20) are given in Table A.4 of Appendix A.
Itis seen that the listed geoid flattening, which is
obtained using the second-order equation
Eq. (6.21), is

(6.22)

f=3.3528 x 1073, (6.23)

whereas the value from Eq. (6.20) would be
3.3578 x 10 2. The error in the first-order value
is about a third of the difference between the
observed and equilibrium flattening (Section 6.4).

Since the geoid is ellipsoidal, it is convenient
to keep in mind the equations for an ellipsoid
and the first-order approximation in terms of the
flattening, f, that is used in geophysics. The con-
ventional and readily remembered equation for
an ellipse in Cartesian coordinates is

2 2

X z



6.3 ROTATION, ELLIPTICITY AND GRAVITY

FIGURE 6.2 Oblate ellipsoidal
form of the Earth with the
geometrical relationship
between geographic latitude, ¢4,

and geocentric latitude, ¢

1/2
/,0

and in terms of eccentricity, e = (1 — ¢?/a?) T
flattening, f= (1 —c/a), the ellipse equation can be
written in polar coordinates

r 6’2 ) -1/2
r=all sin
(55 i)

r a2 -1/2
=a|l+ (—— 1) sinzgﬁ}

c2

- ) “1/2
=a _l —i—J%sin2 4 )

(6.25)

The convenient first-order approximation, used
to represent the geoid, is

r~a(l—fsin’¢). (6.26)
It is necessary to note also the difference
between geographic and geocentric latitudes, as
illustrated in Fig. 6.2. Geographic latitude, ¢, is
the angle between local vertical (normal to the
geoid) and the equatorial plane. Geocentric lati-
tude, ¢, which is used in all the equations so far,
is the angle between a line to the centre of the

Earth and the equatorial plane. The relationship
between them is

a? tan ¢ tan ¢
tan ¢, = —tano¢ = = .
¢g CZ d) 1-— eZ (1 _f)z

(6.27)

A convenient and adequate approximation for
translating the formula for the latitude variation
of gravity from ¢4 to ¢ (or vice versa) is

sin’ ¢ ~ sin® ¢, — f sin® 24, (6.28)

Gravity, g, on the geoid is obtained by differ-
entiating the geopotential, given by Eq. (6.16),
with r and ¢ related by Eq. (6.26),

g=—gradU
2 271/2

_[(avy?, (rouy L au

- [\or r dp Toor

The direction of g is normal to the geoid sur-
face, as in Fig. 6.2, but the angle to the radius,
(pg —¢), is of order f, so to first order in small
quantities the approximation in Eq. (6.29) suffi-

ces. Thus, differentiating Eq. (6.16) and substitut-
ing for (c —a) by Eq. (6.14), we have

(6.29)

r2 r4

_GM  3GMa?], (3
2

. 1
Zsin’ ¢ — E) — w?rcos? ¢.

(6.30)
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The modulus is applied here because, by the
definition of Eq. (6.29), g is positive upwards
and so would appear as a negative quantity. We
can drop the modulus by redefining g as positive
downwards. The second and third terms of
Eq. (6.30) are of order f times the first term,
so, in substltutmg for r by Eq. (6.26) and expand-
ing (1—fsin® qS) binomially, the expansion
needs to be applied only to the first term. Thus

GM , 3GMJ; (f 2y 7)

g:a—2(1+2f51n2¢>) z

—u?a(1 —sin® ¢)

= C;M (1+ 2fsin” ¢) —3]2( sin (;5—1)
—m(1 - sin’¢)], (6.31)
where
m = w?a®/GM = 3.46775 x 1072 (6.32)

is a small quantity, of order f, so that the slight
difference in its definition compared with
Egs. (6.19) and (6.20) is of no consequence to
this first-order theory. m is sometimes defined
as the ratio of centrifugal and attractive compo-
nents of equatorial gravity (instead of total grav-
ity), in which case the value is 3.45576 x 10>,
Equatorial gravity, at ¢ =0, is

ge_GM<1+ 3, )

= (6.33)

and it is convenient to write g in terms of g..
Again retaining terms only to first order in
small quantities, substitution for GM/a*

Eq. (6.33) in Eq. (6.31) gives

g =8e [l (Zf —5ht m) sin® qs} : (6.34)
By Eq. (6.20) this takes alternative forms
g=g [l ( m— %]2) sin® 4 : (6.35)
5 .
g£=28e [1 + (Em —f) sin 4 . (6.36)

By retaining second-order terms in the theory
and using Eq. (6.28) to replace ¢ by ¢,, we obtain
the equation for the international gravity formula

g:ge{l—l—(m f- —mf)sin2¢g

2
+ (§ - fmf) sin 2%} (6.37)
which is, with numerical values,
g =9.780 327(1 +0.0053024 i ¢,
—0.000 0059 sin® z¢g) ms2. (6.38)

This is the reference variation of gravity and
departures from it are regarded as gravity
anomalies.

Variations in gravity over the Earth are very
small compared with the absolute value. The
latitude variation is a little more than 0.5% and
gravity anomalies due to internal density heter-
ogeneities are normally very much smaller than
this. The practical unit for measurement and
description of gravity anomalies is the milliGal
(1mGal=10"°ms %), approximately 10 ° of g.
Standard survey instruments nominally meas-
ure to 0.01 mGal (108 g), but difficulty in apply-
ing accurate corrections, especially those arising
from terrain effects, normally raises the uncer-
tainties to at least 1 mGal.

Gravity surveys on land are carried out on an
undulating surface, not coinciding with the
geoid, to which Eq. (6.38) refers, and corrections
must be applied before survey data can be com-
pared with Eq. (6.38). It is most important to know
the elevations of gravity stations. The standard
free air gradient or decrease in g with elevation,
in areas lacking gravity anomalies or terrain prob-
lems, is 0.3086 mGal m ™' and a usual, but approx-
imate, procedure is to ‘correct’ back to the geoid
(if this is known), or to sea level, by assuming this
gradient to apply. The remaining departure from
the standard gravity formula is referred to as the
free-air anomaly. It effectively assumes that all of
the material above the geoid is collapsed down to
it. An alternative presentation of gravity varia-
tions, sometimes favoured in local geological
interpretation, is the Bouguer method, which
assumes complete removal of the material
above the geoid. For each station, this is assumed
to be an infinite slab of thickness equal to the
station elevation (see Problem 9.2, Appendix ]J).
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For surface material of ‘standard reference den-
sity’ 2670 kg m >, the Bouguer gradient becomes
0.1967 mGalm'. Neither of these methods is
satisfactory where there is more than slight topo-
graphy and in general detailed topographic cor-
rections are needed.

A comparative glance at continent-scale free-
air and Bouguer anomaly maps shows that the
free-air anomalies are generally much smaller.
This is evidence for continental scale isostatic
balance, by which surface elevation is compen-
sated by reduced density at depth. Isostasy is
considered further in Section 9.3. On a scale of
100 km or less, free-air anomalies may be much
greater, because they can be supported by the
strength of the lithosphere (the cool uppermost
100 km or so of the Earth).

6.4 The approach to equilibrium
ellipticity

As indicated in Section 6.1, there are four causes of
an excess ellipticity of the Earth, relative to hydro-
static equilibrium. It is not a simple matter to iso-
late them for independent study. But, although
calculation of the equilibrium ellipticity itself is
mathematically tricky, it is not subject to question.
The complexity of the problem arises from the fact
that, although the surfaces of equal density are
equipotentials, their ellipticities decrease with
depth. The basic reason for this can be seen by
considering the equilibrium flattening of a rotating
body of uniform density p as in Problem 6.4, which
shows that flattening is proportional to p~'. This
means that in a body such as the Earth, in which
density increases with depth, the ellipticities of the
equipotential surfaces are affected by the material
above as well as below the surfaces and so cannot
be written in terms of a straightforward integral.

An approximate first order theory (e.g.
Jeffreys, 1959) yields the equilibrium (hydro-
static) flattening

e (5/2)m
T 14 ((5/2)(1 - (3/2)C/Ma?)

(6.39)

where m is given by Eq. (6.32). A higher-order
treatment, with resort to numerical methods, is

necessary to obtain a value that allows a satisfac-
tory comparison with the observed flattening.
Nakiboglu (1982) gives

fi =1/299.627 = 3.33748 x 1073 (6.40)

with corresponding hydrostatic geoid coefficients

Jou = 1.072701 x 1072, (6.41)

Jan = —2.992 x 1076, (6.42)

Comparison of Egs. (6.23) and (6.40) gives an
excess flattening, relative to hydrostatic equili-
brium, of 0.5%, which corresponds to a differ-
ence in equatorial and polar radii 100 m greater
than equilibrium. We can note that if equili-
brium is assumed then Eq. (6.39) allows an esti-
mate of the moment of inertia from the surface
flattening. On this basis the observed flattening
of the Earth gives C/Ma® = 0.3309, which is quite
close to the measured value, 0.3307. Thus, it is
reasonable to apply Eq. (6.39) to Mars, for which
observations of precession give a value of the
moment of inertia, to show that, within the
accuracy of observations, it has an equilibrium
ellipticity.

The dynamic oblateness, J,, (Eq. 6.14), is
slowly decreasing as the Earth adjusts to dimin-
ished polar ice caps. Cox and Chao (2002) have
documented this effect, pointing out that for two
decades of precise measurement, 1979-1998,
there was a more or less steady rate of change,
dJ,/dt ~ —2.8 x 10 ' per year, but that for four
years, 1998-2002, the trend was temporarily
reversed. Chao et al. (2003) suggested that this
could be explained by a climatically driven
decade-scale oscillation in the Pacific Ocean.
The earlier trend has resumed and is interpreted
as the long-term effect attributable to post-glacial
rebound, a topic of Section 9.5.

The total excess J,, AJ, = 9.9 x 10~®, the differ-
ence between Egs. (6.14) and (6.41), suggests a
very long relaxation time, AJ,/(dJ,/dt)=350000
years, but this is meaningless. We need to con-
sider more carefully what AJ, means. As men-
tioned in Section 6.1, there are four causes of
the excess ellipticity and not all of them can be
considered as departures from equilibrium. The
tidal effect, that is the ellipticity resulting from
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the difference between the tidal potential at the
poles and the average on the equator (Chapter 8)
must obviously be subtracted, but only reduces
the effective AJ, by 1.0 x 10%. The contribution
to dJ,/dt by slowing rotation, caused by tidal
friction (Chapter 8) is seen to be negligible by
noting that dInw/dt=—-2.8 x 10 °year ' and
that the equilibrium J, varies with rotational
speed w as w?, so that (d In],/dt)ga = —5.6 x 10 °
year ! and therefore (dJ5/dt)gau= —6x10""3
year '. For any plausible lag of the flattening
this corresponds to a negligible contribution to
AJ». In fact it is smaller than the human contribu-
tion to dJ,/dt caused by impoundment of water in
reservoirs, for which Chao (1995) gives a mini-
mum estimate of —1 x 10~ ? year ..

The major problem is heterogeneity of the
mantle and the fact that the Earth self-adjusts its
orientation to minimize rotational energy by
aligning the heterogeneities to maximize the
moment of inertia about the rotational axis.
We have no reliable way of estimating the result-
ing contribution to AJ,, but an idea of how
big it is likely to be is obtained from the ellipti-
city in the equatorial plane. From the spherical
harmonic coefficients of the gravitational
potential in Table 9.1 we see that the coefficients
representing equatorial ellipticity  give
[(C25*+ (S22 =2.8 x 107°, compared with the
excess axial ellipticity, 4.4 x 10~°, obtained from
the difference between observed and equilibrium
values of C,°. Thus, subtracting the equilibrium
ellipticity, we see the Earth as a triaxial ellipsoid
with moments of inertia C > B > A such that (C —B)
and (B—A) are comparable. This is what would
be expected statistically, so we have no basis for
supposing that more than a small fraction of
the excess ellipticity is attributable to glacial
depression and we have no direct way of estimat-
ing the magnitude of this fraction. Note that
Egs. (6.11)to (6.18) assume Eq. (6.10) and therefore
that the value of A is really (A + B)/2.

The observed progressive decrease in J, gives
a tantalizing glimpse of deep mantle rheology. If
the component of AJ, representing residual gla-
cial depression of the poles were precisely
known, then its decay, together with the other
low order geoid harmonics (Chapter 9), would
give a measure of the depth variation of mantle

viscosity. Mitrovica and Peltier (1993) and Han
and Wahr (1995) discussed this problem, con-
cluding that available data did not suffice for a
clear conclusion, and it remains true that there is
no satisfactory independent evidence of AJ,.
However, post-glacial rebound does provide esti-
mates of mantle rheology and most recent stud-
ies agree that there is an increase in viscosity
with depth in the mantle by a factor of order
100 (e.g. Mitrovica and Forte, 1997; Kaufman
and Lambeck, 2000).

Variations in J, and in the rotation rate are
linked. In considering the effect of the tidal slow-
ing, we can apply Eq. (6.20) to the hydrostatic
state of the Earth and see that both fand J, vary
with rotation in the manner of m, which depends
on «?. Thus the equilibrium value ofJ,, that is J,y,
is proportional to w? and so the variation caused
by the slowing rotation is

1 (dfa) _2dw
Jou\ dt ) wadt’
With the total slowing by lunar and solar tides
given by Eq. (8.31), w=—6.5 x 10 *? rad s 2, this
yields

(6.43)

dJon/di=—1.9x 10251

=-6.1x10 ®year . (6.44)

This is below the level of detectability. If we can
estimate the time constant, 7, for relaxation of
the excess ellipticity, then the excess attribut-
able to the slowing rotation is

é]ZW = (d]ZH/dt)T

For 7= 10* years, §J,, ~ 6.1 x 10~°, which is
close to the resolution limit for measurements
of ], and is not a significant effect.

Now consider the change in rotation rate
due to the variation of J, caused by the post-
glacial rebound (Section 9.6). The angular
momentum of the Earth is conserved in this
process, so that

d(Cw)/dt = 0,

(6.45)

(6.46)

where C is the axial moment of inertia, and
therefore

wjw=—C/C. (6.47)
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In relating this to Jog, the rebound component
of dJ,/dt, it is convenient to introduce the para-
meter (C/Ma?) = 0.330 695, because this is deter-
mined by the Earth’s density profile and is not a
function of time (i.e. C < a?). Then, rewriting the
definition of ], (Eq. 6.14),

C-A A C
P="Mar = (1 - E) (m) (6.48)
and noting that A = —C/2, we have
. C(1 A\/C ¢
Jor = C (E + E) (W) = 0.49486. (6.49)

Thus, by Eq. (6.47), there is a rebound component
of rotational acceleration

w=—wC/C = —2.02wjsR. (6.50)

Identifying J, = —2.8 x 10 ' year! with [y
we have a rebound component of rotational
acceleration

Wr/w=>57x10"1Tyear 1=1.8 x 10718571 (6.51)

and therefore

Wr = 1.3 x 10722 rads 2. (6.52)

This opposes the frictional slowing by Eq. (8.31),
Wiidal = —6.5 X 10722 rad ™2, giving a net slowing
Ww=-52x10"2rads >

In addition to the tidal and rebound contribu-
tions to w there are irregular effects of angular
momentum exchange with the atmosphere,
oceans and core, but if we consider an average
over 1000 years or more we have some prospect
that these short-term effects are averaged out.
This is the approach of Stephenson and
Morrison (1995), who concluded, from 2000
years of eclipse data, that allowance for the
rebound effect removed what would otherwise
be a discrepancy in tidal friction observations.
However, the rotational effects of glaciation
and rebound occur over thousands to tens of
thousands of years and are brief transients on
the time scale of tidal friction which acts over
the entire life of the Earth (Sections 8.3, 8.4).
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Precession, wobble and rotational

irregularities

7.1 Preamble

The axis of the Earth’s rotation is inclined to the
pole of the ecliptic (normal to the orbital plane) by
23°.45. This gives us the seasons. But the axis does
not maintain a constant orientation in space.
Gravitational interactions between the equatorial
bulge and the Moon and Sun cause a slow preces-
sion of the axis about the ecliptic pole. The axis
describes a cone with a 47° angle in a period of
25 730 years, fast enough for precise astronomical
measurement, but not so fast that navigation by
the stars is seriously inconvenienced. This is the
most obvious of the complications to simple rota-
tion. In an illuminating survey of the history of
the subject, Ekman (1993) notes that the preces-
sion was observed by Hipparchus, who, in about
125 BC, reported a measure of its rate in remark-
able agreement with modern estimates.

To see how the precession arises, consider a
small satellite in a circular orbit that is inclined
to the equatorial plane. Since the Earth is not
spherical, its gravitational force on the satellite
is directed precisely towards the centre of the
Earth only when the satellite is above the equa-
tor (or, of course, one of the poles ifitisin a polar
orbit). At intermediate latitudes the latitude var-
iation of gravity imparts a torque tending to pull
the satellite orbit towards the equatorial plane.
The torque acts in a sense perpendicular to the
angular momentum vector, causing a precession
of the orbit. The points at which the orbit crosses

the equatorial plane are referred to as nodes. As
seen in space, not relative to the rotating Earth,
they drift progressively in a prograde sense, east-
wards for a satellite with a west-to-east compo-
nent of orbital motion. The rate of this drift gives
a precise measure of the Earth’s ellipticity, as
represented by the coefficient (Eq. 6.14)

J2 = (C—A)/Ma? =1.082626 x 1073, (7.1)

where C, A are the moments of inertia about
polar and equatorial axes and M, a are the mass
and equatorial radius. There is a corresponding
opposite torque on the Earth, but for a man-
made satellite this is not significant.

The same principle applies to interactions
with the Sun and Moon, but in these cases
there is a noticeable effect on the Earth. The
torque, proportional to (C—A), acts on the
Earth’s rotational angular momentum, Cw, SO
that the rate of the resulting precession provides
a measure of the quantity known as the dynam-
ical ellipticity:

H=(C—A)/C=327379 x 1073 = 1/305.4567.
(7.2)

Combining Egs. (7.1) and (7.2) we obtain the
moment of inertia coefficient

C/Ma? = J,/H = 0.330 698. (7.3)

This is a measure of the density profile of the
Earth. For a uniform sphere the value would be 0.4
and the smaller value in Eq. (7.3) is a measure of



the concentration of mass towards the centre. The
moments of inertia of other bodies in the Solar
System are mentioned in Eq. (1.17) and Table 1.2.
The result in Eq. (7.3) was first used in modelling
the Earth by K. E. Bullen in the 1930s and remains
an important parameter that any model must
match, in the same way as the total mass must
agree with the observed mass (Section 17.6).

The dynamical ellipticity, H, appears also in
the explanation of another phenomenon, the
Chandler wobble (Section 7.3). This is a motion
of the Earth that involves no interaction with
any other body. It arises because the rotational
axis departs by a small angle, «, normally about
0.15 arcsec (0.7 microradian) from the symmetry
axis, which is the axis of maximum moment of
inertia. This means that the rotational energy
exceeds the energy of symmetrical rotation
with the same angular momentum by an amount
proportional to . The resulting gyroscopic tor-
que tends to turn the Earth so that its symmetry
axis coincides with the axis of angular momen-
tum (which remains fixed for the purpose of this
discussion because we are considering an effect
that is entirely internal to the Earth). The torque,
acting on the angular momentum, causes a pro-
grade precession of the rotational axis about the
angular momentum axis that is apparent as a
cyclic variation of latitude.

For a rigid Earth the wobble period would be
1/H days =305 days (see Eq. (7.2)). This was the
period sought for many years before the discov-
ery, by S.C. Chandler in 1891, of the observed
period, about 432 days. The difference is explained
by the elastic deformation of the Earth, with
accompanying responses of the oceans and core
to the gyroscopic torque. The deformation par-
tially adjusts the equatorial bulge towards sym-
metrical rotation, reducing the torque and so
lengthening the period of the motion. Thus, the
wobble provides a measure of the global average
rigidity of the Earth, a check on the elasticity
inferred from seismology (Chapter 17).

The wobble is damped with a time constant of
about 30 years (Eq. (7.25)), which means that it
must be continuously maintained. The mecha-
nism for its maintenance has been a contentious
issue for more than a century. Coupling to irreg-
ular core motions, atmospheric motions and

7.2 PRECESSION OF THE EQUINOXES

earthquakes have all been repeatedly examined
and found inadequate. We now have better evi-
dence of a cause, involving interaction of the
atmosphere and oceans, expressed primarily by
ocean floor pressure variations (Gross, 2000). The
14-month Chandler wobble is superimposed on a
slightly smaller 12-month variation, driven by
seasonal mass re-distribution, and is apparent
as a cyclic variation in the latitudes of observa-
tories, with an amplitude that is a beat of the
14- and 12-month periods.

The astronomical observations that are the
subject of this chapter have a long history.
The relevance to various solid-Earth problems
emerged more recently. As already mentioned,
the determination of the dynamic ellipticity is
particularly important, but other observations of
interest include the elasticity of the Earth at the
wobble frequency and evidence of coupling of
the core to rotation of the mantle. Lambeck
(1980) gave a comprehensive review of the sev-
eral causes of rotational irregularity discussed in
this chapter and the following one.

7.2 Precession of the equinoxes

The two principal terms in the external gravita-
tional potential of the Earth are given by Eq. (6.13).
The central, r ', term is dominant, but the second
term is non-central, that is, it has a latitude
dependence, due to the equatorial bulge. In addi-
tion to the central gravitational force —m(9V /or),
exerted on a mass m at (r,¢), there is a torque
—m(dV/0¢), with a corresponding equal and
opposite torque exerted by the mass on the
Earth. The magnitude of the torque is proportional
to (m/r®). For small bodies, such as man-made satel-
lites, the only consequence is a regression of the
nodes of the satellite orbits, that is, a precessional
motion of the orbits about the equatorial plane
(Section 9.2). But the torques exerted on the
Moon and Sun are balanced by the torques exerted
by these bodies on the Earth and cause the preces-
sion of the Earth’s rotational axis. The process is
almost non-dissipative, although the possibility
that there is some precessional dissipation in the
core is considered in Section 24.7, in connection
with the power of the geomagnetic dynamo.
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Pole of
Ecliptic

Ecliptic

Plane

Sun
(or Moon)

FIGURE 7.1 Origin of the precessional torque. The gravitational action of the Sun (and Moon) on the alignment
of the Earth’s equatorial bulge exerts a torque that tends to pull the bulge into alignment with the instantaneous
Earth-Sun (or Earth-Moon) axis. The torque vanishes when the Sun (or Moon) crosses the equatorial plane, but
appears with the same sign for both halves of the orbit, causing a net average precessional torque.

The cause of the precessional torque is illus-
trated in Fig. 7.1. The Moon and Sun pull the
equatorial bulge towards alignment with them-
selves. The solar torque is a maximum at the
solstices, when the Sun is 23.5° degrees from
the equatorial plane, and it vanishes at the equi-
noxes, when the Sun is directly above the equa-
tor. But the sense of the torque is the same at
both solstices, so that, although it occurs in semi-
annual pulses, it has a cumulative effect.
Similarly, the lunar torque occurs in semi-
monthly pulses and its average effect is added
to that of the Sun. The lunar contribution is
slightly more than twice the solar one, because
(mfr®) is larger for the Moon.

Coupled with the precession are oscillatory
motions of the axis towards and away from the
pole of the ecliptic, that is, in a direction perpen-
dicular to the precessional motion. They are
referred to as nutations (‘nodding’). Semi-annual
and semi-monthly nutations arise from compo-
nents of the solar and lunar torques perpen-
dicular to the precessional component. These
nutational torque components are zero at the
solar and lunar solstices, when the torques are
purely precessional, and at the equinoxes, when
the torques vanish because the Sun or Moon are

in the equatorial plane. A larger amplitude nuta-
tion (9.21 arcsec) of 18.6 year period arises from
the coupling of the Earth to the precession of the
pole of the lunar orbit about the pole of the
ecliptic (Earth’s orbital plane). The consequent
variation in the inclination of the lunar orbit to
the equator causes the Earth’s nutation with the
same period.

To examine quantitatively the precessional
torque on the Earth, consider the geometry of
Fig. 7.2, with the Sun, mass Ms, instantaneously
at geocentric latitude ¢ and distance R from the
Earth’s centre. The gravitational potential at the
centre of the Sun due to the Earth is given by
Eq. (6.13), so that the torque exerted on the Sun,
and therefore by the Sun on the Earth, is

9V 3GMs

L:Msa—qbf R3

(C —A)sin ¢ cos ¢. (7.4)
This torque acts about an axis in the equatorial
plane normal to the Earth-Sun line, that is, it
tends to pull the bulge into line with the instan-
taneous Earth-Sun axis. We can resolve it into
components L, about Ox and L, about Oy. Then L,
is the torque component causing the semi-
annual nutation and L, is the solar precessional
torque.
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FIGURE 7.2 Geometry of the precessional torque. Oxy represents the equatorial plane and zis the rotational axis.
The Sun is at an instantaneous geocentric latitude ¢, on an orbit of radius Rin the plane Ox’y, inclined at § =23.5° to
the equatorial plane. The projection of the orbit onto the equatorial plane is shown as the dashed ellipse. For this

purpose we can consider the orbit of the Sun about the Earth as equivalent to the orbit of the Earth about the Sun. A

similar figure applies to the Moon.

3GMs
Ly =33

(C—A)sin¢cos ¢sin g, (7.5)
where (is the longitude of the Sun, relative to its
longitude at the equinox. Two trigonometric
identities relate ¢, 3 to 6, a, where « is the azimu-
thal angle of the Sun in its orbital plane and 6 is
here the maximum value of ¢ (23.5°):

sin ¢ = sinfsin «, (7.6)
tan ¢ = tanfsin g, (7.7)
so that, in terms of § and «,
3GM . .
L, = =_2(C—A)sinf cosfsin’ a. (7.8)

R3
Since « gives the Sun’s position in the orbital
plane,

sin® o = 1/2, (7.9)

and therefore the mean precessional torque,
averaged over a year, is

—  3GMs

y :EF(C_A) sinfcoséf.

(7.10)

This annual average torque acts, in the sense of
the arrows in Fig. 7.1, about the axis Oy (Fig. 7.2).

Since Oy is perpendicular to Oz, which is
the axis of the Earth’s angular momentum, Cw,
the solar precessional torque causes an angular
rate of change in the orientation of the rotational
axis

= _ 3GMs(C—-A) .
stLy/waEF o sinfcos 6
3wiC—A .
_ 3usC siné cos 6, (7.11)
2w

where w? =GMs/R® is Kepler’s third law
(Eq. (B.23), Appendix B), ws being the angular
speed of the Earth-Sun orbital motion.

Still supposing the solar torque to act alone,
as the Earth’s rotational axis moves, the equato-
rial plane moves with it, causing the positions of
the equinoxes (Oy in Fig. 7.2) to move around the
orbit. The axis of the precessional torque moves
with Oy, so that the torque causes the cyclic
precession of the rotational axis about the pole
of the ecliptic, describing a cone of semi-angle 6.
If the solar torque acted alone, one cycle
of the precession would take a time 7ps =
27 /wps = 2w sin 0/Qg, where

WC-A

3
=Q¢/sinf ==
wps s/ sin 20 C

cos 6. (7.12)
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A similar expression applies to the lunar contri-
bution, wpy, (except that in substituting Kepler’s
third law it is the mass of the Earth that is dom-
inant for the Earth-Moon system), and the
observed rate of precession, caused by both
solar and lunar torques, is

wp = wps + wpr, = 50.3846(13) arcsec/year. (7.13)

Since wp is well observed, as are the other quan-
tities in Eq. (7.12) except the moments of inertia,
the precession gives a measure of the dynamical
ellipticity, H=(C — A)/C (Eq. (7.2)). The fact that this
is less than the geoid ellipticity demonstrates that
the deeper, denser layers of the Earth, notably the
core-mantle boundary, are less elliptical than the
surface (see problem 6.4, Appendix J). Combining
Egs. (7.2) and (6.14) we obtain the coefficient of the
Earth’s moment of inertia, C[Ma? (Eq. (7.3)). This is
an important parameter which Earth models are
constrained to fit (Section 17.6).

Since the precession progressively changes the
orientation of the rotation axis relative to the peri-
gee and apogee of the orbit, there is an associated
climatic cycle. There are also cyclic variations in
the inclination of the ecliptic and the orbital eccen-
tricity. These periodicities in orbital characteristics
have climatic implications first studied in detail by
M. Milankovitch in the early 1940s. Climatic cycles
are observable in the sedimentary record at these
periods (Berger, 1988), and Williams (1991) has
found evidence of Milankovitch cycles as early as
440 million years ago. These observations provide
a useful check on the evolution of the lunar orbit
(Section 8.4). Implications for climate are consid-
ered in Section 26.4.

7.3 The Chandler wobble

Independently of its gravitational interactions
with external bodies, the Earth undergoes a
free, Eulerian precession, sometimes called the
free nutation in geophysical literature, although
it is not strictly a nutation. To distinguish it from
the forced motions due to interactions with
other bodies, the term wobble, or, in the name
of its discoverer, Chandler wobble, is preferred.
The wobble results from the rotation of the Earth

about an axis that departs slightly from its axis of
symmetry (or greatest moment of inertia). The
total angular momentum remains constant, in
magnitude and direction, but the symmetry axis
follows a circular path about the spin axis, which
remains nearly fixed in absolute orientation.
The wobble is apparent as a cyclic variation of
latitude with a period of about 432 days (1.2
years) and variable amplitude averaging about
0.15 arcsec (Vondrak, 1999). The Chandler wob-
ble is superimposed on a 12-month (seasonal)
latitude variation of 0.1 arcsec amplitude, so
that the two periods are observed to beat, result-
ing in a six-year cycle in the amplitude of the
latitude variation (Fig. 7.3).

The theory of the wobble period is usually
presented in terms of Euler’s equations, but
greatest geophysical interest arises from the
mechanisms of excitation and damping and, for
this purpose, it is convenient to use a derivation
that makes use of wobble energy.

Consider a hypothetical, rigid Earth with
principal moments of inertia C, A, A, where
C > A, rotating with angular velocity w about an
axis at a very small angle, «, to the C axis. The
total rotational energy is the sum of the energies
of the components of rotation about the three
principal axes,

Er = % (Cm3 + AmF + Am3)w?, (7.14)
where m;, m,, and m are the direction cosines of
the rotational axis to the A, A and C axes. Thus

m? +m3 = o?, (7.15)

where m2 +m2 +m% = 1.

The energy of rotation with the same angular
momentum about the C axis, that is, with a =0
and no wobble, is

_1

Eo 2

Cwp. (7.16)
Thus, the kinetic energy of the wobble is the
difference between Egs. (7.14) and (7.16).

Making use of Eq. (7.15), this is

1 —A 1
Ew =Er—Eo = ECwZ {1 - <C7)a2} fwa(Z,.
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The angular momentum is the vector sum of its
components about the principal axes and is con-
served, so that it is equal to Cwo (with no wobble),
that is

Cwo = (C*m3 + A*m3 +A2m§)1/2w
2 _ A2
= {1 - (C CZA )az} Cw.

Substituting for wy by Eq. (7.18) in Eq. (7.17), we
have

(7.18)

1 /C-A 1
Ew = EA (—)w2a2 = EAHUJZQZ7

. (7.19)

where H is the dynamical ellipticity (Eq. (7.2))
obtained from the precession.

Since the excess rotational energy is a func-
tion of the angle «, it follows that there is a
gyroscopic torque, L,, that tends to turn the
Earth to its lowest energy state (a«=0):

(7.20)

This torque acts on the angular momentum com-
ponent in the equatorial plane, Aaw, that is, the
component associated with the axial misalign-
ment, and, for the hypothetical rigid Earth,
causes free precessional motion at an angular
frequency

1
100 0

(7.21)

This is a prograde motion with a period C/(C — A)
days =305 days.

A 305-day latitude variation was sought for
many years before the discovery of the 432 day
period by S. C. Chandler in 1891. The difference is
primarily due to the elastic deformation of the
Earth, which partially accommodates the equato-
rial bulge to the instantaneous rotation axis,
reducing the gyroscopic torque. There are also
smaller effects of the oceans and core. Neglecting
the lesser contributions, the solid deformation
reduces the gyroscopic torque, L,, by the factor
305/432=0.7, which means that the bulge is
deflected by an angle 0.3¢, requiring a shear strain

e=03af ~1x 10 3q, (7.22)
where £~ 1/300 is the equatorial flattening.

As mentioned in Section 7.1, for more than a
century a satisfactory explanation for the excita-
tion of the wobble was elusive and the same is
true of its damping. If the excitation is random
then the observed spectrum of the wobble reso-
nance gives a measure of the damping and this is
expressed in terms of the Q of the wobble, for
which there are two alternative (but formally
equivalent) definitions:

95



96

PRECESSION, WOBBLE AND ROTATIONAL IRREGULARITIES

Qw = —2nEw/AEw, (7.23)

Qw = ww/bww. (7.24)

Here —AEy; is the diminution in one wobble
cycle of the energy, Eyw, of an unmaintained
wobble, not a directly observed quantity. dwyy is
the spectral line width (at half power) of the
wobble, so that Qyy is defined as the sharpness
of the wobble frequency. These definitions have
equivalents in electrical circuit theory, where
the term Q - quality factor - originates. Jeffreys
(1959) presented a mechanical analogue that is
easy to visualize - a circular pendulum and a
group of boys with pea-shooters around it, ran-
domly firing peas at it. The pendulum swings
in response to the impulses and if it is only
lightly damped it may develop a large amplitude,
so that individual impulses have only slight
effects. This is the high Q situation with little
dissipation of energy per cycle and a sharply
defined period of oscillation. If the Q is lowered
by additional damping, the amplitude is
reduced, individual impulses become propor-
tionately more important and the period
becomes more blurred. Application of Eq. (7.24)
to observations gives

Qw ~ 80,

corresponding to decay of an unmaintained
wobble with a time constant 2Qwjww= 30
years, but with a wide range of uncertainty
(30 <Qw < 180). An analysis by Vondrak (1999)
suggests that the wobble is not a simple linear
phenomenon, which the concept of Q assumes,
but that the amplitude and period are related.
However, this may be an artifact of the excitation
mechanism.

The role of mantle anelasticity in damping
the wobble can be examined by considering the
anelastic Q required to give the observed wobble
Q (Eq. (7.25)) with a strain amplitude given by
Eq. (7.22). The volume-averaged rigidity modulus
of the Earth is ;~ 124 GPa, so that the elastic
strain energy for a wobble of amplitude « is

(7.25)

Es ~ (1/2)ue?V = 6.7 x 10%°a? Joules, (7.26)

where V is the volume of the Earth. This com-
pares with

Ew = 7.0 x 10%°a2 Joules (7.27)

by Eq. (7.19). Thus, for mantle anelasticity to
damp the wobble would require an anelastic Qs ~
Qw/10~ 8 and this is so much smaller than the
seismologically observed Qs as to be implausible.
The mantle can make only a minor contribution
to Qw.

It is important to note that an excitation event
becomes ineffective if it extends over more than
half a wobble period (7 months). Internal torques or
mass displacements that move the symmetry axis
away from the rotation pole at one instant would
move it closer half a period later, when the sym-
metry axis is on the opposite side of the pole. This
leaves coupling of the Earth to the atmosphere and
oceans as the only viable mechanism, as concluded
by Gross (2000). A suggestion that the atmosphere
alone suffices is kept alive by Aoyama and Naito
(2001), although their argument is based on evi-
dence for a sharp 14-month peak in the spectrum
of atmospheric (wind plus pressure) excitation,
which is hard to understand. A reasonably sharp
‘line’ spectrum of excitation for the annual wobble
can be understood as a seasonal effect, so that in
this case the line width is unrelated to damping,
unlike the case of random excitation.

The existence of the forced annual wobble
demonstrates that seasonal movements of the
atmosphere and hydrosphere cause an annual
polar shift of +£0.05 arcsec. The 14-month wob-
ble, of average amplitude about 0.15 arcsec, with
dissipation at a rate corresponding to a free
decay time constant of 25 periods, requires exci-
tation by a random source of amplitude 0.15/
/25=0.03 arcsec, a surprisingly large fraction
of the annual excitation. But the wobble Q is not
well observed and these numbers are insecure.

Superimposed on the wobble there is a steady
drift of the pole towards 79°W, at a rate which
Vondrak estimated to be 0.351”/century (11 cm/
year). It is attributed to asymmetry of the mass
redistribution caused by post-glacial rebound.
The total displacement of the pole in this process
is only of order 1 km. It is not an observation of
polar wander, but it is possible in principle that
true polar wander, driven by mass displacements
in the mantle accompanying changes in convec-
tion pattern, is also occurring.



7.4 Length-of-day (LOD) variations

On a geological time scale, the major variation in
the rate of rotation of the Earth is a gradual slow-
ing by tidal friction (Section 8.3), which converts
rotational angular momentum to angular
momentum of the Earth-Moon and Earth-Sun
orbits. This is a permanent and irreversible proc-
ess, but is sufficiently slow to be obscured by
shorter term angular momentum exchanges
with the atmosphere, oceans and core. There is,
at the present time, a component of angular
acceleration resulting from post-glacial rebound,
which causes small changes in the axial moment
of inertia. The more rapid fluctuations are
now clearly identified with the atmosphere.
Figure 7.4 shows variations of 2 ms in the length
of day, that is 2.3 parts in 10%, closely correlated
with changes in atmospheric angular momen-
tum. Since the moment of inertia of the atmos-
phere is only 1.7 x 10°° of the total for the
Earth (Table A.4, Appendix A), the extreme

7.4 LENGTH-OF-DAY (LOD) VARIATIONS

fluctuations in the average rate of rotation of
the atmosphere exceed 1%. This corresponds to
a change in global average wind of order 5ms~*
or 18km/hour. But, as the broken curve of
Fig. 7.4 indicates, such rapid changes in the
atmosphere occur regularly, with a strong
annual cycle and shorter period variations as
well as apparently random fluctuations. The cor-
relation with LOD observations (the continuous
curve of Fig. 7.4) demonstrates that rapid LOD
variations must be attributed to a tight coupling
of the solid Earth to atmospheric fluctuations.
The energy implications of this coupling are con-
sidered in Section 26.2.

Somewhat larger LOD fluctuations, that occur
on a time scale of decades, are interpreted in
terms of angular momentum exchange with the
core. Holme and deViron (2005) reported evi-
dence that LOD variations are correlated with
rapid changes in the geomagnetic secular varia-
tion (jerks - see Section 24.3), implying tight core-
mantle coupling as well as rapid changes in core
angular momentum. The moment of inertia of

L.O.D. Variation (milliseconds)

Observed length of day

10r ———— Atmospheric calculation 1
1 1 1 1 1 1 1
Jul Jan Jul Jan Jul Jan Jul
1981 1982 1983 1984

FIGURE 7.4 Changes in the length of day observed by very long baseline interferometry (VLBI) compared with the
changes expected from variations in the angular momentum of the atmosphere. Redrawn from Carter (1989).

97



98

PRECESSION, WOBBLE AND ROTATIONAL IRREGULARITIES

o N
T T

Excess Length of Day (ms)

[
N
T

1910
Date (yr)

1850 1880

1940

1970 2000

o o N o I
o w IS & 2}
T T T T T

Excess Length of Day Error (ms)

©
o
T

0 L L 1 L L 1 L L 1

1820 1850 1880 1910
Date (yr)

1940 1970 2000

FIGURE 7.5 The decade variations in the length of the day from an analysis by Gross (2001), data supplied by R. S.
Gross. The lower figure shows the uncertainty, which was sharply reduced by the introduction of quartz crystal

clocks in the 1950s.

the core is 13% of that of the mantle so a change of
4ms in the LOD (4.6 parts in 108), which is seen to
be typical of the record in Fig. 7.5, implies a
change of 3.6 parts in 107 in the average rate of
rotation of the core, corresponding to a speed of
10" *ms™ ' (3 kmy/year) at the core surface. This is
almost 10% of the speed of core motions inferred
from the geomagnetic secular variation
(Section 24.3) and indicates rapid coordinated
changes in large volumes of core fluid. The mech-
anism of core-mantle coupling is of interest
partly because of its relevance to other pheno-
mena, especially the geomagnetic westward
drift (Section 24.6). The observations themselves

do not allow us to say whether the decade time
scale is characteristic of this coupling or of the
core motions, allowing a much tighter coupling,
but either way it is clear that major changes in
core motions occur in a decade or so. The spec-
trum of length of day fluctuations plotted by
Gross (2001) indicates a relaxation time of about
8 years, and in the following section this is
assumed to be characteristic of the coupling.
The slow decrease in the LOD caused by tidal
friction, a subject of Chapter 8, is effective over a
geological time scale. At the other extreme,
human activity, especially the impoundment of
water in reservoirs, occurs on a decade time scale.
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It has lowered sea level by several centimetres
(see discussions by Chao et al., 1994), with effects
on the moment of inertia, and hence the length of
day, by amounts that are too small to observe.

7.5 Coupling of the core to
rotational variations

Consider a simple situation in which the core
rotates coherently at angular speed (w+ Awc)
and the mantle rotates at (w+ Awp,), where o is
their common rate at equilibrium. Then, to con-
serve angular momentum

ImAwm + [cAwe =0, (7.28)

where I, = 8.04 x 10 kgm >3,and I, = 0.92 x
10% kgm°, are the moments of inertia of the
mantle and core. The relative angular velocity is

Aw = Awy — Awe = Awp (1 + Iy /1)

(7.29)
= 8.74Awn.

If the coupling is linear, so that the mutual tor-
que, L, restoring equilibrium, is proportional to
Aw, then we can define a coupling coefficient, Ky,
such that

L= Img (Awp) = —KrAw = —Kg (l + IE) Awn,.

dt I
(7.30)

This integrates to

Awm = (Awn),exp(—t/7), (7.31)
where the relaxation time is

-1

= {KR (i+%)] . (7.32)
If we take 7= 8 years, then

Kr ~ 3.2 x 10¥ Nms (kgm®s 1), (7.33)

which is a plausible value for electromagnetic
coupling. There may also be topographic cou-
pling caused by the flow of core fluid across
undulations of the core-mantle boundary, but
we have no observations to indicate how strong
it may be. Boundary topography is obscured to
seismological observation by heterogeneities at
the base of the mantle. This estimate of Kz must

be regarded as alower bound, because it assumes
the 8-year time constant to be a characteristic of
the coupling mechanism, not the core motions.
Doubt about the validity of Eq. (7.33) arises from
its neglect of a gravitational interaction between
the mantle and the inner core. Length of day
variations by a few parts in 10® are small com-
pared with the differential rotation of the core
and mantle suggested by the geomagnetic west-
ward drift, about 1 part in 10°. These effects may
all be controlled by gravitational coupling to the
inner core, as discussed in Section 24.6.

Assuming that the moments of inertia of the
mantle and core are unaffected by the rotational
changes, the excess energy, relative to coherent
rotation, is

AE = (1/2)In[(w 4 Awp)? — P
+ (1/2)[[(w + Awe)? — o]

= (1/2)Im(Awm)2 + (1/2)Ic(ch)2

=(1/2)Im(1 + I /Ie) (Awm ). (7.34)
For a 4 ms departure of the LOD from equilibrium,
Awpn =4.63 x 10 8.w=23.38 x 10 *rad s !, giving
AE =4.46 x 10"° Joule, implying a dissipation of
1.8 x 107 W for an 8-year relaxation time. This is
not significant to core-mantle boundary processes.

Having estimated the coupling coefficient,
Kg, from LOD observations (Eq. (7.33)), we can
consider the consequences of assuming that it
applies also to the Chandler wobble and to the
precession. Consider first the wobble. To max-
imize the supposed effectiveness of the core in
either damping or exciting the wobble, imagine
the mantle to be wobbling (at the Chandler fre-
quency, ww) with angular amplitude « over a
non-wobbling core. Then the relative angular
velocity of the mantle and core is

Aww = wwa. (7.35)
The resulting mutual torque is

Lw = —KRAWW (736)
and the consequent energy dissipation is

— % = —LwAww = KRw\Z,vaz. (7.37)

Comparing this with the wobble energy for the
simple, rigid Earth model given by Eq. (7.19), the
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FIGURE 7.6 Precessional paths of
the mantle and core axes resulting
from the simple model of inertial
coupling of the core and mantle.
The precessional motion is
retrograde (opposite to the Earth’s
axial rotation, w) and the
superimposed nutation is shown
only for part of the path.

relaxation time for decay of the wobble ampli-
tude by this coupling is

2By
™ T (CdEw/dr)
2
_4aH <i> —1.5x10'%s
KR ww

= 48 000 years. (7.38)

This is twice the time constant for decay of
energy, which varies as the square of amplitude.
Itis so much longer than the observed relaxation
time of about 30 years that it can have no rele-
vance to wobble damping.

Now consider the precession. As pointed out
in Section 6.4, the decrease in the ellipticity of
the Earth’s mass with depth is a consequence of
the increase in density with depth. Of particular
interest in this connection is the ellipticity of the
core. Having a smaller dynamical ellipticity than
the Earth as a whole, it is not subject to a luni-
solar precessional torque of sufficient magni-
tude to cause it to keep up with the precession.
(But we note that Mathews et al. (2002) reported
evidence from nutations that the core is more
elliptical than equilibrium theory suggests.) It
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must be very effectively coupled to the mantle,
because semi-independent precession of the core
and mantle would lead to widely different rota-
tional axes and velocity differences of hundreds
of metres per second across a boundary layer at
the core-mantle interface, some million times
faster than the speeds indicated by geomagnetic
secular variation (Section 24.3). The theory of the
dominant coupling mechanism, termed inertial
coupling, originated with H. Poincaré. The prin-
ciple can be explained in terms of the following
simple model suggested by A. Toomre.

Consider a frictionless particle sliding around
an oblate ellipsoidal cavity free of gravity, ini-
tially following the equatorial plane. When the
axis of the cavity is turned through a small angle,
the particle continues to orbit in the original
plane, but as this is now inclined to the equator
of the cavity the orbit has become slightly ellip-
tical. Moreover, the cavity wall is no longer
everywhere perpendicular to the plane of the
orbit and, since the particle is frictionless, it
experiences only a force normal to the cavity
wall. This is not a central force; there is a compo-
nent perpendicular to the plane of the orbit. The
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result is a torque that causes the orbit to precess
in a retrograde sense about the equator of the
cavity. This is a simplified analogue of the
response of the fluid core motion to a change
in orientation of the axis of the core-mantle
boundary. The important simplification is
neglect of the internal motion in the core
(Poincaré flow) that is required to accommodate
its shape to an ellipsoidal cavity misaligned with
its own rotational axis.

Figure 7.6 illustrates how the torque exerted
by the mantle on the core keeps the core in step
with the precession. The tendency of the core to
be left behind gives the precessional coupling to
the mantle, so that the core axis ‘tries’ to precess
about the mantle axis. But with the continued
precession of the mantle, this serves simply to
keep the core in step, with a small angular sepa-
ration, «, of the axes. A value of « of about
6x 10 °rad (1.2 arcsec) gives the required tor-
que on the core (Stacey, 1973).

Inertial coupling is non-dissipative, and if it
accounted completely for the locking of the core
to the precession, then the phase lag, ¢ in Fig. 7.6,
would be zero. Although the relative motion of
the core and mantle is reduced by the Poincaré
flow, it is not zero, and so electromagnetic cou-
pling between them ensures that some dissipa-
tion occurs. The Poincaré flow deforms the
magnetic field lines in the core with consequent
ohmic dissipation. The magnitude of this contri-
bution to dynamo power is

dE/dt = —Kg(aw)® = 6.3 x 10° W, (7.39)

where Kz = 3.2 x 10* kgm?s~ % is the core-mantle
coupling coefficient adopted from the length
of day calculations (Eq. 7.33) and w=7.29 x
10 >rads ' is the rotation rate. This is not a
significant contribution to present dynamo
power, but precession was stronger in the dis-
tant past, when the Moon was closer and faster
rotation caused greater ellipticity. So, we exam-
ine its relevance to the dynamo early in the life of
the Earth. Neglecting any change in the obliquity
(0), Eq. (7.11) gives a precession rate proportional
to (C — A)[R?w, with (C — A) x w?* (see Eq. 6.19), so
that the rate of precessional motion of the rota-
tional axis is proportional to w/R>.

The core rotational axis ‘tries’ to precess about
the cavity axis at an angular rate proportional to
we, where € o ? is the cavity ellipticity, giving a
relative precession rate proportional to w*. The
angle of axial misalignment, «, is self-adjusted
so that this differential precession keeps the
core in step with the precession of the mantle,
that is oo (wR3)/w*=1/R3%.% Equation. (7.39)
gives dissipation proportional to (aw)?, that is
to1/R%?. Evolution of the lunar orbit, discussed
in Section 8.4, indicates that the Moon was
probably initially at about R=30 Earth radii
(half of the present distance). In that case the
rotation rate, w, would then have been 2.5 times
the present value and with these factors the
dissipation would have been 10 times the present
rate, that is 6 x 10'° W. It is included in the core
energy budget, in Section 21.4 and Table 21.5, and
its significance to the dynamo early in the life of
the Earth is discussed in Section 24.7.
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Tides and the evolution of the lunar orbit

8.1 Preamble

The Earth rotates in the gravity fields of the
Moon and Sun, causing cyclic variations in the
gravitational potential. The most obvious conse-
quence is the marine tide but there are also tidal
deformations of the solid Earth. These take the
form of prolate ellipsoidal extensions, aligned
with the Moon or Sun, and the observed tides
are caused by the rotation of the Earth in the
deformed ‘envelope’. This phenomenon occurs
in all rotating astronomical bodies that are not
very remote from the gravitational influences of
their neighbours. It would merit little more than
a footnote in a text of this kind were it not for
one crucial effect: tides are dissipative. The dis-
sipation of rotational energy is slight in gaseous
bodies, but it strongly influences the behaviour
and orbital evolution of solid planets and satel-
lites and in the Earth it is strongest in the oceans.

We present an analysis of tidal potential and
deformation as the starting point for a discussion
of tidal friction. This has had a major effect on
the Earth-Moon system and we suggest also on
Venus and Mercury. It may not be important to
Mars but it has interesting effects on some of the
solid bodies of the outer Solar System. The vigo-
rous volcanism of Jupiter’s satellite Io is attrib-
uted to heating by tidal dissipation. In this case it
is a radial tide, that is, a variation in the ampli-
tude of a tide of constant orientation, because Io
has stopped rotating relative to Jupiter. The ellip-
ticity of its orbit is maintained by interactions
with other satellites. Pluto and its major satellite,

Charon, appear to present fixed faces to one
another, presumably because tidal friction has
stopped their relative rotations, just as the Moon
presents a fixed face to the Earth.

The outer planets have many satellites but
the four terrestrial planets have just three
between them, two small ones orbiting Mars
and Earth’s large one. There are none at all orbit-
ing either Venus or Mercury. Tidal friction allows
a straightforward explanation for this situation.
The inner planets and the Moon are solid and
their tides dissipate rotational energy. This has
the effect of slowing and eventually stopping
relative rotations. The large tide raised in the
Moon by the Earth has completely stopped its
rotation relative to the Earth. The tide raised by
the Moon in the Earth is slowing the Earth’s
rotation with a consequent transfer of angular
momentum to the lunar orbit, causing the
Moon’s orbit to expand at a rate that is currently
about 3.8 cmfyear. Over geological time this
means a dramatic change in the orbit, as dis-
cussed in Section 8.4. In Section 8.6 we present
the case for two moons surviving independently
for the first 600 million years and being brought
together by tidal friction 3.9 billion years ago.

Venus and Mercury present a different situa-
tion. Being much closer to the Sun they have
strong solar tides, which have so slowed their
rotations that they present almost constant faces
to the Sun. Any satellites would have been orbit-
ing faster than the planetary rotations, with tidal
friction opposing their motions and causing them
to spiral inwards. Orbital angular momentum,
transferred to planetary rotation, would be lost



to the solar tidal friction. Thus, for these planets
any early satellites have merged with the parent
planets. It is important to note the very strong
dependence of tidal friction on the separation, ,
of interacting bodies. Tidal amplitude varies as
r~2 and dissipation as the square of amplitude,
that is r°, or even more strongly if dissipation is
non-linear. The motion of a satellite spiralling in
towards its parent planet would accelerate rap-
idly if tidal friction is effective at all.

Tides are ubiquitous in planetary and satellite
systems and tidal dissipation in solid bodies,
such as the terrestrial planets, has not received
attention commensurate with its importance to
the evolution of the inner Solar System. This
chapter draws attention to the need to give it
greater recognition in Earth and planetary
science.

8.2 Tidal deformation of the Earth

Consider the geometry of Fig. 8.1, in which
the Earth and Moon are orbiting about their
common centre of mass, which is at distance
b from the centre of the Earth. For the moment,
consider the Earth to present a constant face
to the Moon, that is it has an axial rotation
as well as orbital motion at angular speed wy.
Thus the whole figure rotates, with P at
fixed distance from the axis. We wish to calcu-
late the potential at P due to the gravity of

8.2 TIDAL DEFORMATION OF THE EARTH

the Moon plus the consequent orbital motion.
This is
2. (8.1)
Using the cosine rule

(R")* =R? + a® — 2aR cos y (8.2)

we have, to second order in the small quantity
(a/R),
2 2

_ _ a a
(R,) l:R 1<1—Eﬁ-l-l—{COSt//—o—Eﬁcoszt//_._...)_
(8.3)

We also have the trigonometric relationships

cos i = sinf cos 4, (8.4)
r?>=b? + (asin 6)*>—2b(asin 6) cos / ®5)
= b® +a®sin® # — 2bacos y .
and
m
b= R .
M+m"’ (8.6)

as well as Kepler’s third law (for which we gener-
alize Eq. (B.23) in Appendix B to non-negligible m)

WIR? = G(M +m). (8.7)

Substituting in Eq. (8.1) for R, rand b by Egs. (8.3),
(8.5) and (8.6) and then using Eq. (8.7) to simplify
the result, we obtain an expression for W with
three readily identified terms:

FIGURE 8.1 Geometry for calculation of
tidal potential of the Moon (mass m) at
distance R from the centre of the Earth and
R from the arbitrary point P on the surface
of the Earth. The intersection of the lunar
orbital plane with the Earth is shown as an
ellipse and the angular coordinates of P are

Centre of
gravity

0, referred to the normal to this plane, and 4,
measured within the plane from the
Earth—-Moon axis. The centre of gravity of
the system, about which both the Earth and
Moon orbit, is at a distance b from the
centre of the Earth, slightly less than the
Earth radius, a.

Moon (m)
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Moon or Sun

,

e /

FIGURE 8.2 Tidal force at the surface of the Earth. This
is the gradient of the tidal potential, W, (Eq. (8.9)).

R 2M+m
Gma? (3 1\ 1 .
= (5 cos? y — 5) - waaz sin® 4.

(8.8)

The first term is the gravitational potential at the
centre of the Earth due to the Moon, with a small
correction. This term is a constant, independent
of the position of P on the Earth and so has no
tidal effect. The third term is the rotational poten-
tial at P due to rotation of the Earth about its own
centre at speed wi. It is therefore simply contrib-
utory to the potential due to rotation of the Earth
at angular speed w>>w, as in Eq. (6.15). The
second term in Eq. (8.8) is the tidal potential. It
is a second-order zonal harmonic and represents
the deformation of an equipotential surface to a
prolate ellipsoidal form, aligned with the
Earth-Moon axis (Fig. 8.2). It is conventional to
represent the tidal potential by its own symbol,

Gma? (3 1
& (5 cosTy — E) ,
From this equation we can see the origin of
the tidal contribution to the oblateness of the
Earth, mentioned in Section 6.1. At the pole of
the lunar orbit, y =90° and W, has a fixed value
Gma?/2R3. In the orbital plane (approxi-
mately the equator), W, oscillates over the range

(Gma? /2R3)(—%i%), with an average value of

—Gma? /4R3, the average value of cos” y being 4.
The difference between the polar and average
equatorial values gives a contribution to the

W, = — (8.9)

‘excess’ ellipticity of the Earth, but this contribu-
tion cannot be regarded as a departure from
hydrostatic equilibrium.

W, is a disturbance to the static potential of
the Earth (mass M, radius a),

M
Wy = fG—, (8.10)
a
so that for the lunar tide
W, m sa\3 _s
_2 —— (=) =5. 1 11
(Wo) . M (R) 6% 107, (8.11)

The corresponding quantity for the solar tide is
0.45 times this value. Still considering a hypothe-
tical, rigid Earth, the tidal variation in gravity is

_OW, Gma 3
6g = TR (3cos® y — 1), (8.12)
the fractional change being
0g  ma\3 5
2= M ) (3cos®y —1). (8.13)

This is within the range of gravity meters used
for geophysical surveying and tidal corrections
are routinely applied to observations. The varia-
tion in height of the equipotential surface is,
with no allowance for the effect of tidal deforma-
tion of the Earth,

W, mya\3 (3 1
=—<=_(Z = -2, 14
ba g M<R> a(ZCOS v 2)’ (8.14)

which has a peak-to-trough amplitude 0of 0.535 m
for the lunar tide.

The lunar and solar tidal bulges are super-
imposed, with a relative alignment that changes
progressively through the lunar month. Their
effects are added at new and full Moon, but
oppose when the Moon and Sun are 90° apart.
The solar tide is smaller by the factor 0.46, so that
the total semi-diurnal tidal amplitude varies
roughly by the factor (1-+ 0.46)/(1—0.46)=2.7
between spring (maximum) and neap tides. The
variation is apparent as a beat of the 12.42 hour
and 12.00 hour periods. There are many other
periodicities, due to the eccentricities of the
orbits, the misalignment of the lunar and solar
orbital planes, the precession of the lunar orbit
and, most importantly, the inclination of the
ecliptic (the misalignment of equator and the
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FIGURE 8.3 Rotation of the
Earth about an axis that is
inclined to the lunar and solar
planes introduces an asymmetry
to the tides —the tidal inequality —
which appears as diurnal tidal
components. A point on

the equator, with successive

orbital plane). The tidal inequality arising from
this misalignment gives lunar and solar diurnal
components to the tides (Fig. 8.3).

The deformation of both the solid Earth and
the oceans modifies the tidal potential. The
deformation assumes the form of W, and so
can be described by dimensionless factors, h
and k, which were introduced by A.E.H. Love
and are known as Love numbers, and a third, I,
suggested by T. Shida, defined as follows, with
numerical values for ellipsoidal deformation of
the Earth (Mathews et al., 1995).

h=0.603 is the ratio of the height of the solid
body tide to that of the deforming potential.

k=0.298 for the solid Earth, or 0.245 for the
Earth plus oceans, is the ratio of the additional
tidal potential, produced by the re-distribution
of mass, to the deforming potential.

1220.084 is the ratio of horizontal displace-
ment of the crust to that of the equilibrium tide
if the Earth were fluid.

These parameters are measures of the elastic-
ity of the Earth as a whole. For a rigid Earth all
three numbers are zero and for a fluid Earth in
tidal equilibrium, h¢ =1, I = 1 and k¢ is a function
of the density profile,

ke = 3J2/m ~ (2fu/m — 1),

where, in this equation, m is the ratio of the
centrifugal component of gravity at the equator
to the total. For a fluid Earth of uniform density

(8.15)

positions A, A, A”, sees a
semi-diurnal tide, but the

point following the path B, B, B”
sees a prominent diurnal tide.

ke = 3/2 (Problem 8.2) and for the actual density
profile k¢ = 0.937.

Love numbers are used in analyses of seve-
ral kinds of deformation and to distinguish the
different values that are obtained, subscripts
are often added. k, refers to a tidal deformation
of ellipsoidal form represented by a degree 2
zonal harmonic. The value given above for the
Earth plus oceans was determined from tidal
perturbations of satellite orbits, as considered
in the following section. A slightly different
k, kw, is obtained from the lengthening of the
period of the Chandler wobble to Ty =432
days from the value, T = 305 days, which applies
to a hypothetical rigid Earth (Section 7.3).
The gyroscopic torque (Eq. (7.22)) is reduced by
deformation of the Earth, in partial accom-
modation of the misaligned equatorial bulge
to the rotational potential. If the angular
amplitude of the wobble, as seen in the latitude
variation, is «, but the misalignment of the
bulge is reduced to (To/Tw)c, then the angular
deformation of the mantle is (1 — Tr/Tw)a.
For a fluid Earth the deformation would be a.
Thus

ko1 T

ke Tw
However, we cannot directly identify ky, with k,
because the oceans have quite different responses
to the wobble and the semi-diurnal tide.

(8.16)
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Earth-based measurements of tides do not
give h or k directly, but only combinations of
them. The marine tide responds to the total
potential of the deformed Earth, but is observed
relative to the deformed solid Earth. Similarly,
tidal gravity is observed at sites which are them-
selves displaced by the tides. There is also a prob-
lem that, at the semi-diurnal and diurnal
periods, the marine tides are far from equili-
brium. There are longer-period components of
the tides, that are presumed to be close to equi-
librium, but they are small and are less easily
observed. Satellite measurements, using a fur-
ther development of the analysis in Chapter 9,
give individual Love numbers directly and it is
the satellite values that are the most precise, as
well as the most reliable.

8.3 Tidal friction

The response of the Earth to the lunar tidal
potential, W,, is a deformation causing an addi-
tional potential k,W,. If the tides were perfectly
linear and lossless, this would be an exact expres-
sion, but the tidal bulge is slightly delayed by
turbulent drag in the sea and by anelasticity of
the solid part of the Earth. Also the non-linear
ocean response introduces higher harmonics.
We can represent the delay as a departure of
the prolate tidal elongation from alignment
with the Earth-Moon axis by a small angle, 6.
As discussed below, the measured value of ¢ is
about 2.9°, so that the global high tide occurs at
points that were directly in line with the Moon
(2.9/360) x 24.84 hours =12 minutes ago. Thus,
the tidal potential at the Earth’s surface, due to
the tidal deformation of the Earth itself, is

2
O S cos2(y ) 1.

We, =
Ea RS |2 2

(8.17)

where m is the mass of the Moon, Ris its distance,
a is the Earth’s radius and y is here the angle
between the Earth-Moon axis and the radius to a
surface point in the orbital plane. At any more
remote point (r, y), that is at r > a, the potential,
W, is reduced by the factor (a/r)* because the
geometrical form of Eq. (8.17) is a second-degree

zonal harmonic, similar to the second term of

Eq. (6.15), and diminishes with distance r as r 2.

5
W, — 7k2Gma <3

1

2

Thus, there is a tidal torque exerted on any mass
m™* at this point,

L W,

BkoGmm™a . '
= szTcos(y/ —é)sin(y — 6).

Lt =
(8.19)

The observation of this torque by means of close
satellites allows k, and 6 to be determined (e.g.
Christodoulidis et al., 1988).

Now consider the tidal torque exerted on the
Moon, for which m*=m, r=Rand y =0,

3k, G m2a® . 3k,6Gm%a®
Lt Moon = ZR—Tacos §siné ~ ZR—Zna.

(8.20)

This torque acts in the direction that would
reduce 4, that is, it tries to make the Moon
‘catch up’ with the tidal bulge of the Earth. The
bulge appears to the Moon to be ahead of its own
orbital motion, although with respect to the
Earth, which is rotating faster, the bulge is seen
to be delayed. Hence, the effect of the lag of the
bulge, caused by frictional losses of the tides in
the Earth, is to apply an accelerating torque to
the orbital motion of the Moon. The equal torque
exerted by the Moon on the bulge tends to pull
the bulge into line with the Moon and so acts as a
brake on the Earth’s rotation (Fig. 8.4). Angular
momentum is conserved. The angular momen-
tum gained by the Moon is the same as that lost
by the Earth because the torques are equal.
However, energy is lost from the motion. The
Moon’s orbit gains energy (kinetic plus potential)
at a rate wi Lt moon and the Earth’s rotation loses
energy at a greater rate wLt yoon- LThe net rate of
loss of energy is (w —wr)L1moon = 3.06 x 10" W,
that is, the torque times the angular speed of
the tide relative to the Earth. Adding the energy
dissipation by the solar tide we have a total of
3.7 x 10"*W.

Observed values of the tidal parameters in
Eq. (8.20) are k, =0.245, 6 =2.89°, giving a value
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FIGURE 8.4 The origin of the tidal

torqueis alag of the tidal bulge of the

Earth relative to the Earth-Moon (or

Earth-Sun) axis. The lag angle, ¢, is
w, about 3°. It exerts an accelerating

Moon (m)

torque on the Moon, causing its orbit
to expand, and slows the Earth’s
rotation. The point A on the Earth
was aligned with the Moon about

12 minutes ago, so the phase lag
amounts to a delay of 12 minutes in

of the lunar torque, Lt voon = 4.4 x 10"°kg m?s 2.

This is equated to the rate of increase in orbital
angular momentum of the Earth-Moon system,

mM
ay, =

= RZ%.
m+MwL

(8.21)

To identify separately the effects on w; and R, we
use also Kepler’s third law,

wWiR? = G(M +m), (8.22)
from which
G*’mM
aL = 7"[1/3%”3 (8.23)
(m+M)
1/2
= Giml\szUZ’ (8.24)
(m+M)"
so that
daL 1 G2/3mM —4/3 de
L =—l=—_T T =1 2
'T,Moon dr 3 (m n M)1/3 W, dt (8 5)
1/2
_ 1 cPmM o R (8.26)
2 (m + M)"/? dt
These give
% =-12x10"% rads? (25 arcsec/century2>,
(8.27)
dR -9 -1
—=1.17x10"ms ' (3.7cm/year). (8.28)

dt

These results are derived from the satellite obser-
vations of tidal torque by Christodoulidis et al.
(1988) who refer to lunar laser-ranging measure-
ments by X.X. Newhall et al. that give a direct

the high tide.

confirmation of Eq. (8.28). The decreasing angu-
lar speed of the Moon’s orbital motion (Eq. 8.27)
has been observed since the 1800s by conven-
tional astronomy, but not with the precision
that we now have with atomic clocks and satel-
lite ranging.

The corresponding slowing of the Earth’s
rotation is given by

dw

CE = —LTMoom (8‘29)

from which

d
(ﬁ) = -54x10*rads 2, (8.30)
dt lunar tide

but this is not an independently observable
quantity. Apart from the short term effects con-
sidered in Sections 6.4 and 7.4, there is a contri-
bution to tidal braking of the Earth’s rotation by
the solar tide. As seen in Eq. (8.20), the tidal
torque varies as k,6(m/R3)2. For the Sun m?2/R®
is smaller than for the Moon by the factor
(0.459)*= 0.21, which is therefore the ratio of
the contributions to dw/dt if k, and ¢ are inde-
pendent of tidal frequency. In general this is a
doubtful assumption, but the angular frequen-
cies of the present lunar and solar tides are suffi-
ciently close that we cannot be far wrong by
taking the present solar tidal braking to be 21%
of the lunar effect. On this basis the total tidal
braking of the Earth’s rotation is

d
(ﬁ) = -65x1022rads 2. (8.31)
de Total tide

This corresponds to a length-of-day increase of
2.4ms/century. However, at the present time
there is partial cancellation by rotational
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acceleration caused by decreasing ellipticity, as
discussed in Section 6.4.

The 2.9° phase angle is too large to explain in
terms of dissipation in the solid Earth. It would
require an anelastic Q factor of 1 [ tan 2.9°=20
for the mantle, which is many times lower than
the observed Q, for which Ray et al. (2001) esti-
mate a value of 280 at tidal periods (see also
Section 10.5). Most of the tidal dissipation occurs
in the oceans, where complexities of the geome-
try introduce local resonances and phase delays,
especially in marginal seas and estuaries. But the
satellite observations give us the global picture.
The satellite value of k, is smaller than that cal-
culated for the solid Earth from the seismically
determined elasticity structure, demonstrating
that the global average marine tide is inverted,
that is, low tides appear where highs would be
expected for an equilibrium tide. The driving
speed of the tide, (w—wp)a =450 ms~! at the
equator, is greater than the natural speed of
the tidal wave, even in the deepest ocean:
v=,/gh~220ms™! in an ocean of depth
h=5km. By driving the tide at a higher fre-
quency than its natural resonance a large phase
lag is developed. In the limit of zero dissipation
the lag would be 7/2. (Note that the tidal torque,
Eq. (8.20) is zero if 6 is any multiple of =/2).

The atmosphere is subject to a diurnal tide of
thermal origin, as well as a gravitational tide. In
spite of the tight coupling of atmospheric motion
to the Earth, discussed in Section 26.2, the atmos-
pheric tides are believed not to make significant
contributions to the slowing rotation of the Earth
and the thermal tide could accelerate it.

We can see from Eq. (8.14) that the tidal strain
raised in one body by proximity to another one is
proportional to the ratio of the masses.
Therefore, the tidal deformation of the Moon
by the Earth is about (80)* times the tide in the
Earth. So, tidal friction in the Moon, if it were
rotating, would be (80)* times as strong. Thus, we
can see why the Moon’s axial rotation coincides
with its orbital period. Tidal friction has com-
pletely stopped its rotation relative to the
Earth. The same is true for other close satellites
in the Solar System. Io presents a constant face to
Jupiter. In the case of Pluto and its large satellite,
Charon, the relative rotations of both bodies

have been stopped and they present fixed faces
to one another.

8.4 Evolution of the lunar orbit

Equations (8.20) and (8.26) give a differential
equation for the variation with time of the dis-
tance to the Moon,

dr

R1/2 5= 6ky6G/2a% (m/M)(M +m)*/?. (8.32)
If we make the simplest assumption, that (k,¢) is
constant, independent of the speed or amplitude
of the tide, then the right-hand side of Eq. (8.32)

is constant and we can write

R'/2dR/dt = R)'/*R), (8.33)

where R, and Rj are the present values of R and
dR/dt. Then integrating from an initial distance,
Ry, T years ago,

2

= (RS~ RI*?) = RSV2Ryr (8.34)

1

The high power of R ensures that, for R; appre-
ciably less than Ry, the early orbital evolution
was very rapid and so the time scale hardly
depends on the assumption made about R;. The
inferred total time for orbital evolution is

2 ! 9

T ﬁRO/R0 = 1.6 x 10° years. (8.35)
The geology of the Moon has been stable for
much longer than this and is incompatible
with a close approach to the Earth as recently
as 1.6 x 10° years ago. Also there is no evidence
on the Earth for such a dramatic event. The
assumption about (k,6) must be re-examined.
Tidal friction was much weaker in the past
than linear extrapolation from present condi-
tions suggests.

The problem raised by Eq. (8.35) is empha-
sized by considering the asymptotic limit to
which R tends, as one extrapolates backwards
in time. This limit is given by the condition
w=wi, at which there would be no relative rota-
tion and no moving tide or frictional loss. For the
backward extrapolation it suffices to assume
conservation of angular momentum of the



Earth-Moon system, neglecting the solar tide,
but it is interesting to consider also the forward
extrapolation, for which it is important to
include the solar tide. Some assumption about
the relationship between the solar and lunar
tides is required and it is assumed here that
(k26) has the same value for both at all times,
although it may vary arbitrarily with time. This
assumption is likely to be seriously in error when
the periods of the solar and lunar tides differ
markedly, but it is better than the assumption
that the solar tide is negligible.

Since the Earth-Sun distance changes insig-
nificantly in the course of the orbital evolution
ofthe Moon, the solar tide causes a retardation of
the Earth’s rotation,

) ()
dt Solar dt present solar (kzé)present.

The present rate is —1.2 x 10 >*rads 2, being
the difference between Eqs. (8.30) and (8.31).
This frictional loss occurs independently of the
Earth-Moon interaction, but by the assumption
that (k,0) is the same for both, the two rates of
tidal braking are linked. Consider a notional
time, 74, which is the time required for a partic-
ular cumulative solar tidal effect if it had
occurred at the present rate. Then by Eq. (8.34),
74 is given in terms of the effect on the lunar
orbit, so that the cumulative solar braking since
the Moon was at distance R; is

(8.36)

dw
Awsolar = (a
present solar

B (m) 2R, (Ri)13/2
dt present solar 13R6 Ro .

(8.37)

X Tn

This is valid for arbitrary fluctuations of (k;6), as
long as this product was the same for both solar
and lunar tides. Validity of Eq. (8.37) does not
require 7, to be the actual time.

Now we can treat the lunar tide independ-
ently by conserving angular momentum, qg;, in
the Earth-Moon system and writing it in terms of
the present rotation rate, wy,

M
ar = Cw+ —_ R24y — 5.872Cwy,

M+m

(8.38)

8.4 EVOLUTION OF THE LUNAR ORBIT

so that, making w the subject of this equation
and adding Awsear, We have

w=5.872wy — R%w — Awsorar-  (8.39)

Mm
CM+m)
Using this equation, we have a simple procedure
for relating R, w; and w at any stage of the orbital
evolution, by selecting a value, R;, of R, calculat-
ing the corresponding wy, by Eq. (8.22) and then
determining o by Eq. (8.39) with Awsear given by
Eq. (8.37). The result is shown in Fig. 8.5. The
inner asymptotic limit, from which the Moon is
receding, is found to be at R=2.3 Earth radii,
well inside the Roche limit of tidal stability, at
which the Moon would have broken up
(Section 8.5). There is no possibility that the
Moon could ever have been so close.

The other asymptotic limit, at which w=wy, is
the one towards which the Moon is receding, at
R =78 Earth radii. After this point is reached, the
solar tide will continue to slow the Earth’s rota-
tion, leaving the Moon orbiting faster than the
Earth rotates. Then lunar tidal friction will start to
cause the Moon to spiral back towards the Earth.
However, unless (k,6) is then somehow dramati-
cally enhanced, the time scale is so long that
evolution of the Sun will overtake the Earth first.

Historical records of eclipses give evidence of
the changes in w and w;, over 27 centuries, com-
pared with the few decades of observations with
atomic clocks. Since such observations give the
drift in time, t, of the angular positions of the
Earth and Moon (relative to the Sun) and tidal
torques cause angular accelerations, the time
drift accumulates as t* and so particular interest
attaches to the earliest records. Following a dem-
onstration by P.M. Muller that only reports of
total eclipses were reliable, Stephenson and
Morrison (1995) summarized the results of
many studies of Chinese and Mesopotamian
records back to 700 BC and concluded that they
agree with the present value of dw; /dt. However,
dw/dt has been more variable and there has been
a persistent non-tidal acceleration of the rota-
tion, attributed to post-glacial adjustment
(Section 6.4).

On a geological time scale only the tidal
effects are apparent. There have been several

109
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FIGURE 8.5 Variations in the
orbital period of the Moon and 40 —
the period of rotation of the Earth |
with the Moon’s orbital radius, in |
the course of orbital evolution by 35— |
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studies of ‘paleontological clocks’, the records of
days per month and per year in the shells of
marine organisms whose growth is controlled
by daily, tidal and seasonal cycles. It is difficult
to make reliable error estimates from such obser-
vations as there are various interruptions and
irregularities to growth cycles, but the general
conclusion is consistent. Rotation of the Earth
and the lunar orbital motion were both faster
some hundreds of millions of years ago, but not
by as much as extrapolation of Egs. (8.27) and
(8.28) would suggest.

Reliable extensions of observations of tidal
periods back to the early Precambrian period
are obviously particularly valuable. This has
been attempted using shells of marine creatures
and stromatolites, calcareous mats deposited by
communities of micro-organisms that are photo-
synthetic and grow towards the direction of the
Sun, with daily growth increments and seasonal
variations in growth direction. But the use of

Lunar Orbital Radius (Earth radii), R/Rg

inorganic sedimentary markers controlled by
tidal cycles, as observed by Williams (1990,
2000), has proved to be more satisfactory. We
can compare Williams’s observation of 400 + 7
days per year 620 million years ago with the
constant (k,6) extrapolation. This is the most reli-
able of the paleorotation measurements. Using
Eq. (8.34) and Fig. 8.5, we obtain 443 days per
year at that time. The average rate of slowing
over the last 620 million years has been only
about half that inferred from the present rate.
Since Eq. (8.35) demonstrates that the average
over the life of the Earth has been less still,
there is apparently a trend to progressively
increasing tidal dissipation, opposing the
decrease due to the lunar recession. This is con-
firmed by the results of an investigation by
Williams (2000) of banded rocks from Western
Australia, dated at 2450 million years, indicating
still weaker tidal friction in that early period (see
Fig. 8.6).
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FIGURE 8.6 Earth—-Moon
distance as a function of time,
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As mentioned, the marine tides are responsi-
ble for most of the tidal dissipation and they are
locally very variable with large amplifications
and phase delays, arising from complexities of
sea floor geometry. It is sometimes presumed
that present tidal friction happens to be strong
as a fortuitous consequence of the present
arrangement of the oceans and marginal seas.
The progressive increase in continental crustal
material (Section 5.3) and consequent raising of
sea level to flood the continental margins may
also be a contributory cause. While these hypoth-
eses are admissible as plausible, we should not
be too easily convinced by an explanation that
requires the present oceans to be very different
from those of all past periods. The consistent
trend to decreasing effectiveness of tidal friction
as one goes backwards in time accords better
with the idea of Webb (1982) that tidal friction is
increasing as the slowing tidal period approaches
resonance with the free propagation of very long-
period waves in the oceans.

Another factor that can be noted is that
tidal dissipation occurs mainly by turbulence
in marginal seas and estuaries, so that analysis
as a linear phenomenon is questionable. Non-
linearity means that lunar and solar tides are
not independent, but if we make the simple
assumption that an arbitrary variation of dissip-
ation with tidal amplitude can be represented by

1.0 0

writing & = 6o (R/Ro)* in Eq. (8.32), then Eq. (8.35)
becomes

r = (R/R;)/(13/2 ~ k). (8.40)

For any reasonable value of k this makes little
difference to t and the problem is not solved. We
still seek a convincing explanation of the weak
tidal friction of the early Earth, and comparison
with a simple backward extrapolation of present
day observations (Fig. 8.6) indicates that this is a
serious shortcoming in our understanding of
Earth history. The problem has prompted some
exotic hypotheses for the origin of the Moon,
involving a very close approach to the Earth,
but this is not a feature of the lunar history
presented in Section 8.6. We note also that the
orbit evolution problem cannot be explained by
a time variation of the gravitational constant,
once considered possible, but securely dismissed
(Hellings et al., 1983).

8.5 The Roche limit for tidal stability
of a satellite

Early in its history the Moon was closer to the
Earth and we consider here the consequences of
a very close approach. There is a limit imposed
by the requirement for gravitational stability.
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Although our view of lunar history does not
include such a close approach, the analysis is
directly relevant to a mutual approach by two
moons (Section 8.6). The theory of tidal deforma-
tion, as presented in Section 8.2, assumes that it
is slight. We now consider a situation in which
that theory is inadequate: a very close approach
to the Earth by a smaller body, such as the Moon.
In this case we are interested in the tidal defor-
mation of the smaller body by the Earth. Since
the tide raised in the smaller body exceeds the
tidal strain in the large one by the square of the
ratio of the masses (Eq. 8.14), the integrity of
the small one is endangered by the close approach.
It becomes gravitationally unstable inside a criti-
cal separation, known as the Roche limit, after E.
Roche, whose 1850 paper first considered the
problem in detail.

Figure 8.7 represents the Moon (m) close to the
Earth (M), with a strong tidal elongation in the
direction of the Earth-Moon axis, identified as
the c-axis of the Moon. The tidal elongation of
the Earth along the same axis is sufficiently
small to neglect in this calculation. The Moon is
assumed to remain ellipsoidal under the extreme
deformation; this is not quite correct but introdu-
ces no material error in the calculation of gravita-
tional potential due to it. For points close to the
Moon, and in particular on the surface itself, the
approximations such as MacCullagh’s formula
(Eq. 6.7) are satisfactory only for slight ellipticities
and we must use the general equation for the
potential due to a prolate ellipsoid. This is given
in convenient form by MacMillan (1958, p. 63).

FIGURE 8.7 Geometry for the
calculation of the critical distance R
between a planet and its satellite
for gravitational stability of the
satellite.

Referred to axes x, y, z, with the c axis aligned with
z, the potential is

2 2722 2
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200-a) )Ve-@
(2 —a\? GrpalcV/E t R K2 +y?
x sinh + .
a2+ kK 2 —a? a2+ kK
Gnpa’c  27°
d—a? V24K
(8.41)
where « satisfies the equation
X2 4y 2
A =1
a2+rk 4k

We are interested in the potentials at two particular
points,P(x=y=0,z=c)and Q (x* +y*> = a®;z = 0)
in Fig. 8.7, at both of which =0 and Eq. (8.41)
reduces to

2mpatc . . (2 —a*\"? 2npa’c?
VP:G2 23/231nh 5 —GZ_Z,
(C —a ) a C a
(8.42)
20(2¢2 — g?) . 2 2N\ 1/2
Vo= — —np?;( Cz)s/f )smh’1 (C aza)
z2—a
npa’c?
R (8.43)

The tidal ellipticity is determined by equating
the total potentials at P and Q; thus to each of
Vp and V, we add the gravitational potential due
to the Earth (mass M) and rotational potentials of
the two points about the centre of mass of the
Earth-Moon system, assuming the Moon to keep
a constant face towards the Earth, that is, the




axial rotation rate of the Moon is equal to its
orbital rotation rate. Then

GM 1 ,/ M 2
PiR—Ciiw(M—HﬂRiC)
, (8.44)
GM 1 ,/ M
=Vq-———5 R
Vo =3 Zw(M+m)’

where w and R are related by Kepler’s law
(Eq. 8.22). Equation (8.44) simplifies to

im 1 m
3GMc? R(”m) —3<(1+y)

Vp — Vo =
PTIQT RS R—¢
3GM*c?
=— 4
e (8.45)
where we may regard
1im 1c m
(120 2e (1)
M*=M 3M BCR M (8.46)

=R
as an ‘effective’ mass of the Earth. M* and M differ
only to the extent that the mass of the Moon is
not negligible with respect to that of the Earth
and its semi-axis ¢ with respect to the Earth-Moon
distance, R.
From Egs. (8.42) and (8.43) we have also

Gnpa’c s g (2 —ar\"?
Vp—qum(Zc +a*) sinh e
G3npa’c?
- W7 (8.47)

which may therefore be equated to Eq. (8.45). For
this purpose it is convenient to represent the
dimensions of the Moon in terms of the radius of

a sphere of equal volume, 1y = (azc)l/ ® and the

ellipticity e = /(c? — a?)/a?, so that

1/3 -1/6

c=ro(1+¢€*)"", a=ro(1+¢?)

Then, equating (8.45) and (8.47), we have

3 MR M
2np R® ~ “m RS
1 3 4 262

= 2™ _sinh~'e— 3e|.

— 4
e |(1+e2)"/? (848)
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(Expressing Eq. (8.47) in terms of ry,e and expand-
ing for small values of e, we obtain

which coincides with the result obtained from
the approximate Eq. (6.13) with the substitutions
C=0.4ma*, A= 0.2m(c* + a®) appropriate to a uni-
form ellipsoid.)

Now, at the Roche limit, the ellipticity
is at the point of instability, that is, a small
decrement in R causes the moon to break up
or, in other words, its ellipticity grows indef-
initely. Thus we can determine the Roche
limit from the condition de/dR — —oo or
dR/de — 0 applied to Eq. (8.48), which means
that the derivative with respect to e of the
right-hand side of Eq. (8.48) is equated to
zero. This gives

(4¢* + 14 + 9) sinh e = (9¢ + 8¢%) (1 + ¢2)/?,
(8.49)

the numerical solution of which is e=1.676.
Substituting this value into Eq. (8.48) gives
3 _M*

—-—=0.07031

5
m R (8.50)

or

M* 1/3 M* 1/3 p 1/3
R=242;(— =242(— fE) R
(o) m=2e(y) (%) &

(8.51)

where pg, Rg are the density and radius of the
Earth.

Ignoring for the moment the factor (M * /M) 173,
with pg=5515kgm ° and p=23340kgm
Eq. (8.51) gives R = 2.86,4Rg. This allows an estimate
of the term

c ¢ 19 Rg
R 1 Rg R

which is the principal contribution to the ‘cor-
rection’ factor (M*/M)"/*=1.037, so that the
‘final’ result is

R =2.97R;g. (8.52)

13
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The correction for the finite mass and size of
the Moon does not allow for the ellipticity of the
Earth by virtue of the Moon’s gravity, but the
tidal ellipticity of the Earth is less than 1% of
that of the Moon and even at 3Ry its effect on
the gravity field of the Earth at the Moon is
negligible. We can also readily admit as satisfac-
tory the assumption that the Moon is homoge-
neous; the moment of inertia of the Moon is
sufficiently close to that of a body of uniform
density that this cannot be a significant error.
More difficult to assess is the assumption that
the Moon remains ellipsoidal near to the Roche
limit. Since, at the Roche limit, the point P
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FIGURE 8.8 (a) Shape of the Moon at the Roche limit of
gravitational stability. (b) Inside the Roche limit there is
no bounding equipotential surface and the Moon breaks
up. (Broken lines represent equipotential surfaces.)

in Fig. (8.7) is a neutral point in the field, the
potential lines must cross there, so that although
this figure properly represents the deformation
of the Moon outside the Roche limit, at the limit
itself the Moon must take the form of Fig. 8.8(a).
With further decrease in separation the potential
surface bounding the Moon opens, allowing
material to escape, as in Fig. 8.8(b).

8.6 The multiple moons hypothesis

Section 1.15 canvasses the idea that the Earth
originally had at least two moons and that it is
possible that Venus and Mercury also had satel-
lites. The explanation for the disappearance of
the additional bodies relies on tidal friction, and
the equations in Sections 8.3 and 8.4 are used
here to examine the idea more quantitatively.
First, we note the operation of the Titius-Bode
law in the accretion of the terrestrial planets and
assume that the same principle applies to satel-
lites. It is accurately obeyed by the major satel-
lites of Jupiter (Section 1.2). We assume that that
they remain independent as long as the ratio of
their orbital radii exceeds the Bode’s law ratio,
about 1.6, but if they come within that separa-
tion then gravitational interaction will bring
them together on the time scale of planetary
accretion. This is much shorter than the interval,
AT~6x10® years, between formation of the
Moon and its intense late bombardment, the
lunar cataclysm discussed in Section 1.15. We
examine the conditions required for tidal friction
to bring two satellites together on this time scale.

We refer to our argument as the multiple
moons hypothesis, and consider three moons,
formed in orbits with radii differing by factors
of about 1.6. The largest was probably innermost
and subject to much stronger tidal friction than
the others. Its orbit expanded, reducing its sepa-
ration from the middle one, so that they quickly
came closer than the Bode’s law ratio, causing
the smaller one to be subjected to orbit modifica-
tion and eventual assimilation by the major one.
That process was rapid enough to be observation-
ally indistinguishable from the original plane-
tary accretion, but the early existence of the
‘middle’ moon is necessary to explain the 600



million year delay before the major moon
approached the outer one within the Bode’s
law orbital ratio. So, we calculate the time
required for tidal friction to increase its orbital
radius by the factor 1.6.

As in the discussion in Section 1.2, it is the
ratio of orbital radii that we need to consider so
we re-write Eq. (8.32) as a logarithmic derivative
(and assume m < M):

dInR  6G'/2a°

_ R-13/2.
dat kzém

7 (8.53)

This applies to each of two satellites with masses
m, and m, at orbital radii R; and R, > R, so that

dln(R1 /Rz) _ 6G1/2a5
dt M2

Koo (maRy ™% — maRy %),
(8.54)

The ratio Ry/R, increases with time, that is the

orbits become closer on a logarithmic scale, if

my /my > (Ry/Ry)"*/2. (8.55)

If the satellites are to be brought together, then
Eq. (8.55) must be satisfied at the critical ratio R,/
R, =1/1.6, so that a necessary condition for them
to merge is m4/m; > 0.047. The inner one must
have more than 5% of the mass of the outer one.
This is an important restriction on the multiple
moons hypothesis and is discussed below.
Obviously the process occurs fastest if the inner
satellite is more massive than the outer one and
this is what we assume.

In considering the time scale we must allow
that (k,6) was much smaller in the past than it is
now. From Eq. (8.35) we know that the average
value of ¢ over the life of the Earth was no more
than a quarter of the present value (2.9°), but
over the last 620 million years it averaged half
of the present value (Section 8.4). It has increased
with time and the value early in the history of
the Earth was probably no more than 0.4°. If we
make the extreme assumption that the Earth
then had no ocean and rely on the anelastic Q
of the solid Earth, but recognize that it was then
hotter so that Q=100 for mantle shear waves,
then we would have § ~ 0.2°. This is probably too
extreme for the Earth but appropriate for Venus
and Mercury, which lack oceans. Thus, by
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assuming 6 =0.4°, we can hardly be wrong by a
factor exceeding 2.

As in the Roche limit analysis in Section 8.5,
when two bodies approach one another within a
critical distance the smaller one becomes gravi-
tationally unstable and, under appropriate con-
ditions, which include modest relative speed,
breaks up. The fact that the Moon has preserved
arecord of the cratering without disruption of its
sphericity is evidence that it was much larger
than any of its impactors and that the sum of
them, that is the second satellite, was probably
below the 5% mass ratio referred to above. In that
case it is necessary to suppose that the smaller
satellites were initially more remote from the
Earth. It also means that we can neglect the
tidal evolution of their orbits and estimate
the time scale of the interaction from the behav-
iour of the larger body, which approximated the
present Moon. This is calculable by extrapolation
from the present orbital evolution with the
adjustment for $ mentioned above.

Integrating Eq. (8.33) from an initial radius R,
toRf over AT =6 x 10® years, with R} (3.7 cm/year
at the present time) reduced by the factor (0.4/2.9)
to account for the lower value of 3, we have

REV? R\ P2 130.4R;
Ro Ro) ~ 229R,

=0.05. (8.56)
For any value of Ry/R, less than about 0.4, R}/
Ry=0.63 and R,/R, is close to 1.0, placing the
smaller body almost in the present lunar orbit.
When the impacts occurred, about 3.9 billion
years ago, the Moon was in an orbit of at least
38 Earth radii and possibly 45 Earth radii (com-
pared with the present 60.3 Earth radii). This is
supported by the Earth-Moon distance 2450 mil-
lion years ago, as estimated by Williams (2000),
~55 Earth radii, and is consistent with weak
early tidal friction, as discussed in Section 8.4.
Now we can examine the consequences of tidal
friction in the first 600 million years. The assump-
tion that the orbital radii of the satellites were
initially separated by the Bode’s law ratio, 1.6,
means that this is the factor by which the Moon’s
orbit evolved over that 600 million year period.
The rate of orbital evolution is a very strong
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function of orbital radius, so that, if the phase lag,
6, is specified, the radii at the beginning and end of
that period are fixed. Assuming 6 = 0.4°, as before,
the Moon started at 25R; and reached 40Ry, at the
time of the cataclysm, 600 million years later, in
agreement with the extrapolation of the Williams
(2000) data in Fig. 8.6. This argument imposes a
strong constraint on the distance at which the
Moon formed. If that had been much less than
25Rg, then the initial orbital radius would have
increased very rapidly and grown by the factor 1.6
in much less than 600 million years. No plausible
value of & would have made that process last for
600 million years. An initial lunar distance of 25Rg
is incompatible with the giant impact hypothesis
for the origin of the Moon, according to which it
would have formed inside about 4Rg. These num-
bers all fit the history of the lunar orbit as plotted
in Fig. 8.6, with the Moon migrating from 26 Earth
radii to 40 Earth radii (the factor 1.6) in its first 600
million years and thereafter more slowly. We
echo the words of Williams: ‘This tidal scenario
suggests that a close approach of the Moon has
not occurred at any time in Earth history’.

The details of the calculation are surprisingly
well constrained. It demonstrates that what had

been a paradoxical observation, the late intense
bombardment of the Moon, can be explained by
familiar physical processes without requiring
any bombardment of the Earth. The fragments
that impacted the Moon were in Earth orbit, as
was the body from which they were derived. This
body was ‘stored’ in a terrestrial orbit for 6 x 10®
years of relative lunar quiescence before the
orbit was disturbed by the approaching Moon.
It is important that both bodies were in terres-
trial orbits, because this means that the ‘fatal’
approach was slow enough to break the small
one into several pieces, which probably made
further disrupting approaches before impacting.
The evolving orbit of the major moon would not
have been dramatically affected by interaction
with the smaller ones.

While our orbital history of the Moon is obvi-
ously conjectural and is subject to uncertainties in
some of the numbers we have used, it is based on
the well understood principle of tidal friction to
address two paradoxes: the lunar cataclysm 3.9 Ga
ago and the fewness of satellites in the inner Solar
System. At the same time we avoid what we see, in
Section 1.15, as difficulties with the giant impact
hypothesis for the origin of the Moon.



The satellite geoid, isostasy, post-glacial
rebound and mantle viscosity

9.1 Preamble

Gravity observations are referred to an equipo-
tential surface, termed the geoid, for which sea
level is a close approximation. We can picture the
geoidal surface in continental areas as following
the water level in hypothetical narrow canals
connected to the oceans. For a non-rotating
planet in hydrostatic equilibrium the geoid
would be a sphere but rotation deforms it to an
oblate ellipsoid. For several reasons discussed in
Section 6.4 the Earth is slightly more elliptical
than equilibrium theory would suggest. One
reason is the depression of polar regions by for-
mer glaciation, from which recovery is incom-
plete and the continuing rebound gives a clue to
the viscosity of the mantle. There are heteroge-
neities at all levels, the most obvious of which
are seen at the surface as continents and oceans,
but the effect of the continent-ocean structure
on the geoid is barely discernible and very much
less than if the continents were superimposed
on an otherwise uniform Earth. On a continen-
tal scale the surface features are very nearly in
hydrostatic balance. This is the principle of
isostasy.

Features of the gravity field on a scale
larger than 1000 km are discerned more effec-
tively by studying perturbations of satellite
orbits than would be possible from surface
observations. With progressive improvements,
satellite techniques have been used to distinguish

increasingly fine features, although for explora-
tion of local anomalies surface observations
on land must still be used, sometimes in combi-
nation with satellite data. The shape of the sea
surface is observed by satellite altimetry, radar
reflections to satellites. It follows the geoid quite
closely and shows finer scale details than could
be inferred from orbital motion.

Gravitational perturbations of satellite orbits
are analysed in terms of spherical harmonics
(Appendix C). In Section 6.2 we consider just
the centred mass and ellipticity. The effect of
ellipticity is smaller than the central gravita-
tional attraction by a factor of 1000 for satellites
in low orbits, r ~ a. The higher terms in a more
general harmonic expansion, representing finer
details of the field that we now consider, are
smaller still, by another factor ~1000. For this
purpose the harmonic terms are fully norma-
lized, as defined by Egs. (C.13) and (C.14) in
Appendix C, so that the mean square values
over the surface of a sphere are unity. This
means that the coefficients C"and S, represent-
ing departures from sphericity, relate directly to
the amplitudes of the features represented.
Referred to fully normalized harmonics the
ellipticity coefficient is not J, (Eq. (6.14)), but
Cg =—]2/ /5. However, if interest is restricted
to ellipticity, then J, is used.

For more than two decades, satellite measure-
ments of |, have been precise enough to observe
a slow decrease with time, J, = —2.8 x 10! per
year. The rate is clearly greater than can be
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explained by tidal braking of the Earth’s rotation
(Section 8.4) and is attributed to post-glacial
rebound, although the adequacy of this to
explain the total J, remains to be confirmed.
The transfer of mass into the depressed areas
from lower latitudes causes a decrease in the
axial moment of inertia, C, and this is apparent
from the corresponding decrease in J,. Unlike
tidal friction, which transfers rotational angu-
lar momentum to the lunar and solar orbits,
rebound conserves rotational angular momen-
tum and so causes spin-up, partially offset-
ting the rotational slowing by tidal friction
(Section 6.4).

As mentioned in Section 6.4, J, cannot be
used directly to infer relaxation of excess J,,
because the excess attributable to glaciation
cannot be separated from other, unrelated
components. Instead j, is interpreted as a
response to a known history of ice loading.
Of the areas of former deep glaciation, where
rebound continues at an observable rate, the
two that have been studied in closest detail are
Fennoscandia, centred on the Gulf of Bothnia,
and Laurentia, centred on Canada. We con-
centrate attention on Laurentia, which is
much bigger and, according to Peltier’s (2004)
ice model, accounts for as much as 2/3 of the
global deglaciation. Antarctica ranks second,
although it still holds more ice than it is es-
timated to have lost. We use Laurentia to
estimate the fraction of j, that is explained by
it, with the conclusion is that there is a bigger
ellipticity effect than is explained by the docu-
mented areas of rebound.

From a fundamental perspective the most
interesting conclusion of rebound studies
is the viscosity of the mantle and its depth
dependence. These studies assume that the
mantle rheology is linear, as for a Newtonian
viscous fluid. This assumption is insecure, and
the possibility of non-linear rheology is con-
sidered in Section 10.6. Non-linearity means
that different values of effective viscosity
would apply to processes with different strain
rates. In applying the rebound estimate of vis-
cosity to mantle convection in Section 13.2,
we conclude that these two phenomena are
consistent with similar values of viscosity.

However, the strain rates for plate motion
and post-glacial rebound are also similar. The
same value of effective viscosity would be
expected for both, whether or not the mantle
theology is linear. This gives confidence that
both convection and rebound are satisfactorily
explained, but the question of linearity remains
unanswered.

9.2 The satellite geoid

To a first approximation the effect of the Earth’s
gravity on a satellite is given by the first term
of Eq. (6.2) or (6.13), which describes the force
maintaining the satellite on an elliptical orbit
(Appendix B). The following discussion considers
first the effect of the second term in these equa-
tions and then higher order terms. As considered
in Section 7.2, the second term causes a mutual
precessional torque between the Earth and the
satellite. For a man-made satellite the effect on
the Earth is negligible, but the satellite orbit
precesses at a rate that provides a measure of
the ellipticity coefficient J, (Eq. (6.14)). This is
referred to as a regression of the nodes of the
orbit, that is a progressive drift of the points at
which it crosses the orbital plane (as seen by an
observer fixed in space, not rotating with the
Earth). Equations describing this process follow
closely those used in Section 7.2 for precession
of the Earth.

Considering a satellite in an orbit of radius
r, inclined at an angle i to the equatorial plane,
we may rewrite Eq. (7.10) to give the mean
torque over a complete orbit, acting on the
satellite,

- 3Gm
L =—=—"-Ma?J,cosisini
2 r3 J2 ’

(9.1)
where m is the satellite mass and M is the Earth’s
mass. This torque acts on the component of the
orbital angular momentum that is perpendicular
to the Earth’s axis,

p. = mrlws sini, (9.2)



where ws is the orbital angular speed of the satel-
lite. The mean angular rate of the orbital preces-
sion, observed as a steady regression of the nodes
of the orbit, that is the positions in space where
they cross the equatorial plane, is the ratio of the
torque to the angular momentum component on
which it acts,

=—= cosi. (9.3)

This simplifies by applying Kepler’s third law
(wir® = GM) to the orbit:

_ 3 a .
wp = — Ews r_zjz COSi. (9.4)
Thus the angular change per orbital revolution
in the position of a node is AQ, given by

AQ,EP, 3a?

a )
= _Er_zh cosi. (9.5)

2 ws
For a close orbit (at r=1.03 a) inclined at i =45°,
Q=0.38°.

Equation (9.5), or a more general version for
an elliptical orbit, suffices for a determination
of ], to an accuracy of order 1 part in 1000, but
for greater accuracy higher harmonics in the
gravitational potential must be taken into
account. Variations with longitude (tesseral har-
monics, as given by Eq. (C.15) in Appendix C,
with m #0) are averaged out by taking a long
record of nodal regression, but all zonal har-
monics (with m=0 and no longitude depend-
ence) contribute to the long-term average of
AQ. The contributions depend in different
ways on the inclinations and radii of the
orbits, so that data from several satellites are
required to separate them. Detailed observa-
tions of elliptical orbits also provide additional
information.

In applying Eq. (C.15) to the general problem
of the geoid, only the unprimed coefficients,
representing sources of internal origin, are of
interest. It is convenient also to write the 1=0
term, representing the central mass, separately,
and to note that =1 gives an asymmetrical
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potential and that it vanishes by the selection
of the centre of mass of the Earth as the coor-
dinate origin. Then, by normalizing the sum of
all terms to (GM/r), the potential in standard
form, with fully normalized coefficients
(Eq. (C.13)), is

GM >y "o
V:T{l+;<1’>mzopl (sin @)

[Elm cosm/.+S, sin ml} } (9.6)
Care is required with signs, as well as normal-
ization, in the application of this equation.
Thus, for example, CZO = —J»/+/5, as mentioned
in Section 9.1.

Tesseral harmonics (with m#0) in the
gravitational potential cause shorter-period
variations in satellite orbits (such as an oscilla-
tion in the rate of nodal regression) than do
the zonal harmonics. More detailed observa-
tions are required to measure them. It follows
also that they are less accurately determined.
Nevertheless, there have been numerous inde-
pendent studies and they have converged to
good agreement for harmonics to 1= 50. Values
of geoid coefficients to degree and order (8,8)
are listed in Table 9.1, and Fig. 9.1 is a map of
geoidal elevation obtained from coefficients
to degree and order (50,50). Rapp and Pavlis
(1990) reported a calculation of geoid coeffi-
cients to harmonic degree 360 with a full
geoid map.

The spherical harmonic representation of the
geoid is particularly appropriate for analysis of
its broad features and follows naturally from the
study of perturbations in satellite orbits, which
provide the most accurate measure of the low-
degree terms. Spherical harmonic expansions
become cumbersome when extended to high
harmonic degrees, I, because, for I > 2, the num-
ber of coefficients varies as (I>+ 21— 5). There
is also a problem of uneven coverage of the
Earth when satellite orbit data are supplemented
by surface measurements to fill in the fine
details. However, satellite altimetry, the tim-
ing of radar reflections to satellites from the
sea surface, has given considerable detail in
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Table 9.1 Spherical harmonic coefficients of the Earth’s gravitational potential to degree and
order (8,8), from a more extensive set by Lerch et al. (1994). For each (I,m) the coefficients are C}"
followed by S™, in units of 107, as in Eq. (9.6) and defined in Appendix C

Nm 0 | 2 3 4 5 6 7 8
2 - - 2439 - - - - - -
484.165 — 1400
3 0957 2029 0.904 0.720 - - - - -
0249 0619 414
4 0539 —-0536 0349 0991 —0.188 - - - -
—0473 0.664 —0.201 0.309
5 0.069 —0.06l 0.655 —0452 029  0.175 - - -
—-009% —-0325 —0217 0050 —0.668
6 —-0.148 —-0.076  0.052 0.057 —-0.088 —0.267 0.010 - -
0.026 —-0.376 0009 —-0472 —-0536 —-0.237
7 0.090 0280 0323 0251 -0275 0002 —0.359 0.001 -
0.096  0.096 —-0212 -0.128 0019 0.152  0.024
8 0.047 0023 0.073 —-0018 —-0244 —-0.025 —0.065 0.069 0.123

0.060  0.069 —0.087 0068  0.088 0.309 0.076 0.122
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FIGURE 9.1 Contours of geoid height (in metres), relative to the reference ellipsoid (f=1/298.257). Courtesy of
David Sandwell.
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FIGURE 9.2 The mean sea level, as mapped by satellite altimetry, reflects the geoid in oceanic areas.
Reproduced from Cazenave (1995).

. FIGURE 9.3 Degree amplitudes, as
sor defined by Eq. (9.7), of the spherical
harmonic coefficients of the geoid
. listed by Lerch et al. (1994). Values
corresponding to the equilibrium
20 ellipticity have been subtracted
. fromC9 andC?.
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oceanic areas. It demonstrates the close corre- The relationship of the low-degree harmonic

spondence of the fine structure of the geoid to terms to the internal structure and dynamics
tectonic features of the Earth (Fig. 9.2), as of the Earth is less obvious. The spectrum of
reflected in the sea floor topography, which harmonic degree amplitudes plotted in Fig. 9.3
the sea-surface geoid mimics. indicates that the low degrees represent
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deeper features than those responsible for the
details seen in Fig. 9.2. Since spherical har-
monics are orthogonal functions, the total
amplitude of all harmonic terms of degree I,
taken together, is

(9.7)

and this is the function plotted in Fig. 9.3. V; is
the rms amplitude (square root of spectral
power) of geoid undulations with wavelength
(2nRg[l), where Rg is the Earth’s radius. The spec-
trum in Fig. 9.3 is very ‘red’, that is amplitude
increases with wavelength, or I"*. This is indica-
tive of deep mantle sources. The approximately
linear decrease in log V; with 1 over the range | = 4
to 16 is suggestive of a spectrally ‘white’ source
at a radius at which d(InVj)/dl would be zero. This
would put it well into the lower mantle.
Although a source at a single depth could not
be physically realistic, and density heterogene-
ities are widely distributed, the broad-scale
features of the satellite geoid indicate that the
heterogeneities extend deep into the lower
mantle.

If such an analysis is extended to higher
harmonic degrees, then it is obvious that the
spectral ‘redness’ cannot persist indefinitely.
Deep-seated contributions to high-degree com-
ponents of the geoid cannot be seen at the
surface and effects of shallower sources become
dominant.

9.3 The principle of isostasy

The distribution of elevations of the Earth’s solid
surface is strongly bimodal, as illustrated in
Fig. 9.4. Most of the surface is either of continen-
tal type, with an elevation within 1km of sea
level, or of oceanic type, 4 to 5km below sea
level. Taking the average density difference
between the continental crust and sea water to
be 1750kgm 3, the continents have a mass
excess, relative to the oceans, of 8 x10°kgm >

above the level of the ocean floor. Such a
mass excess is not evident in the broad scale
features of the geoid in Fig. 9.1. Thus this
mass is compensated by continental ‘roots’
of material with lower density than that of
the sub-oceanic mantle. This is the principle
of isostasy, first stated in the mid-nineteenth
century when it was recognized that the gra-
vitational deflection of the vertical by the
Himalaya mountains was much less than if
they were simply a protrusion on an other-
wise spherically layered Earth. As we now
know from seismic studies, the continental
crust is typically 35km to 40km thick (60
to 75km under the Himalaya), whereas the
oceanic crust is only 7 km thick, and both over-
lie the denser mantle. We consider a plausible
reason for the continental thickness at the end
of this section, and, in Section 23.2 make use
of the idea that it has been constant as the
crust developed by differentiation from the
mantle.

For an idea of the effect of continents on the
geoid, consider an idealized pair of circular con-
tinents on a spherical Earth, as in Fig. 9.5. This
simple geometry allows their broad scale (ellip-
soidal) deformation of the geoid to be calculated
from their moments of inertia by Eq. (6.13).
In case (a) the moments of inertia of the Earth
about axes 1 and 2 differ only by the moments
of inertia I; and I, of the continents about these
axes. In the approximation that the radii, r, of
the continents, as well as their thicknesses, h,
are much less than the radius of the Earth,
h<r<a,

I = 2(nr*hp.)r? /2, (9.8)
a+h
I ~ 2J (wr2pe)dx ~ 2% pca®h,  (9.9)
a
so that
I — I, = —2ar?p.a’h. (9.10)
Thus
11 - 12 2
= Tz~ —27pt“h/M, (9.11)
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FIGURE 9.4 The hypsographic curve — the characteristic distribution of the elevations of the solid surface — with a

histogram of areas in 1000 m elevation intervals.

and by Eq. (6.20), with rotation not considered,

— 3 2 2

where p is the mean density of the Earth. The
negative flattening means a prolate elongation
along axis 1. The geoid elevation, h,, on this axis,
relative to axis 2, is a fraction of the continental
elevation, h, given by

h

hg fa791’2pc
=

= . 9.13
h  4a%p ( )
Taking r=2500 km as representative of a conti-
nent, and p. = 1750 kg m > as the density differ-
ence between the continent and sea water,

hg ~ 0.11h. (9.14)

If this analysis were applicable to the real
Earth, we would see systematic differences in
geoid heights between centres of continents and
oceans of order 0.11 x 4500 m = 500 m. Not only
are geoid height variations very much smaller
than this, but the variations that are observed
(Fig. 9.1) are not obviously related to the continent-
ocean structure. On a continental scale isostatic
balance is closely maintained, although rigidity
of the lithosphere supports isostatic anomalies
on a scale of order 100 km.

Now consider the continental model in
Fig. 9.5(b) and require that it cause no geoid
ellipticity. This requirement is satisfied by mak-
ing the moments of inertia of the continents
equal to that of the oceanic crust and mantle
that would replace them to produce a spherically
symmetrical Earth:
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Axis 1

_Axis 2

_Axis 2

FIGURE 9.5 Simple models of a symmetrical pair

of continents, illustrating their effect on the geoid.

(a) Continents superimposed on an otherwise spherically
symmetric Earth. (b) Continents of density p. overlying

a mantle of density p,, and isostatically balanced with an
oceanic crust of density po.

a-+h a—t
2 J (nrpe)x*dx =2 J (nr? pm ) x*dx
a—d a—d

a
+ ZJ (n1? po)x*dx. (9.15)
a—t
With the conditions d, t, h < a, this gives
pe(h+d) = pm(d —t) + pot. (9.16)

which is a statement of the principle of isostasy,
that the total masses in all vertical columns (of
unit area) are the same.
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FIGURE 9.6 Isostatic compensation according to

(a) J. H. Pratt and (b) G. B. Airy, with numerical values of
density by W. A. Heiskanen. Continents, ocean basins and
mountain ranges are balanced by either of these principles.
Crustal structure corresponds more nearly to (b).

Equation (9.16) incorporates both of the rival
hypotheses that were inspired by the evidence
that the Himalaya are isostatically balanced.
They express alternative methods by which iso-
stasy may be achieved, as in Fig. 9.6. In 1854
J.H. Pratt suggested that the higher parts of
the crust were elevated by virtue of their
lower densities, with a common compensation
depth, as in Fig. 9.6(a), and the following year
G. B. Airy proposed the structure represented by
Fig. 9.6(b). He visualized the crustal masses as
logs, all of the same density, floating in water.



A log appearing higher out of the water than
its neighbours must extend correspondingly
deeper. Isostatic balance of the continents
would be achieved by Pratt’s principle if d=t in
Eq. (9.16), so that

pe(h+1) = pot, (9.17)

or by Airy’s principle if p. = p,, in which case

pc(h+d—1t)=pm(d—t). (9.18)
Both principles contribute to the isostatic bal-
ance of continents and mountain ranges, the
Airy principle being generally the more
important.

Now we return to a consideration of Fig. 9.4.
The continental crust is dominated by acid
(Si rich) rocks that are less dense than the
ocean floors, with which they are isostatically
balanced. The continents do not spread out to
cover the whole Earth uniformly, but are effec-
tively swept clear of 60% of the surface area by
the continuous renewal of the ocean floors. The
continental material washed into the oceans as
sediment is returned by underplating and via
subduction zones and volcanism. What deter-
mines the thickness of the continental crust
and thus the area that it occupies? As illustrated
by Fig. 9.4, most of the continental area is close
to sea level and this is a clue that it is reduced to
that level by erosion, which has little effect on
lowlands and continental margins. Higher ele-
vations are maintained by tectonic activity, but
erode rapidly, and so are relatively young. It
is not fortuitous that most of the continental
area is close to sea level, but a consequence of
the erosion-regeneration cycle. Thus it is sea
level itself that controls the continental thick-
ness. This argument is used in Section 23.2 to
support the assumption that, in the remote past,
when less continental material had accumu-
lated, its thickness was little different from the
present time, but its area was smaller. The
assumption is necessarily only an approxima-
tion, because, even assuming a constant volume
of sea water, smaller continents would mean
lower sea level.
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9.4 Gravity anomalies and the
inference of internal structure

Gravity anomalies are departures of observed
gravity from the reference latitude variation in
Eq. (6.38). They are of interest as indicators of
internal structure, but it is important to recog-
nise that there can be no unique solution to the
problem of calculating internal density varia-
tions from observations of gravity on or above
the surface. The forward problem of calculating
gravity from any specified mass distribution is
unambiguous, but there is, in principle, an infin-
ite number of density distributions that could
explain a gravity anomaly pattern. The range is
restricted by plausibility, by setting up density
models that mimic the observed gravity. This is
aided by processing gravity data to represent
anomalies in different ways. We refer to three
types of anomaly presentation: free-air, Bouguer
and geoid. The first two are mentioned in
Section 6.3 and geoid anomalies are illustrated
in Figs. 9.1 and 9.2. Here we take a closer look
at the implications and assumptions, noting
the essential point that gravity observations
on a surface of variable elevation would be dif-
ficult to interpret directly and there are alter-
native ways of transposing them to the geoidal
surface.

The free-air gradient means the radial variation
of gravity above ground level. The global ave-
rage value is 0.3086 mGalm ™' (3.086 x 10 ¢s7?).
A free-air anomaly is the departure from the
standard gravity formula (Eq. (6.38)) on the
geoid (or mean sea level), calculated by assum-
ing this gradient to apply from a surface point of
observation. Usually, but not necessarily, the
small latitudinal and local variations in the gra-
dient are neglected. In principle it means calcu-
lating the gravity that would be observed on the
geoid if all of the mass above it were collapsed
below it. Of course, this is unsatisfactory in
areas of more than very limited topography
and topographic corrections are generally
needed for the calculated anomalies to be use-
ful. Then the resulting free-air anomalies are
indications of concentrations or deficiencies in
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density below the points of observation. On
scales smaller than 100 km or so the strength
(or very high viscosity) of the lithosphere can
support departures from isostatic balance that
are apparent as free-air anomalies, notably at
the margins of continents. This is an indication
of what is known as the depth of compensation,
that is the depth below which viscosity is low
enough to equalize pressures (or below which
homogeneity can be assumed). As we see from
the global analysis in Section 9.3, on a larger
scale isostasy prevails and this means equality
of the masses in all vertical columns, so that
free-air anomalies are weak. However, on a
scale of several thousand kilometres free-air
anomalies larger than those at intermediate
scales are apparent from the geoid plot in
Fig. 9.1. They are attributed to heterogeneity of
the lower mantle. This is possible because,
although the relatively low viscosity of the
asthenosphere explains the isostatic balance
at intermediate scales (200-2000km) it does
not nullify the effect of irregular masses in
the more viscous lower mantle. These masses
must be deep as they are not evident at the
intermediate scale.

For the interpretation of local geological
structures it is often more effective to calcu-
late gravity on the geoid assuming complete
removal of all material above it, instead of col-
lapse to the geoid. This gives Bouguer anoma-
lies. In the simplest cases, with no allowance
for topography or heterogeneity, the removed
material is assumed to be an extensive slab of
uniform thickness equal to the height at the
point of measurement. The gravity due to a
slab of thickness h, density p and infinite hori-
zontal extent, is (see Problem 9.2)

6g = 2nGph, (9.19)
and is independent of distance from it. Thus,
calculation of gravity on the geoid by the
Bouguer method means downward extrapola-
tion from elevation h by a Bouguer gradient
which is equal to the free-air gradient minus
6gfh=2nGp. Commonly a standard density,
2670kgm >, is used for this purpose and
then the Bouguer gradient is 0.1967 mGalm *

(1.967 x 10 ®s~2), about 2/3 of the free-air gra-
dient. If the density of the surface layers is
known then it is obviously better to use that
rather than the standard value and, as with
free-air calculations, topographic corrections are
usually necessary. Bouguer anomalies are of inter-
est in studies of local crustal structure because
they reflect density variations immediately
below the geoid. On a continental scale Bouguer
anomaly maps show systematic lows over conti-
nents because, by Eq. (9.19), they differ from free-
air anomalies by 2nGph at height h and on this
scale isostatic balance prevails, making free-air
anomalies small.

The purpose of free-air and Bouguer anom-
aly maps is to remove the effect of ground ele-
vation, which obscures the underlying density
variations. They are complementary, giving dif-
ferent information, and it is instructive to have
both. The third method is to use geoid anoma-
lies, that is variations in the height of the geoid,
taking advantage of satellite observations of
large-scale features, as in Fig. 9.1, and giving a
different perspective on isostasy. The general
idea can be understood from a simple example.
If, in a broad, topographically featureless area
of average density p, we have a patch with den-
sity (p+ Ap) underlying a layer of equal thick-
ness but density (p —Ap) then, by the argument
in Section 9.3 the patch would be isostatically
balanced. However, it would nevertheless
appear as a geoid anomaly. The reason is that
the deeper, denser layer gives enhanced gravity
within and above it and, since this is the gra-
dient of gravitational potential, in integrating
upwards from the depth of compensation
(below the patch) the potential corresponding
to the geoid is reached at a lower level than in
areas outside the patch. A density dipole of this
form gives a geoid low. Conversely, if a denser
layer overlies a less dense one it gives a geoid
high. Thus a geoid anomaly gives information
about the depth distribution of mass and not
just its total. In this simple, plane layered
model the geoid anomaly, AN (metres), is
related to the depth dependence of the density
anomaly by integrating Eq. (9.19) through it
from the depth of compensation to the geoid
potential,



(9.20)

Equation (9.20) shows that geoid variation is due
to the dipole moment of density above the depth
of compensation, whereas gravity is caused by
the integrated mass. For topography of a given
elevation the depth of the mass contrast deter-
mines the associated geoid anomaly. Deeper
masses give stronger geoid anomalies. Airy iso-
stasy (Fig. 9.6Db) is often associated with a crustal
root of low-density material in the mantle, for
example beneath the Himalaya and Andes the
crust extends to depths of 75 km, giving geoid
highs. In regions underlain by hot mantle,
such as mid-ocean ridges and hot spot swells,
as at Hawaii, and regions of continental exten-
sion with thin lithosphere, such as the Basin
and Range of North America, the compensa-
tion occurs deeper and the geoid anomalies
are stronger lows.

Measurements of the geoid by what we now
know as astrogeodetic surveying have a history
extending back into antiquity, being the original
method of demonstrating that the Earth is
approximately spherical. It determines the ori-
entation of the vertical, that is the normal to the
geoid, relative to the positions of stars. There was
a rapid development of the method in the early
1700s, when the metre had been defined in
terms of the dimensions of the Earth and parties
of French scientists were sent to various parts of
the world to measure it more precisely. At that
time north-south surveys were much easier than
east-west surveys because they are not critically
dependent on precise timing of the east-west
motions of stars, with the result that the ellip-
ticity of the Earth was well determined. Gravity
surveying developed from this work and espe-
cially from the ideas of M. Bouguer, who was
surveying in South America in the 1730s and
observed deflections of the vertical from a
smooth geoid, caused by extreme topography
in the Andes mountains. He attempted to mea-
sure the Newtonian gravitational constant, G, by
two methods: one by observing the deflection of
the vertical on the slopes of Mount Chimborazo
and the other by comparing gravity on a plateau
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and on a low-lying plane, assuming the plateau
to be a superimposed slab with a gravitational
effect given by Eq. (9.19) (Bullen, 1975). He was
thwarted by isostasy and realized that his results
were unsatisfactory, but his work is recognized by
identifying his name with the Bouguer method.
It was an astrogeodetic survey across North India
more than 100 years later that prompted the
recognition of isostasy by J.H. Pratt, who led
the survey party, and G.B. Airy, who, as British
Astronomer Royal, had ultimate responsibility for
the work in India.

The processes of interpreting geoid anoma-
lies by Eq. (9.20) and calculating Bouguer ano-
malies use a flat-earth approximation and are
satisfactory only on scales that are small com-
pared with the radius of the Earth. The anoma-
lies featured in Fig. 9.1 are too extensive for
this approximation to be applied. It is notable
that they are of greater amplitudes than more
local anomalies, which are typically only a few
metres, and this is an indication that they have a
deep cause. Heterogeneity of the deep mantle is
implicated and possibly even core-mantle
boundary topography, although it is likely that
the base of the mantle is soft enough for top-
ography to be isostatically balanced with the
heterogeneity in the D" layer at the base of
the mantle.

Particular interest in geoid anomalies arises
from their relationship to dynamics of the man-
tle. Convection is driven by thermally generated
density differences that must be reflected in the
gravity field, but the problem is not a simple one.
The mantle viscosity is strongly dependent on
temperature, as well as being affected by pres-
sure, and the convective pattern has no more
than a remote resemblance to convection in an
isoviscous fluid (Yoshida, 2004). There are also
compositional heterogeneities to confuse the
picture. Nevertheless, some conclusions are
possible. Hager (1984) pointed out that zones
of strong subduction are correlated with geoid
highs, particularly when long-wavelength fea-
tures of the geoid are emphasized by restricting
consideration to low-degree harmonics, whereas
the downwarping, obvious at the trenches,
would be expected to cause lows. His explana-
tion is that the topographic effect is masked by
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resistance to subduction in the deep mantle,
causing a build-up of the dense subducting mate-
rial responsible for the geoid highs and slowing
the subduction, so that the lower-viscosity asthe-
nosphere partially infills the topographic depres-
sions. This requires viscosity to increase with
depth in the mantle by a factor 30 or so, as
most authors claim to be indicated also by post-
glacial rebound (Sections 9.5 and 9.6).

9.5 Post-glacial isostatic
adjustment

Delayed rebound of the Earth from depression
by glacial ice has been recognized for many
years, and Haskell (1935) showed that it can be
applied to a calculation of mantle viscosity. He
obtained a value of 10*' Pa s, which is still used
as a satisfactory global average and is referred to
as ‘the Haskell value’ (Mitrovica, 1996). More
recent work, directed to the radial variation in
viscosity, is reviewed by Peltier (1982, 2004),
Lambeck (1990), Mitrovica (1996), Mitrovica
and Forte (1997) and Kaufmann and Lambeck
(2000). Information about the depth variation
is conveyed by the geometrical form of the
rebound and its lateral scale. We illustrate the
principle with two simple models. One is essen-
tially the Haskell model, an isoviscous half
space, but with a superimposed lithosphere,
and the other is a thin asthenosphere, within
which all flow occurs, overlying a rigid mantle
and with a very thin lithosphere that flexes
freely but has no horizontal motion or viscous
flow. The variations in the rate of rebound with
lateral scale are quite different for these models.
While they appear to be extremes, they are both
deficient in not allowing for the flexural
rigidity of the lithosphere. Although the li-
thosphere is defined as the cool and rigid sur-
face layer of the mantle, this definition appeals
to its temperature-dependent rheology. The
effective thickness for post-glacial rebound is
much less than the thickness apparent from the
study of seismic waves, which stress the litho-
sphere on a time scale that is almost 10'° times
shorter. We assess the lithospheric thickness

in Section 20.4 and discuss its relevance to
rebound at the end of this section.

Haskell’s (1935) estimate of mantle viscosity
was based on a record of isostatic rebound of the
glacially depressed area around the Gulf of
Bothnia (Fennoscandia). The heaviest glaciation
and the largest area of rebound are now recog-
nized to be centred on Canada (Laurentia) and are
illustrated by the vertical motions of North
America, as plotted in Fig. 9.7. Peltier (2004)
identified an area to the west of Hudson Bay as
the location of the most rapid current rebound
(1.5cmjfyear) and inferred peak ice load (the
Keewatin Dome), but GPS observations of
rebound by Sella et al. (2007) put Hudson Bay itself
at the centre of the action. Haskell (1935) consid-
ered the response of an isoviscous half space to a
circular load with a Gaussian profile of rebound
velocity, and matched his model to the
Fennoscandian data, by a method referred to
below. Availability of data from the larger-scale
Laurentia rebound provides a measure of the
scale dependence of rebound which is important
to inferences about depth dependence of viscos-
ity. Most recent analyses favour an asthenosphere
with viscosity lower by at least an order of magni-
tude and a lower mantle with viscosity up to an
order of magnitude higher than Haskell’s value.
But there are strong lateral variations, so that no
simple radial model can be unambiguous.

We now examine the simple, thin astheno-
sphere model of rebound. Both the upper and
lower boundaries of the asthenosphere behave
as rigid boundaries for the purpose of calculating
the flow. We are modelling the present day flow
and this represents a late stage in the isostatic
adjustment to deglaciation, so we seek a self-
consistent solution in which the local rebound
speed, V,, is everywhere proportional to the
remaining isostatic anomaly in elevation, —(.
Departures from this state will have been subject
to more rapid adjustment. Thus we can calculate
a rebound time constant, 7, in terms of the scale
of the flow pattern, where

V, = —(/7. (9.21)
The geometry of the flow is represented in
Fig. 9.8. This shows the ‘moat’ of sinking land
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FIGURE 9.7 Laurentia

glacial rebound from GPS
measurements, showing

a region of uplift centred near
Hudson Bay, surrounded by

a moat of subsidence at a
boundary marked by a solid line.
Reproduced, by permission,
from Sella et al. (2007).

FIGURE 9.8 Model of rebound
flow in a sharply bounded
asthenosphere of uniform
viscosity. The radius, R, of a circle
of residual depression is much
larger than the thickness, H, of the
asthenospheric layer in which
flow occurs. The lithosphere
allows vertical movement by
flexure, but does not permit
horizontal flow.
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surrounding the uplifting area, as required by
the conservation of material. It is important to
the approximations in this model that the hor-
izontal scale is much larger than the vertical
scale, so that the viscous drag of the horizontal
flow limits the rebound rate. The local driving
force for the flow is the deficiency in hydro-
static pressure,

P= ng, (9.22)

where p=3400kgm > is the asthenospheric

density, because it is asthenospheric material
that is displaced, and g=9.9ms 2 is the value
of gravity at that level. The model has circular
symmetry, so that the asthenospheric flow is
radially inwards.

The flow through a central annulus of
radius r in the asthenosphere is driven by the
pressure gradient, dP/dr. Then the shear stress,
o(h), on each of the upper and lower faces of a
central layer of thickness 2h, as in Fig. 9.8, is
due to this pressure gradient acting over the
thickness 2h,

(dP/dr)2h2mr  dP

2.27r ar (9:23)

o) = T dr

Therefore the flow speed, v, at (h, 1) is given by

dv o) dPh
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n drnp
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(9.24)

where 7 is the viscosity and Eq. (9.22) gives
the substitution for P. Integrating to level
h from one boundary of the asthenosphere
at H/2,

rgdC (HZ hz)., (9.25)

and hence the total volume flow of material
though the annular ring of radius r is
d¢
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0

(9.26)

The rate of rise of material at radius r is

(9.27)

z
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2nrdr  2pr \dr  dr? )’
so that, by assuming that the form of the resi-
dual depression is preserved, as its amplitude
decreases, and therefore that we can substitute
for V, by Eq. (9.21), we have the differential
equation for ((r),

d’¢ 1dc¢ 127
Tt o0 (9:28)
This is the special case (for n=0) of Bessel’s
equation

d’¢c 1dc¢ n?
@'ﬁ‘;a"‘ —X—2:|<—O (929)
where
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The solution is therefore the zero-order Bessel

function
¢=((r=0)Jo(x). (9.31)

The first zero of this function occurs at x=2.4,

so that the radius of the circular depressed area,
R, is given by

[ 121 (9.32)

1/2
R=24.
ngST}
For this model, the time constant for the
approach to isostatic equilibrium is therefore
T = 2.1nR?/ pgH® (9.33)

and, if we make the unknown 7 the subject of
the equation,
n = 0.48pgH>1/R%. (9.34)

By this model, the estimated asthenospheric
viscosity depends very strongly on its assumed



thickness, but in reality it is not sharply
bounded.

The other extreme model is an isoviscous
half space, similar to that of Haskell (1935) but
with the addition of a lithosphere that acts as a
frictional boundary and moves only vertically,
not participating in the horizontal flow. Haskell
considered a depression of Gaussian form and,
by Fourier-Bessel analysis, resolved it into a
sum (more correctly, integral) of Bessel func-
tions, each of which retains its form as it decays
and so can be identified with a relaxation time.
The decay of the whole depression is then
obtained from the sum of the individually
decaying Bessel functions, J,, so that it progres-
sively approaches the form of the most slowly
decaying term. Thus the solution is superfi-
cially similar to that of the bounded astheno-
sphere model above, with the most slowly
decaying Bessel term dominating the geometry
at an advanced stage in the recovery. But there
is a crucial difference that we can see by a
simple dimensional analysis. As in Eq. (9.33),
we require a relaxation time, 7, proportional to
(n/pg). H does not enter the problem, so the only
other dimensioned quantity involved is the
radius, R, of the depression. Thus, to balance
dimensions we must have

7= Cn/pgR, (9.35)
where C is a dimensionless constant. The two
extreme models lead to very different depend-
ences of t on R, proportionality to R? for the
bounded asthenosphere and 1/R for the uniform
half space.

The areas of Fennoscandian (R~ 600 km) and
Laurentide (R~1300km) rebound are suffi-
ciently different that we can use them as a test
of Egs. (9.34) and (9.35). Since the equations rep-
resent extreme models, and we expect the truth
to lie somewhere between them, we write 7 o R,
with k= 2 for the thin asthenosphere and k= —1
for the half' space. For Fennoscandia there is good
agreement on the relaxation time, 4600 years
(Mitrovica, 1996) or 4350 years (Peltier, 1998),
but for Laurentia the estimates are seriously
divergent: 6700 years (Mitrovica) or 3400 years
(Peltier). The Mitrovica numbers give k=0.49,
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midway between the extremes, indicating that,
although the asthenosphere is not sharply
bounded and the deep mantle participates in
the rebound, there is a strong increase in viscos-
ity with depth. The Peltier values give k= —0.32
and are, therefore, indicative of a much more
nearly isoviscous mantle. Although the models
are greatly simplified, these conclusions coin-
cide with more detailed analyses. Mitrovica
and Forte (1997) and Kaufman and Lambeck
(2000) concluded that the increase in viscosity
between the uppermost and lower mantles is of
order a factor 100, whereas Peltier (1998) con-
cluded that the increase at 660km depth is
no greater than a factor of 5. We need to con-
sider the reason for such different conclusions,
drawn from what are essentially the same
observations.

As we have mentioned, the simple models
above do not account satisfactorily for the
lithosphere, which imposes a constraint on the
motion in the underlying mantle that depends
on the scale of the motion. This scale depend-
ence is determined by the flexural rigidity of the
lithosphere and is a strong function of its thick-
ness. We discuss the lithospheric thickness in
Section 20.4 and, for flexure on a time scale of
a few thousand years in the continental areas
where rebound is observed, conclude that it is
about 60 km. However, Peltier favoured 120 km
and Lambeck et al. (1996) pointed out that the
thick lithosphere assumed by Peltier accounts
for the relatively slight viscosity contrast across
the mantle in his models and a high estimate of
upper mantle viscosity.

The scale dependence problem draws atten-
tion to the manner in which rebound calculations
are carried out. The current upward surface
motion is identified not with a residual surface
depression but with the history of the ice load
that caused it. The viscosity models rely on ice
history models and are not derived from instanta-
neous measures of relaxation time constants. If
we consider the different spatial harmonic terms
of a rebound pattern (the Fourier-Bessel coeffi-
cients in the Haskell calculation), then they have
different relaxation times, so that the present
pattern depends not only on the history of the
ice load, but on the response to it. Traditionally,
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rebound has been observed as the rise of land
relative to sea level, by identification of former
shore lines, now elevated. With allowance for the
rise in sea level itself, this records the history of
the process at specific localities. Now the Grace
satellite presents the opportunity to observe the
present rate of rise globally, and not just at shore
lines. This will provide a resolution of the ques-
tion of the adequacy of the observed rebound to
explain the variation in ellipticity, considered in
the following section.

Viscosity is a controlling parameter in mantle
convection (Chapter 22). In this case the lateral
variations are more significant because subduc-
tion of the cool, almost rigid lithospheric slabs
requires flow in the adjacent mantle. As with
rebound, the flow occurs most readily in
layers of lowest viscosity and a detailed three-
dimensional flow pattern is difficult to model
on a sufficiently fine scale. However, information
about viscosity derived from convection studies
is complementary to that derived from rebound.
The mechanical energy dissipation is thermo-
dynamically related to the heat flux and so
gives a well constrained value of [ £2ndV through
the volume of the mantle, where ¢ is the strain
rate. The model of an almost rigid lithosphere
overlying a weak asthenosphere with strongly
increasing viscosity a greater depths is consis-
tent with the discussion of convective energy in
Section 13.2.

9.6 Rebound and the variation
in ellipticity

Ice-age glaciation was a high latitude phenom-
enon, so that rebound means a slow withdrawal
of mantle material from lower latitudes to infill
the high latitude depressions. A result is a slow
decrease in the gravitational potential coeffi-
cient J, (see Egs. (6.1), (6.2) and (6.14)) and, as
discussed in Section 6.4, there is a corresponding
effect on the rotation rate, w. First, we consider
the consequence of supposing that the excess J,
is a global phenomenon, that is, the Earth as a
whole is flattened. Then J, is related to the sur-
face ellipticity, f=(a — c)/a, by Eq. (6.20), where

a, ¢ are equatorial and polar radii, and for the
present purpose we can ignore m in this equation
by assuming J, = (2/3)f. If the surface deforma-
tion is ellipsoidal we can write it as

Ar = —Afa(3cos® 6 — 1)/2, (9.36)
where AJ, is the excess ], attributable to polar
depression. Then the gravitational energy of

the deformation is an integral over the surface
area A,

B = 12 [gp(AndA = (2n/5)a'g(AL)", (9.37)
and the energy dissipation by the decreasing J, is

dE/dt = (4n/5)a*pg(AJ2) Ja- (9.38)

The strain rate is simply f and so we can write
it as
e=f=(3/2)].

and then the dissipation is, in terms of the mean
or effective viscosity, 7,

(9.39)

dE/dt = Jéznde (9/4)Uz)zﬁ(4n/3)(1’3 -3 )

mantle core

=7.9a°(j,)%7 . (9.40)

Equating (9.38) and (9.40),

n=0.32pg a[A]/]2] = 2.2 x 1087 (years)  (9.41)

for 7 in Pas, because [AJ,/],] is the relaxation
time, 7. If we assume 7 =10%'Pas, the Haskell
value, then 7~ 450 years. This just confirms that,
for the isoviscous model, the relaxation time
decreases with scale and that, by this model, a
depression of global extent would now have
recovered to the point of being unobservable.
On the other hand if we apply the simplistic
compromise model, 7« R¥ with k= 0.5, then the
global scale relaxation time would be about
13000 years, and if there were ever a significant
global scale depression then it would now be
dominant. Neither of these alternatives appears
plausible, so we consider the consequence of
attributing the J, variation to the sum of the
effects of more local rebound.
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FIGURE 9.9 The rebound if Laurentia is modelled as
the development of a uniform spherical cap of angular
radius 6, and mass m by withdrawal of this mass from
the annular ring extending from 6, to 65.

Since Laurentia is the largest of the well-studied
areas of glaciation and rebound, we use it to esti-
mate the ellipticity change that is explained by it.
The effect to be explained is a long-term average
rate of change dJ,/dt = j, = —2.8 x 10~ year *
and, if Laurentia accounted for a large part of
this, we could be confident that the process is
understood. Its rebound is modelled, in the man-
ner of Fig. 9.9, as the development of a uniform
spherical cap of angular radius #; and mass m by
withdrawal of this mass from an annular ring
extending from 6 to #,. The moment of inertia of
the cap about its axis (z) is

Al =ma*(2 — cos;, —cos?6;)/3 (9.42)

and the moment of inertia of the annular ring
about the same axis is

Al = ma®(3 — cos® 6; — cos f; cos B, — cos? 6,)/3.
(9.43)

Thus the total change in moment of inertia about
the z axis due to the shift of the mass m is

Al = Al — Al = —ma?(1 + cos 6;

— cos 6 cos B, — cos? 6,)/3. (9.44)

We calculate the changes in moment of iner-
tia about the x and y axes by applying the
rule that for any distribution of mass m on a
spherical surface the sum of the moments of

inertia about three mutually perpendicular
axes is

L +1, + I, = 2mR%. (9.45)

(This is seen by writing the moments of inertia
of any mass element Am at x, y, z about the
three axes as Al,=Am(y” + z°), AL, = Am(x* + %),
AL =Am(x*+y?), so that Al + Al +AL=2Am
(x*+ y* + z%) = 2AmR?, noting that this applies to
all mass elements individually and therefore to
any distribution of mass on a spherical surface.)
In the rebound situation we are considering only
a redistribution of mass with no change in its
total, so that (Al + AL, + AL)=0 and, with sym-
metry about z,

AL = AL, = —AL/2 (9.46)

with AI, given by Eq. (9.44).

We can allow for a misalignment of z with the
rotational axis, c. Let the z axis be at co-latitude 0
in the (c - a) plane. Then

Al = Al cos? 6 + Al sin 6

= Al,(cos? § — (1/2)sin*§), (9.47)
Al, = AL sin? 6 + Al cos?

= AL(sin? — (1/2) cos? ), (9.48)
Al = Al = —(1/2)AL. (9.49)

Here a, b are equatorial axes that are averaged for
the purpose of calculating J,, so that

AJ, = [AL — (1/2)(Al, + Al))/Ma?

= AL(9cos? § — 3)/4Ma?, (9.50)
where M is the total Earth mass and Al is given
by Eq. (9.44). Thus, for a rate of mass transfer m
into a cap at latitude 0,

Jo = —(1i/M)(1 + cos 6; — cos 6 cos 0,

—cos? 6,)(3cos? 6 —1)/4. (9.51)

Using data by Peltier (2004), we estimate
m = 2.1 x 10*kg/year (of material of astheno-
spheric density 3400kgm ) into a Laurentide
cap of angular radius ¢;=15° at co-latitude
0=230°. The contribution to J, depends on what
is assumed for 6,. A thin asthenosphere with
rapidly increasing viscosity at greater depth
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would restrict 6, to a band of order 26, =30°.
If this value is assumed then the contribution to
Jo is —4.2 x 107 ' year !, 15% of the total. An
annular ring twice as wide, that is (6, —61) = 30°,
uld give j,,= —8.6 x 10 2 year!, still only 31%
of the total. If Laurentia is correctly modelled,
then it is not as dominant as supposed. Adding
Fennoscandia would make little difference,

because not only is the mass flow smaller, but
so is its angular spread. Antarctic rebound is not
as well documented and may be more signifi-
cant than has been recognized, particularly
if the major ice retreat there occurred much
later than in the northern hemisphere, so that
rebound is at an earlier, faster stage. The dis-
crepancy remains to be resolved.
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Elastic and inelastic properties

0.1 Preamble

We refer to a material as elastic if it may be
deformed by stress but recovers its original size
and shape when released from the stress. In fact
no material is perfectly elastic, even if subjected
to indefinitely small stresses, but if recovery is
almost complete (say >99%) and, subject only to
inertial delay, effectively instantaneous, a mate-
rial is regarded as elastic. Even for such a mate-
rial we recognize that the slight departure from
perfect elasticity has important consequences,
which include the attenuation of seismic waves.
At high shear stresses departure from ideal ela-
sticity increases sharply. Each material has an
approximate elastic limit or yield point, which
is the magnitude of stress above which inelastic
or permanent deformation starts to become sig-
nificant. This is additional to the recoverable
elastic response and may increase with time at
constant stress. There is no sharp cut-off so that
very prolonged stresses can cause continued very
slow deformation or creep, especially at high
temperatures, as in mantle convection.

Small elastic strains are normally propor-
tional to stress (Hooke’s law). Then the ratio of
stress to strain is an elastic (‘stiffness’) modulus.
Stress is force per unit area, measured in pascals
(Pa = Nm2), and strain is a fractional change in
some dimension or dimensions, so that elastic
moduli have the same units as stress, i.e. pascals.
The theory of elasticity, as we normally consider
it, deals only with very small strains, for which
elastic moduli are effectively material constants.

This is infinitesimal strain theory. It describes
elastic deformations in response to stresses that
are very small compared with values of the elas-
tic moduli. Pressure in the deep interior of the
Earth is much too large for this assumption to
be even approximately valid. In this situation
an elastic modulus must be defined as the ratio
of a small change in stress to the consequent
small strain increment, superimposed on a
much larger ambient compression. The moduli
all increase systematically with pressure and a
more general, finite strain theory is required.
This is a subject of Chapter 18.

Elasticity theory is simplest for materials that
are isotropic, that is having properties that are
the same in all directions. They include polycrys-
talline materials with randomly oriented crys-
tals, such as undeformed metals or igneous
rocks, as well as glassy or amorphous substances.
Elastically isotropic materials have two inde-
pendent elastic moduli. There are several ways
of choosing these moduli, depending on the
form of the strain to be represented, but since
only two can be independent it follows that any
one of them can be represented in terms of any
other two, as summarized in Appendix D. In
seismology and much other geophysics we gen-
erally prefer to use bulk modulus, K, and rigidity
modulus, p, as the two independent moduli. The
particular reason for geophysical interest in bulk
modulus is that it provides a link between seis-
mologically observed elastic wave speeds and
the density profile of the Earth. With a minor
proviso concerning the elasticity of a composite
(Section 10.4), the combination of P-wave speed,
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controlled by the modulus x (Eq. (10.5)), and
shear wave speed, controlled by rigidity, u, pro-
vides a direct observation of the ratio K/p = dP/dp,
where p is density and P is pressure.

A pure shear strain with no change in volume,
described by p, involves no change in temper-
ature and y is unambiguous. On the other hand,
a pure compression with no change in shape,
which is described by K, requires specification
of the conditions under which the compression
is applied. If temperature is maintained constant
we have the isothermal modulus, Ky, but if the
material is thermally isolated or if the compres-
sion is too rapid to allow any transfer of heat, as
in a seismic P wave, then the temperature rises
and a higher, adiabatic modulus, K, applies. This
allows for the fact that compression is partially
offset by thermal expansion. The two principal
bulk moduli, Kt and Kg, are related by an identity

Ks = KT(l + ’YCYT) (10.1)

(T is temperature, « is volume expansion co-
efficient and vy is the dimensionless Griineisen
parameter, which has numerical values between
1.0 and 1.5 in the Earth). In the deep Earth
the difference between Ks and Kt is between 4%
and 10%. The other moduli, considered in the
following section, all describe deformations
involving changes in both volume and shape,
so that relationships between isothermal and
adiabatic versions are inconveniently compli-
cated. Equation (10.1) is one of the thermody-
namic identities that link bulk modulus to
other properties, such as thermal expansion
(Appendix E). Rigidity (and therefore also the
other moduli that can be regarded as combina-
tions of K and y, as in Appendix D) are not subject
to comparable controls. This means that, when
we consider effects such as the temperature
dependences of moduli (Section 17.5), rigidity
cannot be treated with the same thermodynamic
rigour as bulk modulus and further assumptions
are needed.

For many purposes isotropy is an adequate
approximation, but elastic anisotropy is well rec-
ognized in both the mantle and the solid inner
core. It can arise both from an alignment of
crystals, which are individually anisotropic, and
from the layering of materials with different

properties. The simplest crystals are those with
cubic structures, which have three independent
moduli, but more general anisotropies, requir-
ing a larger number of moduli, are normal in
minerals. The most general situation of a crystal
completely lacking structural symmetry is rep-
resented by 21 moduli (for a reason outlined in
Section 10.3). Although mineralogists face such
complications, in the Earth the form of aniso-
tropy most commonly considered in detail is
uniaxial, that is, having properties in one dir-
ection differing from those in the perpendicular
plane, within which there is no variation. In the
upper mantle the single axis is assumed to be
vertical (radial) and seismologists refer to such a
structure as transversely isotropic. It is repre-
sented by five moduli (Section 10.3). Although
azimuthal anisotropy occurs, both on continents
(e.g. Davis, 2003) and on the ocean floors, on a
global scale gravity selects the vertical axis as
unique. Transverse anisotropy is smeared out
statistically, so that transverse isotropy is to be
expected as a global average. In the inner core it
appears that the rotational axis is selected as a
unique direction. This is best explained by the
precipitation of added material predominantly
on its equator and deformation towards the equi-
librium ellipticity (Yoshida et al., 1996).

Our understanding of the Earth’s interior is
derived almost entirely from seismology and its
interpretation, based on elastic and inelastic
properties. These properties include anisotropy,
the behaviour of composites and polycrystalline
materials, effects of temperature and pressure
and the frequency variation of elasticity, all of
which need to be understood to make maximum
use of seismological data.

10.2 Elastic moduli of an
isotropic solid

The simplest derivation of the relationships
between moduli starts with Young’s modulus,
E, and Poisson’s ratio, v, which are defined with
the other moduli in Table 10.1. Consider a rec-
tangular prism, as in Fig. 10.1, with axes x, y, z,
chosen to be parallel to the principal stresses, oy,
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Table 10.1 Definitions of elastic moduli for an isotropic solid, referred to the cube in
Fig. 10.1. Directions of axes 1, 2, 3 are directions of principal stresses, o, as indicated
for the case of shear modulus in the figure. Strains, ¢, are fractional changes in
dimension. K, , E, A and x are moduli relating stress to strain, with dimensions force
per unit area, pascals (Pa= Nm ). Poisson’s ratio, v, is a dimensionless ratio of
strains (lateralfaxial) for a body stressed only in the axial direction

Symbol
Modulus (alternatives) Definition(s)
VAP
Bulk modulus K (B) — —— (Y = volume, P = pressure)
. Qo AV
(incompressibility) o
. with 0y =03 =0, =P
38|
|
E) = &3 =¢] =§AV/V
L Os . .
Rigidity 1 (G) — (as in Fig.10.1)
(shear modulus) &s
_ 9 foros =0, = —09,03=0
2€|
gs=2e = —2e),e3=0
Young's modulus E(gY) ? foroy =03=0
|
Poisson’s ratio v (o) s foroy =03=0
£ €|
Lamé parameter A B B e =0
(Ez + 63)
Modulus of simple X (m) 7! for ey =¢e3=0

longitudinal strain €l

(axial modulus)

oy, 05, that is oy is the force per unit area exerted
on a face normal to x and there are no shear
stresses on the faces of this prism. The strains,
€x» €y €2, are the fractional changes in dimension
in the three directions. First impose the stress o,
only with no transverse stresses (oy,=o0,=0).
Then

ex = ox/E, (10.2)
where E is Young’s modulus, and
gy = &, = —vey = —voy/E, (10.3)

with v being Poisson’s ratio. The responses to
additional stresses are simply additive, so that
for three arbitrary principal stresses

Ex :[ax - V(O'y —+ UZ)]/E7
ey =[oy — v(ox + 02)] /E,
€2 :[(rz — I/(O’x + ay)]/E. (10.4)

By imposing particular conditions on
Egs. (10.4) we can relate the other moduli to
E and v. If 01 = 0, = 03 the stress is a hydrostatic
pressure increment, —AP, and the corresponding
fractional volume change is AV/V = (1 +¢)>—
1 ~ 3¢, as in Table 10.1. Treatment of the rigidity
modulus is illustrated in Fig. 10.1. The compres-
sions and rarefactions in a compressional wave
depend on the lateral extent of the body in
which it is propagating. In a rod that is thin com-
pared with the wavelength, the extensions and
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0o =—04

FIGURE 10.1 Shear deformation, referred to the axes of
the principal stresses, ¢ and o,. Broken lines represent
strained cubes. Shear strain, e, = | — g, = 2¢;, where

e, = —e) are the linear strains in the directions of the
principal stresses. The shear stress, o, is represented by
tangential forces acting on the faces of the inner cube
and is equal in magnitude to o,.

compressions are described by Young’s modulus,
because there is no lateral stress. However, in the
Earth the wavelengths of seismic waves are nor-
mally very short compared with the extent of the
medium in which they propagate. In this situation
the juxtaposition of alternate half wavelengths of
compression and extension prevents the lateral
strains that occur as a Poisson’s ratio effect in a
thin rod. Then the deformations in the direction
of wave propagation are simple longitudinal
strains, with no lateral strain. The relevant mod-
ulus, x, is obtained by putting x = oy/ex With
gy = &; = 0 in Egs. (10.4). The Lamé parameter, /,
which is used in the tensor representation of
stress and strain in Chapter 11, may be defined
as the ratio of normal stress in a direction of zero
strain to the areal strain of a perpendicular plane.
By relating each of the other moduli to E and v,
we can write any of the moduli in terms of any
other two, as in Appendix D. The most important
of these relationships for seismology is

x =K+ (4/3)p.

This is the modulus that controls the speed of
compressional waves in the Earth.

(10.5)

10.3 Crystals and elastic
anisotropy

As mentioned in Section 10.1, an isotropic mate-
rial is one in which the component crystals are
randomly oriented. The elasticities of individual
crystals cannot be described by just two moduli,
such as K and y, but require three (for cubic crys-
tals) or more, depending on crystal symmetry.
Anisotropy of a polycrystal is observed if the align-
ment of component crystals is non-random; this is
normally observed in deformed materials. It is
seen in the Earth’s upper mantle and in the inner
core. Anisotropy may also be caused by layering,
even if the individual layers are composed of iso-
tropic materials (Problem 10.2, Appendix J).

To represent anisotropic properties we need
a system for identifying components of strain
with different orientations and this is achieved
by treating them as spatial variations in the dis-
placements of material points. If a crystal is
stretched in the x direction then the x displacement
increases with x and the corresponding strain com-
ponent is represented by ¢,,. If the x displacements
of material points vary with y then we have a strain
component ey, and so on. But shear components of
strain, such as ¢,,, are changes in angle so that
€yx = Exy and we are really interested in the total
change in angle, that is (¢, + ¢4y). Therefore, there
are just six independent strain components. They
are represented by the symbol e to distinguish
them from e, that is e =cw ey=cyy, €2=¢4
Exy = Exy + Eyxs yz = Eyz € €xy = Exz + €. The first
three of these are linear strains and the last three
are shear strains. This notation is general and is
used also in the rock mechanics discussion in
Chapter 11. It can be applied to either isotropic
or anisotropic materials. The difference is in the
relationships between these strain components
and the correspondingly identified stress compo-
nents. In the case of anisotropy there are cross
terms, such as the appearance of a strain e, in
response to a stress oy, that do not occur with
isotropic materials.

This is the basis for the notation used to iden-
tify the elastic moduli of crystals. There are six
components of stress, each of which may cause



Table 10.2a Olivine elastic constants c;
(GPa) with orthorhombic symmetry (nine
constants). 300 K values for (Mg oFeg 1),Si0O4
from Anderson and Isaak (1995)

3206 69.8 712
698 197.1 74.8
712 748 2342

63.7
77.6
783

Table 10.2b Average elastic constants (GPa)
for the upper 196 km of the PREM model of
the mantle, which is transversely isotropic
(elastically equivalent to hexagonal
symmetry). There are five independent
constants because isotropy in the
horizontal plane gives cgs =(1/2)(c11-C12)

224 84.8 85.4
84.8 224 85.4
85.4 854 212

65.7
65.7
69.6

six components of strain and the six simultane-
ous equations that relate them therefore require
36 coefficients (elastic moduli, ¢). They are given
numerical suffixes according to the convention

1=xx,2=yy,3=22,4=Yyz,5=2X, 6 =Xy,

bearing in mind that xy = yx etc. Hence stress and
strain are related by six equations of the type

Oxx = C11€xx + C12€yy + C13€zz + C14€yz + C15€zx + C16€xy-
(10.6)

There is some redundancy in the coefficients
because, as for e,, = e, above, ¢;=;;, so that the
30 coefficients for which i#j are reduced to 15
independent moduli, making 21 altogether. The
problem of measuring elasticity as general as
this is forbidding and, for minerals of interest,
crystal symmetries reduce the number of inde-
pendent moduli. Values for a large number of
minerals at laboratory pressure and temperature

10.3 CRYSTALS AND ELASTIC ANISOTROPY

are catalogued by Bass (1995) according to their
structures: monoclinic (13 moduli), orthorhom-
bic (nine moduli), trigonal and tetragonal (six
or seven moduli), hexagonal (five moduli) and
cubic (three moduli). Temperature variations are
reported by Anderson and Isaak (1995).

Olivine crystals are orthorhombic (Table 10.2a)
and their alignment by shear in the upper mantle
gives rise to anisotropy of seismic wave speeds.
The reference Earth model PREM treats the upper-
most 196km of the mantle as transversely iso-
tropic, meaning that it is azimuthally isotropic,
with the same properties in all horizontal direc-
tions, but with different properties vertically.
This requires five independent elastic constants
(averages are given in Table 10.2b). This is prob-
ably a good assumption for the global average but
inadequate for regional studies where a lower
symmetry is required, e.g. orthorhombic in
regions where azimuthal anisotropy has been
measured (Davis, 2003).

For an idea of the effect of crystal symmetry
and relationships to the isotropic moduli in
Section 10.2, consider the simplest case, cubic
crystals. Strain energy is proportional to the prod-
uct of stress and strain (and therefore to the
square of strain) for small strains, as considered
in this chapter, and may be calculated as (1/2)ce
using the series of equations (10.6) etc. But we
retain only terms that remain the same with all
possible rotations or interchanges of the equiva-
lent cubic axes, and there are four body diagonals
of a cube about which rotations by 2z/3 inter-
change x, y and z. Many of the terms in the prod-
uct (ce) appear with reversed signs with one or
more such rotations and are therefore dis-
counted. Others appear as identical in the strain
components but with different ¢;, demonstrating
the equivalence of these moduli and leaving an
expression with just three independent moduli:

E= (C11/2)(e?2cx + e}%y + e?z) + (C44/2)(e)2/z + egx + eiy)
+ c12(eyyez + €zr8xx + Exxeyy)- (10.7)
The bulk modulus, K, is obtained with E = (1/2)
K(AV[V)* by writing ey = e,,=e,,=(1/3)AV]V and
equating the shear terms to zero,

K =(1/3)(c11 + 2¢12). (10.8)
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There are two independent shear moduli. For
shears across any of the [100] crystal planes (nor-
mal to x, y or z) only the second term in Eq. (10.7)
is relevant, so that

1100 = C44. (10.9)

The other shear modulus can be selected to be
independent of c44 by taking a shear stress across
a (110) plane (normal to a cube face diagonal).
This gives

H110 = (1/2)(C11—C12). (1010)

The deformations leading to K, p100 and p119 are
illustrated in Fig. 10.2. They relate more obvi-
ously to the moduli in Section 10.2 than ¢y4, ¢15
and c44 and can equally well be regarded as the
three independent moduli of cubic crystals. The
process of averaging them to obtain the moduli
of an isotropic composite from the crystal con-
stants is discussed in Section 10.4. In particular
crystals the two shear moduli, represented by
Egs. (10.9) and (10.10), may happen to be nearly
equal, making the crystals almost isotropic.
The diamond structure is a special case. It is
cubic, with three moduli, but Keating (1966)
showed that there is a relationship between
them, 2c44(c11 + €12) = (c11— €12)(€11 + 3¢12), so that,

(010)
(001)
(100)
(a)
x
e
|
— |-,

(b) (©

FIGURE 10.2 Stresses relative to the axes of a cubic
crystal that cause strains represented by moduli (a) 100
(b) p110 (€) K, as given by Egs. (10.8) to (10.10).

although it is not isotropic, there are only two
independent moduli.

An observation from the elastic constants of
common minerals with cubic structures is that
the variations of P- and S-wave speeds with cry-
stal orientation are generally negatively corre-
lated. This accords with the simple minded
notion that P-wave propagation in a ‘hard’, i.e.
fast, direction is consistent with ‘softer’ trans-
verse motions for S waves travelling in the same
direction. However, the upper mantle aniso-
tropy modelled by PREM gives faster horizontal
waves for both P and S. In a layered structure
both speeds are faster in the plane of layering
but the effect is slight enough to make it an
implausible explanation for the anisotropies of
several per cent in the uppermost 200 km of
the mantle in PREM. The major upper mantle
minerals are olivine and pyroxenes, with ortho-
rhombic structures (nine moduli), so it is evi-
dent that the simplistic idea that anisotropies
for P and S waves would be opposite does not
apply to these more complicated elasticities.
Nonetheless, there is a feature of the wave prop-
agation in cubic crystals that is relevant: for
certain orientations, S-wave speed is very sensi-
tive to polarization, i.e. direction of particle
motion, and is consistent with the polarization
splitting of S waves.

We refer in Section 10.1 to the elastic aniso-
tropy of the uppermost part of the mantle,
which is modelled as uniaxial or transversely
isotropic in PREM. As a global average represen-
tation this is the form of anisotropy that must
be expected even though transverse isotropy is
unlikely to apply locally. The elastic symmetry
of transverse isotropy coincides with that of
hexagonal crystal structures, which have five
moduli. They are identified with the speeds of
waves parallel and perpendicular to the symme-
try axis, that is vertical (radial) and horizontal.
In the notation used by Dziewonski and
Anderson (1981) in the presentation of PREM,
they are C, A for vertical and horizontal P waves,
L for S waves propagating radially and L, N for S
waves propagating horizontally with vertical
and horizontal polarizations respectively. A
fifth modulus, F, is needed to represent wave
speeds at intermediate angles, but is replaced



in the PREM analysis with a dimensionless para-
meter n=FJ(A — 2L).

10.4 Relaxed and unrelaxed moduli
of a composite material

As mentioned in Section 10.1, elastic isotropy nor-
mally results from a random alignment of crystals
which are individually anisotropic and this is a
good approximation for many rocks. They are
composites of minerals that may have quite differ-
ent elasticities and we need to relate the compo-
site moduli to the elasticities of the components.
There is no exact general solution to this problem,
but several useful approximations have appeared
over the long history of attempts to solve it. Watt
et al. (1976) presented a comprehensive review.
Mathematically, it is similar to the calculation of
dielectric constant or conductivity of a composite
and for much of this history electromagnetic
theory led the way.

The simplest assumption is that, when stress
is applied to a composite, all components are
equally strained and that the stress is a volume-
weighted average of the stresses on the compo-
nents. This gives the Voigt formula, which, for
the case of bulk modulus, K, is

KV = (V1K1 + V2K2 + - )/(Vl +V2 + - ')7 (10'11)

where V; etc. are volumes of the constituents.
The assumption that the components are differ-
ently stressed implies a mismatch of stresses
across boundaries between grains and cannot
be valid in any real situation, but the Voigt
approximation is taken as one extreme limit
of the elasticity of a composite. The other
extreme assumption is that all components are
equally stressed, so that the total strain is a
volume average of the constituent strains. This
yields the Reuss limit, Kg, for the composite
modulus,

1/Kr = (Vi/Ki + Vo /Ko + )/ (Vi + Vo 4 --).
(10.12)

For small strains this is as unrealistic as the Voigt
limit, but the two are extremes between which

10.4 ELASTICITY OF A COMPOSITE

the truth must lie, and Hill (1952) argued that an
average of the two limits,
normally gives an excellent approximation.
This is known as the VRH (Voigt-Reuss-Hill)
average elasticity. Sometimes geometric or har-
monic means are used, or an average of two of
these, but if something better than Eq. (10.13)
is required there are alternative more restric-
tive limits that can be applied, as mentioned
below.

This averaging procedure is appropriate for
small stresses. In considering the response to a
very high stress, or a very prolonged stress, the
Reuss limiting elasticity (Eq. 10.12) must be used.
In the deep Earth, where pressure greatly exceeds
material strength, individual grains are deformed
as necessary to equalize their ambient pressures,
making the Reuss modulus, K, appropriate to
the variation of compression with depth in the
Earth. However, the small superimposed stresses
in a seismic wave do not deform grains in this
way and are better represented by Eq. (10.13). This
introduces a complication to the seismological
interpretation of the Earth’s density profile
(Chapter 17) and to the interpretation of internal
properties by finite strain theory (Chapter 18),
because the adiabatic bulk modulus obtained
from seismic wave propagation is slightly larger
than the modulus describing density variations in
an adiabatic layer of mixed mineralogy.

Limits to the elastic moduli of a composite
that are more restrictive than those of Voigt
and Reuss can be applied if certain assumptions
regarding grain geometry are justified (for
details see Watt et al., 1976). For the case of two
constituents, A and B, the limits can be taken as
the elasticities of media comprising spheres of
A in a matrix of B and spheres of B in a matrix of
A.Thisis the same as the dielectric problem in the
classic work of J. C. Maxwell and leads to elastic
limits explored by Hashin and Shtrikman (1963).
However, Egs. (10.11), (10.12) and (10.13) are
adequate in most situations and are much easier
to apply, especially if more than two constitu-
ents are involved or if finite strain theory must
be used, as in Section 18.7.
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0.5 Anelasticity and the damping
of elastic waves

In the first paragraph of this chapter we mention
inelastic deformation as a departure from elas-
ticity observed when a temporary application of
stress leaves a permanent effect. The following
section and Chapter 11 pursue different aspects
of this. Here we examine another effect that
is subtly different and is termed anelasticity, to
distinguish it from inelasticity, although the two
do not always have different causes. Anelasticity
is also a consequence of a departure from ideal
elasticity (Hooke’s law) but no permanent defor-
mation is involved. It is observed when stress is
cycled and strain follows with a delay. The result
is a conversion of strain energy to heat in cycli-
cally strained material. Its particular significance
to geophysics is that it causes attenuation of
seismic waves. The subject is reviewed by
Knopoff (1964).

There are several processes, collectively term-
ed internal friction, that contribute to anelastic-
ity. It is useful to refer to two different types
as linear and non-linear. Although they are not
always clearly separable, they have different
effects. In most rocks a linear range is observed
for strain amplitudes less than about 10 ° and for
greater strains there is an increasing non-linear
component. If sinusoidal stress is imposed, linear
internal friction is characterized by elliptical
loops in a stress-strain diagram (Fig. 10.3), that
is strain follows stress with a phase delay, ¢.
It results from relaxation phenomena, so that
there is a frequency dependence, which, in the
simplest situation of a single relaxation time, T,
gives a maximum ¢ at frequency (1/2z7). This can
be modelled by a Kelvin-Voigt spring and dash-
pot system (Fig. 10.4b). Linear internal friction
is, by definition, amplitude independent, which
means that ¢ is independent of stress or strain
amplitude, as measured by loop length. Then
loop shape (widthf/length) is constant at fixed
frequency. The energy dissipation per cycle is
the area of a loop in the stress-strain diagram,
and so is a constant fraction of the peak strain
energy.

Linear

Strain, ¢

/

Non-linear

Stress, o

FIGURE 10.3 Forms of the stress—strain curve for a rock
subjected to a strain cycle of amplitude less than 10~°
(linear) and much greater than 10~ (non-linear).

The loops are not to scale and the widths are greatly
exaggerated to show the shape difference.

Although there is no sharp threshold for the
onset of non-linear internal friction, it occurs
at strain amplitudes that are large enough to
cause grain boundary movements at the atomic
level. This is a true hysteresis phenomenon in
which the lag in strain, relative to stress, is deter-
mined by the level of stress rather than a time
delay. When it is dominant it gives pointed
stress-strain loops, as in the lower curve of
Fig. 10.3. The loop shape varies with strain ampli-
tude, becoming relatively wider as strain
increases, so that the fractional energy dissipa-
tion per cycle increases with strain amplitude.
That is the meaning of the term non-linear in
this context. The local strain release in earth-
quakes is normally at least 10 > and may be 10 %,
which is clearly in the range of non-linear ane-
lasticity. Thus, the initial attenuation of seismic
waves is non-linear and completely linear
attenuation takes over only when waves have
travelled a distance of order 10 times the small-
est dimension of the faulted surface.

The effect of anelasticity on seismic waves is
discussed in terms of the parameter Q, which is
related to the fractional loss of energy per cycle



10.5 ANELASTICITY AND THE DAMPING OF ELASTIC WAVES

21/Q = (~AE/E). (10.14)

For a simple linear relaxation process, with a sin-
gle relaxation time, 7, Q is independent of strain
amplitude but varies with frequency (w/2x) as

1/Q = wr/[1+ (wr)’],

which, as mentioned, gives peak dissipation
at wr=1. Special experimental conditions are
required for the observation of isolated dissipa-
tion peaks with the form of Eq. (10.15) because,
in a material such as rock, there is a superposi-
tion of many processes with different relaxation
times, smearing the peaks into a continuum. It
is often assumed that the total Q ! is independ-
ent of frequency, as for non-linear anelasticity,
although this is never quite true. It may appear
that this makes the distinction between linear
and non-linear anelasticity inconsequential, but
there is an interesting difference in the effect on
seismic waves.

For linear processes several waves may be
superimposed, propagating and attenuating ind-
ependently, so that a complex waveform may
be treated as a sum of'its independently decaying
Fourier components. Within the assumption
that frequency dependence of Q can be neg-
lected, this allows Q to be estimated by a spectral
ratio method of observing the greater attenua-
tion of high frequencies with distance (or time).
Non-linear processes may be truly hysteretic,
that is the stress-strain hysteresis curve is fol-
lowed independently of frequency and in this
case a waveform propagates with attenuation
but little variation in spectral content. Near
to their sources seismic waves have strain
amplitudes in the non-linear range and there
is a transition to the more familiar linear
regime only at distances of order ten times the
dimensions of a fault face across which a dis-
placement occurs.

There are alternative representations of the
damping of waves or oscillations that can be
related to Eq. (10.14). Writing this equation in
differential form for a wave of period 7,

(10.15)

1dE_ 2m
Edt Qr’

and integrating, we have

(10.16)

E=E exp(—%t). (10.17)

Since wave energy E is related to amplitude A as
E o A%,
T
A=Apexp(—=—1], (10.18)
Qr

where t is the travel time. If the distance travelled
in time t is x and the wavelength is 4, then

t/7=x/M, (10.19)
so that
A =Apexp (f% . x) = Ap exp(—ax),
(10.20)

where « is called the attenuation coefficient. In

observations of oscillations a quantity called

logarithmic decrement, 6, is often used.
dlnA(n) = AA

§— A T 24

i 2 > (10.21)

which is the fractional loss of amplitude per cycle,
n being the number of cycles. Not only is it con-
venient in many situations to plot or compute
In A vs n, but the linearity of this relationship is
a direct test for linearity of the attenuation
mechanism.

For a simple oscillatory system of resonant
frequency fy, Q, as used in these equations, is
formally equivalent to the definition in terms
of the width of a spectral line. The amplitude of
forced vibration at frequency f depends on the
difference between f and f,, being greatest at
f=fo. Then if Af is the frequency difference
between the half power points on either side of
resonance, that is the difference between the
frequencies at which the vibration amplitude is
reduced to 1/+/2 of the resonant value,

Q =fo/Af.

This equation can be applied also to the spec-
trum of a freely decaying oscillation, such as
the Earth’s free oscillations. In this case care is
required either to avoid spectral lines that are
significantly broadened by frequency splitting
or to estimate the widths of the individual com-
ponents of the lines. In Section 16.3 effects of

(10.22)
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lateral heterogeneity in the mantle are con-
sidered. This heterogeneity may slightly broaden
the spectral lines and partly account for the
lower Q values for free oscillations, relative to
body waves.

For body waves Q may be estimated from wave
decay using Eq. (10.18) or (10.20), but the correc-
tions for geometrical spreading introduce trou-
blesome uncertainties. These can be avoided by
making a comparison of attenuations at different
frequencies if the frequency dependence of Q
is known. In this spectral ratio method it has
normally been assumed that Q is independent
of frequency over the range of interest. Then,
substituting frequency f=1/r in Eq. (10.18) and
differentiating with respect to f,

dIn(A/A) _
a Q-

Thus, if a particular wave can be recorded at
two points on its path and both records
Fourier analysed, Q for the path difference may
be estimated from frequency dependence of the
ratio of spectral amplitudes at the two points. Q
may be variable over the path, or there may be
two different wave paths involved, in which
case it is the difference in the quantity [Q 'dt
for the two paths that is determined.

The reliability of the usual spectral ratio
method is compromised by the assumption of
frequency-independent Q. Laboratory observa-
tions of Q in rocks with strain amplitudes in
the non-linear range have generally indicated
frequency-independent Q. However, measure-
ments made in the low strain, linear range
that is more relevant to seismology, give Q
increasing with frequency f as f*, with £~0.3.
We can consider the magnitude of the conse-
quent error in Eq.(10.23). When frequency-
dependence of Q is allowed, the right-hand
side of this equation is multiplied by the
approximate factor (1—-d In Q/d In f)=(1—¢).
Through most of the Earth there is a general
increase in Q with frequency, so that this factor
is less than unity and spectral ratio observations
overestimate Q. But the error can hardly exceed
a factor of 1.4 as a worst case and Q is generally
so poorly known that this cannot be considered
serious.

(10.23)

Q for P waves (Qp) is systematically higher than
for S waves (Qg). It is the shear component of strain
that is the principal cause of dissipation, even of
Pwaves, and if pure compression were completely
loss-less, Qp/Qs would be equal to the ratio of
total strain energy to shear strain energy in a com-
pressional wave. This is therefore the upper limit,

Q K+4p/3 3(1-v)

Q= 4u3 20-20) (10.24)
which has numerical values between 2.27 and
2.67 for the PREM model of the mantle
(Appendix F). Observed values of Qp/Qs are close
to 2.0. Since P waves travel faster than S waves
the ratio of attenuation coefficients, ap, ag, as in
Eq. (10.20), is

@:§~Ez0.27.

Qas QP Vp

where Vg,Vp are the wave speeds.

The frequency dependence of Q is not well
constrained by observations. Body wave observa-
tions give higher values than are obtained from
free oscillations and on this basis we might
expect a still lower value at the 12-hour tidal
period, for which Ray et al. (2001) reported a
global average value of 280. This is comparable
to the seismological value for the shear wave
Q of the mantle, as listed in PREM (Dziewonski
and Anderson, 1981). The frequency depend-
ence may also be confused with scattering.
Heterogeneities scatter wave energy according
to the ratio of wavelength to the scale of the
heterogeneities. This is especially important in
the upper crust (Section 16.3). Another light on
the frequency dependence of Q is an observa-
tion of its temperature variation in polycrystal-
line olivine samples by Jackson et al. (2005), who
reported a strong temperature dependence
above 900°C at low frequencies (<1Hz) but
not in ultrasonic measurements in the mega-
hertz range. This indicates a high-temperature
onset of a viscoelastic effect.

(10.25)

10.6 Inelasticity, creep and flow

Creep is the progressive deformation of a mat-
erial that remains coherent (unbroken) and
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FIGURE 10.4 Mechanical models

for (a) Maxwell (elastico-viscous),

(b) Kelvin-Voigt (firmo-viscous) and

(c) Bingham (plastico-viscous) solids.
Firmo-viscosity is often represented
without the immediate elastic response

(b)

homogeneous. It is one type of inelasticity. The
other type is observed when a body has or
develops localized weakness with concentrated
deformation or fracture. This is subject to a rock
mechanics approach (Chapter 11).

Several physical processes contribute to
creep. Historically they have been represented
by simple mechanical analogues that combine
the elasticity of ideal springs with the viscous
behaviour of dashpots (Fig. 10.4). These empiri-
cal models can be made to match a wide range
of behaviour, especially if they are combined.
The Maxwell model (Fig. 10.4a) represents steady
state creep or progressive inelastic deformation
superimposed on elastic strain. The deformation
continues as long as the stress is applied and
when it is removed only the elastic response is
recovered. The convective deformation of the
mantle is a process that can be represented by a
Maxwell model.

The model of Kelvin and Voigt (Fig. 10.4b)
can describe a deformation that saturates to
a fixed limit with steady stress, due to work-
hardening in a metallurgical situation. It is
a relaxation model and is of geophysical inter-
est as a representation of anelasticity, responsible
for the attenuation of seismic waves (Section 10.5).
It illustrates the distinction between relaxed
and unrelaxed moduli. For oscillatory stresses
that are very rapid compared with the relaxation
time, 7, there is no appreciable response by the
lower spring and dashpot and the response of
the upper spring represents the unrelaxed modu-
lus. For very slow stress cycles the lower spring
follows the stress, giving an added response and

of the top spring. Note that to move the
block in (c) friction must be overcome,
and this represents a finite yield point.

()

a smaller, relaxed modulus. There is negligible
hysteresis at either of these extremes, but at inter-
mediate frequencies there is a partial response
by the lower spring-dashpot combination and
a phase lag between stress and strain, causing
energy dissipation. This illustrates the relationship
between the attenuation of seismic body waves
and their velocity dispersion (frequency depend-
ence of wave speed), although attenuation is not
explicable by a single relaxation time but requires
the superposition of many different relaxation
times. The Reuss modulus of a composite
(Eq. (10.12)) is an example of a relaxed modulus,
whereas the Hill average modulus (Eq. (10.13)) is
unrelaxed.

Departures from ideal elasticity in crystals
are attributed to imperfections in crystal struc-
ture. The simplest of these are point defects, that
is lattice vacancies and interstitial atoms (extra
atoms squeezed into a lattice), that may move
in response to an applied stress to positions
that have lower energy in a stressed crystal.
Also very important to inelastic and anelastic
effects are extended linear defects, termed dis-
locations. A dislocation may be visualized as the
mutual displacement of atoms on opposite sides
of a cut extending through a crystal (Fig. 10.5). All
of these defects are mobile, that is they move
through a crystal more readily than atoms in a
perfectly regular region. If a particular atomic
displacement contributes to the deformation of
a crystal in the sense of a stress imposed on it,
then the stress makes that displacement more
likely to occur. The displacements are impeded
by interactions between defects and generally
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(a) (b)

FIGURE 10.5 Displacements that produce (a) a screw
dislocation and (b) an edge dislocation. The cylinders

have been drawn as hollow to avoid difficulty with the
discontinuity in displacement on the dislocation axes,
which are cylinder axes.

depend on thermal activation, the probability
of ‘climbing’ a barrier of energy E being propor-
tional to exp(—E/kT) at temperature T. The effect
of stress may be to reduce E for displacements in
favoured directions and increase it for opposite
movements, or merely give greater opportunity
for favoured displacements, imparting a statisti-
cal bias to the movements that occur. Of course,
macroscopic crystal deformation involves seq-
uences of atomic movements with different
barrier energies; the highest barriers are rate-
controlling and determine the activation energy
for the whole process. In fine grained mater-
ials, grain boundary effects become important.
Although superficially similar to frictional slid-
ing between grains, they involve individual
atomic displacements that accommodate boun-
dary fitting. Like diffusion or dislocation creep,
they are relaxation phenomena.

Pressure, P, makes all atomic movements
more difficult and so increases barrier energies.
This is often represented by writing E =E + PV*,
with the constant V* referred to as activation
volume. However, in a geophysical context it
is more convenient to relate E to melting point,
Ty, by writing

E = gkTy, (10.26)

where k is Boltzmann’s constant and g is a
dimensionless factor that is found to average
about 27 for common minerals (Poirier, 2000).
Equation (10.26) incorporates the pressure-
dependence of E because melting depends on
the same sort of atomic displacements as are

responsible for solid creep. As discussed in
Section 17.4, melting can be regarded as a free
proliferation of crystal dislocations, a liquid
being a crystal saturated with dislocations. The
increase in Ty with pressure mirrors the increase
in E, so that the variation of inelastic deforma-
tion with depth in the Earth is modelled with
a theory of the variation of Ty with P.

Progressive deformation of the mantle occurs
by steady sta