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Inorder to create theliving matter, Nature needed billions of years.
This experience is unique, and we must learn fromit.
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Preface

In spite of the fact that it is Nature’s “oversight,” superconductivity is a re-
markable phenomenon. Personally, | am fascinated by it. Superconductivity,
indeed, was a major scientific mystery for a large part of the last century: dis-
covered in 1911 by the Dutch physicist H. Kamerlingh Onnes and his assistant
Gilles Holst, it was completely understood only in 1957. Generally speaking,
superconductivity is a low-temperature phenomenon. As a result, it is com-
monly believed that it cannot occur at room temperatiire; 300 K.

The main purpose of the book is twofold. First, to show that, under suitable
conditions, superconductivity can occur above room temperature. Second, to
present general guidelines how to synthesize a room-temperature supercon-
ductor. The principal point of this book is that, in order to synthesize a room-
temperature superconductor, we may use some of Nature’s experience (see the
prologue to the book).

The book is organized as follows. The first seven chapters of the book
present an overview of the basic properties of the superconducting state and
the mechanisms of superconductivity in various compounds. Chapter 1 is a
historical review of major events related to the phenomenon of superconduc-
tivity. Chapter 2 gives an overview of the basic properties of the supercon-
ducting state. In all textbooks on superconductivity, the description of the su-
perconducting state is based on the Bardeen-Cooper-Schrieffer (BCS) theory,
assuming that the BCS model is the only possible mechanism of superconduc-
tivity (in fact, this is not the case). Contrary to this old tradition, Chapter 2
reviews the superconducting state independently of any specific mechanism.
Chapter 3 gives an overview of superconducting materials. The next chapter,
Chapter 4, presents the main principles of superconductivity as a phenomenon,
valid for every superconductor independently of its characteristic properties.
In various materials, the underlying mechanisms of superconductivity can be
different, but these principles must be satisfied. The following three chapters,
Chapters 5-7, describe the mechanisms of superconductivity in various com-

XV
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pounds. The main purpose of Chapter 5 is to discuss the BCS mechanism of
superconductivity characteristic for conventional superconductors. Chapter 6
reviews the mechanism of unconventional superconductivity. The mechanism
of half-conventional superconductivity isdiscussed in Chapter 7. Thus, thefirst
seven chapters make an introduction into the physics of the superconducting
state and superconducting materials and, therefore, can be used by students.

Thelast three chapters of the book are mainly addressed to speciaistsin ma-
terials science and in the field of superconductivity. In Chapter 8, it is shown
that the Cooper pairs exist above room temperature in organic materials. The
main purpose of Chapter 9 is to discuss the onset of long-phase coherence in
a room-temperature superconductor. The chief aim of Chapter 10 is to con-
sider materials able to superconduct above room temperature. In the context
of practical application, Chapter 10 is the most important in the book. The
principal ideas of the last three chapters are based exclusively on experimen-
tal facts accumulated at the time of writing. Personally, | have no doubts that
in 2011 superconductivity will celebrate its 100" jubilee having a transition
temperature above 300 K. | hope that the present book will make a valuable
contribution to this event.

A few words about the history of this book: writing my first book entitled
“High-Temperature Superconductivity in Cuprates. The Nonlinear Mechanism
and Tunneling Measurements,” | could add to the existing 12 chapters of the
book one chapter more. Thetitle of this additional chapter would be similar to
the title of this book. However, | have decided to drop the additional chapter
and to redlize this project by myself, even if it will take a few years to syn-
thesize a room-temperature superconductor. Unfortunately, | did not have a
possibility to start the project locally (still in Brussels). Then, | have proposed
this project to a few laboratories: | have sent a few e-mail messages. To my
surprise, | did not receive even one reply. Thisis how scientific relationships
function in our society: not even a simple “thank you for your proposal.”
In addition to a certain “culture” of relations among scientists, the disbelief
mentioned above, namely, that superconductivity cannot occur at room tem-
perature, was definitely the second reason why | did not get a reply. “Well,”
| said to myself, “Then | have no choice—if | cannot realize this project by
myself, | will write a new book about how to synthesize a room-temperature
superconductor.” Thisis it; the story is very short. In fact, some readers can
even thank these “nice” people to whom | have sent the proposal; otherwise,
this book would not exist.

| thank three professors of physics J. W. Turner, J. Wickens and D. Johnson,
and the publisher V. Riecansky for correcting English.

ANDREI MOURACHKINE
Cambridge/Brussels, August 2003



Chapter 1

INTRODUCTION

What Nature created at the Big Bang—the spin of the electron—she later tried to “ get
rid" of in the living matter.
—From Ref. [19]

1. What isthe superconducting state?

The exact definition of the superconducting state will be given in the follow-
ing chapter. Here we discuss a bird’s-eye view of the superconducting state.

First, one question: would you be able to notice the difference in taste be-
tween two glasses of your preferred drink—soft or hard, whatever—in one of
which a 10* part, i.e. 0.01%, is replaced by another drink? | do not think so.
However, it is not the case for a superconductor (not literally, of course).

In some metals for example, the superconducting state occurs due to the
presence of a 10 fraction of “abnormal” electrons, while the other 99.99%
free (conduction) electrons remain absolutetymal. The correlated behav-
ior of the small fraction of these “abnormal” electrons overwhelms the rest.
Amazing, is it not? Due to the presence of these “abnormal” electrons, the
metal is no longer a metal but a superconductor, losing its ability to resist to a
small-magnitude electrical current. The presence of normal (conduction) elec-
trons is completely masked by that of the “abnormal” electrons, as if the normal
electrons were not existing at all. (Of course, we talk only about electron trans-
port properties of a metal; the crystal structure of a metal is almost unchanged
below the critical temperature, i.e. when a metal becomes superconducting.)

What is even more interesting is that Nature had no intention at all to create
the superconducting state. Superconductivity is rather Nature’s oversight—it
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is an instability, an anomaly. What does the superconducting state literally
mean? In the superconducting state, THERE IS NO FRICTION. In the real
world, what does it mean? If friction were absent, Earth would be ideally
round, no buildings, no clothes, and | am afraid that the living matter, including
us, would not exist at al. Definitely, it was not Nature's intention. Humans
however, after the discovery of the superconducting state, try to derive a good
deal of benefit from use of its peculiar properties.

Nevertheless, the superconducting state is a state of matter, even if it isan
instability, and in this book we shall discuss its characteristic properties. As
any state of matter, superconductivity is not a property of isolated atoms, but
isacollective effect determined by the structure of the whole sample.

The superconducting state is a quantum state occurring on a macroscopic
scale. In a sense, the superconducting state is a “bridge” between the mi-
croworld and the macroworld. This “bridge” alows us to study the physics
of the microworld directly. This is one of the reasons why superconductiv-
ity, driven only by a 10~ fraction of “abnormal” electrons, has attracted the
attention of so many scientists since its discovery in 1911 (thus, more than
90 years of intensive research!). Between 1911 and 1957, many best minds
tried to unravel the mystery of this state caused only by 0.01 % of conduction
electrons.

How do normal electrons in a superconductor become “abnormal”? At the
Big Bang, Nature has created two types of elementary particles. bosons and
fermions. Bosons have anintegral spin, whilefermions ahalf-integral spin. As
a consequence, bosons and fermions conform to different statistics. Electrons
are fermions with aspin of 1/2 and obey the Fermi-Dirac statistics. In a super-
conductor, two electrons can form a pair which is aready a boson with zero
spin (or aspin equal to 1). These electron pairs conform to the Bose-Einstein
statistics and, being in a phase, can move in a crystal without friction. This
is how, in aclassical superconductor, atiny fraction 0.01 % of al conduction
electrons becomes “abnormal.” Simple, isit not?

2. A brief historical introduction

The history of superconductivity as a phenomenon is very rich, consist-
ing of many events and discoveries. Therefore, it is not possible to describe
al of them in one section. There are a few books devoted to the history of
superconductivity—the reader who is interested to know more on thisissue, is
referred to these books (see, for example, [1]). The goa of this introductory
section is primarily to give some historical perspective to the evolution of the
subject.

In most textbooks on superconductivity, the subject is presented chronolog-
icaly. The presentation in this book does not follow this tradition: in this sec-
tion we consider the most important events and discoveries, and in the subse-
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guent chapters, we discuss the physics of the superconducting state in different
compounds without emphasizing the historical order.

2.1 Phenomenon of superconductivity: its discovery and

evolution
The phenomenon of superconductivity was discovered in 1911 by the Dutch

physicist H. Kamerlingh Onnes and his assistant Gilles Holst in Leiden. They
found that dc resistivity of mercury suddenly drops to zero below 4.2 K, as
shownin Fig. 1.1. Gilles Holst actually made this measurement [1]. However,
his name has become lost in the recesses of history, as is often the case with
junior researchers working under afamous scientist. A year later, Kamerlingh
Onnes and Holst discovered that a sufficiently strong magnetic field restores
the resistivity in the sample as does a sufficiently strong electric current.
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Figure1.1. Experimental dataobtained in mercury by Gilles Holst and H. Kamerlingh Onnes
in 1911, showing for the first time the transition from the resistive state to the superconducting

state.

In two years after the discovery of superconductivity in mercury, lead was
found to superconduct at 7.2 K. In 1930, superconductivity was discovered in
niobium, occurring at 9.2 K. This is the highest transition temperature among
all elemental metals.

In 1933, W. Meissner and R. Ochsenfeld discovered in Berlin one of the
most fundamental properties of superconductors. perfect diamagnetism. They
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found that the magnetic flux is expelled from the interior of the sample that is
cooled below its critical temperaturein weak external magnetic fields (see Fig.
2.2). Thus, they found that no applied magnetic field is allowed inside a metal
when it becomes superconducting. This phenomenon is known today as the
Meissner effect.

Dutch physicists C. J. Gorter and H. B. G. Casimir introduced in 1934 a
phenomenological theory of superconductivity based on the assumption that,
in the superconducting state, there are two components of the conducting elec-
tron “fluid”: “normal” and “superconducting” (hence the name given this the-
ory, the two-fluid model). The properties of “normal” electrons are identical
to those of the electron system in a normal metal, and the “superconducting”
electrons are responsible for the anomalous properties. In the superconduct-
ing state, these two components exist side by side as interpenetrating liquids.
The two-fluid model proved a useful concept for analyzing, for example, the

thermal and acoustic properties of superconductors.

Following the discovery of the expulsion of magnetic flux by asuperconduc-
tor—the Meissner effect—the brothers F. and H. London together proposed in
1935 two equations to govern the microscopic (local) electric and magnetic
fields. These two equations provided a description of the anomalous diamag-
netism of superconductors in a weak external field. In the framework of the
two-fluid model, the London equations, together with the Maxwell equations,
describe the behavior of superconducting electrons, while the normal electrons
behave according only to the Maxwell equations. The London equations ex-
plained not only the Meissner effect, but also provided an expression for the
first characteristic length of superconductivity, namely what became known as
the London penetration depth \..

\ortices in superconductors were discovered by L. V. Shubnikov and co-
workers in 1937. They found an unusual behavior for some superconductors
in external magnetic fields. Actualy, they discovered the existence of two
critical magnetic fields for type-11 superconductors and the new state of super-
conductors, known as the mixed state or the Shubnikov phase.

In 1950, H. Frohlich proposed that vibrating atoms of a material must play
an important role causing it to superconduct. He suggested that searching for
an isotope effect in superconductors would establish whether or not lattice vi-
brations play some role in the interaction responsible for the onset of super-
conductivity. Following this proposal, the isotope effect was indeed found in
the same year 1950 by E. Maxwell and C. A. Reynolds. The study of dif-
ferent superconducting isotopes of mercury established a relationship between
the critical temperature 7, and the isotope mass M: T.M'/? = constant. Un-
doubtedly, this effect played the decisive role in showing the way to the correct
theory of superconductivity.
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Alsoin 1950, V. Ginzburg and L. Landau proposed an intuitive, phenomeno-
logical theory of superconductivity. The theory uses the general theory of the
second-order phase transition, developed by L. Landau. The equations derived
from the theory are highly non-trivial, and their validity was proven later on
the basis of the microscopic theory. The Ginzburg-Landau theory played an
important role in understanding the physics of the superconducting state. This
theory is able to describe the behavior of superconductors (both conventional
and unconventional) in strong magnetic fields. The Ginzburg-Landau theory
provided the same expression for the penetration depth as the London equa-
tions and aso an expression for the second characteristic length &4y, called
the coherence length.

By using the Ginzburg-Landau theory, A. A. Abrikosov theoretically found
vortices and thus explained Shubnikov’s experiments, suggesting that the Shub-
nikov phase is a state with vortices that actually form a periodic lattice. This
result seemed so strange that he could not publish his work during five years;
and even after 1957, when it was published, this idea was only accepted after
experimental proof of several predicted effects.

In 1956 Leon Cooper showed that, in the presence of a very weak electron-
phonon (lattice) interaction, two conducting €l ectrons are capable of forming a
stable paired state. After the discovery of theisotope effect, thiswasthe second
and the last breakthrough leading to the correct theory of superconductivity.
This paired state is now referred to as the Cooper pair.

The first microscopic theory of superconductivity in metals was formulated
by J. Bardeen, L. Cooper and R. Schrieffer in 1957, which is now known asthe
BCStheory. The central concept of the BCS theory is aweak electron-phonon
interaction which leads to the appearance of an attractive potential between
two electrons. As a consequence, they form the Cooper pairs. We shall discuss
the BCS model in Chapter 5.

Quantum-mechanical tunneling of Cooper pairs through a thin insulating
barrier (of the order of afew nanometers thick) between two superconductors
was theoretically predicted by B. D. Josephson in 1962. After reading his
paper, Bardeen publicly dismissed young Josephson’s tunneling-supercurrent
assertion: “... pairing does not extend into the barrier, so that there can be no
such superfluid flow.” Josephson’s predictions were confirmed within a year
and the effects are known today as the Josephson effects. They play a specia
role in superconducting applications.

2.2  Eraof high-temperature superconductivity

The issue of room-temperature superconductivity was for the first time se-
riously addressed in a paper written by W. A. Littlein 1964 [2]. He proposed
amodel in which a high T is obtained due to a non-phonon mediated mech-
anism of electron attraction, namely, an exciton model for Cooper-pair forma-
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tion in long organic molecules. Little's work revived the old dream of high
T,., and can be considered as the beginning of the search for high-temperature
superconductivity.

Many new superconductors were discovered in the 1970sand 1980s. For ex-
ample, thefirst representatives of two new classes of superconductors—heavy
fermions and organic superconductors—were discovered in 1979. The experi-
mental data obtained in organic superconductors and heavy fermionsindicated
that superconductivity in these compounds was unconventional. Before the
discovery of superconductivity in copper oxides (cuprates), the highest critical
temperature 23.2 K was observed in 1973 in NbsGe. This type of supercon-
ductor is called an A-15 compound.

The bisoliton model of superconductivity was proposed in 1984 by L. S.
Brizhik and A. S. Davydov [3] in order to explain superconductivity in quasi-
one-dimensional organic conductors. In the framework of this model, the
Cooper pairs are quasi-one-dimensional excitations coupled due to a moder-
ately strong, nonlinear electron-phonon interaction.

In 1986, trying to explain the superconductivity in heavy fermions, K. Miya-
ke, S. Schmitt-Rink and C. M. Varma considered the mechanism of supercon-
ductivity based on the exchange of antiferromagnetic spin fluctuations[4]. The
calculations showed that the anisotropic even-parity pairings are assisted, and
the odd-parity as well as the isotropic even-parity are impeded by antiferro-
magnetic spin fluctuations.

Thereal history of high-T,. superconductivity began in 1986 when Bednorz
and Muller found evidence for superconductivity at ~ 30 K in La-Ba-Cu-O
ceramics [5]. This remarkable discovery has renewed the interest in super-
conductive research. In 1987, the groups at the Universities of Alabama and
Houston under the direction of M. K. Wu and P. W. Chu, respectively, jointly
announced the discovery of the 93 K superconductor Y-Ba-Cu-O. Just a year
|later—early in 1988—Bi- and Tl-based superconducting cuprates were discov-
ered, having T, = 110 and 125 K, respectively. Finally, Hg-based cuprates with
the highest critical temperature T, = 135 K were discovered in 1993 (at high
pressure, T, increases up to 164 K). Figure 1.2 shows the superconducting
critical temperature of several cuprates as a function of the year of discov-
ery, as well as T, of some metallic superconductors. All these cuprates are
hole-doped. One family of cuprates which was discovered in 1989 is electron-
doped: (Nd, Pr, Sm)-Ce-Cu-O. Their maximum critical temperature is compar-
atively low, T¢ paz = 24 K.

In 1986 the scientific world was astonished by the discovery of high-T, su-
perconductivity in copper oxides because oxides are very bad conductors. The
first reaction of most scientists working in the field of superconductivity was
to think that there must be a new mechanism, since phonon-mediated super-
conductivity is impossible at so high a temperature. The discovery of super-
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Figure1.2. Thetime evolution of the superconducting critical temperature since the discovery
of superconductivity in 1911. The solid line showsthe T evolution of metallic superconductors,
and the dashed line marks the T evolution of superconducting oxides.

conducting cuprates was followed by research growth at a rate unprecedented
in the history of science: during 1987 the number of scientists working in the
field of superconductivity increased, at least, by one order of magnitude. Data
obtained in the cuprates, within ayear after the discovery of their ability to su-
perconduct, indeed showed that the characteristics of high-T. superconductors
deviate from the predictions of the BCS theory as do those of organic super-
conductors and heavy fermions. For example, the BCS isotope effect is amost
absent in optimally doped cuprates. As a consequence, this has prompted the
exploration of non-phonon electronic coupling mechanisms. Ph. Anderson
was probably thefirst to suggest atheoretical model which did not incorporate
the phonon-electron interaction.

The events presented below are important since they have led to our un-
derstanding of the mechanism of high-7, superconductivity. In 1987, L. P.
Gor’kov and A. V. Sokaol proposed the presence of two components of itiner-
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ant and more localized features in cuprates [6]. This kind of microscopic and
dynamical phase separation was later rediscovered in other theoretical mod-
€ls. In 1988, A. S. Davydov suggested that high-T,. superconductivity occurs
due to the formation of bisolitons [7], as well as superconductivity in organic
superconductors. The pseudogap above T, was observed for the first timein
1989 in nuclear magnetic resonance (NMR) measurements [8]. The pseudo-
gap isapartial energy gap, adepletion of the density of states above the critical
temperature.

In 1990, A. S. Davydov presented a theory of high-T,. superconductivity
based on the concept of a moderately strong electron-phonon coupling which
results in perturbation theory being invalid [9, 10]. The theory utilizes the
concept of bisolitons, or electron (or hole) pairs coupled in a singlet state due
to local deformation of the -O-Cu-O-Cu- chain in the CuO. planes. We shall
discuss the bisoliton model in Chapter 6. In the early 1990s, a few theorists
autonomously proposed that, independently of the origin of the pairing mecha
nism, spin fluctuations mediate the long-range phase coherence in the cuprates.
It turned out that this suggestion was correct. In 1994, A. S. Alexandrov and N.
F. Mott pointed out that, in the cuprates, it is necessary to distinguish the “inter-
nal” wavefunction of a Cooper pair and the order parameter of aBose-Einstein
condensate, which may have different symmetries [11].

In 1995, V. J. Emery and S. A. Kivelson emphasized that superconductiv-
ity requires pairing and long-range phase coherence [12]. They demonstrated
that, in the cuprates, the pairing may occur above T,. without the onset of long-
range phase coherence. Inthe sameyear 1995, J. M. Tranquadaand co-workers
found the presence of coupled, dynamical modulations of charges (holes) and
spins in Nd-doped La,_ . Sr,.CuQ, (LSCO) from neutron diffraction [13]. In
L SCO, antiferromagnetic stripes of copper spins are separated by periodically
spaced quasi-one-dimensional domain walls to which the holes segregate. The
spin direction in antiferromagnetic domains rotates by 180° on crossing a do-
mainwall. In 1997, V. J. Emery, S. A. Kivelson and O. Zachar presented athe-
oretical model of high-T, superconductivity based on the presence of charge
stripes. It turned out that the model is not applicable to the cuprates (there is
no charge-spin separation in the cuprates); however, it was the first model of
high-T.. superconductivity based on the presence of charge stripesin the CuO,
planes.

In 1999, analysis of tunneling and neutron scattering measurements showed
that, in BiySroCaCuyOg,. (Bi2212) and YB&,Cu3Og,. (YBCO), the phase
coherence is established due to spin fluctuations [14, 15]. We shall consider
the mechanism of the onset of phase coherence in the cuprates in Chapter 6.
In 2001, tunneling measurements provided evidence that the Cooper pairs in
Bi2212 are pairs of quasi-one-dimensional solitonlike excitations[16-19]. We
shall briefly discuss these datain Chapter 6.
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2.3 History of the soliton

One may wonder how do solitons (or solitary waves) relate to the phe-
nomenon of superconductivity? Simply because the Cooper pairs in super-
conducting cuprates and some other unconventional superconductors are pairs
of soliton-like excitations, not electrons as in superconducting metals.

For a long time, linear equations have been used for describing different
phenomena. However, the mgjority of real systems are nonlinear. For exam-
ple, the fate of awavetravelling in amedium is determined by properties of the
medium. Nonlinearity results in the distortion of the shape of large amplitude
waves, for instance, in turbulence. The other source of distortion of awave is
the dispersion. Nonlinearity tends to make the hill of the wave steeper, while
dispersion flattens it. The solitary wave lives “between” these two dangerous,
destructive “forces.” Thus, the balance between nonlinearity and dispersion
is responsible for the existence of the solitary waves. As a conseguence, the
solitary waves are extremely robust.

The history of solitary waves or solitons is unique. The first scientific ob-
servation of the solitary wave was made by Russell in 1834 on the surface of
water. One of the first mathematical equations describing solitary waves was
formulated in 1895. But only in 1965 were solitary waves fully understood!
Moreover, many phenomena which were well known before 1965 turned out
to be solitons! Only after 1965 was it realized that solitary waves on the water
surface, nerve pulses, vortices, tornados and many others belong to the same
category: they are al solitons! That is not al, the most striking property of
solitonsis that they behave like particles!

In 1834 near Edinburgh (Scotland), John Scott Russell was observing a boat
moving on ashallow channel and noticed that, when the boat suddenly stopped,
the wave that it was pushing at its prow “rolled forward with great velocity,
assuming the form of alarge solitary elevation, a rounded, smooth and well
defined heap of water which continued its course along the channel apparently
without change of form or diminution of speed” [20]. He followed the wave
along the channel for more than amile.

In 1965 N. J. Zabusky and M. D. Kruskal performed computer simula-
tions considering movements of a continuous nonlinear rubber string. They
accounted for nonlinear forces by assuming that stretching the string by A¢
generates the force kAZ + a(Af)2. The nonlinear correction to Hooke's law,
a(Ar)?, was assumed to be small as compared to the linear force kAY. After
many attempts, they came to a striking conclusion: for small amplitudes, vi-
brations of the string are best described by a nonlinear equation formulated in
1895 by D. J. Korteweg and G. de Vries. It is only nowadays known that the
Korteweg-de Vries equation describes a variety of nonlinear waves, and is suit-
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able for small amplitude waves in materials with weak dispersion. However,
in 1965 it was a new finding.

In addition, Zabusky and Kruskal found that the solitary waves are not
changed in collisions, likerigid bodies, and on passing through each other, two
solitary waves accelerate. As a consequence, their trajectories deviate from
straight lines, meaning that the solitons have particle-like properties. So they
coined the term soliton, 131 years after its discovery.

The latest example of solitary waves is the so-called freak wave occurring
in open ocean. The height of a freak wave can be as much as 30 meters. It
suddenly appears from nowhere in weather conditions close to a storm. Only
in 2001 it was scientifically shown that the freak wave is a solitary wave.

Mathematically, thereisadifference between “ solitons’ and “ solitary waves.
Solitons are localized solutions of integrable equations, while solitary waves
arelocalized solutions of non-integrable equations. Another characteristic fea
ture of solitonsis that they are solitary waves that are not deformed after col-
lision with other solitons. Thus the variety of solitary waves is much wider
than the variety of the “true” solitons. In fact, real systems do not carry ex-
act soliton solutions in the strict mathematical sense (which implies an infinite
life-time and an infinity of conservation laws) but quasi-solitons which have
most of the features of true solitons. In particular, although they do not have
an infinite life-time, quasi-solitons are generally so long-lived that their effect
on the properties of the system is amost the same as that of true solitons. This
iswhy physicists often use the word “soliton” in arelaxed way which does not
agree with mathematical rigor.

”

3. Room-temperature superconductivity

This issue is the main topic of this book and, in fact, an old dream. The
dream of high-temperature superconductivity existed long before the develop-
ment of the BCS theory. It had been expected that the future theory would
not only explain the phenomenon of superconductivity, but aso would show
whether it ispossibleto create high-temperature superconductors and to predict
the occurrence of superconductivity in different materials. The BCS theory,
created in 1957, did explain the phenomenon of superconductivity in metals,
however it did not provide a rule for predicting the occurrence of supercon-
ductivity in different compounds. In the framework of the phonon mechanism
of superconductivity, the BCS formula showed that the maximum critical tem-
perature 1. ,,q, should be approximately an order of magnitude less than the
Debye temperature. Since the Debye temperature in many metals is around
room temperature, this meansthat, in the framework of the BCS theory, super-
conductivity is a low-temperature phenomenon. Nevertheless, this estimation
of maximum T did not stop some dreamers to continue the search for high-
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temperature superconductors. The grand old man of superconductivity, Bernd
Matthias, used to say “Never listen to theorists.”

What is interesting is that this restriction imposed by the BCS theory on
the maximum 7. value has in its turn stimulated theorists to search for a new
mechanism of superconductivity different from the phonon mechanism. Asis
mentioned above, Little proposed in 1964 the exciton model of superconduc-
tivity in long chainlike organic molecules [2]. In the framework of his model,
the maximum critical temperature was estimated to be around 2200 K! Lit-
tle's paper has encouraged the search for room-temperature superconductivity,
especialy in organic compounds. It isworth noting that in 1964 the idea of su-
perconductivity in organic systemswas not new. F. London already questioned
in 1950 whether a superfluid-like state might occur in certain macromolecules
which play an important role in biochemical reactions [21]. Such molecules
usualy have dternating single and double bonds, called conjugate, and con-
tain molecular groups attached to certain carbons aong the chain (“spine”).
However, Little was the first to place the concept of high-temperature super-
conductivity in organic molecules on a serious theoretical footing.

Between 1964 and 1986, many new superconductors were discovered, in-
cluding organic superconductors. However, none of them had a critical tem-
perature going over the BCS limit, ~ 30 K. The increasing pessimism among
experimentalists was crushed overnight in 1986 by Bednorz and Miller's dis-
covery of superconductivity in cuprates. In 1993, ahigh-temperature supercon-
ductor having T, ~ 135 K became the redlity. What about room-temperature
superconductivity?

From the beginning, itisimpor tant to note that theissue of room-temperatu-
re superconductivity must be discussed without emotions. Everyone under-
stands (otherwise see below) what technical marvels we can see if one day
room-temperature superconductors become available. Therefore, it is some-
times very difficult to discuss this issue just as a physical phenomenon: the
human brain in such situations tends not to function properly. However, we
have to examine this question calmly. Only numbers obtained from estima-
tions and experimental facts must be our guidesto the “untouched” territory.

Secondly, it is necessary to note that the expression “a room-temperature
superconductor” inherently contains an ambiguity. Some perceive this expres-
sion as a superconductor having a critical temperature 7. ~ 300 K, others as
a superconductor functioning at 300 K. There is a huge difference between
these two cases. From atechnical point of view, superconductors only become
useful when they are operated well below their critical temperature—one-half
to two-third of that temperature provides a rule of thumb. Therefore, for the
technol ogist, aroom-temperature superconductor would be a substance whose
resistance disappears somewhere above 450 K. Such amateria could actually
be used at room temperature for large-scale applications. At the same time,
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T, ~ 350 K can aready be useful for small-scale (low-power) applications.
Consequently, unless specified, the expression “aroom-temperature supercon-
ductor” will further be used to imply a superconductor having a critical tem-
perature T, ~ 350 K. The case T, ~ 450 K will be discussed separately.

Consider the facts: a superconductor with 7, = 135 K is aready available
(since 1993). The first discovered superconductor—Ilead—has a critical tem-
perature of 4.2 K. Taking into account that the ratio 135 K/4.2 K ~ 32 ismore
than one order of magnitude larger than the ratio 350 K/135 K ~ 2.6, one can
conclude that the goal to have a room-temperature superconductor looks not
only as a possibility but also a near-future possibility. In Fig. 1.2, if we as-
sumethat therise of critical temperature will follow the same growth asthat for
copper oxides, then in 2010 we will have a room-temperature superconductor.
This is one of the reasons why | believe that, in 2011, superconductivity will
celebrate its 100-year anniversary having a critical temperature above 300 K.
In Chapters 8 and 9, we shall see that, from the physics point of view, thereis
no formal limitation for superconductivity to occur above room temperature.

Intheliterature, one can find many papers (more than 20) reporting evidence
of superconductivity near or above room temperature. Most researchersin su-
perconductivity do not accept the validity of these results because they cannot
be reproduced by others. Paul Chu, the discoverer of the 93 K superconductor
Y-Ba-Cu-O (see above), cals these USOs—unidentified superconducting ob-
jects. The main problem with most of these resultsis that superconductivity is
observed in sampl es containing many different conducting compounds, and the
superconducting fraction (if such exists at al) of these samplesisusually very
small. Thus, it is possible that superconductivity does exist in these complex
materials, but nobody knows what phase is responsible for its occurrence. In
afew cases, however, the phase is known but superconductivity was observed
exclusively on the surface. For any substance, the surface conditions differ
from those inside the bulk, and the degree of this difference depends on many
parameters, and some of them are extrinsic. In Chapter 8, we shall discuss the
results of two works reporting superconductivity above room temperature.

In 1992, a diverse group of researchers gathered at a two-day workshop in
Bodega Bay (California). They considered the issue of making much higher
temperature superconductors. T. H. Geballe, who attended this workshop,
summarized some guidelines in a two-page paper published in Science [22],
that emerged from discussions:

= Materials should be multicomponent structures with more than two sites
per unit cell, where one or more sites not involved in the conduction band
can be used to introduce itinerant charge carriers.

= Compositions should be near the metal-insulator Mott transition.
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= On the insulating side of the Mott transition, the localized states should
have spin-1/2 ground states and antiferromagnetic ordering of the parent
compound.

» The conduction band should be formed from antibonding tight-binding
states that have a high degree of cation-anion hybridization near the Fermi
level. There should be no extended metal-metal bonds.

m  Structural featuresthat are desirableinclude two-dimensional extended sheets
or clusters with controllable linkage, or both.

All these hints are based on the working experience with cuprates. Per-
sonally, | have came across this paper when the main ideas of this book were
already existing. Basically, these hints are correct but, however, not complete:
| would add a few (remember that this paper was written in 1993). We shall
discuss them in Chapter 10.

Finaly, let us suppose that, one day, a room-temperature superconductor
will be available, and suppose that in time, scientists and engineers figure out
how to synthesize it in useful forms and build devices out of it. What technical
marvels could we expect to see?

First of al, al devices made from the room-temperature superconductor
will be reasonably cheap since its use would not involve cooling cost. The
benefits would range from minor improvements in existing technology to rev-
olutionary upheavals in the way we live our lives. Energy savings from many
sources would add up to a reduced dependence on conventional power plants.
Compact superconducting cables would replace unsightly power lines and rev-
olutionize the electrical power industry. A world with room-temperature su-
perconductivity would unquestionably be a cleaner world and a quieter world.
Compact superconducting motors would replace many noisy, polluting en-
gines. Advance transportation systems would lessen our demands on the au-
tomobile. Superconducting magnetic energy storage would become common-
place. Computers would be based on compact Josephson junctions. Thanks
to the high-frequency, high-sensitivity operation of superconductive electron-
ics, mobile phones would be so compact that could be made in the form of
an earring. SQUID (Superconducting QUantum Interference Device) sensors
would become ubiquitous in many areas of technology and medicine. Room-
temperature superconductivity would undoubtedly trigger a revolution of sci-
entific imagination. The effects of room-temperature superconductivity would
be felt throughout society, including children who might well grow up playing
with superconducting toys.
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4.  Why theliving matter is organic?

One may ask how does this question relate to the issue of room-temperature
superconductivity? In fact, the superconducting state and some biological pro-
cesses have, at least, one thing in common—they do not like the electron spin.
The prologue to this chapter may look unusual, and to better understand its
meaning here is a quote from the same book [19]: “From the physics point
of view, the general understanding of many biological processes is still very
limited. However, it is known that (i) in redox reactions occurring in liv-
ing organisms, electrons are transferred from one molecule to another in pairs
with opposite spins; and (ii) electron transport in the synthesis process of ATP
(adenosine triphosphate) molecules in conjugate membranes of mitochondria
and chloroplasts is redlized by pairs, but not individualy [9, 10]. Apparently,
in living tissues, electron transfer is preferable in pairs in which two electrons
arein asinglet state. ...

“At the Big Bang, spin was attached to what are now called the fermionsin
order to create diversity of possible forms of the existence of matter. Seem-
ingly, in living tissues which appeared later, the spin of the electron became
rather an obstacle in the evolution of the living matter. In many biological
processes, in order to get rid of the electron spin, two electrons with opposite
spins are coupled, forming a composite boson with 2e charge and zero spin. It
happened that in inorganic solids two electrons, in some circumstances, can be
paired too. This state of matter, which isin fact an instability in solids, is now
called the superconducting state. Thus, the understanding of some hiological
processes can lead to better understanding of the phenomenon of superconduc-
tivity in solids. Thisis particularly true in the case of high-T,. superconductiv-
ity. Superconductivity does not occur in living tissues because it requires not
only the electron pairing but also the phase coherence among the pairs.”

Nevertheless, the superconducting-like state exists locally in complex or-
ganic molecules with conjugate bonds [23]. Figure 1.3 shows afew examples
of such molecules. Their main building blocks are carbon and hydrogen atoms.
The characteristic feature of these conjugated hydrocarbonsisthe presence of a
large number of 7 electrons. These collectivized electronsarein thefield of the
so-called o electronswhich arelocated close to the atomic nuclel and not much
different from the ordinary atomic electrons. At the sametime, the = electrons
are not localized near any particular atom, and they can travel throughout the
entire molecular frame. This makes the molecule very similar to ametal. The
framework of atoms playstherole of acrystal lattice, whilethe = electrons that
of the conduction electrons. As an example, Figure 1.4 schematically shows
the formation of o- and w-orbitals in ethene. It turns out, in fact, that the con-
jugated hydrocarbons with even number of carbon atoms are more than just
similar to a metal, but are actually small superconductors [23]. Experimen-
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Figure 1.3. Organic molecules with delocalized « electrons: (a) tetraphenylporphin; (b) ova
lene; (c) hexabenzocoronene, and (d) coronene [23].

tally, conjugated hydrocarbons with even number of carbon atoms (thus, with
even number of 7 electrons) exhibit properties similar to those of a supercon-
ductor: the Meissner-like effect, zero resistivity and the presence of an energy
gap. The 7 eectrons form bound pairs analogous to the Cooper pairs in an
ordinary superconductor. The pair correlation mechanism is principally dueto
two effects: (i) the polarization of the o eectrons, and (ii) o — = virtual elec-
tron transitions. However, if the number of = electrons is odd, the properties
of such conjugated hydrocarbons are different from those of a superconductor.

Thus, “the essential fluidity of life agrees with the fluidity of the electronic
cloud in conjugated molecules. Such systems may thus be considered as both
the cradle and the main backbone of life’ [24]. At the end, | would like to
recall the prologue to this book: In order to create the living matter, Nature

p-orbitals Teorbital

Mﬁf@%

hybrid sp® orbitals O-crbital

Figure1.4. Formation of 7- and o-orbitalsin ethene.
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needed billions of years. This experienceis unique, and we must learn fromit.

Finally, aside from our problem of room-temperature superconductivity,
why, indeed, is the living matter (including us) organic? Could we exist being
made from, for example, B or N? The answer is no. Just by using common
sense and the periodic table of chemical elements (the Mendeleev table) it is
not difficult to show that the element which we could be made from can only
be carbon. Only C can perform this function.



Chapter 2

BASIC PROPERTIESOF THE
SUPERCONDUCTING STATE

Any state of matter has its own specific characteristics and basic properties.
For example, viscosity is a characteristic of a liquid, and a liquid takes the
shape of a container which contains the liquid. The latter is one of the basic
properties of aliquid. Asremarked in Chapter 1, the superconducting state is
a state of matter. Therefore, it has its own specific characteristics and basic
properties, and we need to know them before we discuss room-temperature
superconductivity. We also need to know why it occurs. What does cause
superconductivity?

In earlier textbooks on the physics of superconductivity, the description of
the superconducting state is based on the BCS theory, assuming that the BCS
model isthe only possible mechanism of superconductivity. Infact, aswe shall
see in the next chapter, all superconductors can be divided into three groupsin
accordance with the mechanism of superconductivity in each compound. Con-
trary to this old tradition, the purpose of this chapter is to characterize the su-
perconducting state as whole, independently of any specific mechanism. Later,
in Chapters 5, 6 and 7, we shall separately consider characteristic features of
superconductivity in each group.

1. What isthe superconducting state?

Superconductivity was discovered by Kamerlingh Onnes and his assistant
Gilles Holst in 1911: on measuring the electrical resistance of mercury at low
temperatures, they found that, at 4.2 K, it dropped abruptly to zero (see Fig.
1.1). Subsequent investigations have shown that this sudden transition to per-
fect conductivity is characteristic of a number of metals and alloys. However,
some metals never become superconducting. Bardeen, Cooper and Schrieffer
reported in 1957 the first successful microscopic theory of superconductivity

17
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Figure 2.1. Temperature dependence of Figure 2.2. The Meissner effect: the ex-
electrical resistivity of a superconductor. pulsion of aweak, external magnetic field
T. marks the transition to the supercon- from the interior of a superconductor. The
ducting state. field is applied (8) a 7" > T, and (b) at
T <T..

(BCS theory). Despite the existence of the BCS theory, there are no com-
pletely reliable rules for predicting whether a metal will superconduct at low
temperature or not.

From aclassical point of view, the superconducting state is characterized by
two distinctive properties: perfect electrical conductivity (p = 0) and perfect
diamagnetism (B = 0 inside the superconductor), as shown in Figs 2.1 and 2.2,
respectively. However, this definition of the superconducting state can soon be
changed because, as recently found in an unconventional organic superconduc-
tor, the applied magnetic field induces superconductivity. Therefore, B # 0
inside this organic superconductor (see Section 4.10).

2. Why does superconductivity occur ?

At the Big Bang, Nature created two types of elementary particles: bosons
and fermions. Every elementary particle is either a boson or a fermion. This
is known as the quantum statistical postulate. Whether an elementary particle
is a boson or fermion is related to the magnitude of its spin (in units of 7).
Particles having an integer spin are bosons, while those with a half-integer
spin are fermions. Electrons are fermions with a spin of 1/2. According to
the Pauli exclusion principle no two electrons can occupy the same energy
state. At the same time, bosons can occupy the same state multiply. Thisisthe
main difference between bosons and fermions. Thus, they conform to different
guantum statistics. Fermions obey the Fermi-Dirac statistics. for a system of
free fermionsin equilibrium at temperature T", the probability of occupation of
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alevel of energy F isgiven by the Fermi-Dirac distribution function:

1
IrE) = (B = st + 1 @
where . isthe chemical potential (in metals, the chemical potential at low tem-
peratures is very close to the Fermi level), and kg is the Boltzmann constant.
Bosons obey the Bose-Einstein statistics: for a system of free bosons in equi-
librium, the probability of occupation of a level of energy E is given by the
Bose distribution function:

o 1
= epl(E — p)/kpT] — 1

For fermions, Nature had however created a “loophol€”: under some cir-
cumstances, they can become bosons (but bosons can never be fermions). The
moment fermions become bosons, they switch the statistics which they are
obeying. As a consequence, the properties of the system are radically changed
at this moment. This is exactly what happens in a superconductor at criti-
cal temperature: two electrons, if there is a net attractive force acting between
them, form apair which isaready aboson with zero spin (or aspin equal to 1).
These electron pairs being in a phase can move in a crystal without friction. In
conventional superconductors, the pairing occurs in momentum space whichis
reciprocal to real space. Infact, it isnot important whether the el ectron pairing
occurs in momentum or, for example, rea space. The most crucia circum-
stance for the electron pairing and, thus, for the onset of the superconducting
state, is that the net force acting between two electrons must be attractive. Ina
superconductor, the electron pairsis usually called the Cooper pairs.

Are these electron pairs (composite bosons) really bosons? The answer is
yes. For example, atomic nuclei are composed of protons and neutrons (which
are fermions), and atoms are composed of nuclei and electrons. Thus, nuclei
and atoms are composite objects. It has been experimentally demonstrated
that they are indistinguishable quantum particles. Therefore, they are either
bosons or fermions (this depends on the total number of elementary fermions
in acomposite particle). Two electrons, if there is an attraction between them,
indeed, represent a boson. If the attractive force disappears, the two electrons
will again behave as fermions do. As a matter of fact, all experimental and
theoretical studies of superconductivity arein afirst approximation reduced to
finding the origin of this attractive force.

It isimportant to note that the phenomenon of fermion pairing gives rise not
only to superconductivity, i.e. to the absence of eectrical resistance in some
solid conductors, but also to some other peculiar correlated states of matter.
The latter ones can in a sense be considered as various manifestations of the
superconducting state in Nature. For example, the fermion pairing gives rise

fB(E)

2.2)
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to superfluidity. At 2.19 K, liquid *He undergoes a superfluid transition. Be-
low the transition temperature, liquid “He exhibits frictionless (zero viscosity)
flow remarkably similar to supercurrents in a superconductor. The ‘He atoms
consisting of 2 protons, 2 neutrons and 2 electrons, are composite bosons, and
a finite fraction of them (about 7%) experience at 2.19 K (in fact, at 2.17 K)
the Bose-Einstein condensation which we shall discussin Chapter 4.

The fermion pairing gives also rise to the “ superconducting” state in nuclei
and neutron stars. The atomic nuclei are composed of protons and neutrons
which have a spin of 1/2. If the total humber of protons and neutrons in a
nucleus is even, does the nucleus become superconducting? Yes and no. No,
because, in a nucleus, there is no sense in discussing the absence of electrical
resistivity—this concept has no meaning. Yes, because there are other indica-
tions of the “superconducting” state in nuclei having even number of protons
and neutrons. For example, nuclei having even and odd number of protons and
neutrons absorb radiation differently. In nuclel with even number of protons
and neutrons, the fermions are paired. As a conseguence, the energy of anin-
coming photon must be equal to or greater than the binding energy of a bound
pair, otherwise, the radiation cannot be absorbed. Contrary to this, in nuclel
having odd number of protons and neutrons, there is an unpaired fermion left
over, which can absorb photons with much lower energy than that in the first
case. Another indication of the fermion pairing in nuclei is provided by the
fact that the measured nuclear moments of inertia are considerably smaller
than the values calculated theoretically with the use of the noninteracting par-
ticle model. This effect is similar to that observed in superfluid helium. Thus,
the paired fermions in a nucleus form a Bose condensate similar to that in lig-
uid “He. The development of the superfluid model of the atomic nucleus has
predicted alarge number of important results observed experimentally.

In neutron stars consisting almost entirely of neutrons, the neutron liquid
is in a state analogous to that in an atomic nucleus. Thus, in neutrons stars,
neutrons are paired. As we shall see below, superconductors have very low
heat capacity. Due to this property, neutron stars cool very rapidly. Another
indication of neutron pairing in neutron starsisthe quantization of their angular
momentum (every neutron star or pulsar rotates about its axis). This effect is
similar to that in liquid helium. Generally speaking, the discreteness of any
physical quantity is the fingerprint of the quantum world.

Undoubtedly, there are other manifestations of fermion pairing in Nature,
which we are not yet aware of. The phenomenon of superconductivity is only
one and, probably, the most spectacular exhibition of fermion pairing, occur-
ring in some solids.

It is worth noting that in spite of the fact that this “loophole”’ for fermions
was most likely created by Nature intentionally, one should however redize
that the occurrence of the superconducting state on a macroscale is rather Na-
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ture's oversight, it is an anomaly (see the Introduction). The occurrence of the
superconducting state on a macroscale requires not only the electron pairing
but also the onset of long-range phase coherence. They are two different and
independent phenomena.

2.1 What causes superconductivity?

Superconductivity is not a universal phenomenon. It shows up in materials
in which the electron attraction overcomes the repulsion. What can cause the
occurrence of this attractive force in solids? In all known cases at the mo-
ment of writing, it is the interaction between electrons and the crystal lattice.
Thus, the electron-phonon interaction in solids is responsible for the electron
attraction, leading to the electron pairing. It turns out that the electron-electron
attraction provided by the |attice can overcome the electron-electron repulsion
caused by the Coulomb force, so, the net force acting between them can be
attractive.

3. Characteristics of the superconducting state

Before we discuss the basi ¢ properties of the superconducting state, it isnec-
essary, first, to know its specific characteristics. Such a sequence will simplify
the understanding of this peculiar state of matter. For instance, in the aforemen-
tioned example, before studying aliquid, one must know what is the viscosity.
Of course, some characteristics of the superconducting state areidentical to the
characteristics of the normal state. For example, the energy gap (see below) in
a superconductor is tied to the Fermi surface which is the typical characteris-
tic of ametal. In addition, a few characteristics such as the electron mass m,
the electron charge e, the Fermi velocity vr, the electron mean free path ¢ and
so on, are simply indispensable for characterizing the superconducting state.
Also, one should bear in mind that, in a superconductor at any 17" > 0, the vast
majority of conduction electrons remain normal.

3.1 Critical temperature

The phase transition from normal into the superconducting state is a second-
order transition, occurring at a temperature caled the critical temperature 7.
shown in Fig. 2.2. The values of T, for some superconductors are given in
Tables 2.1 and 2.2.

The superconducting state requires the electron pairing and the onset of
long-range phase coherence, which in general occur at different temperatures.
T, isthe temperature controlled by the onset of long-range phase order.

For every superconducting material, the critical temperature is exclusively
determined experimentally. At the moment of writing, there is no theoretical
formula for predicting the value of critical temperature in a given compound.
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Table2.1. Critical temperature T, the penetration depth A(0), the intrinsic coherence length
£o and the critical magnetic field H. for some elemental superconductors

Element T. (K) A0) (A) & (A) H.(T)
Al 11 500 16000 0.01
Pb 7.2 390 830 0.08
Sn 37 510 2300 0.03
In 34 640 4400 0.03
Tl 24 920 - 0.02
cd 0.56 1300 7600 0.003

There is even no rule for predicting whether a certain substance will undergo
the superconducting transition at low temperature or not. Actualy, thisisone
of the main problems in the field of superconductivity—how to calculate the
T. valuein different materials. If we could know how to estimate the T, value
for any specific material, there would be no need for this book. Stop reading
and think this over for awhile—thisis an important point.

This book does not provide aformulafor estimating the value of T for any
compound (thisisin fact an impracticable task). Instead, this book presents an
analysis of experimental facts, which isfurther used to show away in achieving
the goal, namely, T, ~ 350 K.

It is necessary to note that, in the framework of the BCS theory, there is
in fact a formula for estimating the T, value (see Chapter 5); however, it is
a general formula which does not take into account any specific features of a
certain material.

Finally, one should remember that the critical temperature is a macroscopic
guantity, while the Cooper-pair wavefunction and the order parameter are quan-
tum ones.

3.2 Cooper-pair wavefunction

As discussed above, if in a solid, there is an attraction between two elec-
trons, they become coupled, forming a composite boson. The electron pairing
may occur in momentum or real space (see Chapter 4). Even if the lifetime of
these paired electrons is very short, ~ 107210715 s, nevertheless, they live
long enough, so that their effect on the properties of the system is aimost the
same as that of bosons with the infinite life-time.

In quantum mechanics, any particle is characterized by a wavefunction. So,
aCooper pair is aso characterized by awavefunction ¢)(r; —r3), wherer; and
ro are the positions of each electron in real space, and the differencer; — ro
is the relative coordinates. In Chapter 5, we shall see that in conventional
superconductors, the Cooper-pair net spin is zero, s; + so = 0, as well asthe
Cooper-pair net momentum, k; + ko = 0. Figure 2.3 schematically shows
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T
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Figure2.3. Schematic illustration of the Cooper-pair wavefunction in conventional supercon-
ductors. The diameter of apair is around 100-1000 nm, and the wavelength is about 1 nm. So,
the diameter of apair isin fact equal to hundreds of wavelengths (this sketch showsjust afew).
The frequency of oscillationsis of the order of 10*° Hz (f = 2Er/h).

the Cooper-pair wavefunction. The wavefunction v isacomplex scalar having
an amplitude and a phase. By definition, the probability to find a Cooper pair
in real space is given by ¥*vy, where ¢* is the complex conjugate of . The
probability distribution of a Cooper pair in relative coordinatesis schematically
shown in Fig. 2.4.

Why

r-1;

. \ .
“Size” of aCooper pair

Figure 2.4. Schematic representation of the probability distribution of a Cooper pair in rela
tive coordinates. The maximum probability is located between two electrons bound by a net
attractive force.

3.3 Order parameter

The wavefunction of the superconducting condensate is called the order pa-
rameter. It is probably the most important parameter of the superconducting
state. Asmentioned in the Introduction, the superconducting state is aquantum
state occurring on a macroscopic scale. This is the reason why the supercon-
ducting state is characterized by a single wavefunction ¥ (r). Any wavefunc-
tion has an amplitude and a phase, therefore, it can be presented as

V() = [¥(r)| e, (23

where 0(r) is the phase. The order parameter has the following properties:
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= |tisacomplex scalar which is continuousin real space.

= [tisasingle-valued function, that is, at any point, U*(r) ¥ (r) can only have
one value, where ¥*(r) is the complex conjugate of ¥ (r).

m |nthe absence of magneticfield, ¥ A#0a 7T < T,;and ¥V =0a 7T > T..
s U =0 outside a superconductor.

= Theorder parameter isusually normalized such that | ¥ (r)|? gives the num-
ber density of Cooper pairs at apoint r:

[T (r)]? = U (r)¥(r) = ny/2, (24)

where n; is the number of superconducting electrons and ny; = n — ny,,
where n is the total number of free (conduction) electrons, and n,, is the
number of non-superconducting electrons. Then, in a conventional super-
conductor, ¥(r) = (ns/2)/2e?. Alternatively, the order parameter is
sometimes normalized that |¥(r)|> = ns, thus |¥(r)|? gives the number
density of superconducting electrons.

= |n momentum space, the variations of |¥| are proportional to variations of
the energy gap A (see below).

= |n the absence of magnetic field, the phase is the same everywhere inside a
superconductor at 7' < T, and f(r) =0at 7' > T,. In other words, below
T. there is phase coherence in the whole sample.

m Thephaseisaperiodic function in real space. Indeed, the addition of 27 n
tof(r), wheren = 0, +1, 42, +3.. . ., does not change the function ¥ (r) =
| (r)] () because &7 = 1.

= Although absolute values of phase §(r) cannot be measured, the gradient of
the phase defines the supercurrent that flows between two superconducting
regions (the Josephson current).

If the order parameter is known explicitly, then, almost complete informa-
tion about the superconducting condensate is known too. Asin quantum me-
chanics, any measurable val ue expected to be observed in the superconducting
state can be obtained from the following expression

[operator] ¥ = (measured value) ¥,

where [operator] is a quantum operator corresponding to a measurable quan-
tity. This expression means that the measured value in quantum mechanicsis
the eigenval ue corresponding to the eigenfunction W.
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At the same time, knowledge of the order parameter does not provide au-
tomatically information about the attractive force that binds two electrons in
a Cooper pair together. However, the symmetry of the order parameter gives
a good hint. For example, if the order parameter has an s-wave symmetry,
that is, ¥ is positive (or negative) everywhere, it is very likely that the lattice
isinvolved in the formation of Cooper pairs. If the order parameter has a p-
or d-wave symmetry, that is, ¥ has respectively two or four nodes where it
changes sign, it is very likely that spin fluctuations mediate superconductivity.

Furthermore, knowledge of the order parameter does not provide automat-
ically information about the T, value. In conventiona superconductors, how-
ever, the T, value can be estimated from the maximum value of |¥(r)| because
A o |¥(r)|. Inunconventional superconductors, the situation is more com-
plicated and, generally speaking, the ratio between 7, and A is not fixed, i.e.
depends on the material.

At a normal metal-superconductor interface, the order parameter does not
change abruptly from a maximum value to zero. Instead, as we shall see be-
low, it starts to diminish somewhat before the interface and even, going to
zero, penetrates slightly into the normal metal. So, the order parameter never
undergoes abrupt changes. Thisis a salient feature of the quantum world.

It is important to note that in conventional superconductors, that is, in most
metallic superconductors, the order parameter can be considered as the wave-
function of asingle Cooper pair. In unconventional superconductors, however,
thisis not the case. The order parameter of the superconducting condensatein
unconventional superconductors does not coincide with the wavefunction of a
single Cooper pair—they are different.

3.3.1 Symmetry of the order parameter

In conventional superconductors, each electron of a Cooper pair has oppo-
site momentum and spin compared to the other: ky + ks =0ands; +s, =0
(see Chapter 5). When the angular momentum of a pair is zero, L =0, itiscus-
tomary to say that the superconducting ground state has an s-wave symmetry
(by analogy with the shape of atomic orbitals). When L = 0, the energy gap A
has no nodes, and positive (negative) everywhere in momentum space. Since
the momentum-space variations of || are proportional to variationsof A, itis
also customary to say that the order parameter in conventional superconductors
has an s\wave symmetry. This means that || # 0 everywhere in real space.
When |¥| is constant, the s-wave symmetry of the order parameter is called
isotropic. If |¥| varies dlightly in real space, the swave symmetry of the order
parameter is called anisotropic.

In unconventional superconductors, the situation is dlightly different. In
most unconventional superconductors, each electron of a Cooper pair still has
opposite momentum and spin compared to the other. However, the angular
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momentum of apair is usually not zero. When L = 2, it isa custom to say that
the superconducting ground state has a d-wave symmetry (by analogy with the
shape of atomic orbitals). A key feature distinguishing a d-wave symmetry is
that the energy gap has two positive and two negative lobes, and four nodes
between the lobes. In this case, the order parameter aso has a d-wave sym-
metry. It is necessary to underline that in unconventional superconductors, the
symmetry of || coincides with the symmetry of phase-coher ence energy gap
A. (unconventional superconductors have two energy gaps). The d-wave sym-
metry of the order parameter wasfirst attributed to the superconducting ground
state of heavy fermions just before the discovery of high-T,. superconductors.

Theoretically, in some unconventional superconductors, electrons can be
paired in atriplet state, so their spins are parallel, s; + so = 1. In thiscase, it
is customary to say that the order parameter has a p-wave symmetry (since the
lowest value of the total angular moment is L = 1).

34 Penetration depth

The way in which a superconductor expels from itsinterior an applied mag-
netic field with the small magnitude (the Meissner effect) is by establishing a
persistent supercurrent on its surface which exactly cancels the applied field
inside the superconductor. This surface current flows in a very thin layer of
thickness A, which is called the penetration depth. The existence of a penetra-
tion depth was predicted by the London brothers (see the Introduction) and it
was later confirmed by experiments.

Consider the two London equations to govern the microscopic electric and
magnetic fields

d
E=—(Ajs d 25
3 As) @ (25)
h = —ccurl (Ajs), (2.6)
2 2
where A= -4 2.7)
nge2 c?

is a phenomenological parameter, and j; is the supercurrent These two equa-
tions are derived in the framework of the two-fluid model which assumes that
all free electrons are divided into two groups: superconducting and normal.
The number density of superconducting electrons is ng, and the number den-
sity of normal electronsisn,,. So, the total number of free (conduction) elec-
tronsisn = ns + n,. Asthe temperature increases from 0 to 1, n, decreases
from n to 0. In addition, the number density n, is assumed to be the same
everywhere, i.e. spatial variations of n, are disregarded.

The first London equation is simply Newton's second law for the supercon-
ducting electrons. It follows from this equation that in the stationary state, that
is, when djs/dt = 0, there is no electrical field inside the superconductor. In
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the second equation, h denotes the value of the flux density locally (in the first
equation, we do not use e as a local value of E in the same way in order to
avoid constant confusion with the charge e of the electron). The second Lon-
don equation, when combined with the Maxwell equation, curlh = 4rj/c,

leads to
h

2
Thisimpliesthat amagnetic field is exponentially screened from the interior of
a sample with penetration depth A, as shown in Fig. 2.5. This length clarifies
the physical significance of the quantity A formally defined by Eq. (2.7), and
is called the London magnetic-field penetration depth:

m*c? 1/2

4dmnge?

(2.8)

where m* is the effective mass of the charge carriers; e is the electron charge,
and c is the speed of light in vacuum.

H

Ho Superconductor

H = Hye™*

0 X

Figure2.5. Penetration of the magnetic field into a superconducting sample. X isthe penetra-
tion depth.

Equation (2.8) actually describes the Meissner effect. In a one-dimensional
case, the solution of Eq. (2.8) is

h(z) = Hye "/ r, (2.10)

where H is the magnitude of magnetic field outside the superconductor, ap-
plied parald to the surface. In Fig. 2.5, one can see that the external field
actually penetrates the superconductor within A.

It is important to underline that the magnitude of the penetration depth is
directly related to the superfluid density n;. As a consequence, it depends on
temperature, since n istemperature-dependent. In conventional superconduc-
tors, agood approximation for the temperature dependence of A isgiven by the
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empirical formula
A(0)
[1—(T/Te) )M

This dependence \(T") is shown in Fig. 2.6. Let us estimate A(0). In a metal
at T = 0, al conduction electrons are superconducting; then n, = n ~ 10%2
cm~3. Substituting this value into Eq. (2.9), together with m ~ 9 x 1028
g c~ 3x10%cm/s and e = 4.8 x 10710 esu, we obtain that \;, ~
530 A. It is worth noting that, in a metal, this length is considerably longer
than the interatomic distance which is of the order of several A. The values of
A(0) for some metallic superconductors are listed in Table 2.1 and, for some
unconventional superconductors, in Table 2.2.

ANT) = (2.11)

[ )\ I -

A(T)/A(0)

0 02 04 06 08 1
TIT.

Figure2.6. Temperature dependence of penetration depth, A(7'), given by Eq. (2.11).

Everything said so far about the electrodynamics of superconductors falls
into the category of the so-called local electrodynamics. It means that the cur-
rent at some point is given by the magnetic field at the same point. Therefore,
strictly speaking, Equation (2.6) is applicable only if the size of the current
carriersis much smaller than the characteristic length over which the magnetic
field changes, that is, smaller than the penetration depth A;. We know that
the superconducting current carriers are pairs of electrons. Let us denote the
size of a Cooper pair by ¢ (see the following subsection). Then, the electrody-
namicsislocal if ¢ < Az. Inpure metals, ¢ ~ 10* A and A\, ~ 10>-10% A.
Therefore, the local London electrodynamics is not applicable to pure metals
because the magnetic field changes appreciably over the length &.

If the magnetic penetration depth is much smaller than the size of Cooper
pairs, i.e. A\, < &, the electrodynamicsis non-local. In this case, the current
at some point is given by the magnetic field at a different point. Such a non-
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local relation was considered for the first time by Pippard several years before
the BCS theory of superconductivity appeared. Pippard calculated the mag-
netic penetration depth and found that the penetration distance of an applied
magnetic field isin fact larger than A ,. The zero-temperature value of the pen-
etration depth in the case of non-local electrodynamics can be estimated from
the following expression

Ap & (AFOY?, (212)

where the latter “P’ denotes the name of Pippard. Indeed, if A; < &, then
AL < Ap. Of coursg, itisaso assumed that Ap < &, which is not always the
case even for pure metals. For example, pure Al is described by non-local re-
lations. At the sametime, Pb, even of high purity, isaLondon superconductor.
It is important to note that, on heating, when the temperature approaches 7,
all superconductors become local, i.e. London superconductors, because A(T')
divergesat T' — T, while ¢ isindependent of temperature.

Another important point which must be taken into account is how the mean
free path of electrons ¢ is related to the Cooper-pair size £. Everything said
so far applies to pure metals, that is, those characterized by a mean free path
¢ > £ This case is adso known as the clean limit. If a metal contains a
large number of impurities, the mean electron free path can become smaller
than the Cooper-pair size, i.e. ¢ < £. This case is cdled the dirty limit.
Alloys also fall into this category. For example, in Al, ¢ ~ 1300 A and
£ ~ 16000 A; and ¢ ~ 290 A and ¢ ~ 380 A in Nb. In very dirty
metals, the role of the coherence length (see below) is played by the mean
electron free path ¢. In the framework of the microscopic theory of supercon-
ductivity (the BCS theory), the estimation of the magnetic-field penetration
depth for “dirty” superconductors (¢ < £) isgiven by

Aa A~ AL(E/0)Y2. (2.13)

Thus, Ay > A\, dwaysif £ <« &.

The vaue of the penetration depth can experimentally be obtained by differ-
ent techniques such as microwave, infrared, muon-Spin-Rotation (Relaxation),
ac-susceptibility, inductance measurements etc. In microwave measurements,
for example, the penetration depth and its temperature dependence areinferred
from the value and temperature dependence of surface reactance X (theimag-
inary part of surface impedance). The relation between X, (7') and \(T) is
given by

X,(T) = wuo(T), (2.14)

where 1 isthe permeability of the free space, and w = 27 f isthe microwave
frequency.
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Table2.2. Critical temperature T, the penetration depth A(0), the Cooper-pair size £(0) and
the upper critical magnetic field H..» for type-Il superconductors (for layered compounds, the
in-plane values are given)

Superconductor T. (K) A(0) (A) £(0) (A) Ho(T)
Nb 9.2 450 380 0.2
NDbTi 9.5 1600 50 14
NbN 16 2000 50 16
NbsSn 184 800 35 24
NbsGe 23 - 35 38
Bay.6Ko0.4BiO3 31 2200 35 32
MgB2 39 850 37 39
UPts 0.5 7800 200 28
UBei3 0.9 3600 170 8
URu:Si; 12 - 130 8
Celrlns 04 5300 250 10
CeColns 2.3 - 80 11.9
TmNi2B>C 11 800 150 10
LuNi2B.C 16 760 70 7
K3Cso 195 ~4800 35 ~30
Rb3Ceo 30 ~4200 30 ~55
YBa,Cu3O7 93 1450 13 150
HgB&axCa,Cu3 O 135 1770 13 190

3.5 Coherencelength and the Cooper-pair size

In the framework of the Ginzburg-Landau theory (see below), the coher-
ence length £y, is the characteristic scale over which variations of the order
parameter ¥ occur, for example, in a spatially-varying magnetic field or near a
superconductor-normal metal boundary (see Figs. 2.7 and 2.10).

In many textbooks, one can find that the distance between two electronsin
a Cooper pair (the Cooper-pair size), &, is also called the coherence length.
However, in general, such a definition is incorrect: qp # £. Why? Aswe
already know, superconductivity reguires the electron pairing and the onset of
long-range phase coherence. These two physical phenomena are different and
independent of one another. The coherence length £, defines variations of
the order parameter of the superconducting condensate, whilst the pair size
¢ is related to the wavefunction of a Cooper pair (see Fig. 2.4). Thus, in
general, the coherence length and the Cooper-pair size do not relate directly to
one another. Secondly, the coherence length depends on temperature, {1, (7)),
while the Cooper-pair size is temperature-independent. The coherence length
divergesat T' — T..

However, in conventional superconductors at zero temperature, £;1,(0) = £
because in conventional superconductors, the phase coherence is mediated by
the overlap of the Cooper-pair wavefunctions—the process which does not give
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risetoa“new” order parameter. Instead, it simply “magnifies’ the Cooper-pair
wavefunctions to the level of the order parameter. In other words, in con-
ventional superconductors, al the Cooper-pair wavefunctions below T, are
in phase. Therefore, the electron pairing and the onset of phase coherence
in conventional superconductors occur simultaneously at T.. The overlap of
Cooper-pair wavefunctions is aso called the Josephson coupling. Thus, in
conventional superconductors, the values of coherence length and Cooper-pair
size coincide a&t 7' = 0. However, at 0 < T < T,., the value of the coher-
ence length in “clean” conventional superconductors is always larger than the
average size of Cooper pairs, £ < {qrn(T).

In unconventional superconductors, the long-range phase coherence is not
mediated by the Josephson coupling; the phase-coherence mechanism is dif-
ferent (see Chapter 6). Therefore, in all unconventional superconductors, the
order parameter has no relation with the Cooper-pair wavefunctions. As a
consequence, in unconventional superconductors £, # £. Nevertheless, the
values of £, and £ in unconventional superconductors are of the same order of
magnitude at T' < T,. In most unconventional superconductors, the electron
pairing occurs above T, and the onset of long-range phase coherence appears
aT..

In the framework of the BCS theory for conventional superconductors (see
Chapter 5), the coherence length &, determined by the energy gap at zero tem-
perature, A(T = 0) (see below), iscaled intrinsic:

. h’UF
— 1A(0)’

o (2.15)

where v is the Fermi velocity (on the Fermi surface), and & = h/27 is the
Planck constant. &, is also called the Pippard coherence length. Furthermore,
in conventional superconductors, the values of the coherence length and Cooper-
pair size coincideat T' = 0, &, is aso called the distance between electronsin
a Cooper pair. Let us estimate &y. In ametal superconductor, A(0) ~ 1 meV.
Substituting this value into Eq. (2.15), together with vp ~ 1.5 x 10% cm/sand
h=h/2m ~ 6.5 x 10713 meV s, we obtain &, ~ 3 x 107> cm = 3x 103 A.

In the framework of the Ginzburg-Landau theory, the temperature depen-
dence of coherencelengthin“clean” superconductors (¢ > &) at temperatures
closeto T, isgiven by

—1/2
§G(T) = 0.74 & (1 - %) : (2.16)

[

From this expression, one can see that the coherence length always exceeds the
Cooper-pair size. For “dirty” superconductors (¢ < &), the Ginzburg-Landau
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temperature dependence of coherence length at temperatures closeto T is

7N\ -1/2
€&, (T) = 0.85 (&0)1/? (1 — F) . (2.17)
From Egs. (2.16) and (2.17), one can see that £57 — oo asT — T,. Sucha
temperature dependence is similar to that of A(7"), shown in Fig. 2.6.
In the case of non-local electrodynamics, Pippard suggested an empirical
relation for the coherence length

L_1.1

e & L
It follows from this expression that the Pippard coherence length £ is always
smaller than &y, and in very dirty metals (¢ < &), the role of the coherence
length is played by the mean electron free path /.

In conventional superconductors, the intrinsic coherence length can be ex-
tremely large, ~ 1000 A (see Table 2.1). In spite of the fact that two electrons
in a Cooper pair in metallic superconductors are far apart from each other, the
other Cooper pairs are only a few ten A away (the period of a crystal lattice
is several A). In most unconventional superconductors, the values of coher-
ence length and pair size at low temperature are very small: in cuprates, for
example, £ isonly afew periods of the crystal lattice (see Table 2.2).

(2.18)

3.6 Typel and type-ll superconductors

The ratio of the two characteristic lengths, defined above, is called the
Ginzburg-Landau parameter k:

A

k= —.
1Sels

(2.19)

It is an important parameter that characterizes the superconducting material.
Closeto T, thisdimensionless ratio is approximately independent of tempera-
ture, and allows one to distinguish between type-1 and type-11 superconductors.
For examplein Al, A =500 A and &, =16 000 A (see Table 2.1). Thus, in many
conventional superconductors, k < 1.

As defined by Abrikosov, a superconductor is of type-l if & < 1/y/2. If
k > 1/+/2, a superconductor is of type-1l. Thus, the majority of metallic su-
perconductors is of type-1. At the same time, in unconventional superconduc-
tors k > 1 (see Table 2.2). So, they are type-1l superconductors. The main
difference between these two types of superconductors is that they can show
entirely different responses to an external magnetic field (the Meissner effect).
While type-l superconductors expel magnetic flux completely from their in-
terior, type-1l superconductors do it completely only at small magnetic field
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magnitudes, but partially in higher external fields. The reason is that the sur-
face energy of the interface between a normal and a superconducting region
is positive for type-l superconductors and negative for those of type-Il (see
below).

As defined above, A measures the depth of penetration of the external mag-
netic field (see Fig. 2.5), and &y, is the characteristic scale over which vari-
ations of the order parameter ¥ occur, for example, near a superconductor-
normal metal interface. To visualize the difference between type-1 and type-I|
superconductors, consider the two limiting cases. k¥ < 1 and k& > 1. Fig-
ure 2.7 illustrates these two cases. In Fig. 2.7a, A < &g, and in Fig. 2.7b,
A> &L

@ Interface (b) Interface
Y e
Normal Normal
Superconductor metal Superconductor metal
E »‘ )\ }—— X )\ J E le X

Figure2.7. Spatial variations of the order parameter ¥ and the magnetic field H inthevicinity
of a superconductor-normal metal interfacefor () £ < 1 and (b) & > 1.

3.7  Critical magnetic fields

With the exception of Nb and V, all superconducting elements and some
of their aloys are type-l superconductors. We aready know that the super-
conducting state can be destroyed by a sufficiently strong magnetic field. The
variation of the thermodynamic critical field H. with temperature for a type-I
superconductor is approximately parabolic:

H(T) ~ Ho(0)[1 — (T/T.)?), (2.20)

where H.(0) isthe value of the critical field at absolute zero. The dependence
H.(T) isschematically shown in Fig. 2.8. For atype-1l superconductor, there
are two critical fields, the lower critical field H.; and the upper critical field
H., asshownin Fig. 2.9. In applied fields less than H..;, the superconductor
completely expelsthefield, just as atype-I superconductor does below H,.. At
fields just above H.1, flux, however, begins to penetrate the superconductor in
microscopic filaments called vortices which form aregular (triangular) lattice.
Each vortex consists of a normal core in which the magnetic field is large,
surrounded by a superconducting region, and can be approximated by a long
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Normal

H.(0) il

B=0;p=0

Meissner state

Figure2.8. H.(T) dependence for atype-I superconductor, shown schematically.

cylinder withitsaxis parallel to the external magnetic field. Inside the cylinder,
the superconducting order parameter W is zero.

The radius of the cylinder is of the order of the coherence length £¢1,. The
supercurrent circulates around the vortex within an area of radius ~ A, the

AH

H c2(0) o
Norm
State

H
B#0 CZ(T)

Mixed state

H cl(o)

B=0;p=0
Meissner state
0 T. T

Figure2.9. H.:(T) and H.2(T') dependences for atype-Il superconductor, shown schemati-
caly.
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penetration depth (see Fig. 2.25). The spatial variations of the magnetic field
and the order parameter inside and outside an isolated vortex areillustrated in
Fig. 2.10. The vortex state of a superconductor, discovered experimentally
by Shubnikov and theoretically by Abrikosov, is known as the mixed state. It
exists for applied fields between H.; and H.». At H.o, the superconductor
becomes normal, and the field penetrates completely. Depending on the ge-
ometry of a superconducting sample and the direction of an applied field, the
surface sheath of the superconductor may persist to even higher critical field
H_3, which is approximately 1.7H .o.

W
H 'H

N\ w2

el R

Figure 2.10. The spatial variations of the magnetic field H and the order parameter ¥ in-
side and outside an isolated vortex in an infinite superconductor. R is the distance from the
center of the vortex, and £, and A are the coherence length and the penetration depth of the
superconductor, respectively (in type-Il superconductors, {ar < A).

Aswe shall see further below, the Ginzburg-Landau theory predicts that

h dq

H (T)XT T) = = , 2.21

( ) ( )gGL( ) 2\/5(2“0 2\/57_‘_”0 ( )

where @, = 23 =2.0679 x 107>  Tm? (or Weber) (2.22)
e

isthe magnetic flux quantum. Intheframework of the Ginzburg-Landau theory,
H., = \/2kH,, where k = A/&qr isthe Ginzburg-Landau parameter. Then,
substituting this expression into Eg. (2.21), we obtain

o = 2n€d; Heo. (2.23)

This important relation is often used to obtain the values of the coherence
length in type-11 superconductors.

The magnitudes of the upper critical magnetic field of conventional type-I|
superconductorsisvery small, lessthan 1 T. However, in unconventional super-
conductors, these values can be extremely large (see Table 2.2). For example,
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in the Chevrel phase PbM0gSs, H.o = 60 T. In three-layer high-T,. supercon-
ductors, the critical magnetic field parallel to the c-axiscan be H.2(0) ~50 T
and parallel to the ab-planes H.(0) ~ 250 T.

3.8 Critical current

The superconducting state can be destroyed not only by a magnetic field
but by a dc electrical current aswell. The critical current .J,. is the maximum
current that a superconductor can support. Above J., the dc current breaks the
Cooper pairs, and thus, destroys the superconducting state. In other words, J.
is the minimum pair-breaking current. Thus, any superconductor is character-
ized by acritical dc current density j. (current divided by the cross-sectional
areathrough which it flows).

The temperature dependence J.(T") (or j.(T')) is similar to that of H.(T),
shown in Fig. 2.8. At T =0, the critical current density can be estimated by
using the electron velocity on the Fermi surface, vy = wA &y /h, the superfluid
density n given by Eq. (2.9), and the critical (maximum) velocity of a Cooper
par, v. ~ A/muvp, as

A he 1
mop  16me A2&’

Je = NglUe ™~ Nge (2.24)
where m is the electron mass. To estimate j., wetake \;, ~ 10° A and &, ~
10% A. Substituting these values into Eq. (2.24), together with ¢ ~ 3 x 100
cmis, h = h/27 ~ 1072" eig sand e = 4.8 x 10~'° esu, we obtain j. ~
4 x 10'® CGSunits. In Si units, it is equivalent to j, ~ 107 Acm™2.

Thecritical current density j. in Eq. (2.24) can be expressed in terms of crit-
ical magnetic field H.(0). Using the expressions for the condensation energy
(see below) % = 1N(0)A2(0), where N(0) = kpm/(m h)? is the density
of states near the Fermi surface, the electronic density ns(0) = k3./37%, and
& = hup/(mA(0)), we obtain in CGS units

1 ¢H0)
4ryv/3 AL(0)

The Ginzburg-Landau and BCS theories give the same relation for j. with
somewhat different numerical prefactors.

From Eqg. (2.25), the maximum current density that can theoretically be
sustained in a superconductor, is of the order of H./Az (in Sl units). Let us
estimate j.. Using B, ~ 01T, \;, ~ 10% A, and pp = 47 10~7 H/m, we
obtain j. ~ 5 x 106 Acm~2.

~
s —

(2.25)

3.9 Energy scales

The superconducting state is characterized by a few energy scales. We a-
ready considered one energy scale given by the critical temperature, kgT,.. The
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superconducting state is also characterized by an pairing energy gap, phase-
coherence gap, phase stiffness and condensation energy. Let us consider the
meaning of these energy scales.

39.1 Pairing energy gap

The pairing energy gap 2A, measures the strength of the binding of elec-
trons (quasiparticles) into the Cooper pairs. In other words, the value of this
gap corresponds to the binding energy that holds the electrons together. The
magnitude of pairing energy gap is temperature-dependent.

As discussed above, the superconducting state requires the electron pairing
and the onset of long-range phase coherence. They are two independent phe-
nomena and, generally speaking, occur at different temperatures, 7),; and
T, respectively, and 7., < T, In conventional superconductors, how-
ever, Tpuir = Te. At the same time, in most unconventional superconduc-
tors, T. < Tpair- N @ superconductor, the value of the phase stiffness (relative
to kpT,) determines whether the electron pairing and the onset of long-range
phase-coherence occur simultaneously or not.

The pairing gap is directly related to the kg7, energy scale, thus,
2A, o kpTp.ir. At the same time, the magnitude of the phase-coherence
gap is proportional to kg1, i.e. 2A. x kpT.. In genera, the coefficients
of proportionality in this two expressions are different and, as determined ex-
perimentally, varies between 3.2 and 6, depending on the case (in one heavy
fermion, ~ 9). The energy 2A,, measures the strength of the binding of two
electrons (quasiparticles) into a Cooper pair. At the sametime, the energy 2A..
is the condensation energy of a Cooper pair due to onset of phase coherence
with other pairs. We shall discuss the phase-coherence gap in the following
subsection.

Historically, conventional superconductors are the most studied. Further-
more, the physics of conventiona superconductors is simpler than that of un-
conventional superconductors, because conventional superconductors have only
one energy gap. Thus, let us discuss for the rest of this subsection the energy
gap exclusively in conventional superconductors. The reason why the binding
energy of two electronsis called the energy gap is because, when a metal un-
dergoes atransition into the superconducting state, a small energy gap appears
in the band at the Fermi level. As aresult, the electronic system is unable to
absorb arbitrary small amounts of energy.

The energy gap in a superconductor is quite different in its origin from that
in a semiconductor. From the band theory, energy bands are a consequence of
the static lattice structure. In a superconductor, the energy gap is far smaller,
and results from an attractive force between electronsin the lattice which plays
only an indirect role. In a superconductor, the gap occurs on either side of the
Fermi level, as shown in Fig. 2.11. If, in a semiconductor, the energy gap is
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Figure 2.11. The density of states near the Fermi level Er in a superconductor, showing the
energy gap 2A at T'=0, and in anormal metal. All the states above the gap are assumed empty
and those below, full.

tied to the Brillouin zone (see Chapter 5), in a superconductor, the energy gap
is carried by the Fermi surface. At T' = 0 all electrons are accommodated in
states below the energy gap, and a minimum energy 2A(0) must be supplied
to produce an excitation across the gap.

Asdiscussed above, the phase coherence in conventional superconductorsis
mediated by the overlap of the Cooper-pair wavefunctions—the process which
does not give rise to a “new” order parameter. Instead, it simply “magnifies’
the Cooper-pair wavefunctions to the level of the order parameter. Therefore,
the electron pairing and the phase coherence in conventional superconductors
occur simultaneously at T¢., S0 Ty = T.. As a consequence, the energy
gap in the elementary excitation spectrum of conventional superconductorsis
exclusively determined by the pairing energy gap, A = A,,.

The BCS theory, developed for conventional superconductors, predicts that
2A(0) = 3.52kpT,.. Experimentaly, the ratio ; T in conventional super-
conductors varies between 3.2 and 4.2. Figure 2 12 shows the temperature
dependence of the energy gap in the framework of the BCS theory.

Sincein unconventional superconductors A and kBT do not reI ate with

one another, the ratio k
perconductors, is usual Iy Iarger than 4, and can be as large as 30.
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Figure2.12. The BCS temperature dependence of the energy gap A(T).

3.9.2 Phase-coherence energy gap

The phase-coherence energy gap 2A . isthe condensation energy of aCooper
pair when the long-range phase coherence appears. The condensation of Cooper
pairs is similar to a Bose-Einstein condensation which occurs in momentum
space (see Chapter 4). The magnitude of aphase-coherence gap istemperature-
dependent, and the temperature dependence of A, is similar to that in Fig.
2.12.

Generally speaking, the magnitudes of pairing and phase-coherence gaps
depend on orientation: A, (k) and A.(k), where k is the vector in momentum
space, and A, and A, have different symmetries. In many unconventional
superconductors, the pairing and phase-coherence gaps are highly anisotropic,
and often have nodes.

As was mentioned above, the variations of |¥| in momentum space are al-
ways proportional to variations of phase-coherence gap A., and not to those of
A,. In conventional superconductors, however, the symmetry of order param-
eter coincides with the symmetry of the pairing gap A,,, because conventional
superconductors have only one energy gap: A = A,,.

3.9.3 Phasestiffness

The phase stiffness €, is the energy scale measuring the ability of the su-
perconducting state to carry supercurrent. The magnitude of phase stiffness
is mainly determined by zero-temperature superfluid density n(0) and zero-
temperature coherence length £ 1,(0). Thus, the phase stiffness is an energy
scale defined at 7' = 0.
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The phase stiffness is given by the following expression

AkphPng(0)Eer(0)  Akp(he)*¢ar(0)
4m* o 16e222(0)

Oy = (2.26)

wherem* isthe effective mass of charge carriers; A1, (0) isthe zero-temperature
L ondon penetration depth given by Eqg. (2.9); c isthe speed of light; and A is
a dimensionless number of the order of 1 which depends on the details of the
short distance physics [12]. For layered compounds, {1, (0) — &z, (0) in
the above formula, where {1, | (0) is the zero-temperature coherence length
perpendicular to the layers.

In order to determine the importance of phase fluctuations, it is necessary to
compare the values of the phase stiffness and energy scale k7. If kT, <
1, phase fluctuations are relatively unimportant. Then, the electron pairing
and the onset of long-range phase coherence occur simultaneoudly at 7. If
kBT, =~ Q,p, phasefluctuations areimportant. Inthiscase, the electron pairing
will most likely occur above 7.

For example, the ratio €2, /kpT, calculated for some conventional super-
conductors lies between 2x 102 and 2x 10° [12]. This meansthat the superfluid
density in conventional superconductors is relatively high, and phase fluctua-
tions in metal superconductors are practically absent. As a consequence, the
pairing and the onset of long-range phase coherencein low-T,. superconductors
occur simultaneously at 7. However, phase fluctuations play an important role
in unconventional superconductors. The ratio 2, /kpT. caculated for some
superconductors with low superfluid density and small coherence length, such
as organic and high-T, superconductors, is small and lies between 0.7 and 16
[12]. Thus, the pairing may occur well above T, which is controlled by the
onset of along-range phase order.

3.9.4 Condensation energy

The superconducting state is a more ordered state than the normal one.
Therefore, the superconducting state is preferable to the normal state from
the standpoaint of free energy. However, the superconducting state can be de-
stroyed by a critical magnetic field H. which is related thermodynamically to
the free-energy difference between the normal and superconducting states in
zero field. This difference is the condensation energy of the superconducting
state. Thus, the thermodynamic critical field H. is determined by equating the
energy H?2/(8r) per unit volume (in CGS units), associated with holding the
field out against the magnetic pressure, with the condensation energy:

_HAT)

F,(T) — Fs(T) .

(2.27)
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where F;, and F; are the Helmholtz free energies per unit volume in the re-
spective phasesin zero field. We shall discuss the condensation energy further
below while considering the thermodynamic properties of superconductors.

Let us now estimate the condensation energy of a superconductor. As dis-
cussed above, the condensation energy of a single Cooper pair is 2A.. Then,
ns/2 x 2A. is approximately the total condensation energy per unit volume,
where n, isthe density of Cooper pairsin asuperconductor. The fraction of the
electronic states directly involved in pairing approximately equals A, (0)/Er,
where E'r is the Fermi energy. Recalling that a conventional superconductor
has only one energy gap A = A, the condensation energy of a conventional
superconductor is of the order of A%(0)/Ep.

In a conventional superconductor, A(0) ~ 0.5-1 meV and Er ~ 5-10 eV.
Then, A(0)/Er ~ 10~*, and the condensation energy issmall as A%(0) / Ef ~
1077108 eV per atom.

4. Basic properties of the superconducting state

We aready considered the most important characteristics of the supercon-
ducting state; we know why the superconducting state occurs, and what causes
superconductivity in solids. Now we are going to discuss basic properties of
the superconducting state. The mechanisms of superconductivity occurring in
different materials will be discussed in Chapters 5, 6 and 7. The Ginzburg-
Landau theory will be considered at the end of this chapter.

The superconducting state, as any state of matter, has its own basic proper-
ties, so any superconductor, independently of the mechanism of superconduc-
tivity and the material, will exhibit these properties. Hence, aroom-temperature
superconductor will exhibit them too. The main basic properties of the super-
conducting state are the following: zero resistance, the Meissner effect, the
magnetic flux quantization, the Josephson effects, the appearance of an energy
gap in elementary excitation energy spectrum, and the proximity effect. Every
superconducting transition is marked by a jump in specific heat. And lastly, in
the mixed state, the behavior of type-11 superconductors has the same pattern.

41 Zeoresstance

Every superconductor has zero resistivity, i.e. infinite conductivity, for a
small-amplitude dc current at any temperature below T.. Is the resitivity of
a superconductor really zero? Yes, its resistivity is zero as far as it can be
measured. This property of the superconducting state was demonstrated by
inducing a small-amplitude dc current around a closed ring of a conventional
superconductor. The experiment continued over two and a half years—there
was no measurable decay of the current. This means that the resistivity of a
superconductor is smaller than 1022 Q' m. This value is 18 orders of magni-
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tude smaller than the resistivity of copper at room temperature. Such a value
of resistivity in a superconductor implies that the current lifetime in a super-
conducting ring in zero magnetic field is not less than 10° years.

Thisintrinsic property of the superconducting state is probably the most fas-
cinating one, and is widely used in different types of practical applications—
from microchips to power lines.

It is worth to recall that the resistivity of a superconductor to an ac current
is not zero. The ac current flows on the surface of a superconductor within a
thin layer of thickness on the order of Ay.

42 TheMeissner effect

From a classical point of view, every superconductor exhibits perfect dia-
magnetism, i.e. B = 0 inside the superconductor, as shown in Fig. 2.2b. In
fact, aswe aready know, the magnetic field penetrates into the superconductor
within avery thin surface layer having the thickness of the order of A. To can-
cel B, asuperconductor creates a dc current on the surface, which givesrise to
amagnetization M, so that in the interior of the superconductor 47M + H =
0. Since the resistivity of the superconductor is zero, this surface current does
not dissipate energy.

If the magnetic field was applied to a superconductor at ' > T., and it is
then cooleddownto T < T, inthiscase, thefield will remain inside the super-
conductor until it will be warmed up again through T .. This"frozen” magnetic
field will remain inside the superconductor independently of the presence of
the external magnetic field.

Probably, the most spectacular demonstration of the Meissner effect is the
levitation effect. A small magnet above T, simply rests on the surface of a
superconductor having dimensions larger than those of the magnet. If the tem-
perature is lowered below T, the magnet will float above the superconductor.
The gravitational force exerted on the magnet is compensated by the magnetic
pressure occurring due to supercurrent circulation on the surface of the super-
conductor.

4.3  Flux quantization

The quantum nature of the superconducting state manifestsitself in quanti-
zation of magnetic flux. One of the characteristics of the quantum world is the
guantization of a number of physical quantities, such as energy, spin, momen-
tum etc. So, they can take on only a discrete set of values. Since the super-
conducting state is the quantum state occurring on a macroscopic scale, some
physical quantities characterizing the superconducting state are quantized too.

Consider a bulk superconductor having a hole, as schematically shown in
Fig. 2.13. Assume that the magnetic field Hy was applied to the superconduc-
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Figure 2.13. Superconductor with a hole. The contour of integration C goes around the hole
through the interior of the superconductor.

torat 7' > T, paralel to the hole walls. Then the superconductor was cooled
downtoT < T.. Inthe non-superconducting hole, some magnetic flux will re-
main “frozen”, produced by the supercurrent generated at the interna surface
of the hole. Recalling that the order parameter of a conventional superconduc-
tor can be written in the form W (r) = (n,/2)'/2e*(®), where n, is the density
of superconducting electrons, and 6 is the phase. In the superconductor with a
hole, the order parameter has to go through an integral number of oscillations
around the hole. The integral number of oscillations of ¥ explains why mag-
netic flux inside the hole is quantized. Let us find the value of this “frozen”
magnetic flux.

First, we need to know the expression for a current-density vector opera-
tor in guantum mechanics. In classical mechanics, Hamilton’s equations are
expressed in terms of the canonical variables, p;, x;. In the absence of mag-
netic field and charge particles, the quantity p is the same as the ordinary or
kinematic momentum, p = mv. However, when a particle carries charge ¢
and moves in a magnetic field H associated with the vector potential A, the
canonical and kinematic momenta are different, and related by

p=mv+qgA, o mv=p-—dgA. (2.28)
In electrodynamics, the vector potential A isdefined as
H=VXxA=curlA, with V-A=grad A =0. (2.29)

In quantum mechanics, the relation between the canonical and kinematic mo-
mentais maintained, but the canonical momentum is replaced by an operator:
p — —ihV. In quantum mechanics, the flow of particles characterized by a
wavefunction (order parameter) W is described by a current density vector

1

J = 5 ((—iRV )Y+ W (iR VD)) (2.30)
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If the particles are charged and moving in avector potential A, then the current
density vector takes the following form

J = —{[(=ihV — qA)UJ*T + T*(—ihV — qA)T}. (2.31)

1
2m {
To obtain the electrical current vector, J in the latter expression must be mul-
tiplied by acharge q.

We are now in a position find the value of the “frozen” magnetic flux. Sub-
gtituting ¥(r) = (ns/2)'/2¢* into Eq. (2.31), and taking into account that
each Cooper pair has a mass of 2m and a charge of 2e, we obtain the expres-
sion for the supercurrent density

. 1 (P
Js =% (%VH A) , (2.32)
called the generalized second London equation. In this expression, A is given
by Eq. (2.7), and ¢ = whc/e (in CGSunits) istheflux quantumin Eq. (2.22).
Consider the contour C inside the superconductor, as shown in Fig. 2.13,
enclosing the hole so that the distance between the contour and the internal
surface of the hole is everywhere in excess of A\;. Then at any point of the
contour, the supercurrent is zero, js = 0, and the path integral of supercurrent
along the contour reduces to

%fve.dlzfA-dl. (2.33)
2w
C C

Taking into account that in Eq. (2.33), the latter integral corresponds to the
total flux through the contour C, i.e. § A - d1 = &, we have
c

o fve L, (2.34)
2T Z

Since the order parameter ¥ is single-valued, the changein ¢ after afull circle
around the hole containing the magnetic flux must be an integral multiple of
2m,ie 2mn (n = 1,2,3, ...), because the addition of 27n to 6 does not
change the exponent: /27" = &, Therefore,
)
o= 2—0 - 2mn = n . (2.35)

™

Thus, the “frozen” magnetic flux through the contour C is always an integral
number of the flux quantum ®,. It also follows from Eq. (2.35) that the mini-
mum possible value of magnetic flux is ®.

If the magnetic flux enclosed in the hole is quantized, then the current circu-
lating around the hole cannot be of an arbitrary magnitude, and cannot change
continuously—it is also quantized.
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4.4  The Josephson effects

In 1962, Josephson calculated the current that could be expected to flow
during tunneling of Cooper pairs through a thin insulating barrier (the order
of afew nanometers thick), and found that a current of paired electrons (su-
percurrent) would flow at zero bias in addition to the usual current that results
from the tunneling of single electrons (single or unpaired el ectrons are present
in asuperconductor along with bound pairs). The zero-voltage current flow re-
sulting from the tunneling of Cooper pairsis known as the dc Josephson effect,
and was experimentally observed soon after its theoretical prediction. Joseph-
son also predicted that if a constant nonzero voltage V' is maintained across
the tunnel barrier, an alternating supercurrent will flow through the barrier in
addition to the dc current produced by the tunneling of single electrons. The
angular frequency of the ac supercurrent isw = 2¢V/h. The oscillating cur-
rent of Cooper pairs that flows when a steady voltage is maintained across a
tunnel barrier is known as the ac Josephson effect. These Josephson effects
play a special role in superconducting applications.

In fact, the Josephson effects exist not only in tunneling junctions, but also
in other kinds of the so-called weak links, that is, short sections of supercon-
ducting circuits where the critical currents is substantially suppressed. Some
examples of weak links are shown in Fig. 2.14. Let us now discuss these
effectsin detail.

Consider a superconductor-insulator-superconductor junction in thermody-
namic equilibriumat 7" <« T,. For simplicity, assume that the superconductors
on both sides of the junction are conventional and identical. Then, the order
parameters of the two superconductors can be presented as Uy (r) = (n,/2)'/?

(@ (b) (©)
V
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Figure 2.14. Different types of weak links: (a) SIS tunneling junction; (b) SNS sandwich; (c)
microbridge formed by anarrow constriction; (d) point-contact junction; (€) and (f) weak links
due to the proximity effect: (e) anormal film N causes local suppression of the order parameter
of asuperconducting film S, and (f) small drop of solder on a superconducting wire.
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Figure 2.15. Superconductor-insulator-superconductor junction: sketch of the decay of the
order parametersin the insulator.

&%1(r) and Wy (r) = (ny/2)"/? &%), wheren, isthe density of superconduct-
ing electrons, and #;, and 6, are the phases. The order parameters decay in the
insulator, as shown schematically in Fig. 2.15. If theinsulator isnot very thick,
the two order parameterswill overlap, resulting in the onset of phase coherence
across the junction. Since the superconductors are identical, their Fermi levels
areidentical too. Set the potential difference between the two superconductors,
V = (B} — Ey)/2e (the pair charge is 2¢). Then, the order parameters will
evolve according to the following equations:

L
2 _ Bw, 4 0y and
ot
o, (2.36)
ih—— = —FyWUy 4+ Oy,
ot
where C' is a coupling constant that measures the interaction of the two order
parameters (depends mainly on the thickness of the insulator). Substituting the
order parameters into the above equations, and separating real and imaginary

parts, we have

ong g
ot h
001 C eV

E = E COSG — ?, (237)

9 _C o1+
ot n VT e

where = 6, —0,. Thefirst equation meansthat thecurrent I = %ns sinf =

1. sin 0 circulates between the two superconductors at zero bias. The critical
current density 1. in
I=1.siné6 (2.38)

is the maximum dissipation-free current through the junction. Since the cou-
pling constant C' is unknown, I, cannot be obtained explicitly. Subtracting the
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second equation of Egs. (2.37) from the last one, we get

a0  2e
%= T V. (2.39)

In the case when the superconductors in the junction shown in Fig. 2.15
arenot identical, Equations (2.37) will be slightly different, and the reader can
easily derive these equations independently.

Equations (2.38) and (2.39) respectively represent the dc and ac Josephson
effects (also known as stationary and nonstationary, respectively). The first
equation impliesthat adirect superconducting current can flow through ajunc-
tion of weakly coupled superconductors with no applied potential difference.
The magnitude of this zero-bias current depends on the phase difference across
the junction, 6 = 6; — 65. The amplitude of the dc Josephson current depends
on temperature. For a tunneling junction with identical conventional super-
conductors, the temperature dependence of the critical Josephson current was

derived in the framework of the BCS theory by Ambegaokar and Baratoff,
~ TA(T) A(T)
L(T) = 5o tanh op

where R,, isthejunction resistance in the normal state, and A(7") isthe energy
gap. The Josephson current ismaximal at 7' = 0:
wA(0)
2eR,,

(2.40)

1(0) =

Figure 2.16 shows the I(V') characteristic of a tunneling junction at 7' = 0.
Let us estimate the value of 1.(0) for a conventional superconductor. In con-
ventional superconductors, A(0) ~ 1 meV. For an oxide junction of 1 mm?
area, with R,, ~ 19, I.(0) is of the order of 1 mA. Then, the current density
through the junction is about 10° A m—2. At high temperatures, asT' — T,
the amplitude of I.(T") decreases, sothat I, o« A2 ~ (T —Tp).

The second Josephson equation, Eq. (2.39), implies that if a constant volt-
age is applied across the barrier, then an alternating supercurrent of Cooper
pairs with a characteristic frequency w = 2¢V/h will flow across the junc-
tion. An applied dc current of 1 mV will produce a frequency v = w/2m =
2eV/h = 483.6 GHz, which liesin thefar infrared region. Every time a Cooper
pair crosses the barrier (obvioudly, resistanceless), it emits (or absorbs) a pho-
ton of energy iw = 2eV. Thisradiation is observed experimentally. The latter
expression involves twice the el ectron charge due to electron pairing. Thisvery
simple relation between the radiation frequency and the applied voltage is now
used to verify the fact of the electron pairing, every time a new superconduc-
tor is discovered. Thisis donein the following way. A tunneling junction is
placed in a microwave cavity and, in measured I (V') characteristics, one can

(2.41)
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Figure 2.16. (V) characteristic for a Josephson junction at 7' = 0. I.. at zero voltage is the
maximum Josephson current, and I,, is the normal-state current.

then observe the appearance of equidistant steps, called the Shapiro steps. The
steps appear at voltages Vo ,, = n hw,./2e, Where wy,,, is the microwave fre-
guency (the Josephson current at zero bias is reduced when microwaves are
applied, enabling one to detect the Shapiro steps). The relation hw = 2eV
was also used to derive a value for the ratio e/h, which is the most accurate
determination of thisratio so far.

It isimportant to emphasi ze that the effects of weak superconductivity have
their origin in the quantum nature of the superconducting state. The supercon-
ducting condensate is a Bose condensate, and issimilar to aBose-Einstein con-
densate (see Chapter 4). Therefore, the Josephson effects will manifest them-
selves in every Bose-Einstein condensate, even if the bosons have no charge.
In the later case, it is not easy to detect the current of chargeless particles. (In
a chargeless Bose-Einstein condensate, the energy 2¢V in the ac Josephson
effect in Eq. (2.39) is represented by another energy scale).

The so-called superconducting quantuminterference devices (SQUIDSs), con-
sisting of two parallel tunneling junctions connected in parallel (dc SQUIDS),
asshownin Fig. 2.17, are the most sensitive device for measuring the value of
amagnetic field. The actual resolution of such adevice can be much better than
asingle flux quantum, ~ 10~5®,. The most celebrated examples are SQUID
magnetometers, which are able to resolve flux increments of ~ 1010 G, and
precision voltmeters with the sensitivity of ~ 10715 V. SQUIDs based on a
single point-contact junction incorporated in aloop (rf SQUIDS), can measure
only the change of flux, variations of magnetic field or of its gradient.

Finally, let us consider briefly how I. is affected by an applied magnetic
field and the size of junction. It turns out that by applying a magnetic field to a
tunneling junction, the magnitude of 1. isfound to be anonmonotonic function
of the field strength, as shown in Fig. 2.18. Thisis due to a guantum interfer-
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Figure 2.17. SQUID magnetometer consisting of two Josephson junctions connected in par-
alel. A magnetic flux ® which is threaded through the interior of the SQUID loop changes the
combined current that emerges at C.

ence effect caused by the phases of the order parameters. The dependence of
the amplitude of the dc Josephson current on the magnetic field is

sin(r®/dg)

I.(®) = 1.(0) B/,

: (2.42)

where ® isthe magnetic flux threading through the insulating layer in thejunc-
tion, and @ isthe flux quantum. When the total magnetic flux is amultiple of
the flux quantum, ® = n &g, n = 1,2, 3, .. ., the Josephson current vanishes,
as shown in Fig. 2.18. Thisresult isacommonly used criterion for the unifor-
mity of tunneling current in a Josephson junction: one measures the maximum
zero-bias current as a function of magnetic field, and the extent to which the
dependence fits EqQ. (2.42) is ameasure of the uniformity.

le

Figure2.18. Maximum supercurrent through adc Josephson junction versus the external mag-
netic field applied parallel to the plane of the junction.
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In the above discussion, we neglected entirely the fact that the tunneling cur-
rent can also produce a magnetic field that affects the behavior of the junction.
If the size of the junction is small, the effect of this self-field can be neglected;
however in long Josephson junctions, the self-field effect leads to the appear-
ance of a nonlinear term in the equation describing the behavior of .. For a
long Josephson junction, the nonlinear equation exactly coincides with the so-
called sine-Gordon equation describing the behavior of a chain of pendulums
coupled by torsional springs. For the chain of pendulums, the solution of the
sine-Gordon equation represents the propagation of soliton along the chain of
pendulums. In along Josephson junction, the sine-Gordon solitons describe
guanta of magnetic flux expelled from the superconductors, that travel back
and forth along the junction. Their presence, and the validity of the soliton de-
scription, can be easily checked by the microwave emission which isassociated
with their reflection at the ends of the junction. For the long Josephson junc-
tion, the quantity A 7, called the Josephson penetration length, gives a measure
of the typical distance over which the phase (or magnetic flux) changes:

A o 2 243
S (27ruolc(d+2)\L)> ’ (243)

where & = 2.07 x 1071 Wh, o = 47 x 10~7 Hm™!, I, isthe density of the
critical current through the junction in A m=2, )y, is the London penetration
depth in m, and d is the thickness of the insulator (oxide layer) in m. The
quantity (d+2Ar), or (d+ Ar1+ A 2) if two superconductors in the junction
are not identical, is the width of the region penetrated by the magnetic field.
The Josephson penetration length allows one to define precisely a small and
along junction. A junction is said to be long if its geometric dimensions are
large compared with A ;. Otherwise, the junction is small. Let us estimate ) ;.
Taking typical parameters for a Josephson junction, (d + 2X\z) ~ 10> cm,
I. ~ 10®> Acm~2, weget A\; ~ 0.1 mm, i.e. it can be a macroscopic length.

A very useful feature of the Josephson solitons is that they are not difficult
to operate by applying bias and current to the junction. Then, long Josephson
junctions can be used in computers. One of the most useful properties of such
devices would be very high performance speed. Indeed, the characteristic time
may be as small as 10710 sec, while the size of the soliton may be less than
0.1 mm. The main problem for using the Josephson junctions in electronic
devicesisthe cost of cooling refrigerators. For commercia use in electronics,
the long Josephson junctions await for the availability of room-temperature
superconductors.

45 Energy gap in the excitation spectrum

At T = 0, the elementary excitation spectrum of a superconductor has an
energy gap. In conventional superconductors, however, at some special con-
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ditions, there may exist gapless superconductivity, since conventional super-
conductors have only one energy gap—the pairing one. We shall consider this
case at the end of this subsection.

As dready discussed above, the energy gap in a superconductor is carried
by the Fermi surface, and occurs on either side of the Fermi level E, asshown
in Fig. 2.11. The excited states of a superconductor are altered from the nor-
mal state. If in the normal state, it costs energy | E, — Er| to put electron into
an excited one-electron state, where Ej, isthe single particle energy spectrum;
in the superconducting state, the energy cost is \/(Ex — Er)? + A2. Thus,
the minimum energy cost in the normal state is zero, whereas in the supercon-
ducting state, it is instead the smallest value of A. As aresult, the electronic
system in the superconducting state is unable to absorb arbitrary small amounts
of energy. At T' = 0 all electrons are accommodated in states bel ow the energy
gap, and a minimum energy 2A(0) must be supplied to produce an excitation
across the gap, as shown in Fig. 2.11. The BCS temperature dependence of
the energy gap for a conventional superconductor is depicted in Fig. 2.12. In
conventional superconductors, the value of the energy gap A(0) isof the order
of 1 meV (~ 12 K).

Itisworth to recall that the superconducting state requires the el ectron pair-
ing and the onset of long-range phase coherence. Superconductors in which
the long-range phase coherence occurs due to a mechanism different from the
overlap of wavefunctions, have two distinct energy gaps—the pairing gap A,
and phase-coherence gap A.. As a consequence, in the superconducting state
the magnitude of total energy gap in the elementary excitation spectrum of

such unconventional superconductorsis equal to /A2 4- A2,

Experimental evidence of the existence of the energy gap in the elementary
excitation spectrum of superconductors comes from many different types of
measurements, such as tunneling, infrared, microwave, acoustic, specific-heat
measurements etc. The most direct way of examining the energy gap is by
tunneling measurements. The experiment consists in examining the current-
voltage characteristics obtained in a tunneling junction, (V). Let us briefly
discuss the basics of tunneling measurements.

The phenomenon of tunneling has been known for more than sixty five
years—ever since the formulation of quantum mechanics. As one of the main
conseguences of quantum mechanics, a particle such as an electron, which can
be described by a wave function, has a finite probability of entering a classi-
cally forbidden region. Consequently, the particle may tunnel through a po-
tential barrier which separates two classically allowed regions. The tunneling
probability was found to be exponentially dependent on the potential barrier
width. Therefore the experimental observation of tunneling events is measur-
able only for barriers that are small enough. Electron tunneling was for the
first time observed experimentally in junctions between two semiconductors




52 ROOM-TEMPERATURE SUPERCONDUCTIVITY
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Figure 2.19. (a) Superconductor-insulator-normal metal tunneling junction, and (b) corre-
sponding energy diagram at 7' = 0 in the presence of an applied voltage: quasiparticles can
tunnel when |V| > A/e.

by Esaki in 1957. In 1960, tunneling measurements in planar metal-oxide-
metal junctions were performed by Giaever. The first tunneling measurements
between a normal metal and a superconductor were also carried out in 1960.
The direct observation of the energy gap in the superconductor in these and the
following tunneling tests provided strong conformation of the BCS theory.
Consider the flow of electronsacrossathininsulating layer having the thick-
ness of afew nanometers, which separates a normal metal from a conventional
superconductor. Figure 2.19a shows a superconductor-insulator-normal metal
(SIN) tunneling junction. At T" = 0, no tunneling current can appear if the ab-
solute value of the applied voltage (bias) in the junction is less than A(0)/e.
Tunneling will become possible when the applied bias reaches the value of
+A(0)/e, as shown in Fig. 2.19b. Figure 2.20 shows schematically three
current-voltage I (V') characteristicsfor an SIN junctionat 7’=0,0< T < T,
and T, < T. At T = 0, the absence of atunneling current at small voltages
constitutes an experimental proof of the existence of a gap in the elementary
excitation spectrum of a superconductor. At0 < T < T, there are always ex-
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Figure 2.20. Tunneling I(V') characteristics for an SIN junction at different temperatures:
T =0,0<T < T.,and T > T. (the latter case corresponds to a NIN junction). At
0 < T < T, quasiparticle excitations exist at any applied voltage.

cited electrons due to thermal excitations, as shown in Fig. 2.21, and one can
measure some current for any voltage. In other words, at finite temperatures,
quasiparticles tend “to fill the gap.” As shown in Fig. 2.20, the (V") curves,
measured below T, approach at high bias the (V') characteristic measured
above T, (thus corresponding to tunneling between two normal metals). In

T>0

Excitations

/ evV<A

Excitation l’EFZ
77777 B I A 7T7EF1

S I N

Figure 2.21. The density of states near the Fermi level Er in a superconductor and a normal
metal inan SIN junctionat 0 < T' < T.. Dueto thermal excitations, there are states above the
gap in the superconductor and above the Fermi level in the metal. Quasiparticles can tunnel at
any applied voltage, as shown in Fig. 2.20.
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conventional superconductors, the gap vanishes completely at T, as shown in
Fig. 2.12. This, however, is not the case for high-T, superconductors—there
is a pseudo-gap in the elementary excitation spectrum of the cuprates above
T,.. We shall analyze tunneling measurements in the cuprates in Chapter 6.
Tunneling I(V') characteristics for a superconductor-insul ator-superconductor
(SIS) junction are similar to those for a SIN junction. However, in SIS junc-
tions, the tunneling current is absent at 7' = 0 between -2A(0) /e and 2A(0) /e,
with exception of the Josephson current at zero bias, as shown in Fig. 2.16.

The energy gap in the elementary excitation spectrum of a superconductor
can also be measured directly in acoustic (ultrasound) measurements. Consider
absorption of high-frequency sound waves in a conventional superconductor.
Ultrasound waves are scattered in a superconductor by normal electrons, not
by Cooper pairs, so that their attenuation is a measure of the fraction of nor-
mal electrons. As a consequence, superconductors absorb sound waves more
weakly than normal metals. Ultrasound attenuation in a superconductor is de-
scribed by the following expression

Qg 2

= R (2.44)

where a; and «, are the absorption coefficients in the normal and supercon-
ducting states, respectively. Thisformulaisvalid if hw < 2A, wherew isthe
sound frequency. In practice, the sound frequency is less than 1 GHz (= 10?
Hz), so that hw < 1072A. The ratio of the attenuation measured in conven-
tional superconductors as a function of temperature indeed follows the pre-
diction of the BCS theory shown in Fig. 2.12, confirming the validity of the
principal ideas of the theory.

In conventional superconductors, the energy gap in the elementary excita-
tion spectrum at some conditions can be absent. Consider this particular case.
In Chapter 5, we shall discuss how magnetic and non-magnetic impurities af -
fect the superconducting state in conventional superconductors: doping a con-
ventional superconductor with non-magnetic atoms does not affect strongly
the critical temperature and the energy gap. Only a very pure superconductor
will suffer asmall decreasein 7T, (about 1%). This decrease comes to an end
when the mean free path ¢ becomes equal to the size of a Cooper pair, £ (at
this moment, the energy gap becomes isotropic). At the same time, doping
a conventional superconductor with magnetic impurities drastically affect the
superconducting properties. a marked change in the critical temperature and
the energy gap is aways observed when magnetic impurities are introduced.
Even asmall impurity concentration (afew percent) can lead to acomplete de-
struction of the superconducting state. Experimentally, it turns out that as one
keeps adding the magnetic impurities, the energy gap in the elementary exci-
tation spectrum of a conventional superconductor decreases faster than T, and
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when the impurity concentration reaches ng = 0.91 x n,, the gap vanishes
while the sample remains superconducting, i.e. thereis still no electrical resis-
tivity. n., istheimpurity concentration at which superconductivity completely
disappears.

How does gapless superconductivity occur? Having a magnetic moment,
magnetic impurities destroy the electron pairs. At the impurity concentration
ng, some fraction of the Cooper pairs are broken up. Thenevenat T' = O,
the situation is similar to that in the two-fluid model: the Cooper pairs and
the free electrons, created by the partial breakup of the Cooper pairs, coexist.
The Cooper pairs can still sustain resistanceless current flow, while the free
electrons can absorb radiation of arbitrary low frequency, so that the energy
gap in the elementary excitation spectrum disappears, as seen for example, in
tunneling measurements. Gapless superconductivity can occur in conventional
superconductors not only in the presence of magnetic impurities, but in the
presence of any external “force,” for example, a sufficiently strong magnetic
field or an applied current, which is able to destroy the superconducting order.
In unconventional superconductors, the occurrence of gapless superconductiv-
ity is only possible locally, and we shall discuss this case in Chapter 6. On a
macroscopic scale, the occurrence of gapless superconductivity in unconven-
tional superconductors isimpossible because unconventional superconductors
have two energy gaps—pairing and phase-coherence.

4.6  Thermodynamic properties

The transition from the normal state to the superconducting state is the
second-order phase transition. At a second-order phase transition, the first
derivatives of the Gibbs free energy are always continuous, while the second
derivatives have finite-step discontinuities. The Gibbs free energy G for asys
tem in thermal equilibrium is defined (in CGS units) as

G=U-TS-B-H/4r+pV =F -B-H/4r +pV, (2.45)

where U isthetotal internal energy of the system; T is the temperature of the
system; S is the entropy per unit volume; p is the pressure in the system; V'
is the volume of the system; H and B are the applied magnetic field and flux,
respectively. The function F' = U — T'S isthe Helmholtz free energy, already
discussed above. The Gibbs free energy is aso called the Gibbs potential.

As obtained above, the Helmholtz free energy of the superconducting state
F islower than that of the normal state F,, by the value

_HZ

b= gr

(2.46)
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Figure 2.22. Temperature dependences of the specific heat Cs, the entropy S and the free
energy Fs of asuperconductor in H = 0 with respect to their valuesin the normal state, C,, S»,
and F,.

called the condensation energy. The magnetic field H. is the thermodynamic
critical field. The condensation energy —(F,, — Fs) isshownin Fig. 2.22 asa
function of reduced temperaturet = 7'/T..

Let us now derive the difference in entropy between the normal and super-
conducting states. By thefirst law of thermodynamics, we have

5Q = 0R + 6T, (2.47)

where §Q is the element of the thermal energy density for the body under
consideration, and ¢ R isthe work done by the body on external bodies, per unit
volume. For the Helmholtz free energy, one obtains 6 F' = 6U — T6S — SoT.
Since for areversible process §Q) = T'6.S, we get

§U =T8S —6R and 6F = —6R — SOT. (2.48)

From the last equation, it follows that

S = (%)R. (2.49)

We can use Eq. (2.46) to calculate the differencein entropy between the normal

and superconducting states. Substituting Eg. (2.46) into Eq. (2.49), we obtain
H. (0H,

Ss—Sn = - (6—T>R‘ (2.50)

The third law of thermodynamics states that as’I” — 0, the entropy of a sys-
tem approaches a limit Sy that is independent of all its parameters. Therefore,
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Ss — S, — 0asT — 0. Since the superconducting transition is the second-
order phase transition, then S — S,, = 0 a T.. From Eq. (2.20), we have
(0H./0T) < 0. Therefore, S5 < S, a0 < T < T, meaning that the super-
conducting state is a more ordered state than the normal one. Therefore, the
superconducting transition can be considered as the order-disorder transition.
A sketch of the dependence S; — S, is shown in Fig. 2.22 as a function of
temperature.

The latent heat of transformation L; » is defined as the heat absorbed by
the system from the reservoir as a transformation takes place from phase 1 to
phase 2. Since for areversible process §¢Q) = T'0.S, then the heat added to the
system at constant temperature is

Lio=Q=T(S—51) (2.51)

Because S; — S, iszero at T' = 0 and T, therefore the latent heat of trans-
formationiszeroat T' = 0 and 7.. So, the transition is the second order not
onlyatT. butalsoat T = 0. Howeverat 0 < T < T, the transition isthe first
order since the latent heat is not zero.

Consider now the difference in specific heat per unit volume between the
superconducting and normal states. The specific heat of matter can be defined
asC = T(05/0T). By taking the derivative of Eq. (2.50), we can write the
difference in specific heat per unit volume between the superconducting and
normal states as

T |/0H:\? 9’H,
At T, one obtains that there is a specific-heat discontinuity
T. (0H.\?
s — Un = —= . . 2.
Cs—C, yp ( 5T )Tc (2.53)

The last expression is known as the Rutgers formula, and defines the height of
the specific-heat jump at 7. In the framework of the BCS theory for conven-
tional superconductors (the weak electron-phonon coupling approximation),
this jump is given by

AC

BEC—H

_ G~ Ca
Te N Cn

= 1.43. (2.54)
Te

The temperature dependence of the difference Cs — C,, isplotted in Fig. 2.22.
In the normal state, thus above T, the specific heat C,, linearly decreases as
the temperature decreases, C,, = T, as shown in Fig. 2.23. Such alin-
ear dependence of specific heat is typical for norma metals, and represents
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Figure2.23. Temperature dependence of the specific heat of a superconductor. The character-
istic jump AC occursat 7.

the electronic specific heat. In the superconducting state, thus below T, the
specific heat falls exponentialy, as the temperature decreases.

Cy x exp (—%) ) (2.55)

as schematically shown in Fig. 2.23. In the language of the two-fluid model,
the exponential temperature dependence meansthat below T, only the normal
component transports heat. The Cooper-pair condensate does not contribute to
the energy transfer. In the strong electron-phonon coupling regime, i.e. when
2A > 3.52 kg T, the value of specific-heat jump increases, i.e. 6 > 1.43 (for
example, inPb g = 2.7).

Thus, it isworth to emphasize that the specific-heat jump at 7. isa universal
property of all superconductors; however, its magnitude varies.

Finaly, it is necessary to note that in deriving the above formulas for spe-
cific heat, we did not take into account the contribution from the lattice. In
general, the specific heat of a metal is made up of the electronic and lattice
contributions: C = C,; + Cjq. From the theory of norma metals, the tem-
perature dependence of the lattice specific heat at low temperature is given by
Ciat < T3. In metallic superconductors, the superconducting transition has
practically no effect on the lattice, therefore, the lattice specific heat is not
changed below T, (in contrast to the electronic specific heat which changes
drastically below T.). As a consequence, the difference in specific heat be-
tween the superconducting and normal states in metals, Cs — C,,, is mainly
determined by the electronic component. However, it may be not the case for
non-metallic superconductors, for example, for oxides. Therefore, generally
speaking, it is possible that at the superconducting transition of some exotic
superconductors, one can observe the apparent absence of specific-heat jump,
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or even, a negative specific-heat jump due to a negative contribution from the
lattice. In a sense, this effect is similar to the occurrence of negative isotope
effect in conventional superconductors.

Heat transfer in superconductorsis also characterized by apeculiar behavior.
The thermal conductivity of a normal metalic alloy decreases as the tempera-
ture decreases. In a superconductor, however, this is not the case. Following
the superconducting transition, the thermal conductivity below T rises sharply,
then passes through a maximum, and after that, beginsto drop. Thisis dueto
the fact that in addition to the € ectronic heat transfer, the lattice can contribute
to the flow of thermal energy. This makes the phenomenon of heat conduction
more complicated than electrical conduction.

4.7  Proximity effect

Every superconductor exhibits the proximity effect. The proximity effect
occurs when a superconductor S is in contact with a norma metal N. If the
contact between the superconductor and normal metal is of a sufficiently good
quality, the order parameter of the superconductor close to the interface, ¥,
will be atered. The superconductor, however, does not “react passively” to this
“intrusion.” Instead, it induces superconductivity into the metal which wasin
the normal state before the contact. Of course, this induced superconductivity
exists only in athin surface layer of the normal metal near the NS interface.
The distances measured from the NS interface, along which the properties of
the superconductor and the normal metal are modified, are of the order of the
coherence length, i.e. ~ 10* A.

Thus, when a normal metal and a superconductor are in good contact, the
Cooper pairs from the superconductor penetrates into the normal metal, and
“live” there for some time. This results in the reduction of the Cooper-pair
density in the superconductor. This also means that in a material which by
itself is not a superconductor, one can, under certain conditions, induce the
superconducting state. So, the proximity effect gives rise to induced supercon-
ductivity. The proximity effect is strongest at temperatures ' < T, i.e. close
to zero.

Let us consider an interface between a normal metal and a superconductor.
Assume that the interface between the two materialsis flat and coincides with
the plane x = 0, as shown in Fig. 2.24. The superconductor occupies the
semispace z > 0, and the normal meta the semispace + < 0. The order
parameter penetrates the normal metal to acertain depth &, called the effective
coherence length. In afirst approximation, the decay of the order parameter in
the normal metal is exponential, ¥,, « exp(—|z|/£xn). Rigorous calculations
based on the microscopic theory give the following expressions for 5. Ina
pure N metal, that is, when the electron mean free path is much larger than the
effective coherence length, ¢,, > £ (the clean limit), the effective coherence
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Figure 2.24. Order parameter ¥ (x) near the interface between a superconductor (z > 0) and
anorma metal (x < O)at T <« T..

lengthis
£, = hwrp
" rkpT’

where v, is the Fermi velocity in the normal metal. From this expression,
one can see that when T' — 0, &4 — oo. In such alimit, the decay of the
order parameter in the N region is much slower than the exponential one. In
the so-called dirty limit, when ¢,, < &, the effective coherence length in the

N metd is L2
hopntln

Evaluations by Egs. (2.56) and (2.57) give values for £n in the range of
10°-10* A.

The behavior of the order parameter in the general case is sketched in Fig.
2.24. Thelength b in Fig. 2.24 is caled the extrapolation length. This length
is a measure of extrapolation to the point outside of the boundary at which ¥
would go to zero if it maintained the dope it had at the surface. In the dirty
limit, the value of b is

(2.56)

b T8 e, (2.58)

where o, and o,, are the conductivities in the S and N regions, respectively,
and &y isdefined by Eq. (2.57). For a superconductor-insulator interface, the
microscopic theory gives
2
b~ 5—0, (2.59)
ao
where &, is the intrinsic coherence length of the superconductor, and ag is the
interatomic distance in the insul ator.
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If the thickness of a superconductor which isin contact with anormal metal,
is sufficiently large, i.e. when d > £y, the critical temperature of the super-
conductor is practically unaffected. However, when a superconducting thin
film is deposited onto the surface of a normal metal, and the thickness of this
filmissmal d <« &qr, the critical temperature of the whole system decreases,
depending on d, and in principle, can fall to zero.

The proximity effect is utilized in SNS Josephson junctions in which the
phase coherence between the two superconducting electrodes is established
viaanormal layer that can be quite thick (~ 10* A). It isworth to mention that
any Bose-Einstein condensate will also exhibit the proximity effect.

As stated above, the proximity effect involves Cooper pairs entering into the
normal metal. The transition of a Cooper pair from the superconductor into the
normal metal can be considered as a reflection off the NS interface, with two
electrons incident on the interface and two holes reflected back. Indeed, the
disappearance of an electron is equivalent to the creation of a hole. Contrary
to this, we are interested in what happens at the NS interface to an electron in
the normal metal moving towards the superconductor, when it encounters the
NS interface. If the electron energy is less than the energy gap of the super-
conductor, the electron is reflected back from the interface. The propagation of
a negative charge in the normal metal from the interface is equivalent to prop-
agation of a positive charge in the superconductor in the opposite direction.
Therefore, the process of the electron reflection gives rise to a charge trans-
fer from the normal metal to the superconductor, i.e. to an electrical current.
This process was first proposed theoretically by Andreev and is now called the
Andreev reflection.

In a sense, the eectron tunneling and the Andreev reflection are two “in-
verse” processes. |n an superconductor-insulator-normal metal (SIN) junction
a T = 0, in the tunneling regime (high values of the normal resistance of
the junction, R,, > 0), the current is absent at bias |V| < A/e (see Fig.
2.20), whereas in the Andreev-reflection regime (small R,,), the current at
|V| < A/e can be twice as large as the current at high bias (in unconven-
tional superconductors, usually lower than 2). In addition, it is worth noting
that tunneling spectroscopy is a phase-insensitive probe (at least, for swave
superconductors), whereas the Andreev reflection is sensitive exclusively to
coherence properties of the superconducting condensate.

4.8 |sotope effect

It was experimentally found that different isotopes of the same supercon-
ducting metal have different critical temperatures, and

T.M® = constant, (2.60)
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where M is the isotope mass. For the mgjority of superconducting elements,
a iscloseto the classical value 0.5.

Thevibrational frequency of amass M onaspringisproportional to M/ —1/2,
and the same relation holds for the characteristic vibrational frequencies of the
atomsin a crystal lattice. Thus, the existence of the isotope effect indicated
that, although superconductivity is an electronic phenomenon, it is neverthe-
lessrelated in an important way to the vibrations of the crystal lattice in which
the electrons move. The isotope effect provided a crucia key to the devel-
opment of the BCS microscopic theory of superconductivity for conventional
superconductors. Luckily, not until after the development of the BCS theory
was it discovered that the situation is more complicated than it had appeared
to be. For some conventional superconductors, the exponent of M isnot -1/2,
but near zero, aslisted in Table 2.3.

Table2.3. Isotope effect (T, < M ™)

Element «

Mg 05

Sn 0.46

Re 0.4

Mo 0.33

Os 0.21

Ru 0 (£0.05)
Zr 0 (+0.05)

So, the isotope effect is not a universal phenomenon, and can be absent
even in conventional superconductors. In unconventional superconductors, the
situation is very peculiar. For example in copper oxides, varying the doping
level, the isotope effect is amost absent in the optimally-doped region (o ~
0.03). At the same time in the underdoped region, the exponent « is about
1 (see Fig. 6.28), thus its value is two times larger than the classical value
0.5! Thisfact was initialy taken as evidence against the BCS mechanism of
high-T . superconductivity (true), and against the phonon pairing mechanism
(false). We shall consider the mechanism of electron pairing in unconventional
superconductorsin Chapter 6.

4.9 Type-ll superconductors: Propertiesof the mixed state

The absolute mgjority of all superconductorsisof type-11. Inthe mixed state,
their behavior has the same pattern. So, the basic properties of the mixed
state are worth to be considered in detail. The term “type-11 superconductors’
was first introduced by Abrikosov in his phenomenological theory of these
materials. As defined by Abrikosov, a superconductor is of type-ll if & =
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Méar > 1/v/2 ~ 0.71. Then it follows that the magnetic penetration depth
in type-11 superconductors is much larger than the coherence length, £ < .
This case is schematically shown in Fig. 2.7b. The electrodynamicsin type-1|
superconductorsislocal, i.e. of the London type.

Themixed state occurs at magnetic fields having amagnitude between H,., (T")
(the lower critical field) and H.2(T') (the upper critical field), as shown in Fig.
2.9. This state of atype-1l superconductor is referred to as the mixed state be-
cause it is characterized by a partially penetration of the magnetic field in the
interior of the superconducting sample. The field penetrates the superconduc-
tor in microscopic filaments called vortices which form a regular triangular
lattice, as schematically shown in Fig. 2.25. Each vortex consists of a nor-
mal corein which the magnetic field islarge, surrounded by a superconducting
region, and can be approximated by a long cylinder with its axis parale to
the external magnetic field. Inside the cylinder, the superconducting order pa-
rameter ¥ is zero. The radius of the cylinder is of the order of the coherence
length £ 1,. The supercurrent circulates around the vortex within an area of ra-
dius ~ \. The spatial variations of the magnetic field and the order parameter
inside and outside an isolated vortex are sketched in Fig. 2.10. Each vortex
carries one magnetic flux quantum.

As an example, Figure 2.26 shows the magnetization curve of atype-1l su-
perconductor in the form of along cylinder placed in a parallel magnetic field.
At H < H_., the average field in the interior of the cylinder is B = 0. If
H. < H < H., asteadily increasing field B penetrates the superconductor.
The magnitude of this field always remains below the external field. Aslong
asthe external field H < H., the cylinder superconducts. At H = H.o, the
average field in the interior becomes equal to the externa field, thusto H..,
and the bulk superconductivity disappears. The transition into the normal state
at H(T) isasecond-order phase transition.

@@@@@@@@@@@@@
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Figure 2.25. Normal-state vortices (grey areas) in the mixed state of atype-11 superconductor
form aregular triangular lattice. Arrows shows the supercurrent circulating around the vortices
at ~ X\ from the centers of vortices. The radius of the vorticesis about £ 1. .
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Figure2.26. Magnetization curvesfor atype-ll superconductor: (a) flux B asafunction of an
external magnetic field H, and (b) magnetic moment M as afunction of H.

Why does an external magnetic field penetrate a type-Il superconductor in
the form of vortices, and not uniformly? In the next section, while considering
the Ginzburg-Landau theory, we shall see that for type-11 superconductors, the
surface energy of the interface between a normal metal and a superconductor
is negative, 0,5 < 0. Thisimplies that, under certain circumstances, it is en-
ergetically favorable for type-Il superconductors, when placed in an external
magnetic field, to become subdivided into aternating normal and supercon-
ducting domainsin order to minimize the total free energy of the system. The
energy in the [V |? term limits the variations of the order parameter. By def-
inition, significant variations of the order parameter cannot exist on a scale
smaller than the coherence length {¢;,. Thusat H > H.;, penetration of vor-
tices with asize ~ £y, into the interior of atype-Il superconductor becomes
thermodynamically favorable. Once inside the superconductor, the vortices
arrange themselves at distance ~ A from each other. Energetically, the most
favorableregular vortex latticeistriangular. Asthe external field increases, the
vortex lattice period steadily decreases, and the density of the vortices rises.
At H = H., the vortex lattice grows so dense that the distance between
the neighboring vortices, i.e. the vortex lattice period, becomes of the order
¢cr(T). When it happens, the normal cores of the vortices come into con-
tact with each other, and the order parameter ¥ becomes zero over the entire
volume of the superconductor. At this moment, the superconducting stete is
suppressed, and the superconductor becomes normal.

49.1 Thelower and upper critical fields

How do the lower and upper critical fields, H.y and H.o, relate to H.,
the thermodynamic critical field of bulk material? In the framework of the
Ginzburg-L andau theory, the thermodynamic critical field in CGSunitsisgiven
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Dg dq
H. = = k.
V2 2V/2mN?

[seedso Eq. (2.21)]. Thelowest magnetic field, at which formation of vortices
in atype-1l superconductor becomes thermodynamically favorable, is

(2.61)

%)
H,yq=—=(lnk —0.18). .
1 47T)\2(nk: 0.18) (2.62)
This expression is obtained in the limit £ > 1. From Egs. (2.61) and (2.62),

oneobtainsthat at &k > 1
Ink

H,——.

V2k
It follows from this expression that at k& > 1, the lower critical field is always
H. < H.. The exact calculations of the upper critical field give

H,y ~ (2.63)

H, = V2kH.. (2.64)

Thus, a k > 1, He isaways H. < H.. Let us estimate the values of H.;
and H,y. Taking k ~ 100 and H,. ~ 10° Oe, we get H,; ~ 30 Oeand H,., ~
10° Oe.
Combining Egs. (2.63) and (2.64), an interesting relation can be obtained
for the product H.; H.o:
H.He = H?Ink, (2.65)

which indicates that if H.; isvery small, then H., must be very large. Thus,
this means that in type-11 superconductors with very high Ho, the lower crit-
ical field is always very small. And vice versa, in superconductors with low
H.5, the lower critical field is sufficiently large.

What does the thermodynamic critical field H. mean for atype-1l supercon-
ductor? In atype-l superconductor, it is the field at which the superconductor
goes to the normal state. What happens to a type-Il superconductor at H.?
The answer is: nothing special. For atype-11 superconductor, the quantity H.
should be considered as a measure of the extent to which the superconducting
state of a particular material is favored over its normal state in the absence of
magnetic field: F,, — F; = H? /8.

4.9.2  Surface superconductivity

All the above expressions, obtained in the framework of the Ginzburg-L andau
theory, are rigoroudly valid only for an infinite sample. Aswe have discussed
above, superconductivity in type-11 superconductors appears within the volume
of the sample below H.,. For afinite sample, it turns out that, at the surface
of a superconductor, the superconducting state can exist in much higher fields
than H.o, provided the surface is parallel to the external field. Resolving the
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first linearized Ginzburg-Landau equation together with the boundary condi-
tion (see the following section), one can obtain that superconductivity in athin
surface layer can survive in the external magnetic field up to

Ho3 = 1.69H,s, (2.66)

if the field is parallel to the surface of the superconductor. Thus, even if the
bulk of a superconductor remains normal, superconductivity can exist in athin
surface layer with a thickness of the order ~ £q (7). What is interesting
is that the phenomenon of surface superconductivity can also be observed in
some type-l superconductors with k& > 0.42.

4.9.3 Anisotropy in layered superconductors

All layered superconductors are of type-ll. In these superconductors, the
critical magnetic fields H.; and H.,, aswell as A and £, are different in
different directions—parallel and perpendicular to the layers. For example, the
upper critical field applied perpendicular to the layers, H.,, | , is determined by
vortices whose screening currents flow parallel to the planes. Then, from Eq.
(2.23), we have

D

QﬂféL,ab’

where the letters “ab” indicate that the direction of the screening currents is
in the ab-plane. All the formulas above must be adjusted for layered super-
conductors in the same manner. Some of them, however, assume a dlightly
unusual form. For instance, the same expression for the upper critical field
applied parallel to the layers, H., |, becomes

He o (2.67)

%)

%0 2.68
2n€ar,abéGL,e (2.68)

He ) =
where {1, . is the coherence length perpendicular to the planes. Then from
Egs. (2.67) and (2.68), one can obtain the anisotropy ratio for alayered type-11
superconductor:

Hc2 | SG’L ab
= 2.69
HCQ,L SGL,C ( )
In some layered unconventional superconductors, this anisotropy ratio is ex-

tremely large. For example, in highly underdoped cuprates, H. ||/ He2,1 ~
50. The order parameter in layered superconductors, ¥, is also anisotropic.

494 \Vorticesand their interactions

What isthe magnetic field at the center of anisolated vortex? In other words,
what isthefield at » = 0 in Fig. 2.10? The value of thisfield is determined by
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the material: o
0

H(r=0)= 52 (Ink — 0.18). (2.70)
Comparing Egs. (2.62) and (2.70), one can seethat at k& > 1, thefield at the
center of an isolated vortex istwice larger than the lower critical field H.;. Far
from the center of the vortex, the field goes exponentially to zero. At large
k > 1, the numerical term 0.18 in Egs. (2.62) and (2.70) can be dropped. The
penetration of the magnetic field in the interior of athin superconducting film

in the form of vorticesis schematically shownin Fig. 2.27.

Hcl< H< HCZ

Figure2.27. The mixed state of athin superconducting film in a perpendicular magnetic field
H. Vortices shown in grey are normal.

Do the vorticesinteract with each other? Yes, two neighboring parallel vor-
tices of the same orientation strongly repel each other, and the repulsion force
acts only on the vortex core. The same orientation of vortices means that the
directions of magnetic field in the vortex cores are the same. How do they in-
teract with one another? As we already know, the radius of a vortex is of the
order of the coherence length, £ ,. The supercurrent circulates around the vor-
tex within an area of radius ~ \. Aslong as the distance between the vortices
exceeds )\, they do not “feel” each other. However, when the distance between
them becomes less than ), the core of one vortex moves into the area where
the supercurrent of the other vortex circulates, and vice versa. Since the vor-
tices have the same orientation, the directions of the supercurrents circulating
around the vortices also coincide. Then in the area between the vortices, the
supercurrents cancel each other, resulting in adifference of Bernoulli pressures
exerted on the cores of vortices. Therefore, they repel each other.

In equilibrium, the mutual repulsion of vortices givesriseto aregular vortex
|attice with the minimum free energy. As mentioned above, the most favorable
regular vortex lattice is triangular, as shown in Fig. 2.25. However, the ided
triangular vortex lattice can only occur in absolutely homogeneous supercon-
ductor. As amatter of fact, the free-energy difference between various regular
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lattice configurationsis relatively small; in practice, the material structure will
have a greater influence on the vortex pattern. For example, vortices can easily
be trapped or “pinned” by defectsin the material or by impurities. The impuri-
ties and defects, such as grain boundary, dislocation walls, dislocation tangles,
voids, second-phase precipitates etc., are often referred to as pinning centers.
However, not every defect can interact with vortices effectively. For example,
in conventional type-1l superconductors, vacancies, individual second-phase
atoms, or other similar tiny defects are not effective as pinning centers because
the characteristic size of avortex (~ &) exceeds by far the atomic size and,
therefore, the characteristic size of such a defect. A vortex simply does not
notice them; they aretoo small. In contrast, structural defects with dimensions
~ & and larger are very effective, and can be the cause of very large critical
current densities which we shall discuss further below.

How do the vortices in afinite-size superconductor interact with the surface
of the superconductor? In the absence of an external magnetic field at the sur-
face of a superconductor, vortices are attracted to the surface. The interaction
of avortex with the surface can be interpreted as its interaction with itsimage
“existing” at the other side of the surface, thus in vacuum. Since a vortex and
its image have opposite orientations, the vortex is attracted to its image and,
thus, to the surface. In the presence of an external magnetic field parallel to the
surface of the superconductor, the Meissner supercurrent generated by thefield
will push the vortex away from the surface. Thus, in the presence of a mag-
netic field, the vortex is repelled from the surface by the Meissner current. At
the same time, the vortex is still attracted by itsimage to the surface. The sign
of the net force depends on the value of the external magnetic field H. The
exact calculations by de Gennes showed that if H < H., the vortex will be
attracted to the surface. Otherwise, the vortex will be repelled from the surface
if H> H.,.

How do the pinning centers affect a transport current? Consider a type-11
superconductor in the mixed state to which a transport current, i.e. a current
from an external source, is applied in the direction perpendicular to the vor-
tices. The transport current gives rise to a Lorentz force [j x h| which acts
to move the vortices. Their movements lead to the development of a longi-
tudina potential gradient in the superconductor or, equivalently, to the onset
of resistance, thus to dissipative loses in the superconductor. There are severa
dissipation mechanisms. The main oneis connected with the normal phase (the
vortex cores) moving through the superconductor. The normal-phase electrons
are scattered by the thermal lattice vibrations, resulting in Joule losses. There
is aso the so-called thermal mechanism of dissipation caused by the fact that
vortex motion is always accompanied by energy absorption in the region of the
forward boundary of the vortices (the superconducting phase changes into the
normal phase). This leads to the appearance of microscopic thermal gradients
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accompanied by heat flow and energy dissipation. Thus, the transport current
through a superconductor in the mixed state is accompanied by generation of
heat, which is equivalent to saying that the critical current isvanishingly small.

However, the picture changes drastically in the presence of pinning centers
which trap the vortices. Then, the vorticeswill start moving only if the Lorentz
force becomes strong enough to overcome pinning and tear the vortices off the
centers. In other words, the Lorentz force must exceed a certain value. The
current density corresponding to the initiation of vortex break-off from the
pinning centersis the so-called critical current density j..

The critical current density is a structure-sensitive property and can vary by
as much as several orders of magnitude as a result of thermal or mechanical
treatment of the material. At the same time, the critical temperature 7. and
the upper critical field H., can remain virtually unaffected. These specially
prepared type-11 superconductors are called the hard superconductors in which
the pinning force is sufficiently large to prevent flux motion, resulting in the
resistancel ess current flow. The hard superconductors are also called the type-
I11 superconductors.

To summarize, owing to the presence of vortices, hard superconductors can
withstand large magnetic fields, while structural inhomogeneities make it pos-
sible to pass large currents through them. If the transport current exceeds
je, the Lorentz force becomes stronger than the pinning force, and the vor-
tices are depinned. Even though this state is no longer dissipationless asin a
usual superconductor, the resistivity of a superconductor at such conditionsis
il lower than that of the same sample in the normal state. Interestingly, at
H — H.o, instead of monotonically vanishing, the critical current has alocal
peak near H.». Thisisthe so-called peak effect. One of possible explanations
of this strange effect isthat at H — H.», the élastic moduli of the vortex lat-
tice decreases, that is, the lattice becomes softer and pinning becomes stronger

[27].

4.10 Suppression of the superconducting state

The superconducting state requires the electron pairing and the onset of
long-range phase coherence. They are two different and independent phenom-
ena. Aswe aready know, superconductivity can be suppressed, for example,
by a sufficiently strong magnetic field. Then, a question rises: what does a
sufficiently strong magnetic field destroy first, the electron pairing or the long-
range phase coherence? This question has never been considered in earlier
textbooks on the physics of superconductivity because, for conventional su-
perconductors, this question has no sense. In conventiona superconductors, it
is always the electron pairing which is suppressed. The long-range phase co-
herence in conventional superconductorsis mediated by the overlap of Cooper-
pair wavefunctions, and the density of Cooper pairsis relatively high. There-
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fore, as long as the Cooper pairs exist, and their density is high, the onset
of long-range phase coherence arises automatically (and at the same temper-
ature as the electron pairing occurs). So, in conventiona superconductors, it
is impossible to discontinue the spread of phase coherence without breaking
Cooper pairs. The suppression of the superconducting state in conventional
superconductors can only be achieved by breaking up the Cooper pairs.

However, thisis not the case for unconventional superconductors, specially
in layered ones. I1n these superconductors, the onset of long-range phase coher-
ence occurs due to a mechanism which different from the overlap of Cooper-
pair wavefunctions. Therefore, in unconventional superconductors, the onset
of long-range phase coherence is always the weakest link, and will be sup-
pressed first, for example, by a sufficiently strong magnetic field. Of course,
the electron pairing in unconventional superconductors can be suppressed too,
but for this, one must increase the magnitude of magnetic field in comparison
with that needed to destroy the phase coherence.

In the context of the above discussion, the difference between conventional
and unconventional superconductors can be illustrated by the following exam-
ple. In conventional superconductors, by applying a sufficiently strong mag-
netic field, the part of resistivity curve corresponding to the transition into the
superconducting state (see, for example, Fig. 2.1) remains steplike but is only
shifted to lower temperatures. The same takes place in half-conventional su-
perconductors (see Chapter 7). Contrary to this, the transition width in uncon-
ventional superconductors becomes broader with increasing magnetic fields,
meaning that at temperaturesjust below 7.(H = 0), there are large phase fluc-
tuations. In layered unconventional superconductors, the transition widths in
resistivity become broader in both directions, along and perpendicular to the
layers. The onset of long-range phase coherence perpendicular to the layers
is usually affected by an applied magnetic field to a higher degree than that
along the layers because the in-plane phase coherence is usually established
by two independent processes, one of which is the same as that perpendicu-
lar to the layers, and the second is the direct hopping, overlap of Cooper-pair
wavefunctions. We shall discuss the mechanism of phase coherence in layered
unconventional superconductorsin detail in Chapter 6.

In unconventional superconductors, knowing the magnitude of a magnetic
field at which the onset of long-range phase coherence is discontinued, one
can estimate the value of the coherence length by using Eq. (2.23). By in-
creasing the magnitude of magnetic field (if the laboratory conditions allow
to do so), one can then estimate the value of the coherence length of electron
pairing, thus the size of Cooper pairs. One can now understand why, while
defining the coherence length and the size of Cooper pairs (see above), it was
underlined that generally speaking, the two notions—the coherence length and
Cooper-pair size—are not the same. From Eq. (2.23), one can also grasp that
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in unconventional superconductors, at any temperature T’ < T,

§o < &ai (2.71)

where £, isthe coherence length, and &, isthe Cooper-pair size. Itisworthto
recall that £, depends on temperature, while &, is temperature-independent.

To finish this subsection, it is worth noting that superconductivity is not al-
ways destroyed by a sufficiently strong magnetic field. In fact, superconductiv-
ity can beinduced by avery strong magnetic field! Asan example, inthe quasi-
two-dimensional organic conductor A\-(BETS),FeCl,, where BETS stands for
bis-(ethylenedithio)tetrasel enaf ulval ene, the superconducting phase is induced
by a magnetic field exceeding 18 Tedla [26, 27]. Crystalline A-(BETS).FeCl,
consists of layers of highly conducting BETS sandwiched between insulating
layers of iron chloride FeCl,. The field is applied parallel to the conducting
layers. Thisis particularly remarkable since this compound at zero field is an
antiferromagnetic insulator below 8.5 K. Field-induced superconductivity was
earlier reported for Eu,. Sn; . M0gSg but this compound is paramagnetic above
T. = 3.8K. In \-(BETS),FeCly, the Fe** ions within the FeCl, molecules are
responsible for along-range antiferromagnetic order.

Field-induced superconductivity in magnetic materialsis usually discussed
in terms of the Jaccarino-Peter compensation, in which the applied field com-
pensates the internal magnetic field provided by the magneticions. By increas-
ing the magnitude of applied magnetic field above B = 41 Ted a, the compound
A-(BETS),FeCl, becomes metallic above 0.8 K [27]. The dependence T..(H)
has a bell-like shape with amaximum T, ~ 4.2 K near 33 Tedla. Interestingly,
a magnetic field of only 0.1 Teda, applied perpendicular to the conducting
BETS planes, destroys the superconducting state. This indicates that, in this
organic conductor, superconductivity is robust along the ¢ axisand, at the same
time, week in the planes (in the cuprates, it is the other way round).

5. Universal theory of the superconducting state

We discuss here the Ginzburg-Landau theory which is in fact universal
in the sense that it is applicable to any superconductor independently of the
material and the mechanism of superconductivity. A major early triumph of
the Ginzburg-Landau theory was in handling the mixed state of superconduc-
tors, in which superconducting and normal domains coexist in the presence of
H =~ H_. Thus, the Ginzburg-Landau theory is able to describe the behavior of
spatially inhomogeneous superconductors in which the spatial variations of the
order parameter ¥(r) and the vector potential A are not too rapid. However,
the main disadvantage of the Ginzburg-Landau theory isthat it can only be ap-
plied at temperatures sufficiently near the critical temperature: 7, — T' < T.
The range of validity of the Ginzburg-Landau theory will be discussed in more
detail at the end of this section.
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The Ginzburg-Landau theory is phenomenological and based on the gen-
eral theory of second-order phase transitions devel oped by Landau. According
to this theory, a phase transition of the second order occurs when the state of
a body changes gradually while its symmetry changes discontinuously at the
transition temperature. Furthermore, the low-temperature phase with the re-
duced symmetry is amore ordered one. One of the examples of a second-order
phase transition is the ferromagnetic transition at the Curie temperature T,
that is, the transition from paramagnetic to ferromagnetic state. The spon-
taneous magnetization M of the sample appears at T, and its magnitude
increases on cooling. Closeto T, the thermodynamics of such asystem can
be described by expanding the Helmholtz free energy F'(T', M) in powers of
magnetization M which is small near Ty

F(T,M) = F(T,0) 4+ a(T — Tour)M? + bM* + ¢|VM|?, (2.72)

where a, b and ¢ are the expansion coefficients. By minimizing the free energy
with respect to M, one can obtain that

M =0 for T > Teur, (2.73)

M #0 for T < Te,. (2.74)

Using this analysis as the starting point, one can describe the magnetic tran-
sition. Assuming that any second-order phase transition can be described in the
same manner, Landau suggested that the magnetization M in Eq. (2.72) can be
replaced by another quantity, and in the case of a superconducting transition,
by the order parameter W(r). This assumption inspired Ginzburg and Landau
to develop a simple and exact description of superconducting properties near
the critical temperature.

5.0.1 Equationsof the Ginzburg-Landau theory

In the framework of the two-fluid model, in a superconductor below T,
there are superconducting and normal electrons. Assume that in an inhomo-
geneous superconductor, the superconducting electrons are described by an
order parameter ¥ (r) = |¥(r)| e, so that |¥(r)|? gives the local density of
the Cooper pairs, ns(r)/2, where ns(r) isthelocal density of superconducting
electrons. The basic postulate of the Ginzburg-Landau theory isthat if ¥ of an
inhomogeneous superconductor in a uniform external magnetic field is small
and varies slowly in space, the Helmholtz free-energy density F(r,T") can be
expanded in a series of the form

* 2
(—mv - %A) uf 4 ;‘— (2.75)

Us

Fs:Fn+a|\IJ|2+§|\Ij|4+

2m*

where F;, is the free energy of the superconductor in the normal state; h is
the local magnetic field; A isthelocal vector potential and h = curlA; e* =
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2e and m* = 2m are respectively the effective charge and mass of Cooper
pairs, and o and 3 are the phenomenological expansion coefficients which are
characteristics of the material. The order parameter is normalized that | ¥ (r)|?
gives the density of Cooper pairs, or a half of the density of superconducting
electrons, ns/2.

Thetotal free energy of the superconductor is

Fy(T) = / Fy(r, T) d%r, (2.76)
14

where V' isthe volume of the sample.
Evidently, if = 0, Equation (2.75) reduces properly to the free energy of
the normal state F, + h? /8. In the absence of fields and gradients, we have

F, :Fn+a\\ll\2+§\\ll\4. (2.77)

Let us find the value of |¥|? for which the free energy in a homogeneous su-
perconductor is minimum. This value is the solution of the equation

dFy

S = (2.78)
Carrying out elementary calculations we obtain
Tpin|? = — 2. 2.79
Wanin| 3 (2.79)
Substituting this expression into Eq. (2.77), we find the difference in energy
2
«
F,—F, = 25 (2.80)

Recalling that, from Eq. (2.27), this difference equals H? /87, we have

Ao’

H? = 3
L et us discuss the temperature dependence of the coefficients o and 3. Since
the order parameter must be zero at T' = T, and finiteat T' < T, it follows

fromEg. (279 thata =0aT =T.anda < 0a T < T,.. Therefore, in a
first approximation, we can write

(2.81)

ax (T —T,). (2.82)

This temperature dependence of « correlates Eq. (2.81) with the empirical
formulafor H,. near T, given by EqQ. (2.20).
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It followsfrom Egs. (2.79) and (2.81) that the coefficient 5 must be positive.
From Egs. (2.20) and (2.82), we obtain that, in a first approximation, 5 is
independent of temperature. So, the coefficient § is a positive constant. Then,
from Egs. (2.79) and (2.82), we get

W |? o (T —T.) (2.83)

for temperatures near, but below, T.. 4
Let us go back to Eq. (2.75). Taking into account that ¥ = || e, we
rewrite Eq. (2.75) as

_ 2, By, P 2, Lo o b
Fy =F, + o|¥| +§]\If] + —(V|¥)) +§]\I/] mvs + —, (2.84)

2m 8

where we introduced . 5
vy = —(hV0 — °A). (2.85)
m C

In Eq. (2.84), one can see that we have obtained the Landau expansion given
by Eq. (2.72), plus the free energy of the magnetic field and the current. If the
order parameter does not vary in space, one gets back exactly to the London
free energy and the London equations by carrying out the minimization. Thus,
the Ginzburg-Landau free energy is the way to introduce the London ideain
the usual second-order phase transition.

In order to determine the order parameter ¥ (r) and the vector potential
A(r), we minimize the Helmholtz free energy with respect to ¥ and A. By
this double minimization, one gets two equations named after their authors, the
Ginzburg-Landau equations

1 2¢ 2
L (mv + —eA) U+ B|U2Y = —a(T) T, (2.86)
4dm c
. 2
jo = = (ot gy — 2 |gpA. (2.87)
2m mc

These two equations are coupled and should therefore be solved simultane-
oudy. The first equation gives the order parameter while the second enables
one to describe the supercurrent that flows in the superconductor (js = ¢/4m x
curl h). It isworth noting that the first equation is anal ogous to the Schrodinger
equation for afree particle, but with an additional nonlinear term 3| ¥|2 .

In carrying through the variational procedure, it is necessary to provide
boundary conditions. One possible choice, which assures that no supercurrent
passes through the surface, is

2
(ihV\I/ n —eA\y) ‘n=0, (2.89)
C
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where n is the unit vector normal to the surface of the superconductor. This
boundary condition used by Ginzburg and Landau is also appropriate at an
insulating surface. Using the microscopic theory, de Gennes showed that for a
normal metal-superconductor interface with no current, Equation (2.88) must
be generalized to

AL (2.89)
where b isarea constant. If A,, = 0, b is the extrapolation length shown in
Fig. 2.24. Thevalue of b depends on the nature of the materia to which contact
is made, approaching zero for amagnetic material and infinity for an insulator,
with normal metals lying in between.

(th\If 1 26A\IJ> _ Iy

5.0.2 Two characteristic lengths
If we introduce two characteristic lengths

) h?
= —— and 2.90
ser 4dm|al ( )

mec? mc? 3

A= = 2.91
dnge?  8me?|al’ (291)

the Ginzburg-Landau equations can be written in a more concise and conve-
nient form

2
&, (iw%A) b — b+ B2 =0, (2.92)

\W

curlcurl A = —i 7 A, (2.93)

S (T — V)
where)(r) = ¥(r)/¥(c0) |sad|mensonle£swavefunct|on, and &y = whe/e
isthe flux quantum. Furthermore, taking into account that the order parameter
has the form 1) = |¢| ¢, the second Ginzburg-Landau equation for a simply
connected (not a multiple connected) superconductor becomes

[v?
curl curlA = BVl <2 O A> (2.94)

Let us now find the physical significance of the two characteristic lengths
¢orp and A, We start with ;7. Consider a normal metal in contact with a
clean flat surface of a superconductor, as shown in Fig. 2.24. Let us take
the 2 axis perpendicular to the surface of the superconductor, with the origin
(z = 0) at the surface. Then it is obvious that ¢) can vary only aong the z
axis, i.e. ¥ = 9¥(x). In the absence of external magnetic field, A = 0, the
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differential equation Eq. (2.92) has only real coefficients. Then, this equation
can be reduced to asimple form
d%y

5&@ +p— > =0. (2.95)

Suppose that the normal layer at the surface is so thin that the magnitude of ¢
at the surface is not very different from 1, that is,

Y(z)=1—¢c(x) and e(x) < 1. (2.96)

Substituting this expression into Eq. (2.95) and keeping only linear terms in
e(z), we get
d?e(z)
2
Taking into account that 1) — 1 asx — oo, we have e(co) = 0. Then the
solution of Eq. (2.97) is

e(z) = ege~V2¥/¢cL (2.98)

which shows that a small disturbance of v from 1 will decay in a characteristic
length of order £¢;,. Then, we can call this length the coherence length.

The other quantity, ), is aready known to us [see Eq. (2.9)]. Thisisthe
penetration depth for aweak magnetic field. Both £, and X\ are temperature-
dependent. Taking into account Eq. (2.82), we find that in the vicinity of T,

h2
2 _ _ -1
e = Tmlal x (T.,—-T) ", (2.99)

mc? mc?f3 1

= = T.—T) . 2.100

drnge?  8me?|al o ) ( )
As a consequence, in the vicinity of T, the Ginzburg-Landau parameter & =
A/&qr is temperature-independent. One can demonstrate that the Ginzburg-
Landau free energy depends only on k. This means that the Ginzburg-Landau
parameter k. phenomenologically characterizes completely a given supercon-
ductor.

Combining Egs. (2.19), (2.99) and (2.100), one can obtain an important
relationship among characteristic quantities of a superconductor,

g
2/ 2 ’
which was aready discussed above in Sl units [see Eq. (2.21)].
Therelation between the Ginzburg-L andau theory and the BCS microscopic

theory derived for conventional superconductors will be considered in Chapter
5.

)\2

He(T)NT)éeL(T) = (2.101)
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Figure 2.28. Density of the Gibbs free energy G, in the vicinity of a normal metal-
superconductor interface in an external magnetic field. In type-I superconductors, the surface
energy of the interface, shown by broken lines, is positive, G,,s — G, = ons > 0, whilein
type-1l superconductors, o, iS negative.

5.0.3 Surfaceenergy at the NSinterface

Consider now the normal metal-superconductor (NS) interface, shown in
Fig. 2.24, in an external magnetic field, A =# 0. Aswe aready know, type-|
and type-Il superconductors can show different responses to an applied mag-
netic field. The reason is that the surface energy of the interface between a
normal metal and a superconductor, o,,5, is positive for type-1 superconductors
and negative for type-lIl superconductors. To show this, one must calculate
the Gibbs free energy deep inside the superconductor, G, and that deep in-
side the normal metal, G,,. In equilibrium, one easily finds that G; = G,
thus the density of the Gibbs free energy far to the right of the NS interface
equals the energy density far to the left, as schematically shown in Fig. 2.28.
At the same time, the calculation of the Gibbs free energy at the NS interface,
Gps, shows that in generd, 0, = G,s — G, # 0. Thus, the density of the
Gibbs free energy at the NS interface differs from those inside the supercon-
ductor and norma metal. In order to evaluate o,,5, one must also resolve the
Ginzburg-Landau equations given by Egs. (2.92) and Eq. (2.94).

Inthecase k < 1 (i.e. A < {i1.), one obtains that

H2
Ons = 1.89 << ar, > 0, (2.102)
s

thus, the surface energy of the NSinterfacein type-l superconductorsis aways
positive.

Inthecase k > 1 (i.e. A > &qgy1), the exact calculations yield that the
surface energy of the NS interface in type-11 superconductors,

2

H
Ons = ——=\ < 0, (2.103)
8
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is always negative.
Let us now interpret the results physically.

(2) In the case of type-l superconductors, A < &qr (or k < 1), the varia
tions of the order parameter 1) and the magnetic field A in the vicinity of the
interface are sketched in Fig. 2.7a. The former falls off over a distance {51,
and the latter over adistance A. Inthevicinity of theinterface, thereisaregion
of thickness ~ £y, where the order parameter is sufficiently small, and the
magnetic field is kept out. Since vy issmall, in order to keep the magnetic field
out of thisregion, work must be done on the magnetic field to expel it from this
region. This means that one must overcome a magnetic pressure H2/8m and
shift its boundary by the distance &5 1. Then, thiswork is about (H?2/87)éq1,
in accord with Eq. (2.102).

(2) In the case of type-1l superconductors, \ > £q (or k& > 1), the varia-
tions of the order parameter /) and the magnetic field A in the vicinity of the
interface are shown in Fig. 2.7b. In the vicinity of the interface, there is a
region of thickness ~ A with i) ~ 1 which is penetrated by the magnetic field.
It implies that the free energy of this region must be smaller in comparison
with that far from the NS interface (on the left or on the right) to shift the mag-
netic field H. by the distance A. Then, this difference in free energy is about
(H?2/87)A, in agreement with Eq. (2.103).

Obvioudly, a some value k ~ 1, the energy o,,s must be zero. The exact
calculations made by Abrikosov show that thisoccursat & = 1/ V2. Thisvalue
“separates’ type-1 and type-11 superconductors.

5.04 Therange of validity

Let us establish the range of validity of the Ginzburg-Landau theory. In the
series expansion of the Helmholtz free energy density in powersof | —iA V¥ —
(2e/c)AV|?, given by Eq. (2.75), only thefirst term has been kept. Thismeans
that only slow changes of ¥ and A are assumed over distances comparable
with the characteristic size of an inhomogeneity in the superconductor, that
is, over the size of the Cooper pair. Consider the cases of type-l and type-l|
superconductors separately.

In the clean limit when the electron mean free path is much larger than
the size of the Cooper pair, ¢ > &, the Ginzburg-Landau theory is valid if
Earn(T) > & and M(T) > &. Since &qr(T) ~ &o(1 — T/T.)"/? [see Eq.
(2.16)], then the coherence length £ (T") always exceeds the Cooper-pair size
&o. So, a T ~ T, thefirst condition, ¢ (T) > &, isautomatically satisfied.
The second condition, A\(7") > &, in fact, represents the requirement that the
local electrodynamicsis applicable, or in other words, that the superconductor
isof the London type. Since A\(T) o (1 —T/T.) "2 and \(T) — A\ at T —
0,and k ~ Ar /&, thenthe condition A\(T') > &, reducesto k? > (1—-T/T,),
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which is a rather strict condition because & in type-l1 superconductors can be
very small. For example, in Al k = 0.01.

In the dirty limit (¢ < &), the validity interval for the Ginzburg-Landau
theory is much wider than that for clean superconductors. For “dirty” super-
conductors, the characteristic scale of inhomogeneity is the mean free path /.
Thismeansthat the Ginzburg-L andau theory can be applied if £, (T') > ¢ and
MT) > £. Sinceéqr(T) ~ (&0f)Y/?(1—T/T.)~'/? [see Eq. (2.17)], the con-
dition ¢, (T") > ¢ reducesto &y /¢ > (1 — T'/T.). In addition, since §, > ¢,
this condition is much less strict than the general condition for the Ginzburg-
Landau theory, namely, 7. — 1" < T,. For the second condition, A(T") > ¢,
recalling that A\(T) o< (1 — T/T,)" "2 and A — A (& /)2 aT — 0 [see
Eq. (2.13)], and k ~ A1 /¢, then it can be rewritten as k2(&o/¢) > (1 —T/T,).
Evenif k ~ 1, one can find again that it is less strict than the general condition
T. — T < T.. Thus, in the case of type-Il superconductors, the Ginzburg-
Landau theory isvalid within arather wide temperature interval, and automat-
ically provided the genera condition 7T, — T' <« T, to be satisfied.
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Chapter 3

SUPERCONDUCTING MATERIALS

This book deals with a problem which is directly connected with the ma-
terials physics. Therefore, it is worthwhile to review materials that supercon-
duct. In this chapter, we shall only give a brief introduction to such materials.
At present, there are about 7000 known superconducting compounds, and it
isimpossible in one chapter to give a detailed description of all these super-
conducting materials or even to cover only their principle classes. Indeed, all
superconducting materials can be classified into several groups according to
their crystal structure and their properties.

In addition to such a classification of superconducting materials, they can
also be sorted according to the mechanism of superconductivity in each com-
pound. Recently, it was shown that the mechanisms of superconductivity in
various compounds are different and, basically, there are three types of super-
conducting mechanisms [19]. In Chapters 5, 6 and 7, we shall discuss these
three types of superconducting mechanismsin detail. However, already in this
chapter, superconducting materials are divided into these three groups. In a
first approximation, these three groups consist of the following superconduct-
ing materials:

1) metals and some of their alloys,

2) low-dimensional, non-magnetic compounds,

3) low-dimensional, magnetic compounds.

The phenomenon of superconductivity occursin solids, and they exist in the
form of single crystals, thin films and polycrystalline ceramics (consisting of
a large number of micron-size single crystals). Interestingly, some materials
superconduct only in one of these forms but not in the other. Some compounds
become superconducting exclusively under high pressure or when irradiated.
In afew unconventional superconductors, the superconducting state isinduced
by an applied magnetic field.

81
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1.  First group of superconducting materials

Thefirst group of superconductors incorporates non-magnetic elemental su-
perconductors and some of their alloys. The superconducting state in these
materials is well described by the BCS theory of superconductivity presented
in Chapter 5. Thus, this group of superconductors includes al classical, con-
ventional superconductors. The critical temperature of these superconductors
does not exceed 10 K. Most of them are type-I superconductors. As a con-
sequence, superconductors from this group are not suitable for applications
because of their low transitional temperature and low critical field. The phe-
nomenon of superconductivity was discovered by Kamerlingh Onnes and his
assistant GillesHolst in 1911 in mercury—a representative of this group.

Ironically, many superconductors, discovered mainly before 1986, were as-
signed to this group by mistake. In fact, they belong to either the second or
third group of superconductors. For example, the so-called A-15 superconduc-
tors, during along period of time, were considered as conventional; in reality,
they belong to the second group. The so-called Chevrel phases were first as-
signed also to the first group; however, superconductivity in Chevrel phases
is of unconventional type, and they are representatives of the third group of
superconductors.

In the periodic table of chemical elements, over half of the elements can
exhibit the superconducting state. However, sixteen of them (at the moment
of writing) superconduct when made into thin films, under high pressure, or
irradiated. Most metallic elements are superconductors, and some of them are
listed in Table 2.1. However, noble metals—copper, silver and gold—which
are excellent conductors of electricity at room temperature never become su-
perconducting. So, superconductivity occurs rather in “bad” metalsthan in the
best conductors. Thisfact will be explained in Chapter 5. One of the magnetic
metals, iron, exhibits superconductivity under extremely high pressure (super-
conductivity in Fe is of unconventional type). The semiconductors Si and Ge
become superconducting under a pressure of ~ 2 kbar with T, =7 and 5.3 K,
respectively. At apressure of 15.2 kbar, the critical temperature of Si increases
to T, = 8.2 K. Other elements that superconduct under pressure include As,
Ba, Bi, Ce, Cs, Li, P, Sb, Se, Te, Uand Y.

The critical temperature of some elementsis raised dramatically by prepar-
ing them in thin films. For example, T, of tungsten (W) was increased from
its bulk value of 0.015 K to 5.5 K in athin film; molybdenum (Mo) exhibits
an increase from 0.92 K to 7.2 K and titanium (Ti) from 0.42 K to 2.52 K. At
ambient pressure, chromium (Cr) superconducts only in the thin-film state;
other non-superconductors, such as bismuth (Bi), cesium (Cs), germanium
(Ge), lithium (Li) and silicon (Si) can be converted into superconductors by
either applying pressure or preparing them as thin films.
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A very limited number of metalic alloys belong to this group. For exam-
ple, the alloy NDbTi listed in Table 2.2 belongs most likely to the second group
of superconductors. So, the number of superconductors in this group is very
small, and they are not suitable for applications. The classical type of super-
conductivity (the BCS type) occurs only in superconductors of this group.

2. Second group of superconducting materials

The second group of superconductors incorporates low-dimensional, non-
magnetic compounds. The superconducting state in these materials is charac-
terized by the presence of two interacting superconducting subsystems. One of
them islow-dimensional and exhibits genuine superconductivity of unconven-
tional type, while superconductivity in the second subsystem which is three-
dimensional is induced by the first one and of the BCS type. So, supercon-
ductivity in this group of materials can be called half-conventional (or alter-
natively, half-unconventional). We shall discuss the mechanism of supercon-
ductivity in these half-conventional superconductorsin Chapter 7. The critical
temperature of these superconductors is limited by ~ 40 K and, in some of
them, T.. can be tuned. All of them are type-11 superconductors with an upper
critical magnetic field usually exceeding 10 T. Therefore, many superconduc-
tors from this group are suitable for different types of practical applications.

2.1 A-15superconductors

Intermetallic compounds of transition metals of niobium (Nb) and vanadium
(V) such asNb3B and V3B, where B is one of the nontransitional metals, have
the structure of beta-tungsten (5-W) designated in crystallography by the sym-
bol A-15. As a consequence, superconductors having the structure AsB (A =
Nb, V, Ta, Zr and B = Sn, Ge, Al, Ga, Si) are called the A-15 superconductors.

Figure 3.1 shows the crystal structure of the binary A3B compounds. The
atoms B form a body-centered cubic sublattice, while the atoms A are situated
on the faces of the cube forming three sets of non-interacting orthogonal one-
dimensional chains. The distance between atoms A on the chainsis about 22%
shorter than the distance between chains.

The first A-15 superconductor V3Si was discovered by Hardy and Hulm
in 1954. Nearly 70 different A-15 superconductors were aready known in
1985. Before the discovery of superconductivity in cuprates, the A-15 super-
conductors had the highest T.. Table 3.1 lists some characteristics of six A-15
superconductors with the highest values of T.. The critical temperature of A-
15 superconductorsis very sensitive to changesin the 3:1 stoichiometry. These
materials are also very sensitive to the effects of radiation damage.

In addition to unusually high T, values, the A-15 superconductors display
several superconducting properties which cannot be explained in the frame-
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Table 3.1. Characteristics of A-15 superconductors. the critical temperature T.; the upper

critical magnetic field H.2; and the gap ratio kffTC inferred from infrared measurements.

Compound T. (K) He (T) o
Nbs;Ge 23.2 38 4.2
NbsGa 20.3 34 -
NbsAl 18.9 33 4.4
NbsSn 18.3 24 4.2-44
Vs3S 171 23 3.8
V3Ga 154 23 -

work of the BCS theory. The coherence length of the A-15 superconductorsis
very short, £y ~ 35-200 A. They have extraordinary soft acoustic and optical
phonon maodes. A lattice instability preceding a structural phase transition and
then followed by superconductivity is typical for the A-15 compounds. This
structural phasetransition iscalled martensite. The presence of densely packed
one-dimensional chainsis believed to be responsible for this crystalline insta-
bility. The phase-transition temperature 7;,, for V3Si and Nb3Snis 20.5 K and
43 K, respectively. In V3Ga and NbsAl, this transition occurs at about 50 K
and 80 K, respectively. The symmetry transition, from cubic to tetragond, is

>
o

. B atom
(O Aatom

Figure3.1. Crysta structure of AsB compounds (A-15 superconductors). The atoms A form
one-dimensional chains on each face of the cube. Chains on the opposite faces are parallel,
while on the neighboring faces orthogonal to each other.
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accompanied only by a rearrangement of the crystal lattice, with the volume
of the crystal remaining unchanged. Immediately after the transition, thereisa
softening of the elastic coefficients of the lattice, as observed in acoustic mea-
surements. The Debye temperature of the A-15 superconductors is moderate,
300-500 K. It has been established that the more metastabl e | attice exhibits the
higher T.. value. One of the main factorsin increasing the T, value is the soft-
ening of the phonon spectrum, i.e. the phonon spectrum shiftsto lower phonon
frequencies.

It is worth noting that the search of high-temperature superconductors in
materials exhibiting structural instabilities was already proposed in 1971 [28].
Even at that time, it was already known that metals with strong el ectron-lattice
coupling tend towards structural instabilities.

In spite of the fact that the A-15 compounds exhibit high critical temper-
atures and upper magnetic fields (see Table 3.1), they are not widely used in
applications because they are too brittle and therefore not flexible enough to
be drawn into wires. In contrast, the alloy niobium-titanium (NbTi) with lower
T, = 9.5 K iseasly drawn into wires; hence it is much more useful for appli-
cations. This problem was however solved for Nb3Sn and V3Ga by the use
of atechnique called the bronze process. Magnets made from these wires can
produce magnetic fields of about 20 T at 4.2 K.

2.2 Metal oxideBa;_,K_BiOg

In 1975, Sleight and co-workers discovered superconductivity in the metal
oxide BaPb;_,Bi,O3 with a maximum 7, ~ 13.7 K at x = 0.25. Other
members of this family, BaPby.75Sb 2503 (7. = 0.3 K) and Ba; _.K,BiO3
(BKBO), were discovered in 1988. The metal oxide BKBO isan exceptionally
interesting material and the first oxide superconductor without copper with a
critical temperature above that of all the A-15 compounds. Its critical temper-
atureis T, ~ 32 K at z = 0.4. At the moment of writing, BKBO till exhibits
the highest T,. known for an oxide other than the cuprates. For the potassium
concentration x > 0.35, this compound has the regular cubic perovskite struc-
ture sketched in Fig. 3.2. However, in one recent study the crystal structure of
BKBO has been found to be non-cubic and of the layered nature, having the
lattice parameters a =~ ag and ¢ ~ 2ag, where aq is a simple cubic perovskite
cell parameter shown in Fig. 3.2.

Materials called perovskites are minerals (hard ceramics) whose chemical
formulais ABX3 or AB>X3. Thus, perovskites contain three elements A, B, X
in the proportion 1:1:3 or 1:2:3. The atoms A are metal cations, and the atoms
B and X are nonmetal anions. The element X is often represented by oxygen.
The compound BKBO is a perovskite of type 1:1:3 with a part of the barium
atoms replaced by potassium atoms.



86 ROOM-TEMPERATURE SUPERCONDUCTIVITY

Bay K,BiO;

. Baor K
Oo

® Bi

Figure 3.2. Cubic perovskite unit cell of Ba; —,K;BiOs.

Superconductivity in BKBO is observed near a metal-insulator transition.
The undoped parent compound for BKBO is BaBiOs containing an insulating
charge-density-wave phase formed of an ordered arrangement of non-equivalent
bismuth ions referred to as Bi3* and Bi®t. Superconducting BKBO with low
potassium content al so exhibits acharge-density-wave ordering. The density of
charge carriersin BKBO isvery low (see Fig. 3.6). Depending on x, the effec-
tive mass of charge carriersin BKBO issmall, and can be even smaller than the
electron mass, m* < m.. Various evidence suggests that the electron-phonon
coupling is responsible for superconductivity in BKBO. For example, the iso-
tope effect in BKBO is sufficiently large: upon partial replacement of 1O with
180 in BKBO, the critical temperature is shifted down, and the isotope expo-
nent is about o ~ 0.4. Above and below T, BKBO exhibits a normal-state
pseudogap caused most likely by the electron-phonon coupling. A two-band
model applied to BKBO accountsvery well for all the available dataon BKBO.

Acoustic measurements performed in BKBO show that many physical prop-
erties of BKBO are quite similar to those of the A-15 superconductors. Exam-
ples are some structural instabilities just above the superconducting state, soft
phonon modes (acoustic in A-15 compounds and optical in BKBO), an an-
harmonicity of some phonons and large softening of the elastic constants. In
the A-15 compounds and BKBO, thereis a structural phase transition slightly
above T, (martensite transition). For comparison, Table 3.2 lists some charac-
teristics of Nb3Ge (A-15 compound) and BKBO. In Table 3.2, one can see that
the characteristics of these superconductors have similar values.

2.3 Magnesum diboride MgB,

In January 2001, magnesium diboride MgB- was found to superconduct at
T. = 39 K. The discovery was made by the group of Akimitsu in Tokyo. At
the moment of writing, the intermetallic MgB- has the highest critical temper-
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Table 3.2. Characteristics of NbsGe (A-15 compound), BKBO (z ~ 0.4) and MgB,: the
critical temperature T; the energy of the highest phonon peak w,,, in the Eliashberg function
o?F(w); the Fermi velocity vz; the coherence length &o; the gap ratio Ié;‘T and the upper
critical magnetic field H.»

Compound 7. (K) wpn (MEV) vp (107 cmis) & (A) 22 He ()

k5Te
NbsGe 23 25 2.2 35-50 4.2 38
BKBO 32 70 3 35-50 45 32
MgB2 39 90 4.8 35-50 45 39

ature at ambient pressure among all superconductors with the exception of the
cuprates. As shown in Fig. 3.3, the crystal structure of MgBs, is very sim-
ple: it is composed of layers of boron and magnesium, aternating along the ¢
axis. Each boron layer has a hexagonal lattice similar to that of graphite. The
magnesium atoms are arranged between the boron layers in the centers of the
hexagons.

The physical properties of MgB, are also quite unique. The density of states
in MgB, is small. MgB, has a very low normal-state resistance: at 42 K the
resistivity of MgB3 is more than 20 times smaller than that of NbsGe (A-15
compound) initsnormal state. In the superconducting state, MgB, hasahighly
anisotropic critical magnetic field (~ 7 times), and exhibits two energy gaps.
The gap ratio 2A /(kpT,) for the larger gap A, isgivenin Table 3.2. For the
smaller gap A, thisratioisaround 1.7, sothat A /A ~ 2.7. Seemingly, both
the energy gaps have swave symmetries. the larger gap is highly anisotropic,
while the smaller oneis either isotropic or slightly anisotropic. Band-structure
calculations of MgB> show that there are at least two types of bands at the
Fermi surface. The first one is a heavy hole band, built up of boron o orbitals.

View from the top View from one side

Figure3.3. Crystal structure of MgB,. Boron atoms form honeycomb planes, and magnesium
atoms occupy the centers of the hexagons in between boron planes.
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The second oneisabroader band with asmaller effective mass, built up mainly
of 7 boron orbitals. The larger energy gap A, occurs in the o-orbital band,
while A, in the w-orbital band.

InMgB3, superconductivity occursin the boron layers. The electron-phonon
interaction seems to be responsible for the occurrence of superconductivity in
MgB-. For example, the boron isotope effect is sufficiently large, o ~ 0.3 (the
Mg isotope effect is very small). The muon relaxation rate in MgB; is about
8-10 us~!. So, inthe Uemuraplot (see Fig. 3.6), MgB, isliterally situated be-
tween the large group of unconventional superconductors and the conventional
superconductor Nb.

In Table 3.2 which is presented for comparison of some characteristics of
the A-15 compounds, BKBO and MgB-, one can see that the characteristics of
these superconductors have similar values.

From the standpoint of practical application, magnesium diboride is very
attractive because MgB- has a very high critical temperature, and it is inex-
pensive to produce in large quantities since it is made from elements that are
abundant in nature. Because magnesium and diboride atoms are light, MgB2
islight-weight.

2.4  Binary compounds

There are alarge number of binary superconductors. Non-magnetic binary
compounds exhibiting high values of T, and H., most likely belong to the
second group of superconductors.

24.1 Nitridesand carbides

Thereisanumber of superconducting binary compounds AB with the sodium
chloride structure shown in Fig. 3.4. The NaCl structure is a cubic face-
centered structure with alternating A and B elementsin al directions. In crys-
tallography, such a structure is denoted as B1. In AB superconductors with
the NaCl structure, the A atom is one of the transition elements of the lll, IV,
V and VI subgroups of the periodic table, and the B atom is a hontransitional
element. The highest critical temperature is observed in the binary compounds
with transition metals of the 1V, V and VI subgroups: Zr, Nb, Mo, Taand W,
which have incomplete 4d- and 5d-shells when they join nitrogen (nitrides) or
carbon (carbides). Like the A-15 compounds, these nitrides and carbides have
extraordinary properties in the normal and superconducting states. Table 3.3
givesthe values of T, for some nitrides and carbides.

In fact, some nitrides and carbides do not have precisely the 1:1 stoichiom-
etry. For example, the NbN nitride listed in Table 3.3 cannot be prepared with
1.1 stoichiometry. Its exact formula is NbNg 92, so the structure has many
vacancies. Another example from Table 3.3 is vanadium nitride which isin
reality VNg.75. Vanadium carbide also has the non-exact 1:1 stoichiometry,
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Table 3.3. Ciritical temperature T.. for some nitrides and carbides

Nitride 7. (K) | Carbide T (K)

NbN 17.3 MoC 14.3
ZrN 10.7 NbC 12.0
HfN 8.8 TaC 10.4
VN 8.5 wcC 10.0
TaN 6.5 TIC 34

VCy.s4. Interestingly, if the vacanciesin NbN g2 are filled by carbon to form
NbCy.1Ng.9, the critical temperature increasesto 17.8 K. The latter B1 com-
pound was synthesized by Matthias in 1953. During the fourteen years that
followed, it was one of the available superconductors with the highest 1. Itis
worth to mention that the first nitride discovered to superconduct was NbN, in
1941.

As al compounds of the second group of superconductors, the B1 com-
pounds have two conduction bands formed by the d-electrons and sp-€electrons.
The d-electron band is very narrow, while the sp-electron band is sufficiently
wide. Tunneling measurements carried out in some B1 compounds showed
that the electron-phonon interaction is mainly responsible for the occurrence
of superconductivity in these materials, and the dominant contribution to the
€l ectron-phonon interaction parameter comes from acoustic phonons. The neu-
tron scattering studies of the phonon spectrum performed in the stoichiometric
carbides HfC (T, = 0.25 K) and TaC (7. = 10.3 K) confirmed the dominant
role of the el ectron-phonon interaction for the occurrence of superconductivity
in these materials.

As opposed to the A-15 superconductors, the binary compounds with the
NaCl lattice are very stable and less sensitive to mechanical defects: the B1

@ Baom

O Aaom

Figure 3.4. Crysta structure of AB compounds (B1 superconductors). NaCl has the same
crystal structure.
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materials are far more resistant to radiation and disorder than the A-15 com-
pounds. Nonetheless, the nitrides and carbides are also quite brittle and diffi-
cult to fabricate into wires, but they have been successfully exploited as thin
films for superconducting electronics.

24.2 Lavesphases

There are severa dozen metallic ABy compounds called the laves phases
that superconduct. Some of them have a critical temperature above 10 K and
a high critical field H.,. For example, ZrysHfy5V2 has T, = 10.1 K and
H. = 24 T, and the same compound with a different Zr: Hf ratio has sim-
ilar T,, and H,» values and the critical current density J. ~ 4 x 10° A/cm?.
The critical temperatures of the laves phases Calry and ZrV, are 6.2 K and
9.6 K, respectively. The AB, materials also have the advantage of not being so
hard and brittle as some other compounds and alloys with comparable critical
temperatures.

25 Semiconductors

There are a few semiconductors that become superconducting at very low
temperatures. The carrier concentration in semiconductors is much lower than
that in metals. Since semiconductors are not magnetic, they most likely belong
to the second group of superconductors. GeTe was the first superconduct-
ing semiconductor discovered in 1964 , having avery low critical temperature
T. ~ 0.1 K. This was followed by the discovery of superconductivity in the
perovskite SrTiO3 with T, ~ 0.3 K. The crystal structure of StTiO3 is cubic-
perovskite and similar to that of BKBO (see Fig. 3.2). However, by lowering
the temperature, it undergoes some phase transitions which destroy its cubic
symmetry. Doping SrTiOs by carriers, one can tune its critical temperature,
and the dependence T.(p) has a shape similar to that of the hyperbolic sine,
sinhp, with a sharp maximum of 0.3 K located at p ~ 10%° cm~3. The criti-
cal temperature of some superconducting semiconductors can dramatically be
increased by applying an external pressure. In SrTiO3, the Ginzburg-Landau
parameter k is of the order of k& ~ 10, thus, SrTiO; isatype-ll superconductor
and has H.(0) ~ 400 Oe.

The tunneling studies carried out in Nb-doped SITiO3 with different Nb
concentrations clearly showed the presence of two-band superconductivity in
this compound.

The semiconductor SnTe also superconducts at low temperatures.

3. Third group of superconducting materials

The third group of superconductorsis the largest and incorporates so-called
unconventional superconductors. A distinctive characteristic of unconventional
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superconductors is that they are low-dimensional and magnetic, or at least,
these compounds have strong magnetic correlations. Furthermore, the den-
sity of charge carriers in these superconductorsis very low. In unconventional
superconductors, spin fluctuations mediate the onset of long-range phase co-
herence. In the majority of unconventional superconductors, the magnetic cor-
relations favor an antiferromagnetic ordering. In contrast to antiferromagnetic
superconductors, ferromagnetic ones usually have alow critical temperature.
Independently of the type of magnetic ordering, the pairing mechanism in un-
conventional superconductors is due to the electron-phonon interaction which
is moderately strong and non-linear. We shall discuss the mechanism of un-
conventional superconductivity in detail in Chapter 6. In all superconductors
belonging to this group, the coherence length is very short, while the pen-
etration depth is very large, so that all unconventiona superconductors are of
type-11. They have avery large upper critical magnetic field. Asaconsegquence,
many superconductors from this group are used for practical applications. We
start with the so-called Chevrel phases.

3.1 Chevrd phases

In 1971, Chevrel and co-workersdiscovered anew class of ternary molybde-
num sulfides, having the general chemical formulaM_ Moz Sg, where M stands
for alarge number of metals and rare earths (nearly 40), and = 1 or 2. They
were called the Chevrel phases. The Chevrel phaseswith S substituted by Se or
Te aso display superconductivity. Before the discovery of high-T,. supercon-
ductivity in cupratesin 1986, the A-15 superconductors had the highest values
of T, but the Chevrel phases were the record holders in exhibiting the highest
values of upper critical magnetic field H.,, listed in Table 3.4. The Chevrel
phases are of great interest, largely because of their striking superconducting
properties.

Table 3.4. Critical temperature and the upper critical magnetic field of Chevrel phases

Compound T. (K) H. (T)
PbM 06 Sg 15 60
LaM0sSs 7 445
SnMosSs 12 36
LaMog Seg 11 5
PbM o6 Ses 3.6 38

The crystal structure of Chevredl phases, shown in Fig. 3.5, is quite interest-
ing. These compounds crystallize in a hexagonal-rhombohedral structure. The
building blocks of the Chevrel-phase crystal structure are the M elements and
MogXg molecular clusters. Each MogXg is a dightly deformed cube with X
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BE

Figure3.5. Crystd structure of the Chevrel phase PoM0sSg. Each lead atom is surrounded by
eight MogSg units (only four MogSg units are shown).

atoms at the corners, and Mo atoms at the face centers (these distortions of the
cubes are not shown in Fig. 3.5). Such a crystal structure leads to materials
particularly brittle, which give problems in the fabrication of wires. The elec-
tronic and superconducting properties of these compounds depend mainly on
the MogXg group, with the M ion having very little effect.

Superconductivity in the Chevrel phases coexists with antiferromagnetism
of the rare earth elements (in fact, superconductivity in the Chevrel phasesis
mediated by magnetic fluctuations). For example, along-range antiferromag-
netic order of the rare earth elements RE = Gd, Tb, Dy and Er in (RE)Mog X5,
setting in respectively at Ty = 0.84, 0.9, 0.4 and 0.15 K, coexists with super-
conductivity occurring at T, = 1.4, 1.65, 2.1 and 1.85 K, respectively. T is
the Néel temperature of an antiferromagnetic ordering. In HoM0gSg, for ex-
ample, the magnetic correlations of rare earth elements result in along-range
ferromagnetic ordering. First, a non-uniform ferromagnetic phase appearsin
the superconducting state of HoM 0z Ss. Then, on further cooling, along-range
ferromagnetic order develops, destroying superconductivity. HoOM0gSg is su-
perconducting only between two critical temperatures 2 K and 0.65 K. This
is called reentrant superconductivity. Below 0.65 K, the materia is ferromag-
netic.

The superconductivity in the Chevrel phasesis primarily associated with the
mobile 4d-shell electrons of Mo, while the magnetic order involves the local -
ized 4 f-shell electrons of the rare earth atoms which occupy regular positions
throughout the lattice. In the normal state, the Chevrel phases exhibit a strong
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softening in the elastic constants as a function of temperature for the longitu-
dinal and transverse modes.

The Chevrel phases and al superconductors of this group have one distinc-
tive characteristic: they all have a very low superfluid density. Furthermore,
the critical temperature of unconventional superconductors depends linearly
on superfluid density, and this dependence is universal for al superconductors
of this group, including the Chevrel phases. Let us consider this dependence.

From Eg. (2.9), the superfluid density n; directly relates to the penetration
depth, ns o< 1/\2. So, penetration-depth measurements are able to provide the
value of superfluid density. Carrying out muon-Spin-Relaxation (1 SR) mea-
surements, Uemura and co-workers showed that the critical temperaturein un-
conventional superconductors first depends linearly on the superfluid density,
as shown in Fig. 3.6. However, on further increasing the superfluid density,
T, follows a “boomerang” path shown in the lower inset of Fig. 3.6. The
Uemura plot shows also that the concentration of charge carriersin unconven-
tional superconductors is more than one order of magnitude lower than that in
the metallic Nb superconductor. We shall continue to discuss the Uemura plot
to the end of this section.
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Figure 3.6. Critical temperature versus muon-spin-relaxation rate o(7" — 0) for various su-
perconductors (o o< 1/A% « ns/m*). The cuprates are marked by 214, 123, 2212 and 2223
(see Table 3.5). BEDT is a layered organic superconductor. Heavy fermions are shown in
the upper inset (HTS = high-T. superconductors). For the cuprates, the lower inset shows the
“boomerang” path with increasing doping: the underdoped (UD), optimally doped (Opt) and
overdoped (OD) regions[29].
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3.2 Copper oxides

A compound is said to belong to the family of copper oxides (cuprates) if
it has the CuO, planes. Cuprates that superconduct are also called high-T,
superconductors. The first high-T,. superconductor was discovered in 1986 by
Bednorz and Muller at IBM Zurich Research Laboratory [5]. Without doubt,
this discovery was revolutionary because it showed that, contrary to a general
belief of that time, superconductivity can exist above 30 K, and it can occur in
very bad conductors.

The parent compounds of superconducting cuprates are antiferromagnetic
Mott insulators. A Mott insulator is a material in which the conductivity van-
ishes as temperature tends to zero, even though the band theory would predict
it to be metalic. A Mott insulator is fundamentally different from a conven-
tional (band) insulator. If, in a band insulator, conductivity is blocked by the
Pauli exclusion principle, in a Mott insulator charge conduction is blocked by
the electron-electron repulsion. Quantum charge fluctuationsin aMott insula-
tor generate the so-called superexchange interaction which favors antiparallel
alignment of neighboring spins. Thus, a Mott insulator has a charge gap of
~ 2 eV, whereas the spin wave spectrum extendsto zero energy. When cuprates
are dightly doped by holes or electrons (the hole/electron concentration is
changed from one per cell), on cooling they become superconducting. At the
moment of writing, the cuprates are the only Mott insulators known to super-
conduct.

The cuprates are materials with the strong electron correlation. What does
this mean? Electrons in a metal can be treated in a mean-field approximation.
In the framework of this approach, it is assumed that an electron in the crystal
moves in an average field created by other electrons. Thus, it is not necessary
to know the exact positions of all the other electrons. In cuprates and other
strongly-correlated electron materials, the mean-field approach breaks down.
The position and motion of each electron in these materials are correlated with
those of all the others. Furthermore, in this class of materials, the electron-
phonon interaction is much stronger than that in metals. As aconsequence, the
combination of the electron-electron correlation and €l ectron-phonon interac-
tion results in a strong coupling of electronic, magnetic and crystal structures,
so that, depending on temperature, they interact strongly with each other. This
gives rise to many fascinating phenomena, such as superconductivity, colossal
magnetoresistance, spin- and charge-density waves.

There are many cuprates which become superconducting at low temper-
ature. They can be classified in several groups according to their chemical
formulas which are sufficiently complicated; therefore, it is useful to use ab-
breviations. The abbreviations which will be used further are summarized in
Table 3.5. In addition, Table 3.5 indicates the number of the CuO, planes per
unit cell and the critical temperature of these cuprates. From these data, one
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Table3.5. Abbreviations for some cuprates

Cuprate CuO; planes T, (K) abbreviation
Lag—5Sr;CuOy 1 38 LSCO
Nd._,Ce,CuO, 1 24 NCCO
YBa;Cu3Og .+~ 2 93 YBCO
BiQSrQCUOG 1 ~12 Bi2201
Bi2Sr2CaCuzOg 2 95 Bi2212
Bi2Sr2CaxCusOq0 3 110 Bi2223
Tl2Ba;CuOs 1 95 TI2201
Tl2Ba; CaCu,Og 2 105 TI2212
Tl2BaCa;Cu3O19 3 125 TI2223
TIBaxCaCus01, 3 128 TI1224
HgBaxCuO, 1 98 Hg1201
HgBa, CaCu»Os 2 128 Hgl1212
HgBag CaCuz019 3 135 H91223

can see that for members of the same family of cuprates, the critical temper-
ature of a cuprate with double CuO, layer per unit cell is always higher than
that of a single-layer cuprate, and a cuprate with the triple CuO, layer has a
higher T, than that with the double layer. With the exception of NCCO which
is electron-doped, all the cupratesin Table 3.5 are hole-doped.

The crystal structure of cuprates is of a perovskite type, and it is highly
anisotropic. Such a structure defines most physical properties of the cuprates.
In conventional superconductors, there are no important structural effectssince
the coherence length is much longer than the penetration depth. This, however,
is not the case for the cuprates.

The simplest copper-oxide perovskites are insulators. To become supercon-
ducting they have to be doped by charge carriers. The effect of doping has
the most profound influence on the superconducting properties of the cuprates.
Introducing charge carriers into the CuO, planes of cuprates, their lattice be-
comes very unstable, especially at low temperatures. On lowering the temper-
ature, all cuprates undergo a number of structural phase transitions. Generally
speaking, it is the unstable lattice that is responsible for the occurrence of su-
perconductivity in the cuprates.

Superconductivity in the cuprates occurs in the copper-oxide planes. There-
fore, the structural parameters of the CuO, planes affect the critical tempera-
ture the most. The structure of the CuO, layers of cupratesis basically tetrag-
onal. Inthe CuO; planes, each copper ion is strongly bonded to four oxygen
ions separated by a distance of approximately 1.9 A. At afixed doping level,
the highest T, is observed in cuprates having flat and square CuO,, planes. The
CuOs layersin the cuprates are always separated by layers of other atoms such
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asBi, O, Y, Ba, Laetc., which provide the charge carriersinto the CuO, planes.
These layers are often called charge reservoirs.

In conventiona superconductors, the critical temperature rises monotoni-
caly with the rise of charge-carrier concentration, 7.(p)  p. In the cuprates,
theT..(p) dependenceisnonmonotonic. In most hole-doped cuprates, the 7. (p)
dependence has abell-like shape and can be approximated by the empirical ex-
pression

Te(p) =~ Temaz[l — 82.6(p — 0.16)], (3.2)
where T ;4. isthe maximum critical temperature for a certain compound. Su-
perconductivity occurswithinthelimits0.05 < p < 0.27 whichvary dlightly in
different cuprates. Different doping regions of the superconducting phase are
mainly known as underdoped, optimally doped and overdoped. The insulating
phase at p < 0.05 isusually called the undoped region. These designations are
used in the remainder of the book. Above p = 0.27, cuprates are practically
metallic.

Let us now discuss several cupratesin more detail.

321 LSCO

This compound was the first high-T,. superconductor discovered. The max-
imum value of 7. is 38 K. The tetragonal unit cell of LSCO is shown in Fig.
3.7a The lattice constants are a ~ 5.35 A, b ~ 540 A and ¢ ~ 13.15 A.
This compound is often termed the 214 structure because it has two La (Sr),
one Cu and four O atoms. Upon examining the unit cell shown in Fig. 3.7a,
one can clearly see that the basic 214 structure is doubled to form a unit cell.
Therefore a more proper label might be 428. The reason for this doubling is
that every other CuO, planeis offset by one-half alattice constant, so that the
unit cell would not be truly repetitive if we stopped counting after one cycle of
the atoms.

In LSCO, the conducting CuO, planes are ~ 6.6 A apart, separated by two
LaO planes which form the charge reservoir that captures electrons from the
conducting planes upon doping. In the crystal, oxygen isin an O*>~ valence
state that completes the p shell. Lanthanum loses three el ectrons and becomes
La**+ which isin astable closed-shell configuration. To conserve charge neu-
trality, the copper atoms must bein aCu?* statewhich is obtained by losing the
(4s) electron and also one d el ectron. Thiscreatesaholeinthed shell, and thus
Cu?T has a net spin of 1/2 in the crystal. Along the ¢ direction, each copper
atom in the conducting planes has an oxygen above and below. These oxygen
atoms are called apical. Thus, in LSCO, the copper ions are surrounded by oc-
tahedraof oxygens, asshownin Fig. 3.7a. However, the distance between aCu
atom and an apical Ois~ 2.4 A, whichisconsiderably larger than the distance
Cu-O in the planes (1.9 A). Consequently, the dominant bonds are those on
the plane, and the bonds with apical oxygens are much less important. Many
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(b)

CuO,, plane

Figure 3.7. (a) Crysta tetragonal structure of LSCO. (b) Schematic of a CuO. plane, the
crucial subunit for high-T.. superconductivity. The arrowsindicate a possible alignment of spins
in the antiferromagnetic ground state.

high-T,. compounds also have apical oxygenswhich are always separated from
the conducting planes by a distance of about 2.4 A.

Figure 3.7b schematically shows a CuO, plane, the crucial subunit for high-
T, superconductivity. In Fig. 3.7b, the arrows indicate a possible alignment of
spins in the antiferromagnetic ground state of La,CuQ;. In redlity, however,
the copper spin are not fully in the planes—they are oriented dightly out of the
planes, i.e. along the ¢ axis.

The phase diagram of this material is shown in Fig. 3.8. Near half-filling,
the antiferromagnetic order is clearly observed. For higher Sr doping, 0.02 <
x < 0.08, there is no long-range antiferromagnetic order, but at very low tem-
peratures there is a spin-glass-like phase. This phase is not a conventional
spin glass. The insulator-metal transition occurs at about = ~ 0.04-0.05. For
Sr doping between z ~ 0.05 and ~ 0.27, a superconducting phase is found
at low temperatures. The maximum T is observed at the “optimal” doping
x ~ 0.16. Asone can seein Fig. 3.8, the Sr substitution for Lain LSCO in-
duces a structural phase transition from the high-temperature tetragonal (HTT)
to low-temperature orthorhombic (LTO) and, at low temperatures, from the
LTO phase to the low-temperature tetragonal (LTT) phase (not shown).

In Fig. 3.8, the T.(x) dependence has a nearly bell-like shape. However,
at doping « = £, the curve hasa dip. Thisdip is the so-called £ anomaly and
inherent exclusively to LSCO.
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Figure 3.8. Phase diagram of LSCO.

In the Uemuraplot shown in Fig. 3.6, one can see that the superfluid density
in LSCO (marked by 214) and other cupratesis very low. The main supercon-
ducting characteristics of LSCO and some other cuprates are listed in Table
3.6. From these data, one can conclude that the superconducting properties of
cuprates are very anisotropic.

Table3.6. Characteristics of optimally doped cuprates: the critical temperature 7¢; the coher-
ence length &;; the penetration depth \;, and the upper critical magnetic fields H?, (z = ab or

c)

Compound  T.(K) & (A) & (A) A (A) A (A)  HZ(M  HH (T
NCCO 24 58 35 1200 260 000 10 -
LSCO 38 33 2.5 2000 20 000 62 15
YBCO 93 15 2 1450 6000 120 40
Bi2212 95 20 1 1800 7000 100 30
Bi2223 110 15 1 2000 10 000 250 30
TI1224 128 14 1 1500 - 160 -
Hg1223 135 13 2 1770 30000 190 -
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Figure3.9. Crystal orthorhombic structure of YBCO. Note that the orthorhombic lattice vec-
torsare at 45° relatively to the tetragonal lattice vectors (see Fig. 3.7a).

322 YBCO

YBCO is the first superconductor found to have T, > 77 K, and is com-
monly termed “123". The orthorhombic unit cell of YBCO is shown in Fig.
3.9. Thelattice constantsarea ~ 3.82 A, b ~ 3.89 A and ¢ ~ 11.7 A. Thetwo
CuO,, layersare separated by asingle yttrium atom. Therole of yttrium isvery
minor, it just holds the two CuO, layers apart. In the crystal, Y has avalence
of +3. Thereplacement of Y by many of the lanthanide series of rare-earth ele-
ments causes no appreciable change in the superconducting properties. Outside
the CuO,—Y—CuO, sandwich, the BaO planes and CuO chains are located, as
shown in Fig. 3.9. In the crystal, Ba has a valence of +2. The distance Cu-O
in the chainsis ~ 1.9 A, as that in the planes. Each copper ion in the CuO,
planesis surrounded by a pyramid of five oxygen ions.

YBCO is the only high-T,, compound having the one-dimensional CuO
chains. In YBCOQOg, there are no CuO chains, and the compound is an anti-
ferromagnetic insulator, as shown in Fig. 3.10. It hasto be doped to gradually
become a metallic conductor and a superconductor at low temperature. The
doping is achieved by adding additional oxygen atoms which form the CuO
chains. So, the oxygen content can be changed reversibly from 6.0 to 7.0 sim-
ply by pumping oxygen in and out of the parallel CuO chainsrunning along the
b axis. Thus, the CuO chains play the role of charge reservoirs. At an oxygen
content of 6.0, the lattice parameters a # b, and the unit cell is orthorhombic.
The increase of oxygen content causes the unit cell to have square symmetry,
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Figure3.10. Phase diagram of YBCO.

i.e. a = b. S0, the crystal becomes tetragonal at low temperatures, as shown in
Fig. 3.10. At an oxygen content of 6.4, the antiferromagnetic long-range or-
der disappears and the superconducting phase starts to develop. The maximum
value of T, is achieved at a doping level of about 6.95 (the optimal doping).
Unfortunately, it is not possible to explore the phase diagram above the oxygen
content of 7.0, sincethe CuO chains are completed. YBCO; isastoichiometric
compound with the highest T...

In Fig. 3.10, one can seethat, at x ~ 6.7, thereisaplateau at T, ~ 60 K.
Thisisthe so-called 60 K plateau. There are two different explanations for the
origin of the 60 K plateau: the hole concentration in the CuO, planesat - ~ 6.7
remains unchanged, and the change of hole concentration occurs exclusively
in the CuO chain layers. The second explanation isthat this plateau is directly
related to the £ anomaly observed in LSCO.

323 Bi2212

Figure 3.11 showsthe unit cell of Bi2212 which hasamaximum T of 95 K.
The dimensions of the tetragonal lattice constants of Bi2212 area ~ b ~ 5.4 A
and ¢ ~ 30.89 A. In addition to the CuO, double layer intercalated by Ca, the
unit cell also contains two semiconducting BiO and two insulating SrO layers,
as shown in Fig. 3.11. Inthe crystal, Bi and Sr have a valence of +3 and +2,
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Figure3.11. Crysta structure of Bi2212.

respectively. In Bi2212 crystals, there is a lattice modulation along the b axis,
with the period of 4.76b. The family of the bismuth cuprates consists of three
members: Bi2201, Bi2212 and Bi2223 with the unit having 1, 2 and 3 CuO,
planes, respectively. The maximum T increases with increasing number of
CuO; planes.

The structure of the bismuth cupratesis very similar to the structure of thal-
lium cuprates such as T12201, T12212 and T12223, with bismuth replaced by
thallium, and strontium replaced by barium. In spite of similar structural fea-
tures of bismuth and thallium compounds, there are differences in the super-
conducting and normal-state properties.

The bismuth cuprates are very suitable for tunneling and other measure-
ments: the oxygen content in Bi2212, Bi2201 and Bi2223 at room temperature
is stable, unlike that in YBCO. Secondly, the bonds between BiO layersin the
crystal arewesk, soitiseasy to cleave aBi2212 crystal. After the cleavage, the
Bi2212 crystal has a BiO layer on the surface. However, it is generally agreed
that Bi2212 samples have not reached the degree of purity and structural per-
fection attained in YBCO.

Since the bismuth, thallium and mercury cuprates have the lattice constants
a = b, thereis no twinning within acrystal.

324 NCCO

The structure of the electron-doped NCCO cuprate, shown in Fig. 3.12,
is body-centered tetragonal like that of LSCO. The difference between the two
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Figure3.12. Crystal structure of NCCO.

liesin the position of the oxygen atoms of the charge reservoirs. Thetetragonal
|attice constants of NCCO area ~ b ~ 55 A and ¢ ~ 12.1 A. Inthe crystal,
Nd and Ce have a valence of +3 and +4, respectively. When a Nd** ion is
replaced by Ce**t, the CuO, planes get an excess of electrons. It is believed
that an added electron occupies a hole in the d shell of copper, producing an
S = 0 closed-shell configuration.

Superconductivity in NCCO is observed when the Ce content varies be-
tween z ~ 0.14 and 0.18. The phase diagram of NCCO is compared in Fig.
3.13 with that of the hole-doped L SCO cuprate. As one can seein Fig. 3.13,
the two diagrams are very similar. Both present an antiferromagnetic phase
with similar Néel temperature. When z isincreased further, a superconducting
phase appears close to antiferromagnetism, although the width of the super-
conducting phase in the two cases differs by afactor of 3. The maximum value
of T.inNCCOis24 K, so it isamost twice as small asthat of LCSO.

3.25 Applicationsof high-T, superconductors

Soon after the discovery of high-T,. superconductors, it was realized that, at
liquid nitrogen temperatures, enormous savings are possible. For example, if
cryogenic liquids are used for cooling, alitre of liquid helium costs approxi-
mately $25, as opposed to $0.60 for a litre of liquid nitrogen. The difference
in the cost of electricity, if electrical cryocoolersareused at 4.2 K and 77 K, is
similar.
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Figure 3.13. Schematic phase diagram of NCCO and L SCO shown together for better com-
parison.

The main problem in using cuprates for applications is that, like al ceram-
ics, high-T,. superconductors are very brittle and very difficult to shape and
handle, while long, flexible, superconducting wires are necessary for many
large-scale applications. Large supercurrents can only flow along CuO,, planes,
and only a small fraction of the material in a completed device is likely to be
correctly oriented. The grain boundaries attract impurities, leading to weak
links, which reduce the inter-grain current density and provide an easy path for
flux vortices to enter the material. Flux creep or vortex penetration into high-
T, superconductors is unusually rapid. The coherence length or diameter of a
vortex core tends to be very small. Thisis a problem because pinning is most
effective if the defect or impurity is of the same size as the coherence length.

Small-scale applications. Small-size devices based on thin films of cuprates
are now commercially available. Progress is now largely limited by refriger-
ation packages, not by materials, films or junctions. Thin films of YBCO are
widely used for small-size high-T,. superconducting devices because YBCO
has a high critical temperature and can accommodate a high current density.
Most success has been achieved with SQUIDs which are based on the Joseph-
son effect. The SQUID sensitivity is so high that it can detect magnetic fields
100 hillion times smaller than the Earth magnetic field. Other devices that
have reached commercia availability are high-T,. superconducting passive RF
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(radio frequency) and microwave filters for wide-band communications and
radars. These are based on conventional microstrip and cavity designs. They
have the advantages of very low noise and much higher selectivity and ef-
ficiency than conventional filters. They are now used at mobile-phone base
stations. Finally, high-T. superconducting thin films are also widely used for
bolometric detection of radiation.

Large-scale applications. Large-scale applications for high-7,. supercon-
ductors present a major challenge to the materials scientists. Compared with
the small-scale applications, a large-scale application generally requires much
larger currents and lengths of superconductor in aworking environment where
the magnetic field may be several Tedlas. The most important applications
under consideration are in magnets, power transmission cables, current leads,
fault current limiters, transformers, generators, motors, and energy storage.
Applications related to magnet technology are probably among the most sig-
nificant that are under development at the present time. These include mag-
netic energy storage, Maglev trains (relaying on repulsion between magnets
mounted on the train and the guideway) and magnets for MRI (Magnetic Res-
onance Imaging) and other medical applications. In all these cases the super-
conductor must not only carry alarge current with zero resistance under a high
magnetic field, but it also must be possible to fabricate it in long lengths with
high flexibility and a high packing density. Research on large-scale applica-
tions of high-T.. superconductors has focused on the Bi-based family because
it is difficult to grow YBCO in bulk. Bi2212/Bi2223 powder is packed into a
silver tube, which is drawn fine and goes through a sintering, rolling and an-
nealing process. The major remaining barrier to wider use is cost. However,
in some cases the extra cost isjustified: high-T,. superconducting underground
power transmission cables, which can carry 3 to 5 times the current of acopper
cable of the same diameter, are already coming into commercial use in cities
such as Detroit. The use of high-T,. superconductors is now a multi-billion-
dollar growing business: more than 50 companies around the world have set
out to commercialize high-T,. superconductors over the past 14 years.

3.3 Chargetransfer organics

Organic compounds and polymersare usually insulators, but it isnow known
that some of them form good conductors. These conducting organics were
widely studied during the 1970s. It turns out that some of them superconduct
at low temperatures. All organic superconductors are layered. So, al these ma-
terials are basically two-dimensional. However, the electron transport in some
of them is not quasi-two-dimensional but quasi-one-dimensional.

The first organic superconductor was discovered in 1979 by Bechgaard and
Jerome: the compound (TMTSF);PFg was found to superconduct below T, =
0.9 K under a pressure of 12 kbar. TMTSF denotes tetramethyltetraselenaful -
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Figure3.14. Structure of organic moleculesthat form superconductors. Abbreviations of their
names are shown below each molecule.

valene, and PFg is the hexafluorophosphate. However, the ten years following
this discovery saw aremarkable increase in T,.. In 1990, an organic supercon-
ductor with T, = 12 K was synthesized. In only 10 years, T, increased over a
factor 10!

Figure 3.14 shows several organic molecules that form superconductors. In
general, they areflat, planar molecules. Among other elements, these molecules
contain sulfur or selenium atoms. In a crystal, these organic molecules are ar-
ranged in stacks. The chains of other atoms (Csor |) or molecules (PFg, ClO,
etc.) are aligned in these crystals parallel to the stacks. As an example, the
crystal structure of thefirst organic superconductor (TMTSF)2PFg, arepresen-
tative of the Bechgaard salts, is schematically shown in Fig. 3.15. The planar
TMTSF molecules form stacks along which the electrons are most conducting
(the a axis). The chains of PFg lie between the stacks, aligned parallel to them.
Two molecules TMTSF donate one el ectron to an anion PFg:

(TMTSF), + PFs — (TMTSF)] + PF;.



106 ROOM-TEMPERATURE SUPERCONDUCTIVITY

Q400 Qo
D N 0 x DN O e
3¢ PRI, 0 L) Q é-é
0uZoh® ., 2dain,
0 (N 0 o D (N 0
3¢ 9 ) © 0 LV 9 R0

CHZ00 % THAN0

Figure 3.15. A side view of the crystal structure of the Bechgaard salt (TMTSF).PFs. Each
TMTSF molecule is shown with the electron orbitals (the hydrogen atoms are not shown).
The chemical structure of the TMTSF molecules is depicted in Fig. 3.14. The organic salt
(TMTSF)2PFs isthe most conductive along the TMTSF stacks (along the a axis).

The separation of charge creates electrons and holes that can become delocal-
ized to render the compound conducting and, at low temperatures, supercon-
ducting (under pressure).

After 1979, several more organic superconductors of similar structure were
discovered. In al cases, some anion X~ is needed to affect charge balance in
order to obtain metallic properties and, at low temperature, superconductivity.
So, the anions are mainly charge-compensating spacers; the conductivity isin
the organic molecules. There are six different classes of organic superconduc-
tors. Two of them are the most studied—the Bechgaard salts (TMTSF)2 X and
the organic salts (BEDT-TTF)2X based on the compound BEDT-TTF shown
in Fig. 3.14. BEDT-TTF denotes bis-ethylenedithio-tetrathiafulvalene. The
members of the (BEDT-TTF),X family exhibit the highest values of T, and
have arich variety of crystalline structures. In contrast to the flatness of the
TMTSF molecules shown in Fig. 3.15, the CH, groups in the BEDT-TTF
molecule lie outside the plane of the remaining part of this molecule. Fur-
thermore, the arrays of BEDT-TTF stacks form conducting layers separated
by insulating anion sheets. So, in contrast to the Bechgaard salts which ex-
hibit quasi-one-dimensional electron transport, the electronic structure of the
BEDT-TTF family is of two-dimensional nature which appearsin the anisotro-
py of the conductivity and superconducting properties. Also in contrast to the
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Bechgaard salts, one molecule BEDT-TTF, not two, donates one electron to an
anion X~. The highest values of T, are observed in the (BEDT-TTF).X salts
with the anions X = Cu(NCS)y; Cu[N(CN)z]Br and Cu[N(CN)2]Cl. Their
critical temperatures are respectively 7. = 10.4, 11.6 and 12.8 K. The first
two compounds superconduct at ambient pressure, while the last one with
CU[N(CN)2]Cl becomes superconducting under a pressure of 0.3 kbar.

Interestingly, the hydrogen isotope effect in BEDT-TTF is negative. In con-
ventional superconductors, the critical temperature of ametal is always higher
than that of its isotope with a heavier mass. It is just the opposite for the
(BEDT-TTF)2Cu(NCS), compound: in 1989, Japanese researchers replaced
some hydrogen atoms in BEDT-TTF molecules by deuterium, and its critical
temperature roseto 11.0 K. Such an isotope effect is called negative or inverse.

Organic superconductors with the same chemical formula can exist in ava-
riety of crystal phases. This is because the electronic properties of organic
conductors depend on the preparation method. For example, there are at least
five known phases of the (BEDT-TTF),l3 compound that differ considerably
in their critical temperatures. It is necessary to emphasize that the conditions
in which the single crystals of organic conductors are synthesized differ dras-
tically from those at which the crystals of the cuprates are grown. While the
single crystals of cuprates are prepared at temperatures near 950 C, the single
crystals of organic superconductors are grown at ambient temperatures. Above
100 C, the crystals of organic conductors decompose, melt or change compo-
sition. To make an organic charge-transfer salt, including the (BEDT-TTF)oX
series, the electrocrystallization synthesis process is generally used. Solutions
of the cation and the anion are placed in a container, separated by a porous
glass plug (a“frit”) that allowsionsto pass only when electrical current flows.
Applying a small current (0.1-0.5 Alcm?) causes small crystals of (BEDT-
TTF)2X to form on the anode. Typical crystal masses are 140-280 ng. The
crystals are very thin, about 1 to 2 mm long, and black in color. So, at this
stage, o one regards the organic superconductors as practical materials.

However, organic superconductors attract alot of attention because they are
in many respects similar to the cuprates. They have reduced dimensionality,
low superfluid density, low values of the Fermi energy, magnetic correlations,
unstable | attice and numerous phase transitions above 7. Indeed, as discussed
above, the Bechgaard salts and salts based on the TCNQ molecules shown in
Fig. 3.14 are quasi-one-dimensional conductors, while the BEDT-TTF family
isquasi-two-dimensional. Obvioudly, their superconducting properties are also
highly anisotropic. For example, the values of in-plane and out-of -plane coher-
ence lengthsin (BEDT-TTF)2Cu[N(CN)z]Brare &, | ~ 37 A and &, | ~ 4 A,
respectively (compare with those for LSCO in Table 3.6). In the Uemura plot
showninFig. 3.6, one can seethat the superfluid density obtained in k-(BEDT-
TTF)2,Cu(NCS), (marked in Fig. 3.6 by BEDT) is very low, and comparable
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with that in the cuprates (the prefix k indicates one of the five crystal phases of
the (BEDT-TTF),X family). Depending on pressure, organic superconductors
exhibit a long-range antiferromagnetic ordering. If, in the phase diagram of
the Bechgaard salts, the superconducting phase evolves out of the antiferro-
magnetic phase, in k-(BEDT-TTF)2Cu[N(CN)]Br, these two phases overlap.
The latter fact suggests that antiferromagnetic fluctuations—short-lived exci-
tations of the hole-spin arrangements—are important in the mechanism of un-
conventional superconductivity in organic salts. The unconventional character
of superconductivity in organics manifestsitself inthegap ratio, 2A /(kpT,) ~
6.7, obtained in tunneling measurements in k-(BEDT-TTF); Cu(NCS);. Such
avalue of the gap ratio is too large for the conventional type of superconduc-
tivity.

As discussed in Chapter 2, in the quasi-two-dimensional organic conduc-
tor A-(BETS).FeCl,, superconductivity is induced by a very strong magnetic
field, 18 < H < 41 T. The dependence T.(H ) has a bell-like shape with a
maximum 7T, ~ 4.2 K near 33 T. At zero field, this organic compound is an an-
tiferromagnetic insulator below 8.5 K. The other two-dimensional compound,
a-(BEDT-TTF):KHg(NCS)4, at low magnetic fields is a charge-density-wave
insulator. Thus, in these organic salts, the magnetic and €electronic degrees of
freedom are coupled. Furthermore, the fact that the electronic and magnetic
properties of organic superconductors strongly depend on pressure indicates
that their electronic, magnetic and crystal structures are strongly coupled, as
those in the cuprates.

Finally, let us consider the longitudina p, and transverse p. resistivities
measured in (TMTSF),PFg and the in-plane p,;, and out-of-plane p,. resistiv-
ities obtained in an undoped TmB,Cu30g 37 (TMBCO) single crystal. Figure
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Figure 3.16. (a) Temperature dependences of longitudinal p. (see the axesin Fig. 3.15) and
transverse p,. resistivities measured in one-dimensional (TMTSF)2PFs organic conductor. (b)
The temperature dependences of in-plane p,; and out-of-plane p. resistivities obtained in an
undoped TMBCO single crystal (after [30]).
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3.16 depicts these two sets of resistivities as functions of temperature. A visual
inspection of Figs. 3.16aand 3.16b shows astriking similarity between the two
plots. In Fig. 3.164a, the steep risesin p, and p. at low temperatures are due to
a metal-insulator transition (and occur at different temperatures, 7, < 7},.).
In Fig. 3.16b, only the out-of-plane resistivity p. exhibitsthisrise; thein-plane
resistivity p in Fig. 3.16b does not show the rise at low temperature because
the minimum temperature available in these measurements was not sufficiently
low to observe it [30]. As shown elsewhere [30], this insulating phase at low
temperatures in (TMTSF);PFg and TmBCO occurs mainly due to a charge-
density-wave ordering. Thisfact isimportant and will be discussed in Chapter
6. From the data in Fig. 3.16, one can aso conclude that, below 327 K, the
electron transport in TMBCO isin fact quasi-one-dimensional .

3.4 Fullerides

Historically, any allotrope based on the element carbon has been classed
as organic, but a new carbon allotrope stretches that definition. The pure el-
ement carbon forms not only graphite and diamond but a soccer-ball shaped
molecule containing 60 atoms, sketched in Fig. 3.17. Because the structure
of Cgo is a mixture of five-sided and six-sided polygons, reminiscent of the
geodesic dome designed by architect R. Buckminister Fuller, the molecule Cg
has been affectionately named “buckminster-fullerene” (without onei), or just
“fullerene’ for short. Dueto its resemblance to a soccer ball, the molecule Cqg
is aso called “buckyball.” There are aso lower and higher molecular weight
variations such as Cyg, Cos, Crg, Cra2, Cigg and so forth, which share many
of the same properties. The word “fullerenes’ is now used to denote all these
molecules and other closed-cage molecules consisting of only carbon atoms.
The alkali-doped fullerenes are called “fullerides.”

The Cgy molecules were officially discovered in 1985; however, their pres-
ence wasfirst seen by astrophysicistsafew years earlier in the interstellar dust.
The light transmitted through interstellar dust had an increased extinction in
the ultraviolet region at a wavelength of 2200 A (5.6 eV) caused by the Cg
molecules. Only since 1990 has Cg, been available to many laboratories in
large enough quantities to make solids of a size that allowed traditional solid-
state experiments. Very soon, in 1991 it was found that intercalation of alkali-
metal atoms in solid Cg leads to metallic behavior. Shortly afterwards, also
in 1991, it was discovered that some of these alkali-doped Cgy compounds are
superconducting with a transition temperature that is only surpassed by that
in the cuprates. In fullerides, the maximum critical temperature of 33 K is
observed at ambient pressure in RbCs,Cgg, and T, = 40 K in Cs3Cgg under a
pressure of 12 kbar.

The Cgy molecule has a great stability because it has an incredibly large
number of resonant structures. Large organic molecules, for example thosein
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Figure 3.17. One Cgo molecule.

Fig. 1.3, have alternating single and doubl e bonds between the carbon atoms—
the conjugate bonds. Stability of such molecules arises from the possibility of
having different arrangements of single and double bonds. Each such arrange-
ment is called a resonant structure. The more an organic compound has these
resonance structures, the more it is stable. For example, extensive sheets of
graphite have a virtualy infinite number of resonance structure. So, from this
standpoint, the Cgp molecule is very stable. The Cgy molecule, as well as a
soccer ball, has 12 pentagona (5-sided) and 20 hexagonal (6-sided) faces. The
mean diameter of a Cg ball is 7.1 A. The average C-C distance in a Cg
moleculeis 1.43 A. There are 90 C-C bondsin a Cg, molecule.

The Cgp molecules bind with each other in the solid state to form a crystal
lattice with aface-centered cubic structure (see Fig. 3.18). The lattice constant
a of the Cg crystal is 14.161 A. In such alattice, the distance between cen-
ters of two neighboring Cgy moleculesis 10 A. These Cgo molecules are held
together by weak van der Waals forces. Because Cgy is soluble in benzene,
single crystals of it can be grown by slow evaporation from benzene solutions.
In the face-centered cubic fullerene structure, about 26% of the volume of the
unit cell is empty. So, when doped by alkali atoms, these easily fit into empty
space between molecular balls of the materials, as schematically shown in Fig.
3.18. Unfortunately, the fullerides are extremely unstable in air, burning spon-
taneously, so they must be prepared and kept in an inert atmosphere. When Cg
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Figure3.18. Unit cell of A3Cgo. Thelarge spheresrepresent the Cso molecules, and the small
spheres are akali ions. In agiven unit cell, there are two ions with tetrahedral coordination and
one ion with octahedral coordination.

crystals and, for example, potassium metal are placed in evacuated tubes, then
heated to 400 C, an atmosphere of potassium vapor diffuses into the empty
space between the Cgy molecules, forming the compound K3Cgg. This com-
pound is no longer an insulator but becomes superconducting at 19.5 K. In this
fulleride, the potassium atoms become ionized to form the positive ion KT,
while each Cgy molecule accepts three electrons:

3K + Cgp — 3KT + C35.

Thus, each fullerene molecule has three extra delocalized electrons. These
extraelectrons not only wander around their respective Cgo molecules, but they
can also jump from one to another Cgy molecule and thereby carry electrical
current. The fullerides are magnetic due to spins of alkali atoms, which are
ordered antiferromagnetically at low temperatures.

There are a few dozens of fullerides M3Cgy known to become supercon-
ducting at low temperature. The critical temperatures for several supercon-
ducting fullerides with the highest T, arelisted in Table 3.7. Asalready noted,
Cs3Cqp also superconducts below T, = 40 K but exclusively under pressure
(~ 12 kbar). The crystal structure of the superconducting phase for Cs3Cgg
is believed to be not face-centered cubic but a mixed A-15 and body-centered
tetragonal. Table 3.7 also gives the values of lattice constant for these super-
conducting fullerides. When a Cg single crystal is doped by alkali metals, its
lattice constant dlightly increases in comparison with that of the pristine Cgg
crystal. The degree of thislattice expansion depends on the radius of the dopant
akali atom. In Table 3.7, one can see that the critical temperature increases as
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Table3.7. Ciritical temperature T.. and the lattice constant a for some M3Cqo fullerides [31]

Ms in MsCgo a(A) T. (K)
RbCs, 14.555 33
Rb,Cs 14.431 31.3
NaCs(NHs)4 14.473 29.6
Rbs 14.384 29
Rb.K 14.323 27
K2Cs 14.292 24
KRb, 14.243 23
K2Rb 14.243 23
Ks 14.240 195

the cubic Cg lattice expands. Thus, there is a correlation between the critical
temperature T, and the lattice constant a. Nevertheless, it is generally believed
that arelation between T, and the electronic density of states at the Fermi level
N (EFr) ismore fundamental than between 7. and a. On the other hand, there
is considerable uncertainty regarding the magnitude of the experimental elec-
tronic density of states for specific fullerides, while the |attice constants can be
more reliably measured. It isfor this reason that plots of T, versus a are more
commonly used in the literature.

Let us now discuss superconducting properties of the fullerides. First of
all, it is necessary to emphasize that the fullerides are electron-doped super-
conductors, not hole-doped as the cuprates and organic salts. Experimentally,
the critical temperature of hole-doped superconductors is usually a few times
higher than that of electron-doped superconductors. So, it is possible that the
temperature 7. ~ 40 K can be amaximum for electron-doped fullerides.

It is by now generally agreed that the electron-phonon interaction is the
dominant pairing mechanism in the fullerides [31, 32]. At the same time, anti-
ferromagnetic spin fluctuati ons participate also in mediating superconductivity
in the fullerides [19]. For example, the 7.(p) dependence in the fullerides,
where p is the carrier concentration, has a bell-like shape [32], typical for the
cuprates and organic salts. Furthermore, the Nédl temperature in antiferro-
magnetic non-superconducting fullerides as a function of crystal volume also
has a bell-like shape [19]. Generally speaking, a bell-like shape of the T..(p)
dependence is the “fi ngerprint” left by spin fluctuations participating in super-
conductivity. Therefore, such abell-like T..(p) dependenceisin fact typical for
all compounds of the third group of superconductors. For the fullerides, this
means that superconductivity in alkali-doped Cgq is unconventional.

The unconventional type of superconductivity in the fullerides manifestsit-
self through most superconducting characteristics. For example, the carbon
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isotope effect in some Cgy compounds is not of the BCS type. In spite of the
fact that the isotope-mass exponent «: in most of the fullerides is around 0.3,
in some of them « is much larger than 0.5 (the BCS value). For instance, the
carbon-isotope-mass exponent in Rbs3Cgq is larger than 2. Such an exponent
value is similar to that of oxygen isotope effect in underdoped cuprates. Sec-
ondly, the superfluid density n, in the fullerides is very low: in the Uemura
plot shown in Fig. 3.6, K3Cyg is situated among other unconventional super-
conductors. Asaconsequence of low values of ng, the Fermi energy Er inthe
fullerides is aso low (~ 0.25 eV) and comparable with that of the cuprates.
The values of the coherence length in alkali-doped Cgy are small, ~ 30 A,
while the penetration depth is very large, ~ 4000 A. So, the fullerides are
type-1l superconductors. Table 2.2 presents some superconducting character-
istics for K3Cgp and Rb3Cgg. The values of H.; in the fullerides are very
small, ~ 100-200 Oe, whilst those of H., are sufficiently large for electron-
doped superconductors, ~ 30-50 T. The gap ratio obtained in RbsCg in tun-
neling measurements is also sufficiently large for electron-doped compounds,
2A/(kpT,) ~ 5.4 (thus, A ~ 7 meV).

3.5 Graphiteintercalation compounds

The first observation of superconductivity in a doped graphite goes back to
1965, when superconductivity was observed in the potassium graphite interca-
lation compound CgK having acritical temperature of 0.55 K. Later, supercon-
ductivity was observed in other graphite intercalation compounds (GICs) [33].
A single layer of three-dimensional graphite is defined as a graphene layer.
In GICs, the graphene layers are separated by the layers of intercalant atoms.
The crystal structure of graphite is shown in Fig. 3.19. The interlayer spacing
in graphite is about 3.354 A, and the length of C—C bonds in the graphene is
1.421 A. The bonds between adjacent layersin graphite are wesk.

According to the preparation method, the superconducting GICs can be di-
vided into two subgroups: the stage 1 and stage 2 GICs. The stage 2 GICs are
synthesized in two stages, and so they arereferred to asthe stage 2 compounds.
The structures of the stage 1 and 2 GICs are different along the ¢ axis. In the
stage 1 GICs, the adjacent intercalant layers are separated from one another
by one graphene layer, while in the stage 2 GICs, the neighboring intercalant
layers are separated by two graphene layers. The stage 1 GICs consist of the
binary CgM, ternary C4MHg and C4MTI; 5 compounds, and the stage 2 GICs
are represented by the ternary CsMHg and CsM Tl 5, where M = K, Rb and
Cs, i.e. the same akali atomswhich are used to dope the fullerene Cg (seethe
previous subsection). This means that the superconducting GICs are magnetic
due to spins of the alkali atoms. In the superconducting GICs, aswell asin the
fullerides, the charge carriers are electrons, not holes.
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Figure 3.19. Crystal structure of hexagonal graphite. Only three planes of carbon o(graphene
layers) are shown. The nearest-neighbor carbon distance in graphene layer is 1.421 A, and the
distance between the layersis 3.354 A.

At ambient pressure, the critical temperatures of the superconducting GICs
discovered before 1986 are low, T, < 3K. After 1986 when high-7,. super-
conductivity was discovered in cuprates, most groups suspended the search for
superconductivity in GICs. For binary CsM compounds, the highest critical
temperatures reported for M = K, Rb and Cs are 0.55, 0.15 and 0.135 K, re-
spectively. Inthe akali metal amalgam GICs CsKHg and CgsRbHg, the critical
temperaturesare 1.93 and 1.44 K, respectively. Inthe potassium thallium GICs
C4KTly 5 and CgKTly 5, respectively T, = 2.7 and 1.3 K. With the potassium
thallium GICs excluded, the critical temperature of the stage 2 GICsisin gen-
era higher than that of the stage 1 GICs. Under pressure, the sodium graphite
intercal ation compound C,Na superconducts below T, ~ 5K.

The physical properties of superconducting GICs, in many respects, are sim-
ilar to those of the fullerides and MgB,. The latter material is a representative
of the second group of superconductors, similar to graphite both electronically
and crystalographically (compare Figs. 3.3 and 3.19). So, it is possible that
nonmagnetic GICs that superconduct at low temperature will be discovered in
the near future. This family of superconducting GICs will already belong to
the second group of superconductors.

All the GICs aretwo-dimensional. Asaconsequence, their superconducting
properties are anisotropic as those in the cuprates, organic salts and MgB..
Thus, the GICs are type-ll superconductors. The anisotropy in most GICs,
€/, is between 10 and 50. In low-T,. GICs, the values of { and £, are of
the order of 3000 and 100 A, respectively, and Hes | ~ 0.2 T. In C4,KTly 5
which has the highest 7, at ambient pressure (= 2.7 K), & ~280A, ¢, ~

40A,and Hp | ~ 3T [33]. So, theanisotropy in C4KTly 5, £ /&1 ~ 7, isnot
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very large, and £, ~ 40 A is much larger than the interlayer distance in the
superconducting GICs, ~ 10 A.

Recently, considerable scientific interest in graphite and graphite-based su-
perconducting materials has been renewed after the discovery of supercon-
ductivity in MgBs. In 2001, superconductivity at T, = 35 K was observed in
graphite-sulfur composites[35]. In thiswork, however, the structure of the sul-
fur intercalant layerswas not identified. Asaresult, itisnot clear to what group
this C-S composite belongs, and whether it is an electron-doped or hole-doped
superconductor.

Finally, let us briefly discuss how the stage 1 and 2 GICs are synthesized.
The stage 1 GICs are prepared similarly to the superconducting fullerides: a
single crystal of highly oriented pyrolytic graphite is placed in an evacuated
tube, then heated to ~ 300°C in an atmosphere of intercalant vapor for couple
of days. The intercalant pristine is however heated in another tube to a much
lower temperature, ~ 150-200°C, so that the intercalant vapor can reach the
graphite single crystal to diffuse between the graphene layers. This technique
is called the two-temperature method [34]. The stage 2 GICs are synthesized
in two stages. As an example, let us consider the preparation procedure of
the stage 2 compound CsMHg. In the first step, the binary compound CsM is
prepared by the same two-temperature method, and then transferred to a new
tube and exposed to mercury vapor at about 100°C. As the reaction proceeds,
the stage 1 binary CsM changes into the stage 2 ternary CsMHg. As all the
fullerides, the alkali metal GICs are extremely unstable in air and, therefore,
must be kept in an inert atmosphere.

3.6 Polymers

At present, no organic polymer yet discovered exhibits superconductivity.
In contrast to solid crystals, conducting organic polymers like polyacetylene
are very flexible. So, a superconducting organic polymer with a high critical
temperature will have an enormous potentia for practical applications, first
of all, for making superconducting wires. However, one inorganic polymer,
(SN).., isaready known to superconduct below 7. = 0.3 K.

Superconductivity in (SN),. was discovered in 1975. It isthe first supercon-
ductor found among quasi-one-dimensional conductors and, moreover, the first
that contained no metallic elements. (SN),, is a chain-like polymer in which
sulphur and nitrogen atoms aternate along the chain. Single crystals have a
dc electrical conductivity of about 1.7 x 10° Q! m~! aong the chains, and
the anisotropy is of the order of 10°. A remarkable property of (SN),, isthat it
does not undergo a metal-insulator (Peierls) transition at |ow temperatures but
turns instead into a superconductor below 0.3 K.

In a sense, carbon nanotubes, which we shall discuss in a moment, can be
considered as organic polymers since they can be viewed as giant conjugated
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molecules with a conjugated length corresponding to the whole length of the
tube. They, in fact, can aready be used in superconducting chips.

3.7 Carbon nanotubes and DNA

Inadditionto ball-likefullerenes, it ispossible to synthesize tubul ar fulleren-
es. By rolling agraphene sheet (see Fig. 3.19) into acylinder and capping each
end of the cylinder with a half of a fullerene molecule, a fullerene-derived
tubule, one atomic layer, is formed, which we shall call a carbon nanotube,
or just a nanotube for short. According to their structure, one can have three
types of the nanotubes. If one rolls up a graphene sheet along the a axis,
shown in Fig. 3.19, one will obtain a nanotube called zigzag. By rolling a
graphene sheet in the direction 6 = 30° relative to the a axis, one obtains an
armchair nanotube. In the case 0° < 6 < 30°, a nanotube called chiral will
be formed. Figure 3.20 shows a piece of armchair nanotube. The armchair
nanotubes are usually metallic, while the zigzag ones are semiconducting. The
carbon nanotubes and fullerenes have a number of common features and also
many differences.

Figure 3.20. A piece of armchair nanotube.

Carbon nanotubes were first observed in 1991 by lijima in Japan. In fact,
they were multi-walled carbon nanotubes consisting of several concentric
single-walled nanotubes nested inside each other, like a Russian doll. Two
years later, single-walled nanotubes were observed for thefirst time. They had
just 1020 A in diameter. But the field really took off afew years later when
various groups found ways to mass-produce high-quality nanotubes. At the
present, carbon-nanotube research is probably the most active research field in
carbon science.

The nanotubes have an impressive list of attributes. They can behave like
metals or semiconductors, can conduct electricity better than copper, can trans-
mit heat better than diamond. They rank among the strongest materials known,
and they can superconduct at low temperatures—not bad for structuresthat are
just afew nanometers across. These remarkable properties of carbon nanotubes
suggest enormous opportunities for practical applications which, undoubtedly,
will follow in the near future.



Superconducting materials 117

In 1999, proximity-induce superconductivity below 1 K was observed in
single-walled carbon nanotubes, followed by the observation of genuine super-
conductivity with T,. = 0.55 K. In the latter case, the diameter of single-walled
nanotubes was of the order of 14 A. Soon afterwards, superconductivity be-
low T, ~ 15 K was seen in single-walled carbon nanotubes with a diameter of
4.2 4+ 0.2 A [36]. So, the nanotubes with a smaller diameter (4.2 A < 14 A)
exhibit a higher T, (15 K > 0.55 K). The nanotube diameter of 4.2 A is very
small, and can be at, or very close to, the theoretical limit. In the case of
T. = 15 K, the coherence length estimated along the tube direction is about
o~ 42 A. The effective mass of charge carriers, obtained in calculations, is
m* = 0.36 m, where m is the free electron mass.

One of the main problems to study carbon nanotubes, as well as DNA (de-
oxyribonucleic acid), is not only their structure and possible defects along
them, but also the quality of electrical contacts between a nanotube and |eads.
For example, it is impossible to solder metal leads onto carbon nanotubes in
the conventional sense of this expression because metals do not wet the tubes.
Therefore, anew laser-based technique was devel oped for solving the problem
[37].

Thereisareport suggesting the observation of superconductivity at 645K in
single-walled carbon nanotubes which contain a small amount of the magnetic
impurities Ni and Co [38]. It is assumed that the nanotubes are only partially
in the superconducting state, and the normal charge carriers are also present at
such high temperatures. We shall discuss these datain Chapters 8 and 10.

In 2001, proximity-induced superconductivity was observed below 1 K in
DNA [37]. The observation of a proximity effect in DNA molecules signifies
that they arein a state near a metal-insulator transition point. The double helix
of DNA has a diameter of 20 A. It is assumed that if one can find a technique
to dope DNA, it ismost likely that it will exhibit genuine superconductivity.

3.8 Heavy-fermion systems

Thisfamily of superconductorsincludes superconducting compoundswhich
consist of onemagneticionwith4f or 5f electrons (usually Ce or U) and other
constituent or constituents being s, p, or d electron metals. The principal fea-
ture of these materials is reflected in their name: below a certain coherence
temperature (~ 20-100 K), the effective mass of charge carriersin these com-
pounds become gigantic, up to several hundred times greater than that of afree
electron. A large number of heavy fermions superconduct exclusively under
pressure. The T, values of superconducting heavy fermions arein general very
low; however, the family of these intermetallic compounds is one of the best
examples of highly correlated condensed matter systems.

Thefirst such superconductor, CeCu,Sis, was discovered in 1979 by Steglich
and co-workers, and some time passed before the heavy-fermion phenomenon
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was confirmed by the discovery of UBe; 3 and then UPt3, with critical temper-
atures of T, = 0.65, 0.9 and 0.5 K, respectively. Since then many new heavy-
fermion systems that superconduct at low temperatures have been found. A
few characteristics for five heavy fermions are given in Table 2.2. The crys
tal structure of these compounds does not have a common pattern, but varies
from case to case. For example, the crysta structure of the first discovered
superconducting heavy fermions—CeCu,Sis, UBe; 3 and UPts—is tetragonal,
cubic and hexagonal, respectively.

These systems display arich variety of phenomena both in the normal and
superconducting states. Let us start with their anomalous normal-state prop-
erties. At room temperatures, the f-electrons of the magnetic ions behave as
localized spins; the conduction electrons are the s, p or d electrons and have
quite ordinary effective masses. Asthe temperature islowered, the f-electrons
begin to couple to the conduction electrons, resulting in very large effective
masses for the hybridized carriers. Due to the strong electron correl ation, these
materials have several characteristics that distinguish them from ordinary met-
als. The electronic heat capacities are 10°-10° times larger than that observed
in ordinary metals, and the magnetic (Pauli) susceptibility at low temperatures
is ~ 100 times larger. Both these abnormalities are consequences of a very
large effective mass of the charge carriers. For example, the values of effective
mass in UBe;3, UPt; and URu,Si, are respectively m*/m ~ 300, 180 and
25, where m is the electron mass. The Fermi velocity of such heavy quasi-
particlesis very small. If in ordinary metals vy ~ 10® cn/s, the values of the
Fermi velocity in CeCu,Sis, UPts, UBe 3 and CeAls are 1.0 x 10°, 6.6 x 106,
3.4 x 10% and 1.2 x 10° cm/s, respectively.

The temperature dependence of resistivity in heavy fermions is similar to
those measured along the ¢ axisin the Bechgaard salt and underdoped cuprates,
shown in Fig. 3.16. Unlike the ordinary metals where the resistance falls with
decreasing temperature, in heavy fermionsit first rises, attains amaximum, and
then falls, vanishing at T... Ultrasound measurements carried out in the normal
state show that, between room temperature and T, heavy fermions undergo
structural phase transitions. In UPt3, the attenuation ultrasound measurements
in the normal state reveal a 72 dependence of the attenuation down to the
lowest temperature, consistent with electron-electron scattering.

The superconducting state in heavy fermions also displays some anomal ous
properties. The enormous value of the Sommerfeld constant v = C/T', where
C isthe specific heat capacity, and the jump in C' at T, (see Chapter 2) reveal
that the heavy electrons participate in superconducting pairing. Furthermore,
the temperature dependence of the heat capacity below T is not exponential.
Instead, it follows a power law, indicating that the energy gap at the Fermi sur-
face hasnodesin certain directions. Thus, the energy gap is highly anisotropic.
Ultrasound measurements performed in a large number of heavy fermions be-



Superconducting materials 119

low T, confirm aso the existence of nodesin the gap. In UBe; 3, the gap ratio
obtained in Andreev-reflection measurements, 2A/(kpT.) ~ 6.7, uncovers
the unconventional type of superconductivity. A zero-bias conductance peak
observed in these measurements is theoretically an indicator of a d-wave en-
ergy gap. At the same time, tunneling measurements show that UBe3 is an
s-wave superconductor. Tunneling measurements performed in UPts indicate
that the s-wave order parameter is anisotropic (see referencesin [19]). Such a
conflicting situation concerning the gap symmetry is similar to that for super-
conducting cuprates.

The superfluid density in heavy fermions is very low. In the inset of Fig.
3.6, only UPt3 and UBe, 5 are shown. Recent ;1SR measurements performed in
UPd,Al3, URuUsSi, and UgFe show that, in the Uemura plot, these compounds
are also situated in the group of all unconventional superconductors. From
Fig. 3.6, the heavy fermions, in fact, have relatively high T, as scaled with
their low superfluid density, which is a consequence of their large effective
mass m*. The phase diagram of many superconducting heavy fermionsis very
complex. For example, specific-heat capacity measurements show that, in zero
magnetic field, UPt; has two superconducting phase transitions at ~ 0.475 K
and ~ 0.520 K (asimilar phenomenon is observed in superfluid 2He). Further-
more, UPt3 has three distinct superconducting phases in the magnetic field-
temperature plane. As in all unconventional superconductors, the supercon-
ducting properties of heavy fermions are very anisotropic. For example, the
values of the upper critical field of tetragonal URu,Si; are 2T for H||c and
8 T for H Lc. The electrical resistivity in heavy fermions also varies with di-
rection in the crystal.

Probably, the most interesting characteristic of superconducting heavy fermi-
on materials is the interplay between superconductivity and magnetism. The
magnetic ions are responsible for the magnetic properties of heavy fermions.
For example, in the heavy fermions UPts, URuU»Si», UCus and CeRhlins, mag-
netic correlations lead to an itinerant spin-density-wave order, while, in
UPdsAl3 and CeCu,;Si,, to alocalized antiferromagnetic order. In the latter
two heavy fermions, the antiferromagnetic order appearsfirst, followed by the
onset of superconductivity. In these compounds, as well as in other supercon-
ducting heavy fermionswith long-range antiferromagnetic order, the Néel tem-
perature is about Ty ~ 10T,. For instance, in CeRhg 51ry.51n5 and CeRhin;,
the bulk superconductivity coexists microscopically with small-moment mag-
netism (< 0.1u3). Inthe heavy fermion Celrlns, the onset of asmall magnetic
field (~ 0.4 Gauss) setsin exactly at T.. In the heavy fermions, superconduc-
tivity and antiferromagnetic order do not compete, since superconductivity is
mediated by spin fluctuations.

Recently, superconductivity was discovered in PuCoGa; [39], the first su-
perconducting heavy fermion based on plutonium. What is even more interest-
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ing is that the superconductivity survives up to an astonishingly high temper-
ature of 18 K. Such a high critical temperature indicates that in PuCoGa; the
effective mass of quasiparticlesis much lower than that in other heavy fermion
compounds. The crystal structure of PUCoGa; is layered and tetragonal. The
estimated value of H. isaround 35 T.

All the superconducting heavy fermion systems considered up to now have
antiferromagnetic correlations. All experimental facts known before 2000 sup-
ported a point of view that superconductivity and ferromagnetism are mutually
hostile and cannot coexist. For example, in the boride ErRh,B, and Chevrel-
phase HOM 04 S, superconductivity is destroyed by the onset of a first-order
ferromagnetic phase transition. So, it was a surprise when in 2000 the coex-
istence of superconductivity and ferromagnetism was discovered in an aloy
of uranium and germanium, UGe,. At ambient pressure, UGe, is known as
a metallic ferromagnet with a Curie temperature of T = 53 K. However, as
increasing pressure is applied to the ferromagnet, T falls monotonically, and
appearsto vanish at acritical pressure of P. ~ 16-17 kbars. In anarrow range
of pressure below P. and thus within the ferromagnetic state, the supercon-
ducting phase appears in the millikelvin temperature range below the critical
temperature. Above P., UGe, is paramagnetic.

As a matter of fact, magnetic fluctuations are strongest when magnetic or-
der is about to form or disappear, a point known as the quantum critical point.
Quantum critical points have attracted a great deal of attention because the
large slow spin fluctuations that occur near the critical pressure (critical den-
sity) play akey rolein the making and breaking of Cooper pairs.

Soon after the discovery of superconductivity initinerant ferromagnet UGe,,
two new itinerant ferromagnetic superconductors were discovered—zirconium
zinc ZrZn, and uranium rhodium germanium URhGe. ZrZn, superconducts
only when it is ferromagnetic, i.e. below the critical pressure P. ~ 21 kbars.
Above P,, it isaparamagnet showing no trace of superconductivity. In ZrzZn,,
the maximum critical temperatureis slightly lessthan 3 K at ambient pressure,
and decreases with increasing pressure. URhGe is also a superconductor at
ambient pressure, and has many similar properties of high-pressure UGe,—it
loses its resistance below 9.5 K, exhibits the Meissner effect and has a large
specific-heat anomaly at the superconducting critical temperature.

The archetypal ferromagnet, iron, is found to superconduct at high pres-
sure between 15 and 30 kbars. Albeit, at such pressures, iron ceases to be
ferromagnetic, and there is evidence that, at low temperature, it is weakly an-
tiferromagnetic.

The mechanism of superconductivity in the ferromagnetic heavy fermions
UGe,, ZrZn, and URhGe is most likely the same as that in the antiferromag-
netic heavy fermions and cuprates, with the exception of the symmetry of the
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order parameter. In the ferromagnetic heavy fermions, it has a p-wave symme-
try, not a d-wave.

3.9 Nickel borocarbides

The nickel borocarbide class of superconductors has the general formula
RNi,B,C, where R is a rare earth which is either magnetic (Tm, Er, Ho, or
Dy) or nonmagnetic (Lu and Y). In the case when R = Pr, Nd, Sm, Gd or Th
in RNisB,C, the Ni borocarbides are not superconducting at |ow temperatures
but antiferromagnetic. Inthe Ni borocarbideswith amagnetic rare earth, super-
conductivity coexists at |low temperatures with along-range antiferromagnetic
order. Interestingly, while in the superconducting heavy fermions with along-
range antiferromagnetic order Ty ~ 10T, in some Ni borocarbides it is just
the opposite, 7. ~ 107T. Thus, antiferromagnetism appears deeply in the su-
perconducting state. Furthermore, if in the superconducting antiferromagnetic
Ni borocarbides T, ~ 15 K, in the non-superconducting antiferromagnetic Ni
borocarbides with R = Pr, Nd, Sm, Gd or Tb, the Néel temperature is also
Tx ~ 15 K. This fact indicates that there exists a direct connection between
magnetism and superconductivity in the Ni borocarbides. Indeed, in the Ni
borocarbides the study of an interplay between superconductivity and antifer-
romagnetism shows that they do not compete [40].

Superconductivity in the Ni borocarbides was discovered in 1994 by Eisaki
and co-workers. Transition temperaturesin these quaternary intermetallic com-
pounds can be as high as 17 K. Some characteristics for the antiferromag-
netic TmNiyB2C and nonmagnetic (i.e. without a long-range magnetic order)
LuNi3B5C borocarbides can be found in Table 2.2. The Ni borocarbides have
a layered-tetragonal structure alternating RC sheets and NiyBs layers. Asa
consequence, the superconducting properties of the Ni borocarbides are also
anisotropic, £, < &4p. It is agreed that the phonon-electron interaction plays
an important role in mediating superconductivity in these compounds. At the
same time, in the normal state, electrical resistivity shows a 72 dependence
implying the presence of a strong electron-electron correlation in the Ni boro-
carbides.

Many different types of measurements carried out in the Ni borocarbides
show that the gap ratio 2A /(kpT,) is between 3.3 and 5.3. So, the coupling
strength in RNi»sB,C seems to be not very strong. At the same time, there
is complete disagreement in the literature about the shape of the energy gap.
In photoemission and microwave measurements, the energy gap in some Ni
borocarbides was found to be an s-wave but highly anisotropic. On the other
hand, in specific-heat, thermal-conductivity and Raman-scattering measure-
ments carried out in the Ni borocarbideswith R =Y and Lu, the energy gap was
found to be a highly anisotropic gap, most likely with nodes. Furthermore, in
other thermal -conductivity measurements, the gap appears to have point nodes
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aong the [100] and [010] directions, thus along the a and b axes. Recent
tunneling measurements performed in the antiferromagnetic TmNi,B,C show
unambiguously that this Ni borocarbide isafully gapped s-wave superconduc-
tor with agap being slightly anisotropic. To reconcile all these data, one should
assume that different measurements probe different energy gaps, either A, or
Ae.

For the Ni borocarbides, there are still many open questions. For exam-
ple, in the Ni borocarbide ErNi»B-C, besides the presence of incommensurate
spin-density-wave order at low temperatures, the microscopic coexistence of
spontaneous weak ferromagnetism with superconductivity was found by neu-
tron diffraction. The other borocarbide Y bNi;B,C is unique in its behavior as
a heavy fermion system. Some of its normal-state characteristics are similar
to those of the heavy fermions. This borocarbide is not superconducting nor
antiferromagnetic.

The layered borocarbides DyB>C and HoB,C without Ni also supercon-
duct, with T, = 85 and 7.1 K, respectively. At the same time, ErB,C is an
antiferromagnet below Ty = 16.3 K.

Other related compounds, such as the Ni boronitride LasNi2BoNg, are also
found to superconduct.

3.10 Strontium ruthenate

Nearly 40 years ago it was found that SrRuQj; is aferromagnetic metal with
a Curie temperature of 160 K. In its cousin, SroRuQy, the superconducting
state with 7. =~ 1.5 K was discovered in 1994 by Maeno and his collaborators.
The crystal structure of SroRuQ, islayered perovskite, and almost isostructural
to the high-T, parent compound La,CuOy (see Fig. 3.7), in which the CuO,
layers are substituted by the RuO, ones. Below 50 K, electrical resistivity—
both in the RuO, planes and perpendicular to the planes—shows a 72 de-
pendence implying that the electron-electron correlations in the Sr ruthenate
are important. Therefore, the Fermi-liquid approach is appropriate for this
compound. While searching for optimal crystal growth conditions, a eutectic
solidification system, Ru metal embedded in the primary phase of SroRuUQ4,
was found. An intriguing observation was that the critical temperature of this
eutectic system was enhanced up to 3 K.

The superconducting properties of SroRuOQ, are highly anisotropic: &, ~
660 A and &, ~ 33 A. In the mixed state, the vortex lattice has a square struc-
ture, not triangular. Different types of measurements show that the energy gap
in SroRuO, has line nodes. Furthermore, there is a consensus that spin fluctu-
ations mediate superconductivity in SroRuQ,; however, there is no agreement
on the type of these fluctuations—antiferromagnetic or ferromagnetic. This
issue is still widely debated because it is directly related to another important
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question: doesthe energy gap in SroRuO,4 have ap-wave or d-wave symmetry?
Let us briefly discussthisissue.

The problem is that, in analogy with 3He, it is assumed that the p-wave
pairing is mediated via ferromagnetic spin fluctuations. Since the compounds
related to SroRuO, are dominated by ferromagnetic interactions—SrRuOs be-
comes ferromagnetic below 160 K and Sr3Ru,O7 orders ferromagnetically at
100 K under pressure—it was initially suggested that superconductivity in
SroRuO, is mediated by ferromagnetic spin fluctuations. Therefore, it was
immediately assumed that the energy gap in SroRuO,4 has a p-wave symme-
try. However, quite astonishingly there is not much experimental evidence
for ferromagnetic spin fluctuations in SroRuO4. On the contrary, in inelastic
neutron scattering and NMR measurements, it was found that spin fluctua-
tions have significant antiferromagnetic character (superconducting SroRuO,
is extremely close to an incommensurate spin-density-wave instability). Fur-
thermore, its cousin Ca;RuQ, was found to be an antiferromagnetic insul ator
with Ty =~ 113 K. On the other hand, the other cousin Sr21rO,4 turned out to be
aweakly ferromagnetic insulator. In recent Andreev-reflection measurements
performed in SroRuQy, a zero-bias conductance peak was observed in the su-
perconducting state. In analogy with the cuprates, the presence of this peak in
conductances indicates that the gap has a d-wave symmetry.

Recently, bilayer and trilayer strontium ruthenates have been synthesized:
SrsRu,O7 is an enhanced paramagnetic metal, and SryRu3O0yq is ferromag-
netic with a Curie temperature of 105 K.

3.11 Ruthenocuprates

Ruthenocuprates are in a sense a hybrid of the superconducting cuprates
and strontium ruthenate. As a consequence, they have a number of common
features with the cuprates, but also many differences. Basically, there are two
ruthenocuprates that superconduct at low temperatures. The general formulas
of these ruthenocuprates are RuSro RCu,Og and RuSra RoCusO19 with R =
Gd, Eu and Y. The second ruthenocuprate was discovered first in 1997. The
crystal structure of RuSr, RCu,QOg is similar to that of YBCO except for the
replacement of one-dimensional CuO chains by two-dimensional RuO, layers
(see Fig. 3.9). It is assumed that the RuO, layers act as charge reservoirs
for the CuO- layers. The principa feature of the ruthenocuprates is that they
are magnetically ordered below T;,, ~ 130 K, and become superconducting at
T, ~ 40 K. For RuSr, RCu,Os, T;,, = 130-150 K and 7. = 3045 K, whilefor
RuSry RoCuy049, T;, = 90-180 K and T, = 3040 K. It is believed that the
magnetic order arises from ordering of Ru ions in the RuO; layers, while the
transport occurs in the CuO; layers.

As in the cuprates, the superconducting properties of the ruthenocuprates
are highly anisotropic: &,;, ~ 60-75 A and &, ~ 10 A. Superconductivity and
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the magnetic order are found to be homogeneous. Chu and his collaborates
suggested that a bulk Meissner effect does not exist in the ruthenocuprates.
Indeed, the value of the penetration depth is very large, A ~ 30-50 pum. In
principle, this can happen if metallic RuO- layers remain normal below T..
The situation with the ruthenocupratesis even worse than that with SroRuOy.
If in the Sr ruthenate, there is disagreement only on the type of spin fluctua-
tions that mediate superconductivity, in the ruthenocuprates there are two ma-
jor problems. First, the type of ordering at T,,, still remains controversial. Ear-
lier experimental studies suggested a homogeneous ferromagnetic ordering of
the Ru moments, while the latest ones report that the magnetic order of the Ru
spins is predominantly antiferromagnetic. Second, from the beginning it was
assumed that superconductivity occurs exclusively in the CuO, planes. How-
ever, recent NMR studies reveal that the superconducting gap develops also at
the magnetically ordered RuO, planes with aferromagnetic component.
There is a consensus that in the ruthenocuprate, there is a small ferromag-
netic component; however, there is no agreement on its origin. It may origi-
nate not only from the Ru moments but also, for example, from the Gd spins.
There are many reports on thisissue, which often contradict one another. In an
attempt to reconcile these discrepancies, it was suggested that the RuO- lay-
ers ordered ferromagnetically couple antiferromagnetically. In RuSro RCuyOsg
with R = Gd and Y, neutron scattering studies found that these two compounds
have an antiferromagnetic ground state with a very small canting ferromag-
netic component, and that an external magnetic field can tune the field-induced
ferromagnetic component that coexists with superconductivity in ahigh field.

312 MgCNis

MQCNij5 isthe second most recent superconductor described in this chapter,
after CdyRe,O; (see the following subsection). Superconductivity in MgCNis
was discovered in 2001 by Cava and co-workers, afew months later than that
in MgB,. The crystal structure of MgCNi3 is cubic-perovskite, and similar to
that of BKBO (see Fig. 3.2). The perovskite MgCNis is special in that it is
neither an oxide nor does it contain any copper. Since Ni is ferromagnetic, the
discovery of superconductivity in MgCNi3 was surprising. The critical tem-
perature is near 8 K. MgCNig3 is metallic, and the charge carriers are electrons
which are derived predominantly from Ni.

The estimated values of the coherence length and upper critical field in
MgCNis are ¢ ~ 46 A and H., ~ 15 T, respectively. Penetration-depth mea-
surements at microwave frequencies show unambiguously that superconduc-
tivity in MgCNij3 is not of the BCS type, and A\(0) = 2480 A. In Andreev-
reflection measurements performed on polycrystalline samples (single crystals
of MgCNi3 are not yet available), a zero-bias conductance peak was observed.
In analogy with the cuprates, the presence of this peak in a conductance indi-
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cates a d-wave symmetry of the energy gap. The gap ratio obtained in these
Andreev-reflection measurements, 2A /kpT,. ~ 10, is very large. However,
thisvalueis only an estimate because it is obtained in polycrystalline samples.
The Debye temperature obtained from specific-heat measurements is © ~
284 K, and the value of specific-heat jump at 1. is 8 ~ 2.1. At low tem-
perature, the Ginzburg-Landau parameter is k = 54.

Structural studies of MgCNig3 reveal structural inhomogeneity. Apparently,
the perovskite cubic structure of MgCNi;3 is modulated locally by the variable
stoichiometry on the C sites.

313 Cd:Re,0Or

CdyRe;O7 isthe most recent superconductor described in this chapter. Al-
though CdyRe,O7 was synthesized in 1965, its physical properties remained
almost unstudied. Unexpectedly, superconductivity in CdsRe,O7 was discov-
ered in the second half of 2001 by Sakai and co-workers. The critical tem-
perature of CdyRe;O7 islow, T, = 1-1.5 K. This compound is the first super-
conductor found among the large family of pyrochlore oxides with the formula
AsB>0O7, where A is either arare earth or a late transition metal, and B is a
transition metal. In this structure, the A and B cations are 4- and 6-coordinated
by oxygen anions. The A-O, tetrahedra are connected as a pyrochlore lattice
with straight A-O-A bonds, while B-Og octahedra form a pyrochlore lattice
with the bent B-O-B bonds with an angle of 110-140°. Assuming that elec-
tronic structure in CdyRe;O; as formally Cd?* 4d'° and Re’ T 4f145d?, the
electronic and magnetic properties are primarily dominated by the Re 5d elec-
trons. CdyRe, O7 shows an anomaly at 200 K in electrical resistivity, magnetic
susceptibility, specific heat and Hall coefficient: thereisastructural phasetran-
sition near 200 K. Another structural phase transition occurs around 1.5 K, just
above the superconducting transition.

Oxide superconductors with non-perovskite structure are rare. Previous
studies indicate that the pyrochlores, like the spinels, are geometricaly frus-
trated. The effect of geometric frustration on the physical properties of spinel
materials is drastic, resulting in, for example, heavy-fermion behavior in
LiV504. Another spinel compound LiTi» O, is a superconductor below T, =
13.7 K. Indeed, x-ray diffraction studies performed under high pressure showed
that superconductivity in CdyRe,O; is detected only for the phases with a
structural distortion. It was suggested that the charge fluctuations of Re ions
play acrucia role in determining the el ectronic properties of Cd,Re,O5.

Between 2 and 60 K, the resistivity in Cd,Re,O; exhibits a7 dependence
indicative of the Fermi-liquid behavior. The value of the specific-heat jump at
T., 1.29, is close to the weak coupling BCS value. In comparison with other
pyrochlores, the value of the Sommerfeld constant v for Cd,Re; Oy is large,
suggesting that the electrons in CdyRe, O; are strongly correlated with the en-
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hanced effective mass, resulting possibly from geometric frustration. The Re
nuclear quadrupole resonance (NQR) measurements performed in zero mag-
netic field below 100 K rule out any magnetic or charge order. Specific heat
and Re NQR measurements suggest that the superconducting gap in Cd; Re; O
isalmost isotropic.

The value of the coherence length in CdyRey O is &y ~ 260 A. The value
of the penetration depth is very large, A(0) ~ 7500 A. The lower and upper
magnetic fieldsare H.; < 0.002 T and H.» =~ 0.85 T, respectively.

3.14 Hydridesand deuterides

In addition to the nitrides and carbides from the second group of supercon-
ductors, another class of superconducting compounds that also has the NaCl
structure are hydrides and deuterides (i.e. compounds containing hydrogen or
deuterium). However, in contrast to the nitrides and carbides, superconduct-
ing hydrides and deuterides are magnetic. In the seventies it was discovered
that some metals and alloys, not being superconducting in pure form, become
relatively good superconductors when they form alloys or compounds with hy-
drogen or deuterium. These metals include the transition elements palladium
(Pd) and thorium (Th) that have unoccupied 4d- and 5 f -€l ectron shells, respec-
tively.

In 1972, Skoskewitz discovered that the transition element Pd which has
a small magnetic moment normally preventing the pairing of electrons, joins
hydrogen and forms the PdH compound that superconducts at 7. = 9 K. This
compounds has the NaCl cubic structure, thusit isaB1 compound. Later on, it
was found that by doping such a system with noble metals the critical temper-
ature increases up to 17 K. Interestingly, the palladium-deuterium compound
also superconducts, and its critical temperature equal to 11 K is higher than
that of PdH. So the hydrogen isotope effect in PdH is reverse (negative), which
is similar to that observed in some organic superconductors. In contrast, the
critical temperatures of the ThH and ThD compounds do not differ drastically
from each other like those of PdH and PdD. Probably, the higher atomic mass
of thorium is the cause of this discrepancy.

The experimental studies of the Pd; _, M, H, hydrides, whereM = Al, Pb, In
and Cu, showed that, as oneincreasesthe M concentration from zero, their crit-
ical temperatures as a function of z first increase and then drop quite sharply.
This study was performed under the most favorable hydrogen concentrations
that correspond to the maximum value of T, with fixed . The critical temper-
ature of the Pd; _,Ag, D, deuteride as a function of x aso exhibits the same
tendency as those of the doped palladium hydrides. However, in the doped hy-
drides and deuterides, their critical temperatures reach maximums at different
dopant concentrations. Thisis due to the fact that different metals have differ-
ent abilities to donate electrons. However, such a bell-like shape of the T..(p)
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dependence, where p is the doping level, is typical for al the compounds of
the third group of superconductors.

The hydrides and deuterides have two conduction bands as the heavy fermi-
ons do: the wide valence band of s- and p-€lectrons and the very narrow band
generated by electronsin theinner 4d- and 5 f -subshell sincompl etel y occupied
by electrons. The existence of two conduction bands is also typical for the
second-group superconductors.

3.15 Oxides

Superconducting oxides are a special family of superconductors. The class
of superconducting compounds containing the element oxygen O is probably
the largest family among all superconducting materials. Furthermore, they ex-
hibit the highest critical temperatures (cuprates). Representatives of thisfamily
of superconductors are members of either the second (BKBO, SrTiOs) or third
group of superconductors (cuprates, ruthenates, etc.). NbO was the first su-
perconducting oxide discovered in 1965 by Miller and his collaborators. The
oxide series, beginning from NbO, isshown in Fig. 1.2.

Usually, oxides are associated with insulators, while superconductors with
the best conductors such as Cu, Ag and Au. However, the opposite is true.
In materials with a weak phonon-electron interaction, like Cu, Ag and Au,
superconductivity is absent, while materials with a moderately strong phonon-
electron interaction, like oxides, exhibit sometimes superconductivity. This
fact shows the importance of the electron-lattice interaction for superconduc-
tivity.






Chapter 4

PRINCIPLES OF SUPERCONDUCTIVITY

The issue of room-temperature superconductivity is the main topic of this
book. Even if this subject was raised for the first time before the devel opment
of the BCS theory and later by Little in 1964 [2], from the standpoint of prac-
tical realization, thisissueis still a new, “untouched territory.” To go there, we
need to know Nature's basic rules for arrangement of matter over there. Other-
wise, this journey will face afiasco. To have the microscopic BCStheory in a
bag is very useful, but not enough. It is clear to everyone by now that aroom-
temperature superconductor can not be of the BCS type. Therefore, we need to
know more general rules, principles of superconductivity that incorporate also
the BCS-type superconductivity as a particular case.

The purpose of this chapter is to discuss the main principles of supercon-
ductivity as a phenomenon, valid for every superconductor independently of
its characteristic properties and material. The underlying mechanisms of su-
perconductivity can be different for various materials, but certain principles
must be satisfied. One should however realize that the principles of supercon-
ductivity are not limited to those discussed in this chapter: it is possible that
there are others which we do not know yet about.

The first three principles of superconductivity were introduced in [19].

1. First principle of superconductivity

The microscopic theory of superconductivity for conventional superconduc-
tors, the BCS theory, is based on Leon Cooper’s work published in 1956. This
paper was the first major breakthrough for understanding the phenomenon of
superconductivity on a microscopic scale. Cooper showed that electronsin a
solid would always form pairsif an attractive potential was present. It did not
matter if this potential was very weak. It is interesting that, during his cal-
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culations, Cooper was not looking for pairs—they just “dropped out” of the
mathematics. Later it became clear that the interaction of electrons with the
lattice allowed them to attract each other despite their mutual Coulomb repul -
sion. These electron pairs are now known as Cooper pairs.

An important note: in this chapter and further throughout the book, we
shall use the term “a Cooper pair” more generally than itsinitial meaning. In
the framework of the BCS theory, the Cooper pairs are formed in momentum
space, not in real space. Further, we shall consider the case of electron pairing
in rea space. For simplicity, we shall sometimes call electron pairs formed in
real space also as Cooper pairs.

In solids, superconductivity as a quantum state cannot occur without the
presence of bosons. Fermions are not suitable for forming a quantum state
since they have spin and, therefore, they obey the Pauli exclusion principle
according to which two identical fermions cannot occupy the same quantum
state. Electrons are fermions with a spin of 1/2, while Cooper pairs are already
composite bosons since the value of their total spin iseither 0 or 1. Therefore,
the electron pairing is an inseparable part of the phenomenon of superconduc-
tivity and, in any material, superconductivity cannot occur without electron
pairing.

In some unconventiona superconductors, the charge carriers are not elec-
trons but holes with a charge of +|e| and spin of 1/2. The reasoning used
above for electrons is valid for holes as well. Thus, in the general case, it
is better to use the term “quasiparticles’ which also reflects the fact that the
electrons and holes arein amedium.

The first principle of superconductivity:

Principle 1 Superconductivity requires quasiparticle pairing

In paying tribute to Cooper, the first principle of superconductivity can be
called the Cooper principle.

In the framework of the BCS theory, the quasiparticle (electron) pairing oc-
curs in momentum space, not in real space. Indeed in the next section, we shall
see that the electron pairing in conventional superconductors cannot occur in
real space because the onset of long-range phase coherence in classical super-
conductors occurs due to the overlap of Cooper-pair wavefunctions, as shown
in Fig. 4.1. As aconsequence, the order parameter and the Cooper-pair wave-
functions in conventional superconductors are the same: the order parameter
is a “magnified” version of the Cooper-pair wavefunctions. However, in un-
conventional superconductors, the electron pairing is not restricted by the mo-
mentum space because the order parameter in unconventional superconductors
has nothing to do with the Cooper-pair wavefunctions. Generally speaking, the
electron pairing in unconventional superconductors may take place not only in
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Figure 4.1. In conventiona superconductors, the superconducting ground state is composed
by a very large number of overlapping Cooper-pair wavefunctions, ¢ (r). To avoid confusion,
only three Cooper-pair wavefunctions are shown in the sketch; the other are depicted by open
circles. The phases of the wavefunctions are locked together since this minimizes the free
energy. The Cooper-pair phase O(r), illustrated in the sketch, is aso the phase of the order
parameter U(r).
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momentum space but also in real space. We shall discuss such a possibility in
the following section.

The electron pairing in momentum space can be considered as a collective
phenomenon, while that in real space as individual. We aready know that
the density of free (conduction) electrons in conventiona superconductors is
relatively high (~ 5 x 10?2 cm~3); however, only a small fraction of them
participate in electron pairing (~ 0.01%). In unconventional superconductors
it isjust the other way round: the electron density islow (~ 5 x 102! cm™3)
but arelatively large part of them participate in the electron pairing (~ 10%).
Independently of the space where they are paired—momentum or real—two
electrons can form a bound state only if the net force acting between themiis
attractive.

2. Second principle of superconductivity

After the development of the BCS theory in 1957, the issue of long-range
phase coherence in superconductors was not discussed widely in the literature
because, in conventional superconductors, the pairing and the onset of phase
coherence take place simultaneously at 7T.. The onset of phase coherence in
conventional superconductors occurs due to the overlap of Cooper-pair wave-
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functions, as shown in Fig. 4.1. Only after 1986 when high-T,. superconduc-
tors were discovered, the question of electron pairing above T, appeared. So, it
was then realized that it is necessary to consider the two processes—the elec-
tron pairing and the onset of phase coherence—separately and independently
of one another [12].

In many unconventional superconductors, quasiparticles become paired
above T, and start forming the superconducting condensate only at 7. Su-
perconductivity requires both the electron pairing and the Cooper-pair conden-
sation. Thus, the second principle of superconductivity deals with the Cooper-
pair condensation taking place at T... This processis aso known as the onset
of long-range phase coherence.

Thetransition into the superconducting stateis
Principle 2: the Bose-Einstein-like condensation and occurs
in momentum space

Let us first start with one main difference between fermions and bosons.
Figure 4.2 schematically shows an ensemble of fermions and an ensemble of
bosonsat 7' >> 0and T' = 0. In Fig. 4.2 one can see that, at high temperatures,
both types of particlesbehavein asimilar manner by distributing themselvesin
their energy levels somewhat haphazardly but with more of them toward lower
energies. At absolute zero, the two types of particles rearrange themselvesin
their lowest energy configuration. Fermions obey the Pauli exclusion principle.
Therefore, at absolute zero, each level from the bottom up to the Fermi energy
Er is occupied by two electrons, one with spin up and the other with spin
down, asshownin Fig. 4.2. At absolute zero, all energy levels above the Fermi
level are empty. In contrast to this, bosons do not conform to the exclusion
principle, therefore, at absolute zero, they all consolidate in their lowest energy
state, as shown in Fig. 4.2. Since al the bosons are in the same quantum
state, they form a quantum condensate (which is similar to a superconducting
condensate). In practice, however, absolute zero is not accessible.

We are now ready to discuss the so-called Bose-Einstein condensation. In
the 1920s, Einstein predicted that if anideal gas of identical atoms, i.e. bosons,
at thermal equilibrium is trapped in a box, at sufficiently low temperatures
the particles can in principle accumulate in the lowest energy level (see Fig.
4.2). This may take place only if the quantum wave packets of the particles
overlap. In other words, the wavelengths of the matter waves associated with
the particles—the Broglie waves—become similar in size to the mean particle
distancesin the box. If thishappens, the particles condense, almost motionless,
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Figure4.2. Sketch of the occupation of energy levels for fermions and bosons at high temper-
atures and absolute zero. Arrows indicate the spin direction of the fermions. For simplicity, the
spin of the bosonsis chosen to be zero. Er isthe Fermi level for the fermions.

into the lowest quantum state, forming a Bose-Einstein condensate. So, the
Bose-Einstein condensation is a macroscopic quantum phenomenon and, thus,
similar to the superconducting condensation.

For many decades physicists dreamt of cooling a sufficiently large number
of ordinary atoms to low enough temperatures to undergo the Bose-Einstein
condensation spontaneously. During 1995 this was accomplished by three
groups acting independently. The first Bose-Einstein condensate was formed
by using rubidium atoms cooled to 2 x 10~ K.

The superconducting and Bose-Einstein condensates have much in common
but also anumber of differences. Let us start with their similarities. Firstly, the
superconducting and Bose-Einstein condensations are both quantum phenom-
ena occurring on a macroscopic scale. Thus, every Bose-Einstein condensate
exhibits most of the superconducting-state properties described in Chapter 2.
Secondly, the superconducting and Bose-Einstein condensations both occur in
momentum space, not in real space. What is the difference between a con-
densation in momentum space and one in real space? For example, the vapor-
liquid transition is a condensation in ordinary space. After the transition, the
average distance between particles (atoms or molecules) is changed—becomes
smaller when the vapor condenses and larger when the liquid evaporates. So, if
acondensation takes place in real space, there may be some noticeable changes
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in the system (second-order phase transitions occurring in real space, if such
exist, are not accompanied by changes in real space). On the other hand, if
a condensation occurs in momentum space there are no changes in ordinary
space. In the aforementioned example of the Bose-Einstein condensation oc-
curring in the box, after the condensation, the mean distance between particles
remains the same.

The superconducting and Bose-Einstein condensates have two magjor differ-
ences. In spite of the fact that the superconducting and Bose-Einstein conden-
sates are both quantum states, they, however, have “different goals to achieve”
Through the Bose-Einstein condensation bosons assume to reach the lowest en-
ergy level existing in the system (see Fig. 4.2). At the same time, the Cooper
pairs try to descend below the Fermi level as deeply as possible, generating an
energy gap (see Fig. 2.11). The second difference is that a Bose-Einstein con-
densate consists of real bosons, while a superconducting condensate comprises
composite bosons. To summarize, the two condensates—superconducting and
Bose-Einstein—have common quantum properties, but also, they have a few
differences.

In conventional superconductors, the onset of phase coherence occurs due
to the overlap of Cooper-pair wavefunctions. In a sense, it is a passive process
because the overlap of wavefunctions does not generate an order parameter—
it only makes the Cooper-pair wavefunctions be in phase. This means that
in order to form a superconducting condensate, the Cooper pairs in conven-
tional superconductors must be paired in momentum space, hot in ordinary
space. However, this may not be the case for unconventional superconductors
where the onset of long-range phase coherence occurs due to not the overlap
of Cooper-pair wavefunctions but due to another “active’ process. As a con-
sequence, if the onset of phase coherence in unconventional superconductors
takes place in momentum space, it relieves the Cooper pairs of the duty to be
paired in momentum space. This means that, in unconventional superconduc-
tors, the Cooper pairs may be formed in real space. Of course, they are not
required to, but they may.

If the Cooper pairs in some unconventional superconductors are indeed
formed in real space, this signifies that the BCS theory and the future theory
for unconventional superconductors can hardly be unified.

Let us go back to the second principle of superconductivity. After all these
explanations, the meaning of this principle should be clear. The transition
into the superconducting state always occurs in momentum space, and this
condensation is similar to that predicted by Einstein.

3. Third principle of superconductivity

If thefirst two principles of superconductivity, in fact, are just the ascertain-
ing of facts and can hardly be used for future predictions, the third and fourth
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principles are better suited for this purpose, and we shall use them further in
Chapters 8 and 9.
The third principle of superconductivity is:

The mechanism of electron pairing and the mechanism

Principle 3: of Cooper-pair condensation must be different

The validity of the third principle of superconductivity will be evident after
the presentation of the fourth principle. Historically, this principle was intro-
duced first [19].

It isworth to recall that, in conventional superconductors, phonons mediate
the electron pairing, while the overlap of wavefunctions ensures the Cooper-
pair condensation. In the unconventional superconductors from the third group
of superconductors (see Chapter 3), such as the cuprates, organic salts, heavy
fermions, doped Cg €etc., phonons aso mediate the electron pairing, while spin
fluctuations are responsible for the Cooper-pair condensation. So, in all super-
conductors, the mechanism of electron pairing differs from the mechanism of
Cooper-pair condensation (onset of long-range phase coherence). Generally
speaking, if in a superconductor, the same “mediator” (for example, phonons)
is responsible for the electron pairing and for the onset of long-range phase
coherence (Cooper-pair condensation), this will simply lead to the collapse of
superconductivity (see the following section).

Since in solids, phonons and spin fluctuations have two channels—acoustic
and optical (see Chapter 5)—theoretically, it is possible that one channel can
be responsible for the electron pairing and the other for the Cooper-pair con-
densation. The main problem, however, is that these two channels—acoustic
and optical—usually compete with one another. So, it is very unlikely that
such a*“cooperation” will lead to superconductivity.

4.  Fourth principle of superconductivity

If the first three principles of superconductivity do not deal with numbers,
the forth principle can be used for making various estimations.

Generally speaking, a superconductor is characterized by a pairing energy
gap A, and a phase-coherence gap A, (see Chapter 2). For genuine (not
proximity-induced) superconductivity, the phase-coherence gap is proportional
toT,.

2A, = AkpT,, (4.1)
where A is the coefficient proportionality [not to be confused with the phe-

nomenological parameter A in the London equations, given by Eqg. (2.7)]. At
the sametime, the pairing energy gap is proportional to the pairing temperature
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Tpair:
20, = N kpTyqir- 4.2
Sincetheformation of Cooper pairs must precede the onset of long-range phase
coherence, then in the general case, Tpair > 1.
In conventional superconductors, however, there is only one energy gap A
whichisin fact a pairing gap but proportional to 7¢:

9A = AkpT., (4.3)

Thisis because, in conventiona superconductors, the electron pairing and the
onset of long-range phase coherence take place at the same temperature—at
T.. In all known cases, the coefficients A and A’ liein the interval between 3.2
and 6 (in one heavy fermion, ~ 9). Thus, we are now in position to discuss the
fourth principle of superconductivity:

For genuine, homogeneous super conductivity,
Principle 4: Ap > Ac > 3kpT, always
(in conventional superconductors, A > %kBTC)

Let us start with the case of conventional superconductors. The reason why
superconductivity occurs exclusively at low temperatures is the presence of
substantial thermal fluctuations at high temperatures. The thermal energy is
%kBT. In conventional superconductors, the energy of electron binding, 2A,
must be larger than the thermal energy; otherwise, the pairs will be broken up
by thermal fluctuations. So, the energy 2A must exceed the energy %kBTC.
In the framework of the BCS theory, the ratio between these two energies,
2A/(kpT,) ~ 3.52, iswell above 1.5.

In the case of unconventional superconductors, the same reasoning is also
applicable for the phase-coherence energy gap: 2A,. > %k BT,.

We now discuss the last inequality, namely, A, > A.. In unconventional
superconductors, the Cooper pairs condense at T, due to their interaction with
some bosonic excitations present in the system, for example, spin fluctuations.
These bosonic excitations are directly coupled to the Cooper pairs, and the
strength of this coupling with each Cooper pair is measured by the energy 2A..
If the strength of this coupling will exceed the pairing energy 2A,,, the Cooper
pairs will immediately be broken up. Therefore, the inequality A, > A, must
be valid.

What will happen with asuperconductor if, at sometemperature, A, = A.?
Such a situation can take place either at T, defined formally by Eq. (4.1), or
below T, i.e. inside the superconducting state. In both cases, the tempera-
ture at which such a situation occurs is a critical point, 7¢,. If the tempera-
ture remains constant, locally there will be superconducting fluctuations due
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to thermal fluctuations, thus, a kind of inhomogeneous superconductivity. If
the temperature falls, two outcomes are possible (as it usually takes place at
a critical point). In the first scenario, superconductivity will never appear if
Tep = T, or will disappear at T, if Tr;,, < T¢. In the second possible out-
come, homogeneous superconductivity may appear. The final result depends
completely on bosonic excitations that mediate the electron pairing and that
responsible for the onset of phase coherence. The interactions of these excita-
tions with electrons and Cooper pairs, respectively, vary with temperature. If,
somewhat below T, the strength of the pairing binding increases or/and the
strength of the phase-coherence adherence decreases, homogeneous supercon-
ductivity will appear. Inthe opposite case, superconductivity will never appear,
or disappear at T.,,,. It isworth noting that, in principle, superconductivity may
reappear at 1" < T¢p.

The cases of disappearance of superconductivity below T, are well known.
However, it is assumed that the cause of such a disappearance is the emer-
gence of aferromagnetic order. As discussed in Chapter 3, the Chevrel phase
HoM0g Sy is superconducting only between 2 and 0.65 K. The erbium rhodium
boride ErRh4B,4 superconducts only between 8.7 and 0.8 K. The cuprate
Bi2212 doped by Fe atoms was seen superconducting only between 32 and
31.5K [30]. Theso-caled % anomaly in the cuprate L SCO, discussed in Chap-
ter 3, is caused apparently by static magnetic order [19] which may result in
the appearance of acritical point where A, ~ A..

Itis necessary to mention that the case A, = A, must not be confused with
the case T),,;» = 1. There are unconventional superconductors in which the
electron pairing and the onset of phase coherence occur at the same tempera-
ture, i.e. Tpqir ~ Te. This, however, does not mean that A, = A, because
A # AinEgs. (4.1) and (4.2). Usualy, A’ > A. For example, in hole-doped
cuprates, 2A,, /kpTpqir ~ 6 and, depending on the cuprate, 2A./kpT, = 5.2—
5.9.

Finally, let us go back to the third principle of superconductivity to show its
validity. The case in which the same bosonic excitations mediate the electron
pairing and the phase coherence is equivalent to the case A, = A discussed
above. Since, in this particular case, the equality A, = A isindependent of
temperature, the occurrence of homogeneous superconductivity isimpossible.

5. Proximity-induced superconductivity

The principles considered above are derived for genuine superconductivity.
By using the same reasoning as that in the previous section for proximity-
induced superconductivity, one can obtain a useful result, namely, that 2A ~
%kBTC, meaning that the energy gap of proximity-induced superconductivity
should be somewhat larger than the thermal energy. Of course, to observe this
gap for example in tunneling measurements may be not possible if the density
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of induced pairsislow. This caseis reminiscent of gapless superconductivity
discussed in Chapter 2. Hence, we may argue that

For proximity-induced superconductivity,
at low temperature, 2A, > 3kgT.

One should however realize that this is a genera statement; the final result
depends also upon the material and, in the case of thin films, on the thickness
of the normal layer.

What is the maximum critical temperature of BCS-type superconductivity?
In conventional superconductors, A = 3.2-4.2 in Eq. (4.3). Among cornven-
tional superconductors, Nb has the maximum energy gap, A =~
1.5 meV. Then, taking AB¢S ~ 2 meV and using A = 3.2, we have TB¢S =

2ABCS /3 9kp =~ 15K for conventional superconductors. Let us now estimate
the maximum critical temperature for induced superconductivity of the BCS
typein amaterial with a strong electron-phonon interaction. In such materials,
genuine superconductivity (if exists) isin the strong coupling regime and char-
acterized by A ~ 4.2 in Eq. (4.3). Assuming that the same strong coupling
regimeis also applied to the induced superconductivity with 2A ~ 1.5kgT"¢
and that, in the superconductor which induces the Cooper pairs, A, > 2 meV,

one can then obtain that 774~ 15K x %2 ~ 42K.

c,max 1.5 —
If the superconductor which induces the Cooper pairs is of the BCS type,
the value A¢ =2 meV can be used to estimate 7"¢ _ independently. Sub-

maxr c,max

stituting the value of 2 meV into 2A ~ 1.5kpT;"?, we have T4, ~ 31K
which is lower than 42 K.

In second-group superconductors which are characterized by the presence
of two superconducting subsystems, the critical temperature never exceeds 42
K. For example, in MgB», 7. = 39 K and, for the smaller energy gap, 2A, ~
1.7kpT, (see Chapter 3). At the sametime, for the larger energy gap in MgBs,
2A1, ~ 4.5kgT,. or A, ~ 7.5 meV. Then, on the basis of the estimation for
Tind .. itismore or less obvious that, in MgB2, one subsystem with genuine
superconductivity (which islow-dimensional), having Ay, ~ 7.5 meV, induces
superconductivity into another subsystem and the latter one controls the bulk
T..

The charge carriers in compounds of the first and second groups of super-
conductors are electrons. |Is there hole-induced superconductivity? Yes. At
least one case of hole-induced superconductivity is known: in the cuprate
YBCO, the CuO chains (see Fig. 3.9) become superconducting due to the
proximity effect. The value of the superconducting energy gap on the chainsin
YBCO iswell documented; in optimally doped YBCO, it isabout 6 meV [19].
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using Tt ez = 93 K for YBCO and A ~ 6 meV, one obtains 2A kT, ~
1.5. Thisresult may indicate that the bulk 7. in YBCO is controlled by induced
superconductivity on the CuO chains.






Chapter 5

FIRST GROUP OF SUPERCONDUCTORS:
MECHANISM OF SUPERCONDUCTIVITY

The first group comprises classical, conventional superconductors. This
group incorporates non-magnetic elemental metals and some of their aloys.
The phenomenon of superconductivity was discovered by Kamerlingh Onnes
and hisassistant GillesHolst in 1911 in mercury, arepresentative of thisgroup.

This Chapter does not set out to cover al aspects of the BCS theory of su-
perconductivity in metals; here we present only the main results of thistheory.
There are many excellent books devoted exclusively to the BCS mechanism of
superconductivity, and the reader who isinterested in following all calculations
leading to the main formulas of the BCS theory is referred to the books (see
Appendix in Chapter 2).

1. Introduction

In 1957, Bardeen, Cooper and Schrieffer showed how to construct a wave-
function in which the electrons are paired. The wavefunction which is adjusted
to minimize the free energy is further used as the basis for a complete micro-
scopic theory of superconductivity in metals. Thus, they showed that the su-
perconducting state isapeculiar correlated state of matter—a quantum state on
amacroscopic scae, in which al the electron pairs move in a single coherent
motion. The success of the BCS theory and its subsequent elaborations are
manifold. One of its key featuresis the prediction of an energy gap.

In Landau’'s concept of the Fermi liquid, excitations called quasiparticles
are bare electrons dressed by the medium in which they move. Quasiparticles
can be created out of the superconducting ground state by breaking up the
pairs, but only at the expense of a minimum energy of A per excitation. This
minimum energy A, as we already know, is called the energy gap. The BCS
theory predictsthat, for any superconductor at 7" = 0, A isrelated to the critical

141



142 ROOM-TEMPERATURE SUPERCONDUCTIVITY

temperature by 2A = 3.52kgT., where kg is the Boltzmann constant. This
turns out to be nearly true, and where deviations occur they can be understood
in terms of modifications of the BCS theory. The manifestation of the energy
gap in tunneling provided strong conformation of the theory.

The key to the basic interaction between electrons which gives rise to su-
perconductivity was provided by the isotope effect which was discussed in
Chapter 2. The interaction of electrons with the crystal lattice is one of the
basic mechanisms of electrical resistance in an ordinary metal. It turns out
that it is precisely the electron-lattice interaction that, under certain conditions,
leads to an absence of resistance, i.e. to superconductivity. Thisis why, in
excellent conductors such as copper, silver and gold, a rather weak electron-
|attice interaction does not |ead to superconductivity; however, it is completely
responsible for their nonvanishing resistance near absolute zero.

We start with a qualitative description of superconductivity in metals.

2. Interaction of electronsthrough thelattice

Superconductivity is not universal phenomenon. It shows up in materials
in which the electron attraction overcomes the repulsion. This attractive force
occurs due to the interaction of electrons with the crystal lattice. Thus, the
electron-phonon interaction in solids is responsible for the electron attraction,
leading to the electron pairing. Phonons are quantized excitations of the crystal
lattice.

The effective interaction of two electrons via a phonon can be visualized as
the emission of a“virtua” phonon by one electron, and its absorption by the
other, as shown in Fig. 5.1. An electron in a state k; (in momentum space)
emits a phonon, and is scattered into astate k’; = k; — q. The electronin a
state ko absorbs this phonon, and is scattered into k’s = ko + q. The diagram
shownin Fig. 5.1 isthe simplest way of calculating the force acting on the two
electrons. We shall consider this diagram in a moment; let us first discuss the
spectrum of lattice vibrationsin a solid.

Figure 5.1 Diagram illus-
trating electron-electron inter-
action via exchange of a vir-
tual phonon of momentum
hq.
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Phonons are quantized and, in different solids, propagate with different fre-
quencies, w = E/h. Because the lattice in solids are periodic, one unit cell
is interchangeabl e with another, and the lattice vibrations can propagate from
one cell to the next without change. Thus, it is unnecessary to consider the
crystal lattice of a whole sample; it is enough to study just one unit cell. This
unit cell can be described not only in ordinary space but also in momentum
space. The simplest model for studying the spectrum of lattice vibrations is
the one-dimensional model: it gives a useful picture of the main features of
the mechanica behavior of a periodic array of atoms. The simplest model
among one-dimensional onesisthe model corresponding to amonatomic crys-
tal, which can be visualized as alinear chain of masses m with the same spac-
ing a, and connected to each other by massless springs. However, it is more
practical to consider the one-dimensional model for adiatomic crystal in which
aunit cell contains two different atoms. In thismodel, the linear chain consists
of two different masses, M and m, which alternate along the chain, as shown
inFig. 5.2.

[ H a H a H ;
M | m M m Mo
R 3 3 13 3 3

Figure5.2. One-dimensional mass-spring model for lattice vibrations in a diatomic crystal.

Figure 5.3 shows schematically the energy-momentum relation E(k), ob-
tained in the framework of the one-dimensional model for a diatomic crystal
depicted in Fig. 5.2. The E(k) relation is generally known as the dispersion
relation. The momentum space in the range +7/2a, where 2a is the period-
icity of the lattice, is known as the Brillouin zone. In Fig. 5.3, the higher-
energy oscillations are conventionally called optical modes (or branches), and
the lower-energy oscillations acoustic modes. In Fig. 5.3, there are two optical
and two acoustic branches, corresponding to longitudinal and transverse vibra-
tions of atoms. The situation in three dimensions becomes more complicated
and, in general, there are different dispersion relations for waves propagating in
different directionsin acrystal asaresult of anisotropy of the force constants.

In the BCS theory, the Debye spectrum of phonon frequencies is used to
determine a critical temperature T... The Debye model assumes that the ener-
gies available are insufficient to excite the optical modes, so the BCS theory
considers only low-energy (acoustic) phonons. In the Debye model, the Bril-
louin zone, which bounds the allowed values of k, is replaced by a sphere of
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Figure 5.3. Vibration frequencies of diatomic chain shown in Fig. 5.2 (L = longitudinal and
T = transverse).

the same volume in k-space. The Debye temperature © is defined by
kp® = hwp, (5.2)

wherewp isthe phonon frequency at the edge of the Debye sphere. Thus, k0
(or hwp) isthe energy of the highest-energy phonon in the Debye sphere.

Let us go back to our electrons shown in Fig. 5.1. To enable an electron to
scatter from the state k; into the state k’;, the latter must be free (in accordance
with the Pauli exclusion principle). This is possible only in the vicinity of
the Fermi surface which is represented in momentum space by a sphere of
radius kp, as shown in Fig. 5.4. Now we are ready to formulate the law of
phonon-mediated interaction between electrons which forms the foundation of
the BCS theory: Electrons with energies that differ from the Fermi energy by
no more than Awp are attracted to each other. Thus, in the BCS model, only
those electrons that occupy the states within a narrow spherical layer near the
Fermi surface experience mutual attraction. The thickness of the layer 2Ak is
determined by the Debye energy:

Ak hwp h2k2,

T ~ By where Erp =
and m is the electron mass. As we shall see, the attraction is greatest for
electrons with opposite spins (s; = —s») and equal and opposite wave vectors
(k1 = —ka).

The electron-€lectron attraction mediated by the background crystal lattice
can crudely be pictured as follows. An electron tends to create a dight distor-
tion of the elastic | attice asit moves because of the Coulomb attraction between

(5.2)

2m "’
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Fermi surface

20K

Figure5.4. IntheBCSpicture, only the electrons within the 2Ak layer near the Fermi surface
interact via phonons.

the negatively charged electron and the positively charged lattice, asillustrated
in Fig. 5.5. If the distortion persists for a brief time (retardation), a second
passing electron will feel the distortion and will be affected by it. Under cer-
tain circumstances, this can give rise to a weak indirect attractive interaction
between the two electrons which may more than compensate their Coulomb
repulsion. Thus, as shown in Fig. 5.5, the process of electron pairing in con-
ventional superconductorsislocal in space, but non-local in time.
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Figure 5.5. Polarization of a lattice near a moving electron, which in turn attracts another
electron.
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3.  Mainresultsof the BCStheory

The main idea of the BCS theory is based on the Cooper work. In 1956,
Cooper showed that two electrons with an attractive interaction can bind to-
gether in the momentum space to form abound pair, if they are in the presence
of a high-density fluid of other electrons, no matter how weak the interaction
is. This bound state of two electronsistoday known as the Cooper pair.

3.1 Instability of the Fermi surface in the presence of
attractive interaction between electrons

Let us consider two €electrons in a metal, added at the Fermi surface. In the
absence of interactions, their wavefunction can be written as

Y(ry,ro) = eilkiritkorz) _ ilq(ri4rz)+k(ri—rz)] (5.3)
where
= la + ko) (54)
k= %(k1 k).

In the center of mass, g = 0. Then, in the presence of an interaction between
electrons (assumed attractive), the wavefunction can be presented as

Y(ry,ra) Zg elk(ri—rs2) (5.5

where |g(k)|? isthe probability of finding one electron with momentum k and
the other one with momentum —k. Of course,

g(k) =0 for |k| < |kp|, (5.6)

because al the electronic states |k| < |k| are completely filled with electrons
and, in accordance with the Pauli exclusion principle, the two electrons cannot
occupy these states.

The Schrodinger equation for these two electronsis

h2
2m

where Er isthe Fermi energy, and V' (r1, r2) isthe potential energy of electron-
electron interaction. Substituting the wavefunction obtained in the center of
mass into the Schrbdinger equation, we have the following eguation for g(k):

(V2 4+ V2 + V(ry, 1) = (E + 2Ep)y, (5.7)

)+ Z gk )V = (E + 2Er)g(k), (5.8
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where 1
Viw = 75 / V(r)el (e Kr g3y (5.9)

isamatrix element of the electron-electron interaction, and L? is the volume.
To solve this equation, it is necessary to know Vj;s explicitly. Taking into
account that the energies of electrons participating in pairing is |eg|, |ex| <
hwp, where wp is the Debye frequency, we choose a simple form of the
electron-electron interaction

_ [ =V foreg, [ex| < hwp
Vi = { 0  otherwise, (5.10)
where 2,2 2,2 52,2
h7k h=k h*k
O L T R R 0 (5.11)
2m 2m 2m

and kr is the wave vector on the Fermi surface. In this case, Equation (5.8)
transformsinto

g(k)

2
E +2Ep — %kz‘] =-V> gK)=C, (5.12)
k/

where C isaconstant independent of k. From Eq. (5.12), one can easily obtain
the following self-consistent equation

1

1=V Xk: ETEy Ty o (5.13)
If we introduce the density of states per spin direction
N(e) = (24:)3 23—]:, (5.14)
we obtain
hwp 1
1=V / N(E) 5 de. (5.15)
0

Since, in metals hwp < Er (EF ~5eV and hwp ~ 25 meV), then N(g) ~
N(0), and we can write

N(O)V In E —2hwp

2 B '
The last equation can be re-written as
Qth

2
[exp NOVEE 1

1= (5.16)

E=-— if N0)V <« 1. (517)

2
~ —27\7,LUD exp —W
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The energy gain F (because £ < 0) indicates that the two electrons form a
bound state and, as a consequence, other electrons can also condense into this
state.

This result is obtained under the assumption that q = 0 [see Eqg. (5.5)]. In
the case if q # 0, the energy gainis E(q) = E(0) + hqup. This means that
the energy gain is a maximum when q = 0. The energy gain depends also on
the orientation of spin of each electron. The absolute value of E' isamaximum
when the spins of the two electrons are oppositely directed (s; = —s»). Since
the distance between two electronsin a pair is sufficiently large,

F‘% ~ 105 —10% A, (5.18)

and since the density of conduction electrons in metas is relatively high, the
wavefunctions of different pairs are largely overlap. To estimate the distance
between electrons in a pair, we used hiwp ~ 300 K and N(0)V ~ 0.3. The
sketch of electron-pair wavefunction is shown in Fig. 2.3, and their overlapin
Fig. 4.1.

3.2 Electron-electron attraction via phonons

How can electrons in a solid attract each other? The Coulomb force act-
ing between electrons is aways repulsive, so that, the matrix element of the
Coulomb interaction, V¢, is always positive, V< > 0. In order to obtain an at-
traction between electrons, it is necessary that they interact with a“third party,”
leading to the formation of electron pairs. In a solid, €lectrons constantly in-
teract with lattice vibrations.

Considering the interaction of two electrons viaavirtua phonon, as shown
in Fig. 5.1, the element of the total matrix can in general be presented as

Mie—gM kg (5.19)

P / / /
V (k,k,q)—<k,k|V|k q’k+q>_5k—q_€k_hwq’
where M, ;.4 is the matrix element of the electron-phonon interaction, and
hw, isthe energy of a phonon with the wave vector q shown in Fig. 5.1 [not be
confused with the vector q in Eg. (5.4)]. If we add to this process another one
in which the electron k’ emits a phonon with the wave vector —q, we obtain
that the element of the total matrix becomes

QFqu|Mk7k_q|2
(ek—q — €k)? — (hwg)?
in which the element of the electron-phonon matrix M depends weakly on k.

The matrix element V}%,, is negative if |e,_, — €| < hw,. In this case,
the electron-electron interaction is attractive. This interaction becomes repul-

vk, = (5.20)
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20K

Figure 5.6. If electron pairs have a total momentum 2q, the interaction involves only the
electrons occupying k states within the dashed areas.

sive when the characteristic frequencies of electrons exceed the frequencies of
lattice vibrations. This will happen when heavy ions cannot follow the move-
ments of electrons. The interaction is a maximum when the two frequencies—
electronic and lattice vibrations—coincide. Taking into account the Coulomb
repulsion between the electrons, the total interaction (V' + V<) will be at-
tractive (i.e. negative) if |[V7| > VC.

The attraction is greatest for electrons with equal and opposite wave vectors
(k; = —ko). Why? A transition of an electron pair from the state (kq, ks)
to the state (k’1, k’5), asshown in Fig. 5.1, must obey the low of momentum
conservation:

ki + ko = k/l + k/Q. (5.21)

For example, if k; + ko = 2q asillustrated in Fig. 5.6, only the electrons
occupying the k states in the dashed areas of momentum space are allowed to
participate in the transitions. The dashed areais maximum when g =0, and all
states within a band of width ~ 2hwp near the Fermi surface are available.

3.3 Electron distribution in the ground state of a
super conductor

In this subsection, our objective isto investigate the state of a superconduc-
torat 7" = 0, i.e. when its energy isaminimum.

As shown by Cooper, in the presence of an attractive interaction, the elec-
tronsin a solid will condense at low temperature in pairs. Initsturn, the BCS
theory supplies aformalism capable to treat the correlations of the pairs when
the number of interacting el ectrons is macroscopic.
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Inthe framework of the BCStheory, it isfirst assumed that the element Vi,
of thematrix V = |[VF| — V¢ (thus, V > 0) hasasimple form, namely,

Vi =4 7V for [eg|, |ex| < hwp
kk'a =31 0  otherwise.

As was already discussed above, this means that only electrons with energies
that differ from the Fermi energy by no more than the Debye energy hiwp are
attracted to each other. Thislayer is schematically shownin Fig. 5.4.

The second postulate of the BCS theory is that the difference in energy
between the normal and the superconducting states originates exclusively from
the energy gain of electron pairing, and other forms of energy are not affected
by the superconducting transition. Each transition (k, —k) — (k/,—k’) is
accompanied by a contribution of —V to the condensation energy. Below T,
the normal electrons are also present, but al become paired at 7' = 0. So,
the condensation energy is a maximum at 7' = 0. If the pair state (k, —k)
is occupied only by one electron, all the transitions (k’, —k’) — (k, —k) are
forbidden.

Let us introduce two new functions of k, namely, v7 and f;.. Suppose that
v? givesthe probability that the pair state (k, —k) is occupied. Then, the prob-
ability for the pair state (k, —k) being empty isui = 1 — v7. Suppose that
fx is the probability for the pair state (k, —k) is occupied by one (normal)
electron. Then, the probability for the electronic states k and —k both being
empty, i.e. being not occupied by single electrons simultaneously, is (1 - 2f3).
Finally, the probability for the pair state (k, —k) being occupied and the pair
state (k’, —k’) being empty is [v2 (1 —v2,)]*/? = vyu. Itisworth noting that,
in the pair wavefunction in Eq. (5.5), g(k) = v.

Let us now express the first three terms in the Hemholtz free energy

F=E-TS=FE.+E,—TS+ NEg (5.23)

(5.22)

through the probability functions v2, u; and fi., where N is total number of
electrons and Er isthe Fermi energy. Thekinetic energy is

E.=2) [exfr + (1 — 2fr)viexl, (5.24)
k

where ¢, is the energy of an electron in the state k measured from the Fermi
level, given by Eqg. (5.11).
The potentia energy is

Ep =V kauk/ukvkl(l — ka)(l — 2fk’) (525)
kk'

TS = —2kgT Y [frlog fr + (1 — fi)log(1 = fi)], (5.26)
p
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we assume that the entropy comes exclusively from normal electrons which
are fermions.

In equilibrium, the free energy F' has a minimum. Then, the equilibrium
valuesof v? and f;, can be obtained by minimizing the free energy with respect
tov? and fy:

OF OF
el d = =o. 52
02 0 an T 0 (5.27)
Taking these derivations and introducing the quantity
Do =V upvp (1 —2fy) (5.28)

k/
which has the dimensions of energy, one obtains the following equations

Erup = epug + Dovg (5.29)
Eyvr, = —egvr, + Aouy,

By =/e2 + A2, (5.30)

The solutions of these two equations are

where

1 Ek
2= _(1- = 5.31
=g (1- ) (5.31)
1 5
2 _ 1-i>. 5.32
=5 (1+ 5 (532)

The minus sign in Eq. (5.31) stems from a general argument that, ask — 0,
we ought to have v,% — 1 whileep — —FEpr. The dependence of v,%, onkis
illustrated in Fig. 5.7. As one can see, for anormal metal at 7' = 0, v7 has
a discontinuity at k&, while the total energy of a superconductor reaches its
minimum when the electron distribution in the vicinity of the Fermi level is
“smeared out” over the energy interval ~ 2A. It isimportant to emphasize
that this occurs at absolute zero! Such a ground state of the superconductor is
a consequence of the interaction between electrons.

From Fig. 5.7, one can make a very important conclusion. At 7' = 0, the
kinetic energy of electrons near the Fermi level, forming the superconducting
condensate, is larger than that of a normal metal. Thus, the superconducting
condensation leading to areduction in potential energy is accompanied by an
increase in kinetic energy. Nevertheless, this reduction in potential energy is
more than enough to compensate the Coulomb repulsion and the increase in
kinetic energy. The total energy of the superconducting condensate is thereby
reduced relative to that of the conventional one-electron description of states
in a metal. Thus, in the framework of the BCS theory, superconductivity in
conventional superconductorsis driven by potential energy.
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Figure 5.7. Dependence of vZ on k at T = 0, or the probability of pair occupancy in the
superconducting ground state.

The second condition for equilibrium in Eq. (5.27) gives
1

fr=——+F—. 533
¥ expli—’“T—i—l ( )

At T =0, fr = 0, meaning that all the electrons occupy the lowest energy
levels, and there are no excitations in the system.

34 Energygap

In Eg. (5.30), E} presents a new spectrum of elementary excitationsin a
superconductor, which is separated from the ground-state energy level by an
energy gap Ag. The new spectrum of a superconductor is sketched in Fig.
5.8. At T = 0, the Cooper pairs occupy their ground-state level separated
by A, from the next energy level of elementary excitations. However, the
lowest amount of energy which can be absorbed by the superconductor is2A,
and not Ag. Why? Because if one electron becomes excited and jumps at
the first energy level above the ground-state level, its ex-partner is still at the
ground-state level. Such a situation is forbidden, so the two electrons must be
excited simultaneously. As a consequence, the minimum energy needed for
this processis 2A. In other words, the energy 24 is necessary to break up a
Cooper pair.

It is worth to emphasize that, in a conventional superconductor, the Cooper
pairs cannot be excited. They are either at the ground-state energy level, or
they are already broken up. There is nothing in between. This, however, is
not the case for unconventional superconductors where the Cooper pairs can
be excited, being still paired.

Since the energy gap depends on temperature, A(7'), the minimum energy
needed for breaking up a Cooper pair varies with temperature as well. Let us
determine the A(7T") dependence. Substituting Egs. (5.31), (5.32) and (5.33)
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elementary
excitations

A%

—0O0—00—O00—00 ground

Figure5.8. Elementary excitation spectrum of a superconductor at 7" = 0. The energy gap Ao
separates the first excited level from the ground-state level.

into Eq. (5.28), the latter one reducesto

B A(T) 2
AlT) = Vzk: 2E}, (1  exp(Ey/kgT) + 1) ' (539

The replacement of summation with integration yields, after simple algebra,

hwp

1 de ez + A%(T)
R A Y A il Sl 5.35
NV / 2L AT T 2kgT (5:35)

where N(0) is the density of states of a superconductor at the Fermi level
a T = 0 (see the following subsection). This temperature dependence of
the energy gap, obtained in the framework of the BCS theory, is illustrated
in Fig. 2.12. As we shall see, near T, the gap varies with temperature as
A(T) o (T, — T)V2.

At T =0, Equation (5.35) becomes

hwp

1 B / de
NO)WV ) /€2+A3'

Carrying out the integration, we have

(5.36)

th 1 .
Ag = ————— ~ 2hwp exp (— > if NO)V <« 1. (5.37)
07 sinh —N(é)v N(O)V (©)

In reaity, N(0)V < 0.3. Let us estimate A,. Taking the Debye tempera-
ture © = hwp/kp ~ 280 K and N(0)V = 0.3, one obtains Ay ~ 10K =
0.86 meV.
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3.5 Density of states of elementary excitations

The lower part of the elementary excitation spectrum of a superconductor is
depicted in Fig. 5.8. By combining the two equations, Egs. (5.11) and (5.30),

we have
n2k2 22\’
B =Je2 + A2 = J <% _ sz> + A2 (5.39)

Thisdependence of E, on k isillustrated in Fig. 5.9a. Asone can seefrom this
plot and Fig. 5.8, the energy levels of elementary excitations become denser
a Er — Ag. Inother words, the density of states near the Fermi level is the
highest.

Ex @ E (0)

|
i
k|: k N (0) NS

Figure5.9. (a) Spectrum of elementary excitations of asuperconductor, Ey. (seeasoFig. 5.8),
and (b) itsdensity of states N, at T' = 0.

In a superconductor, the density of statesis

de A(T)

N(E) = N(a)dE = N(e) T AT) (5.39)
where N (¢) is the density of states of a superconductor in the normal state.
The density of states NV (E) divergesat £ — Ay, asshown in Fig. 5.9b.

Figure 5.9b presents the density of states of a superconductor at 7' = 0. At
finitetemperatures0 < T' < T, however, the density of states does not diverge
a E — Ag because, at 0 < T, there are dways excitations inside the gap, as
illustrated in Fig. 5.10. This effect can directly be observed in tunneling mea-
surements. It is worth noting that, the tunneling conductances dI(V')/dV ob-
tained in a superconductor-insulator-normal metal (SIN) junction corresponds
directly to the density of states of a superconductor if normalized to a normal-
state conductance G, [thus, to N (¢)]. The current-voltage tunneling character-
istics for a conventional superconductor are shown in Fig. 2.20. The conduc-
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Figure 5.10. Tunneling dI(V')/dV characteristic for a SIN junction at 7' > 0. The dashed
line is the density of states of a superconductor at zero temperature (see Fig. 5.9b). G, isthe
normal-state conductance.

tances measured in a superconductor-insulator-superconductor (SIS) tunneling
junction are proportional to the convolution of the density-of-states function of
a superconductor with itself.

3.6 Critical temperature

In the framework of the BCS theory, one can derive an expression for the
critical temperature. At T = T,, thegap is A(T.) = 0. Then, replacing 7" in
Eq. (5.35) with 7. and setting A(7") = 0 yields an equation with respect to 7.

L _ / L L (5.40)

Carrying out this integration, one gets

1
kT, = 1.14hwp exp <_N(O)V) ) (5.41)

Taking Eq. (5.37) into account, we have
2Ag = 3.52kpT,. (5.42)

The last two relations are in good quantitative agreement with numerous ex-
periments. Moreover, Equation (5.41) provides an explanation for the isotope
effect (see Chapter 2): since the Debye frequency varies as wp oc M~1/2,
where M is the isotope mass, one immediately obtains from Eq. (5.41) that
the product 7,,M /2 is constant for a given superconductor.
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3.7 Condensation energy

Here we calculate the condensation energy of the superconducting state at

T =0, i.e. the difference in energy between the superconducting and normal
states: . ,

W = E, — E, = (EFn — EFimy  (EPot — EPOY), (5.43)

where EF™ and EP*" are respectively the kinetic and potential energies. In the

normal stateat 7' = 0, al states below the Fermi level are completely occupied
and, therefore, EP°t = 0 and

Eft = 3" 2gy. (5.44)
k<kp

Here the coefficient 2 appears because the sum is taken over pairs of states
(k,—k). Then, taking into account that, at 7' = 0, f; = 0, and using Eq.
(5.24), the difference of kinetic energiesis

E¥r R =2 3" ep(vp — 1) +2 Y exvp. (5.45)
k<kp k>kp
Using Egs. (5.30), (5.31) and (5.37), one can easily transform Eq. (5.45) into
, . 1 1
Ekzn _ Ekzn — N(0)A2 |: (1= —2/N(0)V ] . 4

Similarly, the potential energy of the superconducting state from Eq. (5.25) at
T=0is

AZ
D 5.47
S V ( )
Then, the condensation energy is the sum of the last two equations:

W = —%N(O)A% [1 - e—z/N(o)V} ~ —%N(O)A% if NO)V < 1. (5.48)

Since N(0) ~ N/Ep, where N is the total number of free conduction elec-
trons, then the condensation energy per electronisabout A2 /(2Er). A similar
result was obtained in Chapter 2 by using common sense. Also in Chapter 2,
we established that the difference in free energy between the superconducting
and normal state equals H?2 /8w, where H. isthe thermodynamic critical field.
It then followsthat at 7= 0

H? 1
—£ = —N(0)A}. 4
From Eq. (2.20), H.(T)) varieswith temperatureas[1 — (T/T.)?]. AsT — T,

this dependence becomes linear with T: H, « (T, — T'). As aconsequence,
from Eq. (5.49), A(T) varies with temperatureat T’ — T, as (T, — T')'/2.
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3.8 Coherencelength

As defined in Chapter 2, the coherence length £, is determined by varia-
tions of the order parameter W (r), whilst the Cooper-pair size € is related to
the wavefunction of a Cooper pair, ¢ (r). Furthermore, the coherence length
depends on temperature, {;1.(7T"), while the Cooper-pair size is temperature-
independent. Since the order parameter in conventional superconductors is a
“magnified” version of Cooper-pair wavefunctions, the values of coherence
length and Cooper-pair size in conventional superconductors coincide at 7' =
0: £a(0) = £(0) = &o.

The superconducting ground state can be represented by the distribution of
electron pairs in momentum space given by the function v7. The sketch of the
dependence of v on k is shown in Fig 5.7. In this plot, one can see that large
variations of v7 at 7" = 0 can occur only within the region

Ak ~ kFQ—AO, (5.50)
Ep
where Er = h*k%/2m is the Fermi energy. Then in real space, large vari-
ations of the order parameter of the ground state can be expected within the
interval Az defined by the uncertainty relation

AzAk ~ 1. (5.5
Then, it follows that

Ep 1 Bk}  hpr  hup
QA()]CF N QAQkF 2m N 4mA0 N 4A0’
where pr and vy are respectively the electron momentum and velocity on the

Fermi surface. By definition, Az is the coherence length at 7" = 0, thus, the
intrinsic coherence length, £, = Ax. A rigorous calculation yields

Ax

(5.52)

. th
wAy

The difference between the two expressionsisonly in the numerical coefficient
of /4 ~ 0.785. Asmentioned above, & is aso the size of the Cooper pairs at
T=0.

The estimation of &, for a metalic superconductor, made in Chapter 2,
yielded &y ~ 3x 103 A. Thevaluesof theintrinsic coherencelength in conven-
tional superconductors can be found in Table 2.1. In spite of the fact that two
electronsin a Cooper pair in metallic superconductors are far apart from each
other, the other Cooper pairsare only afew tensof A away, as shown schemati-
cally inFig. 4.1. Such ahigh concentration of the Cooper pairsin conventional
superconductors automatically leads to the onset of phase coherence.

&o (5.53)
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3.9 Specific-heat jump

As discussed in Chapter 2, the appearance of the superconducting state is
accompanied by quite drastic changes in both the thermodynamic equilibrium
and thermal properties of asuperconductor. The normal—superconducting tran-
sition is a second-order phase transition accompanied by ajump in heat capac-
ity. On coaling, the heat capacity of a superconductor has a discontinuous
jump at 7, and then falls exponentially to zero, asillustrated in Fig. 2.23. In
the framework of the BCStheory, the value of thisjump in heat capacity equals
6 =1.43, as specified by Eq. (2.54). Experimentally, the value of the jJumpin
specific heat in conventional superconductors with a strong electron-phonon
coupling can be much larger than 1.43.

3.10 Relation between the BCS and Ginzburg-L andau
theory

The Ginzburg-Landau theory of the superconducting state, which was dis-
cussed in Chapter 2, is phenomenological. Soon after the development of
the BCS theory, Gor’'kov showed that the two theories—microscopic BCS
and phenomenological Ginzburg-Landau—are basically thesameat T' — T..
However, the relation between the BCS and Ginzburg-Landau theory differsin
the so-called clean and dirty limits. To recall, the case when the mean electron
free path is larger than the Cooper-pair size, ¢ > &, is known as the clean
limit. Inthedirty limit, ¢ < €. Inwhat follows, al quantities corresponding to
“clean” superconductorswill be labeled with anindex “cl” and thoseto “ dirty”
superconductors with an index “d”.

First of al, the energy-gap function in the BCS theory, A(r), isproportional
to the order parameter ¥(r) in the Ginzburg-Landau theory at 7' — T, as

TmuEN (0) 12

WC(S)] A(r), (5.54)
_ [mmupN(0)I

\I’d(r)_{ 127kpT,

where ((3) ~ 1.202 is the Riemann function. The temperature dependence of
theenergy gapat T’ — T, is

\Ifcl(r) = [

1/2
} Ar), (5.55)

T 1/2
A(T) ~ 3.06 k5T, (1 . T) . (5.56)

The temperature dependences of the coherence length and magnetic penetra-
tion depth in the two limits are

T 1/2
ora =076 (1- 1) (557)
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1/2

€ar.a = 0.85 (&l)1/? (1 — %) , (5.58)
A0 T\'/?

At = % (1 — T) , (5.59)
1/2 1/2

Ag = 0.615 \(0) (%0) (1 — %) , (5.60)

where &, is the intrinsic coherence length defined in Egs. (5.53) and (2.15),
and
3c?

N0 ———.
(©0) 8me2v% N (0)

(5.61)

The coefficients o and 3 in the Ginzburg-Landau theory can be expressed
intermsof £y and A(0) as

Qg = —1.83 % (1 — %)1/2, (5.62)
ag = —1.36 25&)[ (1 — %)1/2, (5.63)

9 2
= 08 () 50

9 2
Ba = ]\?ﬁ)) < 5 g?z kBTc> . (5.65)

Finally, the Ginzburg-Landau parameter % in these two limitsis

kg = 0.96 % and kg = 0.725 @. (5.66)

4. Extensionsof the BCStheory

Asis natural with adevelopment of such importance, the appearance of the
original paper by Bardeen, Cooper and Schrieffer was followed rapidly by a
number of papers giving reformulation of the calculations and some correc-
tions to the original results. Severa of these reformulations and corrections
proved important in the later development.

4.1  Critical temperature

Here we discuss an important correction to the critical temperature obtained
for the case of strong electron-phonon coupling. For convenience, we intro-
duce a new parameter A\ = N (0)V called the electron-phonon coupling con-



160 ROOM-TEMPERATURE SUPERCONDUCTIVITY

stant (not to be confused with the penetration depth). In the weak-coupling
limit, i.e. when A <« 1, the influence of the Coulomb interaction on 7. in
Eg. (5.41) can be taking into account by introducing the Coulomb pseudo-
potential:

1
kpT,. = 1.14hwp exp (— ) , (5.67)
A — u*
where p* is N(0) times the Coulomb pseudo-potential. Later, McMillan ex-
tended thisresult for the case of strong-coupling superconductors, and obtained

. . [ 1.04(1 + \) }
c= 7, &KX - ’
145 P [T = (1 + 0.62))

where © isthe Debye temperature. So, when the Coulomb interaction is taken
into account, the isotope-mass dependence of the Debye frequency appearing
in u* modifies the isotope effect, and thus explains the deviation of the isotope
effect in some superconductors from the ideal value of 0.5 (see Table 2.3).

In BCS-McMillan's expression for T, the Debye temperature © occurs not
only in the pre-exponential factor in Eq. (5.68), but also in the electron-phonon
coupling constant A which can be presented as A ~ C/M (w?), where C' isa
constant for a given class of materials, M is the isotope mass, and <w2> isthe
mean-square average phonon frequency, and (w?) oc ©. As a consequence,
in BCS-type superconductors, T, increases as © decreases. In other words,
T, increases with lattice softening. This, however, is not the case for high-T
superconductors (copper oxides) in which T, increases with lattice stiffening
(see Fig. 6.29), thus, contrary to the case of conventional superconductors.
Thisfact clearly indicates that the mechanism of superconductivity in high-T.
superconductors, which will be discussed in the next chapter, is not of the BCS

type.

(5.68)

4.2  Strength of the electron-phonon interaction

The electron-phonon coupling constant A in Eq. (5.68) can be determined
experimentally. In a given material, the strength of the electron-phonon in-
teraction depends on the function o(w) F(w), where F(w) is the density of
states of lattice vibrations (the phonon spectrum); o (w) describes the interac-
tion between the electrons and the lattice, and w is the phonon frequency. The
spectral function o?(w) F(w) isthe parameter of the electron-phonon interac-
tion in the Eliashberg equations, and if this function is known explicitly, one
can calculate the coupling constant A with the help of the following relation

r=2 [@w)F @) %‘*’. (5.69)

The phonon spectrum F'(w) can be determined by inelastic neutron scat-
tering. The product o (w)F(w) can be obtained in tunneling measurements.
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A comparison of experimental data obtained by these two different techniques
reveal sin many superconducting materials aremarkable agreement of the spec-
tral features. The function a(w) can be determined explicitly from these data,
which is usually smooth relative to F(w). As an example, Figure 5.11 shows
the phonon spectrum F(w) and the function o (w) F(w) for Nb, obtained by
neutron and tunneling spectroscopies, respectively. In Fig. 5.11, one can see
that there is good agreement between the two spectra. It is worth to mention
that the phonon spectrum in metals often has two peaks, asthat in Fig. 5.11.
These peaks originate from longitudinal and transverse phonons.
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Figure5.11. Tunneling and neutron spectroscopic data for Nb (taken from [19]).

4.3 Tunneling

As we aready know, tunneling dI(V')/dV characteristics obtained in an
SIN junction correspond to the density of states of quasiparticle excitationsin
asuperconductor. Let usderivethisresult. Assuming that the normal metal has
aconstant density of states near the Fermi level and the transmission of the bar-
rier (insulator) isindependent of energy, the tunneling conductance d1(V') /dV
is proportional to the density of states of the superconductor, broadened by the
Fermi function f(E,T) = [exp(E/kgT) + 1]~1. Thus, at low temperature,

+oo
% x / NL(E) [_ ~ <fv) F(E+eV.T) dE = Ny(eV),  (5.70)

where V isthe bias; N,(F) isthe quasiparticle density of statesin a supercon-
ductor, and the energy £ is measured from the Fermi level of a superconductor.
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So, the differential conductance at negative (positive) voltage reflects the den-
sity of states below (above) the Fermi level Ep.

In order to smooth the gap-related structures in the density of states N,
shownin Fig. 5.10 at T" — 0, a phenomenological smearing parameter I" was
introduced, which accounts for a lifetime broadening of quasiparticles (I' =
h/T, where T isthe lifetime of quasiparticle excitations). The energy E in the
density-of-state function isreplaced by £ — il as

E—il
N,(E,T)  Re { / =T dk} : (5.71)

where, in the general case, the energy gap A(k) is k-dependent. (In a two-
dimensional case, the integration is reduced to integrating over the in-plane
angle0 < 0 < 2m.)

In SIN tunneling junctions of conventional superconductors, there is good
agreement between the theory and experiment. However, for SIS-junction
characteristics, the correspondence between the smoothed BCS density of states
and experimental datais poor. Thisissuewasraised for thefirst time elsewhere
[19].

4.4  Effect of impuritieson T,

How do magnetic and non-magnetic impurities affect the critical temper-
ature in conventional superconductors? It turns out that, in superconductors
described by the BCS theory, non-magnetic impurities do not alter 7. much,
whereas magnetic impurities drastically suppress the superconducting transi-
tion temperature.

The effect of non-magnetic impurities on T, was first explained by Ander-
sonin histheorem. In the normal state, the el ectrons may be described by wave
functions ¢,, 1(r) and ¢,, | (r), where ¢,, is supposed to include the effects of
the impurity scattering. The quantum number n replaces the wave number k
we used for the pure metal. The Cooper pairs in the pure metal is composed
of the states (k, T) and (—k, |). The latter state is in fact the former one but
with momentum and current reversed in time. Anderson argued that, intheim-
pure metal, one should equally pair time-reversed states, namely, ¢,,1(r) and

nl (r): the complex conjugate ¢ | isthetime reverse of ¢,, | just as e krijs
the time reverse of €%*. With non-magnetic impurities, ¢* and ¢,, have the
same energy, and all the BCS calculations go through unmodified. In fact, the
impurity scattering washes out the effects of Fermi-surface anisotropy, so that
the BCS results apply rather better to alloys than to pure metals. Experimen-
tally, when non-magnetic impurities are added to a pure superconductor, the
critical temperature first drops sharply and then varies only slowly as a func-
tion of the impurity concentration. The first drop is related to the destruction
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of anisotropy effects, and the subsequent slow change is caused by achangein
N(0).

In the case of magnetic impurities, ¢; and ¢,, have different energies. As
a consequence, this leads to a difference in energy between the two electrons
in a Cooper pair. When the mean value of this energy difference exceeds the
binding energy of the pairs, the electron pairing and, thus, the superconducting
state, can no longer occur.

The effect of suppression of the superconducting state by magnetic and non-
magnetic impurities is always used to determine the nature of the electron-
electron attraction in superconducting materials. For example, the effect of
impurities on T, in superconductors in which superconductivity is mediated
by magnetic fluctuations should be opposite to that in conventional supercon-
ductors.

45 High-frequency residual losses

The vanishing of the dc resistance is the most striking feature of the super-
conducting state. However, the losses in a superconductor are non-zero for an
ac current which flows in a thin surface layer having a thickness of A (pen-
etration depth). The surface resistance depends on the frequency w of an ac
current (or electromagnetic field), aswell as on the temperature and the energy
gap of a superconductor. At microwave frequencies and at temperatures less
than half the transition temperature, the surface resistance has the following
approximate BCS form:

2

Ry(T,w) = CT“’e—A/kBT + Ro(w), (5.72)
where C' is a constant that depends on the penetration depth in the material,
and Ry isthe residual resistance. Although it is not entirely clear where the
residual losses originate, it has been determined experimentally that trapped
flux and impurities are principal causes. An additional source of the residual
losses can be imperfection of the surface of a superconductor, which may not
be perfectly flat or contains non-superconducting regions (for example, oxides
etc.). Nevertheless, in conventional superconductors, the residual |osses which
are determined by R, are small in comparison, for example, with those in
high-T,. superconductors.






Chapter 6

THIRD GROUP OF SUPERCONDUCTORS:
MECHANISM OF SUPERCONDUCTIVITY

True laws of Nature cannot be linear.
—Albert Einstein

Here we consider the third group of superconductors; the second group will
be discussed in the following chapter. Such a sequence simplifies the presen-
tation of the second-group superconductors.

The third group of superconductors incorporates unconventional supercon-
ductors which are low-dimensional and magnetic (at least, these compounds
have local magnetic correlations). These superconductors are a'so known as
materials with strongly-correlated electrons (holes). This means that the posi-
tion and motion of each electron in these compounds are correlated with those
of al the others.

At the moment of writing, there is no exact theory of unconventional su-
perconductivity. However, the combination of two theories can describe, in
a first approximation, some pairing and phase-coherence characteristics, for
example, in superconducting cuprates. With respect to the BCS mechanism
of superconductivity which can be considered as linear, the mechanism of un-
conventional superconductivity isnonlinear, meaning that the electron-phonon
interaction in these compounds is moderately strong and nonlinear. In the ab-
sence of an exact theory of unconventional superconductivity, we shall discuss
a general description of the mechanism of unconventional superconductivity
fully based on experimental data obtained mainly in the cuprates. These data
are presented in [19]. The two theoretical models mentioned above will also
be discussed.

One could ask why it is that at present there exists no complete theory for
unconventional superconductivity given that its mechanism is in general un-
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derstood. The answer is very simple. Thereis alack of understanding of the
normal-state properties of materials with strongly-correlated electrons. This
knowledge is crucia for understanding the mechanism of unconventional su-
perconductivity on the nanoscale, and thus, for atheoretical description of this
phenomenon.

The development of the BCS theory was possible only because, by that time,
the normal-state properties of ordinary metals were very well understood. The
development of the exact theory of unconventional superconductivity will not
be possible until we understand the normal-state properties of materials with
strongly-correlated electrons, including the cuprates, as well as understanding
those of ordinary metals. It is most likely that a room-temperature supercon-
ductor will be available earlier than the exact theory of unconventional super-
conductivity. It may sound pessimistic with respect to the theory; at the same
time, it reflects difficulties that are confronted by physicists working in this
field. On the other hand, it may sound too optimistic with respect to room-
temperature superconductivity. The truth is probably somewhere in between.

Since the mechanism of unconventional superconductivity was described in
detail in [19], the references related to this chapter can be found there. Only
afew articles will be mentioned here. We start this chapter with some impor-
tant remarks concerning materials with strongly-correlated electrons, some of
which superconduct.

1. Systemswith strongly-correlated electrons

Electronsin an ordinary metal can betreated in amean-field approximation.
Such an approach is not applicable to materials with strongly correlated elec-
trons, in which the position and motion of each electron are correlated with
those of all the athers. In this class of materials, the electronic, magnetic and
crystal structures are strongly coupled, and they actively interact with each
other. This gives rise to many fascinating phenomena, such as superconduc-
tivity, colossal magnetoresi stance, interacting spin- and charge-density waves,
as schematically illustrated in Fig. 6.1. Depending on temperature, all these
states in Fig. 6.1 may exist simultaneously (except coexistence of colossa
magnetoresistance and superconductivity—they are mutually exclusive). The
Fermi-liquid approach is not applicable to most of these materials.

At present it may be too early to say that in all compounds with strongly
correlated electrons, quasi particles are solitons; nevertheless, for most of these
materials, this statement is correct. Thiswould imply that electrical current in
some materials with strongly-correlated electrons is carried by solitons, not by
electrons/holes. Asdiscussed in Chapter 1, the essence of the soliton concept is
that asoliton isa " compromise” achieved between two “ destructive” forces—
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Systems with strongly
correlated electrons

Superconductivity Colossal
Magnetoresistance
Charge-density-waves Spin-density-waves

Figure6.1. Diagram for materials with strongly-correlated electrons.

nonlinearity and dispersion. It isthen no wonder why solitons appear in such a
“harsh” environment that existsin materials with strongly-correlated el ectrons.
We shall consider solitonsin more detail in the following subsections.

2. General description of the mechanism

Among superconductors of the third group, the cuprates are the most stud-
ied. For this reason the cuprates are chosen for presentation of the mechanism
of unconventional superconductivity. We shall also discuss superconductivity
in Cgp.

The undoped cuprates are antiferromagnetic Mott insulators. To become
superconducting they must be doped by either electrons or holes. The doping
can be achieved chemically, by pressure, or in afield-effect transistor configu-
ration. The crystal structure of the cuprates is layered and highly anisotropic.
The doped carriersare accumul ated i n the two-dimensional copper-oxide planes
(see Fig. 3.7). The CuO, layers are always separated by layers of other atoms,
which are usually insulating or semiconducting. In chemical doping these lay-
ers provide charge carriersin the CuO, planes; therefore, they are often called
the charge reservoirs. Superconductivity occurs at low temperature when the
doping level is not too high nor too low, approximately one doped carrier per
three CuT ions (~ 16%). For simplicity, we shall further discuss the hole-
doped cuprates; the electron-doped cuprates will be considered separately at
the end of this chapter.

What is the main cause of the onset of superconductivity in the cuprates?
After the charge-carrier doping which is absolutely necessary, the main cause
of the occurrence of superconductivity in the cupratesistheir unstable lattice.
Experimentally, the lattice in the cuprates is very unstable especialy at low
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temperatures. Upon lowering the temperature, all superconducting cuprates
undergo a number of structural phase transitions. In the cuprates the unstable
lattice provokes the phase separation taking place in the CuO, planes on the
nanoscale (~ afew nanometers). Because of a lattice mismatch between dif-
ferent layers in the doped cuprates, below a certain temperature in the CuO,
planes there appear, at least, two different phases which fluctuate. The doped
charges prefer to join one of these phases, avoiding the other(s). By doing
S0, the charge presence on one phase enlarges the difference between the two
phases. Thus, the phase separation is self-sustaining. Clusters containing
the hole-poor phase in the CuO, planes remain antiferromagnetically ordered.
This phase separation taking place in the normal state of the cuprates on the
nanoscale is the main key point for the understanding of the mechanism of
unconventional superconductivity.

What is probably even more important is that the doped holes in the CuO,
planes, gathered in clusters having a pancake-like shape, are not distributed
homogeneously in these clusters but they form quasi-one-dimensiona charge
stripes. Such atype of doping is called topological. Thus, the phase separation
into the CuO,, planes takes place not only on the nanoscale but also on a sub-
nanoscale (~ several A). The charge stripes are amanifestation of self-trapped
states. The combination of the electron-phonon, Coulomb and magnetic in-
teractions result in the appearance of the charge stripes. The electron-phonon
interaction in the cuprates is moderately strong and nonlinear. In supercon-
ducting cuprates, the stripes are quoter-filled (i.e. one hole per two Cu sites)
and run along —O—Cu—O—Cu— bonds (see Fig. 3.7b). The charge stripes are
separated by two-dimensional insulating antiferromagnetic stripes, as shown
in Fig. 6.2. The charge stripes are dynamic : they can meander and movein the
transverse direction. Intrinsically the charge stripes are insulating, i.e. there
is a charge gap on the stripes. However, the presence of soliton-like excita-
tions on the stripes makes them conducting. These soliton-like excitations are
one-dimensional polarons called aso polaronic solitons, Davydov solitons or
electrosolitons. They propagate in the middle of the charge gap. On cooling,
the polaronic solitons give rise to pairs coupled in a singlet state due to local
deformation of the lattice. Thus, the moderately strong, nonlinear electron-
phonon interaction isresponsible for electron pairing in the cuprates. The pairs
of polaronic solitons—bisolitons—are formed above the critical temperature,
at Tpair > T¢, and reside on the charge stripes. They represent the Cooper
pairsin the cuprates.

In the cuprates, the long-range phase coherence is established at 7. due
to local spin fluctuations in the antiferromagnetic stripes shown in Fig. 6.2.
The fluctuating charge stripes locally induce spin excitations which mediate
the long-range phase coherence. In other words, in the cuprates the phase
coherence is locked at T, via a spin wave oscillating in space and time. Such
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Figure 6.2. ldealized diagram of the spin and charge stripe pattern within a CuO. plane with
hole density of 1/8. Only Cu atoms are shown; the oxygen atoms which are |ocated between the
copper atoms have been omitted. Arrows indicate the spin orientations. Holes (filled circles)
are situated at the anti-phase domain boundaries [13].

a spin wave is locally commensurate with the lattice, as shown in Fig. 6.2;
however, it manifestsitself in inelastic neutron scattering (INS) spectraby four
incommensurate peaks because of phase jumps by 7 at a periodic array of
domain walls (charge stripes).

Below T, and somewhat above T, the charge, spin and lattice structuresin
the CuO, planes are coupled. At any doping level, the pairing A, and phase-
coherence A, energy gaps relate to one another as A, > A..

In afirst approximation, unconventional superconductivity in the cuprates
can be described by a combination of two theoretical models: the bisoliton [9,
10] and spin-fluctuation [4] theories. Some pairing characteristics of super-
conducting cuprates can be estimated by using the bisoliton model, while the
spin-fluctuation model describes phase-coherence characteristics.

3. Detailed description of the mechanism

In this section, we discussin detail important elements of superconductivity
in the cuprates and the physics of high-T, superconductors. We start with the
normal-state properties of the cuprates which are abnormal in comparison with
those of ordinary metals. In asensg, it isironic to usethe word “normal” in the
phrase “the normal-state properties of the cuprates.”

3.1 Structural phasetransitions

In the cuprates, the lattice is very unstable. As a consequence, the cuprates
exhibit several structural phase transitions which finally result in the occur-
rence of superconductivity.
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Structural phase transitions are probably the best documented in LSCO and
La_.Ba,CuO4 (LBCO) because of their relatively simple crystal structure
and the availability of large high-quality single crystals. As shownin Fig. 6.3
(see dso Fig. 3.8), the Sr (Ba) substitution for Lain LSCO (LBCO) induces
a structural phase transition from the high-temperature tetragonal (HTT) to
low-temperature orthorhombic (LTO). The HTT — LTO transition which had
been studied a decade before the discovery of superconductivity in LBCO [5],
is driven by soft phonons. At high temperatures, LSCO has the same body-
centered tetragonal structure as KoNiF4. With cooling, the HTT phase trans-
forms into the LTO phase, because of a staggered tilt of the CuOgz octahedra
(see Fig. 3.7a). Thetilt angle of the octahedrais about 3.6° and uniform, as
showninFig. 6.4. In LBCO, on further cooling, the LTO phase transformsinto
new phases with doubled unit cells, one of which is called the low-temperature
tetragonal (LTT) phase. In the LTT phase, the CuOg octahedra rotate about
aternate orthogonal axesin successive layers with no change in the magnitude
of thetilt, as shown in Fig. 6.4.

The underlying interaction that gives rise to the low-temperature structural
phases, including the LTT phase, isthe mismatch in preferred lattice constants
of the CuO; layer and the intervening rare-earth oxide layers. At high Ba
doping (0.2 < x), thereisnowell defined LTO — LTT phase transition bel ow
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Figure6.4. Tilt pattern of CuOg octahedrain the LTO and LTT phases.

300 K, thus a crystal is a mixture of the LTO and LTT phases. Even at low
Ba (Sr) doping level, neutron and X-ray scattering measurements performed
in LBCO and Nd-doped LSCO show that the LTO and LTT phases coexist
well below the onset of the LTO — LTT structural transition. As shown in
Fig. 6.3, the HTT — LTO transition in LSCO is also observed in acoustic
measurements; however, acoustic measurements alone cannot identify the type
of a structural transition. The small structural differences between the LTO
and LTT phases have a drastic influence on electronic properties of LSCO and
LBCO. Results of some transport measurements suggest that the LTO — LTT
transition in LSCO induces intra-gap electronic statesin the middle of normal-
state gap (pseudogap).

In YBCO, there are at least three structural transitions which occur at T,
140-150 K and 220-250 K. Thetransition at 220-250 K is close to that shown
in Fig. 3.10; therefore it can be associated with the HTT — LTO transition.
Unfortunately, the other two structural transitionsin YBCO are unknown: the
measurements performed in YBCO with different dopings (0.55 < = < 1)
by ion channeling spectrometry cannot identify the type of these structura
transitions. Heat-capacity measurementsin YBCO (z = 0.85-0.95) show the
presence of three anomalies in the temperature dependence of heat capacity,
occurring in each of the regular intervals 100-200 K, 205-230 K and 260—
290 K. In near optimally doped YBCO, a structural phase transition was even
observed deep in the superconducting state: a lattice distortion taking place
near 60 K induces a redistribution of holesin the CuO, planes.

The CuO-chain oxygenionsin YBCOg (124) undergo acorrelated displace-
ment in the a direction (perpendicular to the chains) of about 0.1 A, with the
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onset of correlations occurring near 150 K. A similar effect is observed in
YBCO.

In slightly overdoped Bi2212, three structural phase transitions are observed
in acoustic measurements at 95 K, 150 K and 250 K. Again, acoustic measure-
ments cannot determine the type of the structural transitions, even oneis able
to observe them in acoustic measurements.

In underdoped and optimally doped regions, some of these transitions are
almost doping level p independent. Acoustic measurements performed in un-
doped and underdoped LSCO, YBCO, NCCO, Bi- and Tl-based compounds
show that the elastic coefficients display some kind of structural transition at
maximum T for each compound, although some of these cuprates either are
not superconducting or have low 7, i.e. T, < Tt ;a4 This fact suggests that
this structural transition at 7 ,,,q,, does not require the presence of supercon-
ductivity. One may then concludethat Tt ... is determined in each compound
by the underlying (unstable) lattice.

In the cuprates, the charge-stripe phase shown in Fig. 6.2, which will be
discussed in detail in the following subsection, is also induced by a structural
phase transition. As an example, Figure 6.5 shows the neutron-diffraction data
obtained in Nd-doped LSCO. In the plot, one can see that, upon cooling, the
charge order appears immediately after the lattice transformation, Tco < Ty,
where T isthe onset temperature of charge ordering, and T;; isthe structural-
phase transition temperature. Spinslocated between the charge stripes become
antiferromagnetically aligned at much lower temperature Tho < Tco, 8
depicted in Fig. 6.5. In the striped phase of cuprates, the charge ordering
always precedes the magnetic ordering. In other strongly-correlated electron
systems—in nickelates and manganites, the magnetic order always arrears af-
ter the charge ordering. For example, in the nickelate Lay,_,Sr,NiO,4 with
x = 0.29, 0.33 and 0.39, these two temperatures are Th;o ~ 115, 180 and
150 K and To ~ 135, 230 and 210 K, respectively. In Lay_,Sr.NiOy4, a
clear charge gap is formed below To. In the manganite Lay 35Cay.65MnOs,
Tyo ~ 140 K and Teo ~ 260 K. In the latter case, the magnitude of the
chargegap 2A(0)/kpTco ~ 13istoo largefor aconventional charge-density-
wave (CDW) order. In the nickelates and manganates, a structural phase tran-
sition, observed in acoustic measurements, also precedes the charge ordering.
Thus, one can conclude that the striped phase in al these compounds is in-
duced by a structural phase transition. Secondly, it is charge driven and the
spin order between charge stripes is subsequently enslaved.

3.2 Phase separation and the charge distribution into the
CuO, planes

In the cuprates and some other compounds with strongly-correlated elec-
trons, the distribution of charge carriers is not homogeneous in comparison
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Figure 6.5. Temperature evolutions of lattice, charge and spin superlattice peaks in neutron
diffraction measurements in Nd-doped LSCO. The magnetic, charge and lattice orderings are
marked by Thio, Tco and Ty, respectively. The backgrounds are subtracted [13].

with that in ordinary metals: the doped charge carriers in the CuO, planes of
the cuprates are distributed inhomogeneously. Depending on the doping level,
thisinhomogeneous charge distribution takes place on the nanoscal e and a sub-
nanoscale, resulting in the appearance of charge clusters and charge stripes,
respectively.

In the undoped region (p < 0.05) of hole-doped cuprates, the doped holes
form nanoscale clusters in the CuO, planes containing diagonal charge stripes
(i.e. they run along the diagonal -Cu—Cu—Cu-— direction [see Fig. 3.7b]). The
sketch in Fig. 6.6 depicts the charge distribution in a CuO, plane as afunction
of doping level. At 0 < p < 0.05, the nanoscal e clusters with diagonal charge
stripes are embedded in an antiferromagnetic matrix. On lowering the temper-
ature, unconventional spin glass occursin these clusters. In undoped cuprates,
the distance between diagonal charge stripesis sufficiently large, ~ 8a, where
a ~ 3.85 A is the distance between adjacent copper sitesin the CuO, planes.

At p ~ 0.05, the charge stripes in most of the nanoscale clusters change
their orientation by 45° relative to that in the undoped region. So, they now
run along the -Cu-O—Cu— bonds (see Fig. 3.7b). Therefore, they are called
vertical (or horizontal). However, in a very small fraction of the clusters, the
stripes remain diagonally oriented.

In the underdoped region (0.05 < p < 0.13), the nanoscale clusters with
vertical charge stripes are still embedded into the antiferromagnetic matrix. As
schematically shown in Fig. 6.6, the average distance between vertical charge
stripes d decreases in comparison with that between diagonal charge stripes.
At0.05 < p < 0.125, 1/ds  p, and d saturates above p = %, asillustrated
in Fig. 6.7. Due to a balanced interplay among the charge, spin and lattice
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Figure 6.6. Sketch of charge distribution into a CuO, plane as a function of doping. Anti-
ferromagnetic and metallic phases are shown in white and grey, respectively. The lines show
charge stripes (see text for more details).

structures, the average distance between vertical charge stripes in the CuO,
planes above p ~ 0.125 remains constant, d; ~ 4a, in correspondence with
that shown in Fig. 6.2. The quasi-two-dimensional spin stripes that separate
the dynamic charge stripes can be considered as alocal memory effect of the
antiferromagnetic insulating phase at low doping.

The vertical charge stripes are dynamic in the clusters. they meander and
can move in the transverse direction. Therefore, they are not strictly one-
dimensional but quasi-one-dimensional. The mean length of a separate vertical
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Figure 6.7. Doping dependence of incommensurability 26 (< 1/ds) of magnetic ordering,
where d, is the distance between charge stripes (see referencesin [19]).

charge stripeis about 3040 A, i.e. ~ 10a. The striped phase will be discussed
in detail in the following subsection.

In the optimally doped (p ~ 0.16) and overdoped (0.2 < p < 0.27) regions,
the average distance between charge stripes remains unchanged, as shown in
Fig. 6.7. Therefore, as the doping level increases, new doped holes take over
the virginal antiferromagnetic matrix. In the optimally doped region, the pic-
ture is diametrically opposed to that in the underdoped region: now clusters
with intact antiferromagnetic order are embedded in a matrix with vertical
charge stripes, as illustrated in Fig. 6.6. The clusters with intact antiferro-
magnetic order disappears completely at p = 0.19, as shown in Fig. 6.8a. The
point p = 0.19 is a quantum critical point in the cuprates. At p = 0.19, the
CuO; planes, in afirst approximation, consist only of the striped phase shown
in Fig. 6.2. Thefraction of this phase as afunction of doping level is sketched
in Fig. 6.8b. Since the Cooper pairs in the cuprates originate from the striped
phase, it is the most robust at p = 0.19, and not at p = 0.16 where T, is a
maximum for most of the cuprates.

Finally, let us consider the overdoped region (0.2 < p < 0.27). Above p =
0.19, new doped holes gather between stripes, forming clusters with the Fermi
sea in which the hole distribution is more or less homogeneous, as schemati-
cally depicted in Fig. 6.6. The Fermi-sea clusters are embedded in a matrix
with vertical charge stripes. Asp — 0.27, the Fermi-sea clusters grow in size
and start coalescing. The fraction of the Fermi-see clusters (matrix) in the
CuO;, planesis depicted in Fig. 6.8a. At low temperature, superconductivity
in the cuprates collapses when the doping level reaches p ~ 0.27. However,
the hole distribution in the CuO, planes, apparently, is not yet homogeneous:
it is most likely that in the interval 0.27 < p < 0.3, there are clusters with
vertical charge stripes imbedded in a Fermi-see matrix, as shown in Fig. 6.6.



176 ROOM-TEMPERATURE SUPERCONDUCTIVITY

%
100

%
100

I
|
1 1 [ i
0 005 01 016 0.2 027 03 p

Figure 6.8. Fraction of acertain matrix or clustersin the CuO, planes of cupratesat T" <« T.
as a function of doping: (a) antiferromagnetic matrix or clusters (AF), Fermi-sea clusters or
matrix (M), and spin-glass clusters (SG); and (b) clusters or matrix with vertical charge stripes
(VS). Both plots are shown schematically.

The hole distribution in the CuO, planes becomes homogeneous only above
p = 0.3. The question of hole distribution in the interval 0.27 < p < 0.3 is
not very important for the understanding of the mechanism of unconventional
superconductivity in the cuprates.

Aswas noted above, in undoped cuprates, unconventional spin glass occurs
at low temperatures in the clusters with diagonal charge stripes which are em-
bedded into an antiferromagnetic matrix. The fraction of this spin glass as a
function of doping level is sketched in Fig. 6.8a. At p ~ 0.05, the charge-
stripe orientation in most of the nanoscale clusters becomes vertical (or hor-
izontal). However, in a very small fraction of the clusters, the charge stripes
remain diagonally oriented. Therefore, this unconventional spin glass can till
be observed in the cuprates at very low temperatures and p > 0.05, for exam-
ple, by muon spin relaxation/rotation (1 SR) measurements. The clusters with
diagonal charge stripes in the CuO, planes disappear completely somewhere
between 0.16 and 0.19.

In Fig. 6.8a, the disappearance of the matrix (clusters) with local antiferro-
magnetic order at p = 0.19 does not imply the disappearance of magnetic cor-
relations above thisdoping level. Theinsulating quasi-two-dimensional stripes
that are located between vertical charge stripes remain magnetically ordered at
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low temperature. Experimentally, even in the highly overdoped region, mag-
netic relaxation is still dominant.

3.21 Nickelates and manganites

A similar stripe order is observed in nickelates with the NiOy planes [13].
In the nickelates, however, the charge orientation is always diagonal as that
in the undoped cuprates. Doped holes in the nickelates are |ess destructive to
the antiferromagnetic background than those in the isostructural cuprates. The
phase diagram of Lay_,.Sr,NiO4 (LSNO) is very similar to the phase diagram
of the isostructural LSCO, having a series of phases which are closely related
tothe HTT, LTO and LTT phases of LSCO. Thus, there are many similarities
between the striped phases of the cuprates and nickel ates.

The stripe order is aso observed in manganites with the MnO, planes. De-
pending on the doping level, the manganites can exhibit either antiferromag-
netic or ferromagnetic ordering. A mesoscopic phase separation into the MnO,
planes of the manganites is an experimental fact [41].

Charge stripes in the nickelates and manganites fluctuate slowly in time and
space, while in the cuprates very quickly. Therefore, it is much easier to ob-
serve a charge inhomogeneity in the nickelates and manganites than that in the
cuprates. Asaconsequence, thereisample evidencein the literature for charge
stripesin the nickelates and manganites (seereferencesin [19]), and much less
for the cuprates. Nevertheless, there is direct evidence for dynamic charge
stripes in superconducting cuprates as well, for example, in LSCO, YBCO
(seereferencesin [19]) and Bi2212 [42].

3.3 Thestriped phase

In the cuprates, the length of a separate charge stripe can vary. The mean
length is about 3040 A, or ~ 10a. The charge stripes in the cuprates are dy-
namic: they can meander and move in the transverse direction. In the cuprates,
the charge stripes are quoter-filled: that is one positive electron charge per two
Cu** sites along the stripes (in the nickelates, the charge density along the
stripes is one hole per each Ni?* site). The pattern of charge stripes in real
space shown in Fig. 6.2, in fact, is not correct for the CuO; planes. In Fig.
6.2, such an alternating order along the stripes has a periodicity of 4k in mo-
mentum space, where kr isthe wave number at the Fermi surface. Analysis of
INS data obtained in some cuprates show that, in the cuprates, the periodicity
of charge stripesin momentum space is not 4k but 2k . A real-space sketch
of a 2k quoter-filled charge stripe is shown in Fig. 6.9. One can see that this
pattern is different from that in Fig. 6.2. The chainsin YBCO have also the
2k charge modulation observed by tunneling spectroscopy. It is worth noting
that traditional charge-ordered states such as sinusoidal CDWSs, for example,
in Peierls compounds have also a 2k charge modulation; however, they are
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2k- charge ordering

Figure 6.9. Schematic ordering pattern on a 2k quoter-filled charge stripe. In plot, e (o)
denotes the presence (absence) of ahole.

guasi-static, contrary to the charge stripes in the cuprates. Thus, the charge
order on the stripes in the cuprates is similar to usual CDWs.

In discussing the charge distribution of the CuO, planesin the previous sub-
section, we assumed that the vertical charge stripes run above the Cu sites. In
principle, the stripes can aternatively be centered on the Cu—O bonds. Simula-
tions of angle-resolved photoemission (ARPES) data obtained in Bi2212 show
that the stripesin Bi2212 seem to be site-centered, not bond-centered.

Why do holes doped in the CuO, planes prefer to form stripes rather than
to be distributed homogeneously? The combination of the electron-phonon,
Coulomb and magnetic interactions results in the appearance of the charge
stripes. The charge-stripe ordering in the cuprates, nickelates and manganites
isevidencefor astrong, nonlinear electron-lattice coupling. The holesin these
compounds are self-trapped.

Inthe cuprates asin any system with strongly-correl ated el ectrons, the el ect-
ron-electron interactions are unscreened and, as a conseguence, very strong.
At low temperature, the magnetic order in the cuprates, frustrated by doped
holes, does everything to expel them from the magnetic phase. In the presence
of a strong and nonlinear electron-phonon interaction, doped holes become
self-trapped, that is, in exchange of interaction with the lattice, a doped hole
locally deformsthelatticein away that it is attracted by the deformation. Inits
turn, this local deformation created by the first hole attracts another one, and
so on. Of course, without the Coulomb repulsion, the holes attracted by the
lattice deformation would rather gather in a cluster, not in a one-dimensional
stripe.  Thus, the charge stripes in the CuO, planes are a “product” of the
electron-phonon, Coulomb and magnetic interactions. In addition, there are
other factors favoring the charge-stripe formation; for example, gathering in
one-dimensional stripes, the holes lower their kinetic energy in the transverse
direction.

The parale arrangement of the charge stripes minimizes the Coulomb re-
pulsion between the neighboring stripes. What is the characteristic length
of the charge-stripe order in the cuprates? Experimentally, the characteristic
length of the charge-stripe order is about 80-110 A, i.e. ~ 21-28a [42, 43].

The striped phase in Fig. 6.2 which is nearly one-dimensional will cause
the appearance of two incommensurate Bragg peaks symmetric about the fun-
damental lattice Bragg peaks for an ideal square CuO, plane. Experimentally
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however, upon doping, the fundamental lattice Bragg peaks are replaced by
four new incommensurate peaks displaced by +24 from the fundamental lat-
tice peaks (see Fig. 6.33a). It was initially proposed that the appearance of
four incommensurate peaks is the consequence of the stripe orientation in the
adjacent CuO,, layers. the stripe orientation is alternately rotated by 90° layer
by layer, as schematically shown in Fig. 6.10a. Later, another explanation
for the appearance of four incommensurate Bragg peaks was proposed [19].
Since the charge-stripe ordering is not very long (~ 25a), it is possible that, in
each CuO- plane, the charge-stripe orientation in neighboring nanoscale clus-
ters with vertical charge stripes may differ by 90°, as schematically depicted
in Fig. 6.10b. Thus, the charge stripes with vertical and horizontal orientations
may coexist in the same CuO, plane, causing the appearance of four incom-
mensurate Bragg peaks. In thiscaseit ispossible that at high doping level thus
in the overdoped region, the stripes in the neighboring clusters with perpen-
dicular stripe orientations may merge, forming structures with the*L” and “LI”
shapes.

In the cuprates, nickelates and manganites, the charge stripes are insulating
on the nanoscale scale. This meansthat thereis acharge gap on the stripes. On
amacroscopic scale, however, the charge stripes are conducting due to soliton-
like excitations present on the stripes. Therefore, the in-plane charge transport
in the cuprates is quasi-one-dimensional, as well as that in the nickelates and

AL =]
=

CuO, plane
(@ (b)

Figure6.10. (&) Stripe orientation in adjacent CuO- layersis assumed to be alternately rotated
by 90°. (b) Sketch of charge-stripe clustersin a CuO- plane having two possible orientationsin
the same CuO:, plane.
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34 Phasediagram

Let us now discuss the phase diagram of hole-doped cuprates. The prob-
lem, however, is that the phase diagram for each superconducting cuprate, in
asense, is unique. Of course, the differences among al these phase diagrams
are not drastic; nevertheless, the phase diagram for each cuprate has its spe-
cific features. As an example, comparing the phase diagrams for LSCO and
YBCO, shown respectively in Figs. 3.8 and 3.10, one can notice that, in these
two cuprates, the width of the antiferromagnetic phase at low doping level is
different. In addition, there are some other featuresin each plot. In such asitu-
ation, we have no aternative than to consider in detail a phase diagram of one
superconducting cuprate which reflects main features of the physics involved
in all cuprates.

Figure 6.11 shows an idealized phase diagram of Bi2212. In the plot, the
commensurate antiferromagnetic phase at low doping level is not shown be-
cause it was not yet observed in Bi2212: There is a technical problem to
synthesize large-size good-quality undoped single crystals of Bi2212 which
are necessary for INS and 1SR measurements. Without the antiferromagnetic
scaleat low doping level, Figure 6.11 depicts six temperature/energy scalesfor
Bi2212.

In Fig. 6.11, the spin-glass T;, temperature scale was recently observed in
Bi2212 by 1SR measurements[45]. Aswas discussed above, thisunconvention-
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Figure 6.11. Phase diagram of Bi2212: T is the critical temperature; Tpq: IS the pairing
temperature; T 1S the magnetic-transition temperature; Thro 1S the magnetic-ordering tem-
perature; and T o is the charge-ordering temperature (see text for more details) [19, 44]. The
commensurate antiferromagnetic phase at low doping is not shown. The spin-glass temperature
scale T, is shown schematically (QCP = quantum critical point).
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Figure 6.12. Schematic representation of four types of clusters (phases) existing in the CuO-
planes at different dopings. Cluster A includes the intact antiferromagnetic phase. Cluster B
includes diagonal charge stripes and a magnetic ordering between the stripes. The stripes are
schematically shown by the lines. Cluster C includes vertical charge stripes and a magnetic
ordering between the stripes. In cluster D, holes are distributed homogeneously (Fermi liquid).
The magnetic orderingsin clusters A, B and C occur at Thrr, Ty and Taro, respectively.

al spin glass occurs in nanoscale clusters with diagonal charge stripes, shown
schematically in Fig. 6.12. The T}, temperature scale first rises approximately
linearly as the doping level starts to increase from zero, reaches a maximum
when it crosses the Néel temperature scale Ty (p), and then falls to zero as the
doping increases. In Bi2212, T, ~ 8 K at p = 0.05, and 7, = 0 somewhere at
p ~ 0.16 [45].

In Bi2212, the doping level of p = 0.19 is a quantum critical point which
is located at absolute zero. In general, in a guantum critical point, a magnetic
order is about to form or to disappear. At low temperature, superconductivity
in the cuprates is the most robust at this doping level p = 0.19, and not at p =
0.16 where T, is amaximum.

In Fig. 6.11, the T, temperature scale starts/ends in the quantum criti-
cal point (MT = Magnetic Transition). Then, it is more or less obvious that
this temperature scale has the magnetic origin. The T, temperature scaleis
analogous to a magnetic transition temperature of a long-range antiferromag-
netic phase in heavy fermions [19]. The doping dependence 7,7 (p) can be
expressed as

ﬁ} , (6.1)

where T 0 = 970-990 K (see references in [19]). This temperature scale
can be observed in resistivity, nuclear magnetic resonance (NMR) and specific-

Tyt (p) ~ Tyt o {1 -
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heat measurements, and will be discussed separately. Along the transition tem-
perature 77 (p), magnetic fluctuations are very strong. The T, temperature
scale originates from alocal antiferromagnetic ordering in hole-poor clusters
(matrix) shown in Fig. 6.12. This type of clusters disappears completely at
p = 0.19.

In Fig. 6.11, the three temperature scales, Tco, Thvio and Tjq, Originate
from nanoscale clusters with vertical charge stripes, shown schematically in
Fig. 6.12. The T temperature scale corresponds to a charge-stripe order-
ing (CO = charge ordering). We aready know that the striped phase in the
cuprates is charge driven, and a structural phase transition precedes the charge
ordering (see Fig. 6.5). The doping dependence T (p) can approximately be
expressed as

Too(p) ~ 980 x [1 - 0%} (in K). 6.2)

The corresponding charge gap A.,, observed in tunneling and ARPES mea-
surements, depends on hole concentration as

Acg(p) ~ 251 x {1 - %] (in meV). (6.9

In the striped phase of cuprates shown in Fig. 6.2, the charge ordering is
aways followed by a magnetic ordering. In Fig. 6.11, the Th;0 temperature
scale corresponds to a magnetic ordering (MO) occurring in insulating spin
stripes located between the charge stripes. Thisis shown in Fig. 6.12. The
doping dependence To (p) can be expressed as follows

Twio(p) ~ 566 x {1 - 0%} (in K). (6.4)

Since the charge stripes in the CuO, planes fluctuate very rapidly, this mag-
netic ordering must also rearrange itself quickly. The dynamic quasi-two-
dimensiona spin stripes can be considered as a local memory effect of the
commensurate antiferromagnetic phase located at low dopings. In the striped
phase, the magnetic order occurring at T helpsto stabilize the charge order.

In Fig. 6.11, the 7}, temperature scale corresponds to the formation of
Cooper pairs, the doping dependence of which can be expressed as

Toair(p) ~ TC%@ - 9%0 x {1 - %} ~ 326 {1 - %} (inK). (6.5)

The corresponding pairing energy scale A, depends on the doping level as
follows

Ap(p) = clp) _ 21 [1 - ﬂ} ~ 83.6 [1 - 0%] (in meV). (6.6)
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The pairing gap manifests itself in tunneling and ARPES measurements. It
is important to emphasize that the ratio between T),,;,- and A,,, obtained ex-
perimentally, clearly indicates a strong-coupling regime of electron pairing in
Bi2212:

2A, ~6kp Thair- (6.7)

The superconducting phase appears at a critical temperature 7. shown in
Fig. 6.11. In Bi2212 and in most of the cuprates, the doping dependence T..(p)
can be expressed as

To(p) =~ Temaz[l — 82.6(p — 0.16)?]. (6.8)

For Bi2212, T¢ yq. = 95 K. The superconducting phase is approximately lo-
cated between p = 0.05 and 0.27, having the maximum critical temperature
Tt maz 1IN the middle, thus at p ~ 0.16. The corresponding phase-coherence
energy scale A, isproportional to T, as

27, = AkpT.. (6.9)

In different cuprates, the coefficient A is dlightly different: A ~ 5.45 in
Bi2212; A ~ 5.1in YBCO; and A ~ 5.9 in TI2201. The phase-coherence
gap A, manifestsitself in Andreev-reflection, penetration-depth and tunneling
measurements.

Let us consider a few issues directly related to the phase diagram in Fig.
6.11. First, in Bi2212, the extensions of three temperature scales Too(p),
Tavo(p) and Tp,q:(p) cut the concentration axis approximately in one point, at
p = 0.3. Superconductivity however collapses at about p ~ 0.27. Assuming
that this collapse is due to alack of long-range phase coherence, one can then
understand why in Fig. 6.6, the distribution of doped holesin the CuO, plane at
0.27 < p < 0.3 is shown inhomogeneous. Second, the two temperature scales
Teo(p) and Thr(p) in Fig. 6.11 intersect the vertical axis approximately in
onepoint, at 7' ~ 980 K. This seemslogic. When, in the CuO, planes (at p —
0), doped holes gather in nanoscale clusters at T to form charge stripes, the
hole-poor matrix gets an opportunity to order itself magnetically, at least, lo-
caly. It is obvious that the latter process depends on the former one. Atp =0
they occur simultaneously (or almost simultaneously) at 7' ~ 980 K. In reality
however, this point is not accessible because the melting point of Bi2212 is
about 850 K. Third, in the phase diagram of Bi2212 shown in Fig. 6.11, one
can see that three temperature scales have the magnetic origin, namely, 7y (p),
Ty (p) and Thro(p). Thisis not odd because these three temperature scales
originate from magnetic orderings that occur in different clusters (or matrix)
sketched in Fig. 6.12. The spin glass occurs at T}, in the nanoscale clusters
with diagonal charge stripes. The T, temperature scale originates from lo-
cal antiferromagnetic ordering in the hole-poor matrix which becomes divided
into clustersas p — 0.19. The magnetic ordering occurring in insulating spin
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stripes located between charge stripes sets in at Ty;0. So, al these clusters
and matrix are spatially separated. Four, the real doping dependences T, (p),
Tco(p), Tvo(p) and Ty, (p) aremost likely not linear but quasi-linear. Five,
in the literature, there is discrepancy among phase diagrams inferred from dif-
ferent sets of experimental data. This is because the phase diagram of every
superconducting cuprate consists of several energy/temperature scales (at |east,
seven) which have different origins. Since different experimental techniques
are senditive to different types of correlations and have different resolutions
and different characteristic times, one can then understand why there is a dis-
crepancy among phase diagrams that can be found in the literature.

Finally, consider an interesting question: what type of clusters does the
T.(p) temperature scale originate from? One may immediately suggest that
the T:.(p) temperature scal e originates from the nanoscal e clusters with vertical
stripes. The answer isyes and no. Aswas aready emphasized, the phase dia-
gramin Fig. 6.11 is a superposition of different temperature scales originating
from three types of clusters (or matrix) depicted in Fig. 6.12. The spin-glass
temperature scale T, (p) has no direct relation with superconductivity; the other
temperature scalesin Fig. 6.11 are presented in two plots, according to their
origin, as sketched in Fig. 6.13. One can seein Fig. 6.13athat the T,.(p) tem-
perature scale is attributed mainly, but not solely, to the matrix (clusters) with
the local antiferromagnetic order. Why? The location of a quantum critical
point at p = 0.19, where magnetic fluctuations are the strongest, is the reason
for this. In the CuO; planes, the existence of the matrix (clusters) with local
antiferromagnetic order aswell asthe Ty, temperature scal e is determined by
the location of a quantum critical point. In a sense, the superconducting phase
is “attracted” at low temperature by a quantum critical point. Of course, the
charge-stripe fluctuations in clusters with vertical charge stripes generate spin
excitations that mediate the long-range phase coherence. However, in order
to propagate, the spin excitations must use a magnetic order, local or not. A
guantum critical point provides the occurrence of magnetic order.

3.5 Pseudogap

The pseudogap is a depletion of the density of states above the critical tem-
perature. Below a certain temperature, the cuprates do have a connected Fermi
surface that appears to be consistent with conventional band theory. Above T,
the pseudogap dominates the normal-state low-energy excitations. The pseu-
dogap was observed for the first time in NMR measurements and therefore
mistakenly interpreted as a spin gap [8]. Later, ARPES, tunneling, Raman,
specific-heat and infrared measurements also provided evidence for a gap-like
structurein electronic excitation spectra. Thus, it became clear that the pseudo-
gap isnot aspin gap but agap to both spin and charge excitations; alternatively,
there are two spatially separated pseudogaps: oneisaspin gap, and the second
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Figure 6.13. Temperature scales from Fig. 6.11: (a) the T (p) scale is determined by a
quantum critical point (QCP) associated with antiferromagnetic phase, while (b) the Tco(p),
Tro(p) and Tpair(p) scales originate from the striped phase shown in Fig. 6.2. The T.(p)
scaleisamutua temperature scale caused, first of all, by the quantum critical point and also by
Spin excitations present in striped-phase clusters.

is a charge gap. The magnitude of pseudogap(s) is large in the underdoped
region and decreases as the doping level increases.

So, what is the pseudogap in cuprates? There is no straight answer to this
guestion because the answer depends upon the technique by which it was ob-
served and upon the temperature at which it was seen. Above T, one may
observe four different gapsin the cuprates: (i) below T, acharge gap on the
charge stripes, Ay, (ii) below T ,7, agap having the magnetic origin, Ay g,
(iii) it is possible that aspin gap A, setsin below T’ ;o in hole-poor stripesin
the striped phase shown in Fig. 6.2, and (iv) below T4, the pairing gap A,,.
So, generally speaking, the pseudogap in the cuprates, A, is

Ay = \/Agg + A2 5+ A2+ A2 (6.10)

However, there is no experimental technique able to detect al of these gaps
at once. The magnitudes of these four gaps are not affected much on cooling
through T, but the pairing gap A, becomes a part of the superconducting gap,
Age = (/AZ 4 AZ, predominant below T.. For example, in the case of A,
below T there isarenormalization of low-energy excitations; thus, excitations
inside the charge gap. Let us consider this renormalization.

35.1 Chargegap onthestripes

The pseudogap which can be observed in tunneling and ARPES measure-
ments is a charge gap on charge stripes, manifesting itself in the form of wide
humps present in the spectra at high bias. Figure 6.14a shows an ARPES
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Figure6.14. (a) ARPES spectrum obtained in aslightly overdoped Bi2212 single crystal with
T.=91K a T <« T¢; and (b) Tunneling pseudogap in slightly overdoped Bi2212 obtained in
aSISjunctionat T' > T, (seereferencesin [19]).

spectrum obtained below 7. in Bi2212. In the plot, the position of main
quasi particle peaks measures the magnitude of A, while the hump at a bias
of Viump =~ 3A,/e is caused by the charge gap on the stripes. The ratio
Viump/ Vpear == 3, inferred from either ARPES or superconductor-insul ator-
normal metal (SIN) tunneling spectra, is independent of doping level. This
ratio is determined by theratio A., /A, ~ 3in Eq. (6.6).

In superconductor-insul ator-superconductor (SIS) tunneling conductances,
however, the bias ratio is about Vi,,mp/Vpear =~ 2 because the humpsin SIS
conductances do not correspond directly to A, but are a product of tunneling
between genuine humps and quasiparticle peaks. Thusat T' <« T, tunneling
dI(V)/dV and I(V') characteristics as well as ARPES spectra consist of two
contributions caused by the superconducting condensate (bisolitons) and by
the charge gap on the stripes. In SIN conductances, these two contributions are
superimposed linearly while in SIS conductances, nonlinearly. Thisissue was
discussed in detail in Chapter 12 of [19].

Figure 6.14b depicts the pseudogap in a tunneling conductance obtained
by a break-junction technique in Bi2212 above T,.. In the measurements, the
temperature of 122 K is above T},q; ~ 120 K in slightly overdoped Bi2212
with p ~ 0.19. The gap-like structure in tunneling conductances disappears
upon increasing the temperature.

Consider now the charge-gap renormalization at 1. Let us start with tun-
neling measurements. Figure 6.15a sketches the charge gap above and deep
below T.. Above the critical temperature, there are quasiparticle excitations
at the Fermi level (at zero biasin Fig. 6.15a). As the temperature is lowered
through T, quasiparticle excitations at the Fermi level, thus inside the gap,
are renormalized: the charge gap deepens at low bias, as shown in Fig. 6.15a.
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However, the maximum magnitude of the gap, in afirst approximation, isun-
changed. Analysis of ARPES data even suggests that a full gap opens up at
the Fermi level, as shown in Fig. 6.15b. The magnitude of this gap is dightly
smaller than the magnitude of A, and its temperature dependence is reminis-
cent of the BCS temperature dependence (see referencesin [19]). If thisisthe
case, then the charge gap at T' <« T, has an anisotropic s-wave symmetry with
an anisotropy ratio of about 3 because Acg min ~ Ap aNd Acgmar >~ 34,.
Thus, theratio iS Acg maz/Acgmin = 38,/ Ap = 3.

From Egs. (6.5)—6.7), the gap ratio 2A.,/(kpTco) ~ 6 is sufficiently
large, indicating a strong coupling between the lattice and holes. As noted
above, the charge stripes represent self-trapped electronic states in the CuO,
planes. In crystals, self-trapped states occur usually due to an interaction of
guasi particles with acoustic phonons. The electron-phonon interaction in the
CuOs planes will be discussed separately.

Finaly, it is worth to mention that in the ARPES spectrum shown in Fig.
6.144a, the dip that naturally occurs from a superposition of the quasiparticle
peak and the hump has no physical meaning. In ARPES and SIN-tunneling
spectra, this dip is situated at e| V| ~ 2A,(p), whilein SIS tunneling conduc-
tances, it appearsat e|V| ~ 3A,(p).

352 Tynr(p) temperature scale

The T temperature scale shown in Fig. 6.11 manifestsitself in resistivity,
NMR and specific-heat measurements. It originates from loca antiferromag-
netic ordering in hole-poor matrix (clusters) depicted in Fig. 6.12. Therefore,
the energy scale related to the Ty, temperature scale, Ay g, has aso the
magnetic origin. Figure 6.16 illustrates how the temperature T, is deter-
mined in resistivity measurements. T, is the temperature at which, upon
cooling, the resistivity deviates from alinear temperature dependence.

difdv — di/dv
@ =T O

— 1 [ 0 >

Aget O 1 Age Vv
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Figure 6.15. Gap on the charge stripes above and deep below T, inferred from (@) tunneling

and (b) ARPES measurements (see referencesin [19]). In both plots, the solid lines are slightly
shifted up for clarity.
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Figure 6.16. Pseudogap in resistivity measurements. 77 is the temperature at which the
resistivity deviates on cooling from alinear dependence.

Why does the resistivity drop at Ty;7? The temperature T is the onset
temperature of local antiferromagnetic order in either the insulating matrix, if
p < 0.19, or insulating clusters, if p — 0.19. In nanoscale clusters with charge
stripes, holes can move easily along the stripes. To sustain electrical current
on a macroscopic scale, quasiparticles must tunnel through the insulating ma-
trix (clusters). It is mistakenly believed that an antiferromagnetic ordering
blocks electron transport. The oppositeistrue: electrons can tunnel through a
thin layer of NiO» ordered antiferromagnetically about five times easier than
through a thin layer of non-magnetic metal oxides [46]. Thisiswhy the tem-
perature dependence of in-plane resistivity in the cuprates has akink at Ty;r:
the resistivity simply drops at 1,7 .

3.6 Soliton-like excitations on charge stripes

Depending on temperature, quasiparticles in superconducting cuprates are
soliton-like excitations or pairs of these excitations, observed experimentally
in tunneling measurements [16-19]. In the CuO, planes, the soliton-like ex-
citations appear on the charge stripes immediately after the formation of the
stripes, thus, somewhat below Tco. They become paired at 7,,4;,- shown in the
phase diagramin Fig. 6.11. Consider first the elementary excitations; the pairs
will be discussed in the following subsection.

In the cuprates the soliton-like excitations propagate in the middle of the
charge gap present on the stripes, as depicted in Fig. 6.17. Since these exci-
tations have the quantum numbers of an electron, they are fermions. Then, a
guestion naturally rises. How can the fermions occupy the same energy level ?
There are two possible explanations to this fact: Either thereisthe spin-charge
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separation on the stripes or, between Tco and T, there is no connected
Fermi surface in the cuprates yet. Theoretically the spin-charge separation is
indeed possible in one-dimensional systems, leading to the formation of the so-
called Luttinger liquid. However, an experimental verification of this hypothe-
sis, carried out in underdoped Y BCO, showed that, within the resolution limits
of the experiment, there is no spin-charge separation in YBCO [47]. Hence, it
is most likely that, at T},.;r < T < Tco, thereis no connected Fermi surface
in the cuprates. This meansthat, at high temperatures, the charge stripesin the
CuO, planes exist independently of each other. For example, in LSCO, upon
cooling the chemical potential literally jumps at about 250 K. Thus, if thisis
the case, it is then possible that the soliton-like excitations become paired at
Tyair because they are required to. When the Fermi surface in the cuprates be-
comes connected somewhat above 7)., the soliton-like excitations being at
the same energy level must either disappear, except for two, or be paired. The
paired quasi particles are bosons, therefore, the Pauli exclusion principle is ho
longer applicable to them.

What type of excitations can occur on the charge stripes in the cuprates?
Let us consider all possible excitations on a 2k charge stripe sketched in Fig.
6.9. In the case of hole-doped cuprates, we are exclusively interested in the
stripe excitations with a charge of +|e|, where e is the electron charge. Figure
6.18 shows schematically three types of excitations on the 2k charge stripes:
a soliton, a kink-up and a kink-down. In Fig. 6.18, the stripe excitations are
shown at rest; however, in reality, they are dynamic and propagate along the
stripes which themselves fluctuate in the CuO, planes. As suggested by Za-

conduction band

electrosoliton

cg

vaence band

Figure6.17. Energy level of soliton-like excitations that reside on charge stripes in the CuO,
planes at high temperatures. A, isthe magnitude of the charge gap on the stripes.
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Figure 6.18. Sketch of three types of excitations on 2kr charge stripes, shown at rest: (a)
soliton; (b) kink-up, and (c) kink-down.

anen and co-workers, the kink-up and the kink-down may have different spin
orientations.

Such a description of soliton-like excitations in the cuprates is rather phe-
nomenological. In afirst approximation, they can also be described mathemat-
icaly in the framework of the Davydov theory of electrosolitons and bisoli-
tons for one-dimensional systems [3, 7, 9, 10]. Let us consider briefly the
electrosoliton model. As discussed in Chapter 1, solitons are nonlinear ex-
citations which are localized in space. In some systems, they represent self-
localized states (i.e. self-trapped states). In solids, if the particle-field inter-
action (electron-phonon coupling) is strong, both the particle wavefunction
and the lattice deformation will be localized. In the three-dimensional case,
this localized entity is known as a (Holstein) polaron and, in one dimension,
as a Davydov soliton (also known as an electrosoliton or polaronic soliton).
Their integrity is maintained owing to a dynamical balance between dispersion
(exchange inter-site interaction) and nonlinearity (electron-phonon coupling).
Figure 6.19 schematically shows a self-trapped state of a particle (small po-
laron or Davydov soliton). In a self-trapped state, both the particle wavefunc-
tion and the lattice deformation are localized.

Particle wave-function

<l

Potential well

Figure 6.19. Sketch of a self-trapped state: a particle (electron or hole) with a given wave-
function deforms the lattice inducing a potential well which in turn traps the particle.
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To describe the self-focusing phenomena, the nonlinear Schrodinger (NLS)
equation is used,
o h* o

ihgy + 555 + Glu(z, )2 ¢(z,t) = 0. (6.11)

The equation is written in the long-wave approximation when the excitation
wavelength X is much larger than the characteristic dimension of discreteness
in the system, i.e. under the condition ka = 27ma/\ < 1. The equation
describes the complex field +(x,t) with self-interaction. The function |¢|?
determines the position of a quasiparticle of mass m. The second term in the
NLS equation is responsible for dispersion, and the third one for nonlinearity.
The coefficient G characterizes the intensity of nonlinearity.

When the nonlinearity is absent (G = 0), the NLS equation has solutionsin
the form of plane waves,

P(x,t) = ®gexpli(ka — w(k)t)], (6.12)

with the square dispersion law w(k) = hk?/2m. With nonlinearity (G # 0)
in the system having a trandlational invariance, the excited states move with
constant velocity v. Therefore, it is convenient to study solutions of the NLS
equation in the reference frame

¢ = (z —vt)/a, (6.13)

moving with constant velocity. In this reference frame the NL S equation has
solutionsin the form of a complex function

P(z,t) = O(C) expli(kx — wt)], k= muv/h, (6.14)

where the function ®(¢) isreal.

The self-trapping effect occurs when two linear systems interact with one
another. Consider an excess electron in aquasi-one-dimensional atomic (molec-
ular) chain. If neutral atoms (molecules) are rigidly fixed in periodically ar-
ranged sites na of a one-dimensional chain, then due to the trandational in-
variance of the system, the lowest energy states of an excess electron are deter-
mined by the conduction band. Thelatter is caused by the el ectron collectiviza-
tion. In the continuum approximation, the influence of a periodic potentia is
taken into account by replacing the electron mass m. by the effective mass
m = h%/(2a2.J) which is inversely proportional to the exchange interaction
energy J that characterizes the electron jump from one node site into another.
In this approximation, the electron motion along an ideal chain correspondsto
the free motion of a quasiparticle with an effective mass m and the electron
charge.
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Taking into account small displacements of molecules of mass M (> m)
from their periodic equilibrium positions, there arises the short-range defor-
mation interaction of quasi particles with these displacements. When the defor-
mation interaction israther strong, the quasiparticleis self-localized. Thelocal
displacement caused by a quasiparticle manifestsitself as a potential well that
contains the particle, as schematically shown in Fig. 6.19. In turn, the quasi-
particle deepens the well.

A self-trapped state can be described by two coupled differential equations
for thefield ¢ (x, t) that determinesthe position of a quasiparticle, and thefield
p(z,t) that characterizes a local deformation of the chain and determines the
decrease in the relative distance a — a — p(x,t) between molecules of the
chain,

L0 h* o2

[Zfla + o a2 + ap(a;,t)] Y(x,t) =0, (6.15)
P2, o & )
<ﬁ — COW) p(x,t) — 5Va @W(l’atﬂ =0. (6.16)

Thefirst equation characterizes the motion of aquasiparticlein thelocal de-
formation potential U = —op(x, t). The second equation determines the field
of alocal deformation caused by a quasiparticle. The two equations are con-
nected through the parameter ¢ of the interaction between a quasiparticle and
aloca deformation. The velocity ¢y = a+/k/M isthelongitudina sound ve-
locity in the chain with elasticity coefficient k. In the case of one quasiparticle
in the chain, the function v(x, t) is normalized by

> [ ot s =1. 617

In the reference frame ¢ = (z — vt)/a moving with constant velocity v, the
following equality Op(x,t) /0t = —v/a x dp/O¢ holds. Then, the solution for
p(z,t) hasthe form

o 2 i 2 2.2
— fs*= 1. A
p((L‘,t) k(l _ 82) WJ(IL',t)’ , 118 v /CO < (6 8)
Substituting the expression for p(z, t) into Eq. (6.15), we obtain the follow-
ing nonlinear equation for the function ¢ (z, t),

hg+ﬁ§+2mmmhmﬂ—o (6.19)
! ot 2m 0x? & s Tt =5 '
where
02
g= (6.20)

2k(1 — s2)J



Third group of superconductors. Mechanism of superconductivity 193

is the dimensionless parameter of the interaction of a quasiparticle with local
deformation. Substituting the function

Y(x,t) = ®(() expli(kx — wt)], k=muv/h (6.21)

into Eq. (6.19) we get the equation

2

[hw — L + 2gJ®%(()]®(¢) = 0, (6.22)

SR

for the amplitude function ®(¢) normalized by [ ®2(¢)d¢ = 1. The solution
of thisequation is

1
() = V& x sech(g(/2), (6.23)
with the dispersion law
L2l
hw = 5™V~ 28 J. (6.24)

The last term in Eq. (6.24) determines the binding energy of the particle and
the chain deformation produced by the particle itself. According to Eq. (6.23),
the quasiparticle islocalized in amoving reference frame

AC = 27/, (6.25)

as shown in Fig. 6.20. In thisregion, the field localization is characterized by
the function

__ & 2
PO = o o (/2). (6.26)
The following energy is necessary for the deformation:
_ l 2 2 _ i 2 2
W= Sk(L+ s )/p (QdC = g2 (1 +52). (6.27)
Q)
I N —
219 4

Figure 6.20. Size of a self-trapped soliton is about 27 /g (compare with Fig. 2.4).
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Measured from the bottom of the conduction band of a free quasiparticle,
the total energy (including that of the deformation) transferred by a soliton
moving with velocity v is determined by the expression

1
Es(V) =W + hw = E4(0) + §Msow2 (6.28)

in which the energy of a soliton at rest E5(0) and its effective mass M, are
determined, respectively, by the equalities

1

E (0) = —¢g? 6.29

(0) 28 (6.29)
g?J

M, =m(1 ) 6.30

sol m( + 3a2/€) ( )

The soliton mass M,,; exceeds the effective mass of a quasiparticle m if its
motion is accompanied by the motion of local deformation.

The effective potential well where the quasiparticle is placed is determined
in the reference frame ¢ by the expression

U= —op(z,t) = —g*J sech®(g(/2). (6.31)

The self-trapped soliton is very stable. It moves with a velocity v < cp;
otherwise, the local deformation of the chain will be not able to follow the
quasiparticle. Alternatively, the soliton can be stationary. It isworth to empha
size that the Davydov soliton is conceptually different from the small polaron
which isthree-dimensional and practically at rest because of its large mass.

The Davydov solitons belong to a large group of solitons the motion and
transformations of which are described by the NLS equation. They are called
the envel ope solitons. Asnoted above, the NL S equation describes self-focusing
phenomena, and the term |+/|? in the NLS equation brings into the system the
self-interaction. The second term of the NL S equation is responsible for dis-
persion, while the third term is responsible for nonlinearity [see, for example,
Eqg. (6.11)]. A solution of the NLS equation in real space is schematically
shown in Fig. 6.21a. The shape of the enveloping curve (the dashed line in
Fig. 6.218) isthefunction ®(z,t) = ®( sech|(x — vt)/¢], where 2¢ determines
the width of the soliton. Its amplitude ®, depends on ¢ but independent of the
soliton velocity v [see, for example, Eg. (6.23)]. The envelope solitons can
be regarded as particles but they are “mortal” (see Chapter 1). The interac-
tion between two envelope solitons is similar to the interaction between two
particles—they collide as tennis balls (see Chapter 5in [19]).

In the envelope saliton in Fig. 6.21a, the stable groups have normally from
14 to 20 humps under the envelope, the central one being the highest one.
The groups with more humps are unstable and break up into smaller ones. The
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Figure6.21. An envelope soliton (@) in real space, and (b) its spectrum, shown schematically.

Y

wavesinside the envel ope move with avel ocity that differs from the velocity of
the soliton; thus, the envelope soliton has an internal dynamics. The relative
motion of the envelope and the carrier wave is responsible for the interna
dynamics of a NLS soliton. In momentum space, the envelope soliton is also
enveloped by the “sech” hyperbolic function, as schematically shown in Fig.
6.21b. This is because the Fourier transform of the sech(wx) function yields
sech(rk).

Consider the last question related to the Davydov solitons. What can we
expect from tunneling measurements carried out in a system with the Davydov
solitons?

As discussed in Chapter 2, conductances dI(V')/dV obtained in a SIN
junction by tunneling measurements directly relate to the electron density of
states per unit energy interval in a system (voltage V- multiplied by e rep-
resents energy). The solitons present in a system will manifest themselves
through the appearance of a peak in conductance. Since the internal dynam-
icsin an envelope soliton is extremely fast, tunneling measurements can only
provide information about the enveloping function. Let us present the en-
veloping curve of an envelope soliton in momentum space, sketched in Fig.
6.21b, as p(k) = Cyxsech[d(k — ko)], where Cy and dy are constants [in
fact, Co = f(dp)]. Then, the function |p(k)|? = |p(k — ko)|? = |p(AK)|?
represents the density of states around k.

In the case of the cuprates, kg = kg, where kr is the wave number at the
Fermi level. Set zero energy level at the Fermi level, Er. Since E o k2,
thene = F — Fp x k2 — k‘% = (kj— k‘F)(kZ—}—k‘F) ~ 2kr Ak for Ak < kp.
Thus, Ak o ¢/kp; subgtituting thisexpressioninto |p(Ak)|? o sech?(doAk),
we obtain that | (¢)|? oc sech?(d - €), where d oc do/2kp. This means that,
in tunneling measurements, the Davydov solitons will cause a peak centered
at zero bias having the following form sech?(d’V'), where in a first approxi-
mation, d’ is a constant. Since the amplitude Cj is independent of the soliton
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velocity, thisresult isvalid for any v < ¢, where ¢, isthe longitudinal sound
velocity.

To summarize, in SIN tunneling measurements performed in a system with
the Davydov solitons, one should expect to observe a peak in conductance
having the following shape

dI(V)

7W—:Axwm%w%) (6.32)

where V isthe applied bias, and A and V}, are constants. Bearing in mind that

tunneling current isthe sum under the conductance curve, I(V) = %dvqt

C', where C'is a constant defined by the condition 7(V = 0) = 0, the I(V)
characteristic centered at zero bias will have the following shape

I(V) = Iy x tanh(V/Vp), (6.33)

where I is a constant. In these equations, 1} determines the width of the
conductance peak. One must however realize that the conductance peak corre-
sponding to the solitonic states will appear in the background caused by other
electronic states present in the system. As an example, Figure 6.22a depicts
the conductance peak caused by the solitonic states; the corresponding (V')
characteristic is sketched in Fig. 6.22b.

It is worth to mention that the soliton-like excitations are observed not only
in the cuprates [19] but also in the manganites [19] and NbSe; [48].

3.7 Cooper pairs
Quasiparticles in superconducting cuprates below T,,,;, are pairs of soliton-

like excitations—nbisolitons—observed experimentally in tunneling measure-
@ di/av (b) |

charge— _
gap 0 %

—AC'g/e 0\ Aggle v lo

Figure 6.22. (a) Sketch of a conductance peak caused by electrosolitons. The plot is adapted
for the cuprates where the solitons propagate in the middle of a charge gap shown in grey.
The height of the soliton peak depends on the density of added or removed electrons. (b) 7(V)
characteristic corresponding to the soliton peak in plot (a). The I(V') characteristic of the charge
gap is not shown.
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ments [16-19]. The bisolitons are the Cooper pairs in the cuprates. The mod-
erately strong and nonlinear el ectron-phonon interaction isresponsiblefor cou-
pling of the soliton-like excitations. In the CuO, planes, the bisolitons reside
on the charge stripes. At temperatures somewhat above T, the bisolitons prop-
agate at an energy level which is below the Fermi level by A, as depicted in
Fig. 6.23.

conduction band

bisoliton< po Pg%f_A_CQ@_ E.
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Figure 6.23. Energy levels of bisolitons at temperatures somewhat above T... The level below
the Fermi level E'r isthe bonding bisoliton energy level, and that above E'r is the antibonding
one. The magnitude of the pairing gap is about one third of the magnitude of the charge gap,
Ap =~ Acy/3.

What are the bisolitons in the cuprates? Figure 6.18 sketches three types
of possible excitations on the 2k charge stripes present in the CuO, planes
of the cuprates. For these three types of excitations, there are four different
combinations of the pairing: Figure 6.24 schematically shows these four com-
binations. How can the stripe excitations shown in Fig. 6.18 form the pairs
if they repel each other? Indeed, electrosolitons repel each other; however, in
conventional superconductors, two electrons forming a Cooper pair also repel
each other. The occurrence of an attractive potential between quasiparticlesis
central to the superconducting state. In the cuprates, alocal |attice deformation
isresponsible for the pairing.

The combination (d) in Fig. 6.24 is asymmetrical and, therefore, seemsless
likely to be the case redlized in the cuprates. For example, the only combi-
nation suitable for the chains in YBCO, as well as for quasi-one-dimensional
organic superconductors, is the combination (a) in Fig. 6.24. Since supercon-
ductivity on the chains in YBCO is induced, it is most likely that supercon-
ductivity in the CuO, planes is caused by different stripe excitations, hence,
either by (b) or (c) in Fig. 6.24. Indeed, the kink excitations have already been
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Figure6.24. Sketch of possible coupling between charge-stripe excitations on 2k ¢ stripes (see
Fig. 6.18): (a) two salitons; (b) kink-up and kink-down; (c) two kinks (up or down); and (d)
soliton and kink (up or down). The arrows schematically show the coupling.

observed by INS measurements in LSCO. Nevertheless, taking into account
that our understanding of superconductivity in the cuprates on the nanoscaleis
till limited, none of these four combinationsin Fig. 6.24 can be excluded.

Assuming that one of these four combinationsin Fig. 6.24 can model there-
ality, the next two questions are: Do the stripe excitations couple in momentum
space, and do they have the opposite momenta? In conventional superconduc-
tors, two electrons couple in momentum space, and the pairing is the most fa-
vorable when they have the opposite momenta. |s thisthe case for the cuprates
too? It is difficult to say. If the pairing in the cuprates occurs in momentum
space, then the stripe excitations on the same stripe, shownin Fig. 6.24, should
have opposite momenta and thus move in the opposite directions. At the same
time, as discussed in Chapter 4, the pairing in unconventional superconductors
may occur not only in momentum space but also in real space. In this case, the
stripe excitations on the same stripe in Fig. 6.24 can move in the same direc-
tion. Analysis of infrared measurements performed in Bi2212 indeed suggests
that quasiparticles in the Cooper pairs seem to move in the same direction.

As discussed in Chapter 5, the electron pairing in conventional supercon-
ductors is local in space but non-local in time (see Fig. 5.5). Since the size
of bisolitons in the cuprates can be as small as 15-20 A, it is possible that the
pairing in the cupratesislocal in time but non-local in space, thus, opposite to
that in conventional superconductors. It isworth noting that the pairing in real
spaceisloca intime and non-local in space.
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Let us now discuss briefly the Davydov bisoliton model [3, 7, 9, 10]. Ini-
tially, the bisoliton model did not have any relation with superconductivity and
was devel oped by Davydov and co-workersin order to explain €l ectron transfer
in living tissues. Later, the bisoliton model of electron transfer in a molecular
chain was used to explain the phenomenon of superconductivity in quasi-one-
dimensional organic compounds and cuprates. The bisoliton theory is based
on the concept of bisolitons—electron pairs coupled in a singlet state due to a
local deformation of the lattice.

If a quasi-one-dimensional soft chain is able to keep some excess electrons
with charge e and spin 1/2, they can be paired in a singlet state due to the in-
teraction with aloca chain deformation created by them. The potential well
formed by a short-range deformation interaction of one electron attracts an-
other electron which, in turn, deepens the well.

Assume that along a molecular chain, the elementary cells of mass M are
separated by a distance a from one other. Within the continuum approach, we
characterize their position by a continuous variable z = na. The equation of
motion of two quasi particles with effective mass m in the potential field

created by alocal deformation p(x,t) of the infinite chain, takes the form

.h2+h_28_2+[](4t) w'('t)—() here i.7 = 1.9 (635)
(3 at Qmax% T, j Ty, =0, where 2,7 = 1,2, )

and 1 (x;, t) isthe coordinate function of quasiparticle i in the spin state ;.
Thelocal deformation p(x, t) is caused by two quasiparticles dueto their in-

teraction with displacements from equilibrium positions. The function p(z, t)

characterizing thislocal deformation of the chain is determined by the equation

o2 5 02 ca? 92 9 9
(@ - Cow) p(z,t) + M 922 (Wl(%tﬂ + [Y2(z, )] ) =0, (6.36)

where ¢y = a+/k/M isthelongitudina sound velocity in the chain; ac isthe
energy of deformation interaction of quasiparticles with the chain, and & isthe
coefficient of longitudinal elasticity.

Due to the trandlational symmetry of an infinite chain, it is possible to study
the excitations propagating along the chain with a constant velocity v < cg.
In this case, the forced solution of Eg. (6.36) which satisfies the condition
p(x,t) # 0 forall z and t under which [+, (x, t)|* # 0 relative to the reference
frame { = (x — vt)/a moving with velocity v, has the form

#O) = 5oy [01QP + 19(OF], where 5 = e?/ch. (837
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The total energy of local deformation of the chain is determined by

W= %m +5?) /pQ(C)dC. (6.38)

Substituting first p(¢) into Eq. (6.35) and the latter into Eq. (6.36), one obtains
the equation for the function ¥ (x1, x2,t) which determines the motion of a
pair of quasiparticles in the potential field given by Eqg. (6.34), disregarding
the Coulomb repulsion of electrons:

0 92 92 2 2
lm& . J<8—C12+8—<§)+G<w1<<1>| T (&)

+ [ (C1) ] + |w2<<2>12>] U(z1,2,t) =0,  (6.39)

where we introduced the following notations

% o?
2ma2 and G = m (640)

We consider further the states with a small velocity of motion, s> < 1. Inthis
case, the parameter GG can be replaced by the constant

~—, 6.41
Go =~ — (6.41)
The coordinate function of a pair of quasiparticles in a singlet spin state is
symmetric and can be written in the form

1
V2

where E,, isthe energy of two paired quasiparticlesin the potential field U ().

Inachain consisting of alarge number NV of elementary cellsand containing
N7 pairs of quasiparticles, the pairing is realized only from those states of
free quasiparticles which have a wave number close to the wave number of
the Fermi surface kr = 7N1/2aN. Due to the conservation law of quasi-
momentum, a pair moving with avelocity v = hk/m can be formed from two
guasi particles with the wave numbers

U(w1, 29, t) = —= [P1(C)Y2(C2) + 1 (C)a(Gr)] e B (6.42)

k1 = 2k — kp and ks = kp. (6.43)

If the wave functions of quasiparticlesin the paired state are represented by the
modulated plane waves

1/}](41) = (I)(CZ) eXp(ij<2)7 where Z’j = ]-a 27 (644)
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the coordinate function of paired quasiparticles transforms into the following
form

W21, 29, 1) = V20(C1)P(C2) cos[(k — kp) (1 — Go)] x e/HCH@)=Fpt/h],
(6.45)
The appearance here of the cosine function results from the conditions of sym-
metry imposed.
Substituting the function ¥ (x4, 2, t) into Eq. (6.39), one obtains the equa-
tion for the amplitude functions ®(¢;)

82
a¢?

+ 4g®?%(¢;) + A| ®(¢) =0, where i = 1,2, (6.46)

with the dimensionless parameter

G o? Go o?
= _—=——— _~"=__ for ’«1 A7
8= 07 T (s S2y 2Ry re <L (64D
that characterizes the coupling of a quasiparticle with the deformation field.
The energy E(v) of apair of quasiparticlesin this field is expressed in terms
of the eigenvalue A given by Eq. (6.46) viathe relation

2

E(v) = E,(0) + 2% — hwkp, (6.48)
where
E,(0) = AJ + Ep (6.49)

characterizes the position of the energy level of a static pair of quasiparticles
beneath their Fermi level
h?k2
Ep = £ (6.50)
m
The deformation field p({) is expressed in terms of the function ®(() as fol-

lows

20
=——— _®%). 51
PO = 3= PO (6:51)
Therefore, the energy of the local chain deformation in Eqg. (6.38) is defined
by

1— s2
Equation (6.46) admits periodic solutions corresponding to the uniform dis-
tribution of a pair of quasiparticles over the chain. The real functions ®(¢;) of
these solutions must satisfy the conditions of periodicity

W= 26(1+5%) / d(¢)d¢. (6.52)

®((;) = (¢ + L), where L = N/Ny, (6.53)
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and normalization :
/ B2(C)d¢ = 1. (6.54)
0

Thelatter requiresthat each pair of quasiparticles should be within each period.
The exact periodic solutions of Eq. (6.46) is expressed in terms of the Jacobian
elliptic function dn(u, ¢) viatherelation

Q,(¢) = \/7E x dn(u, q), where u=g(/E(q). (6.55)

An explicit form of the Jacobian function dn(u, ¢q) depends on a specific value
of the modulus ¢ taking continuous valuesin theinterval [0, 1]. The eigenvalue
A of Eq. (6.46) isaso given in terms of the modulus ¢ by the relation

Ay = —g*¢*/E(q). (6.56)

The function E(q) is a complete elliptic integral of the second kind which
depends on the Jacobian function dn(u, ¢) and the complete elliptic integral of
thefirst kind, K (q).

We shall not follow further the exact calculations in the framework of the
bisoliton theory. They can be found elseawhere [7, 9, 10, 19]. Instead, we
consider the asymptotic case: the small density of quasiparticles, i.e. when
the inequality gL > 1 holds, where g is the dimensionless parameter which
characterizes the coupling of a quasiparticle with the chain, and L is the di-
mensionless distance between two bisolitons. In this case, the mass of a static
bisolitonis )

My ~2m + 87, (6.57)
3¢3
which exceeds two effective masses of quasiparticles, 2m. In this expression,
J isthe exchange interaction energy, and ¢ isthe longitudinal sound velocity
in the chain.

The energy gap in the quasiparticle spectrum resulting from a pairing is

determined by

1
A~ gg?J. (6.58)

The energy gap is half of the energy of formation of a static bisoliton. The
bisoliton-formation energy includes not only the energy of quasiparticle pair-
ing but also the energy of the formation of alocal chain deformation. The mag-
nitude of the energy gap decreases as the density of quasiparticles increases
(when gL, < 5). The energy gap A and the bisoliton mass M, do not depend
onthe mass M of an elementary cell. This massonly appearsin the kinetic en-
ergy of bisolitons. Therefore the isotope effect is very small, notwithstanding
the fact that the basis of the pairing is the el ectron-phonon interaction.
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The correlation length in a bisoliton (the size of abisoliton) is given by

i= 2" (6.59)
g
where a isthe lattice constant. The enveloping wave functions ®;(x) of quasi-
particles within each period are approximated by the hyperbolic function

O(x) = \/g x sech(gzx), (6.60)

where z is the axis along the chain. In this expression, one can see that the
maximum amplitude of a bisoliton (= g/2) is two times larger than that of an
electrosoliton in Eq. (6.23), and its width is two times smaller than that of an
electrosoliton.

When there is only one bisoliton in the chain, two quasiparticles in the
bisoliton move in the combined effective potential well

U (¢) = —2g°J x sech?(g(). (6.61)

Theradius of thiswell isahalf of the radius of an isolated soliton, and its depth
istwice larger than that of an electrosoliton [see Eq. (6.31)].

All these results were obtained without taking into account the Coulomb
repulsion between quasiparticles. If we take into account the Coulomb repul-
sion as a perturbation, then, at small velocities, a pairing is till energetically
profitable if the dimensionless coupling constant g is greater than some critical

value,
1/2
~ [ Cor

, (6.62)

C A

where e.;; is the effective screened charge. The critical value is estimated
from the condition that the displacement of quasiparticles caused by the
Coulomb repulsion is less than the bisoliton size 27a /g.

The bisolitons are stable because they do not interact with acoustic phonons.
This interaction is completely taken into account in the coupling of quasipar-
ticles with alocal deformation. Therefore, they do not radiate phonons. The
velocity of bisoliton motion should not exceed the longitudinal sound velocity
co (in cuprates, cq ~ 10° cnm/s). The bisolitons do not undergo a self-decay if
their velocity is smaller than the critical one

24
hkp’
where kg isthe momentum at the Fermi surface.

When Davydov proposed the bisoliton model as the mechanism for
high-T.. superconductivity in the cuprates, he did not know about the existence

(6.63)

Ver =
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of quasi-one-dimensional charge stripesin the CuO, planes. Hence, he needed
to locate one dimensionality in the CuO, planes. Since the CuO; planesin the
cuprates consist of quasi-infinite parallel chains of alternating ions of copper
and oxygen, Davydov assumed that each -Cu-O-Cu-O- chain in a CuO, plane
can be considered as a quasi-one-dimensional system. Therefore the current
flows along these parallel chains. In the framework of the bisoliton model, he
studied the charge migration in one of these chains and all the results obtained
above were directly applied to the superconducting condensate in the cuprates.
However, Davydov mistakenly assumed that the long-range phase coherence
among the bisolitons sets in due to the overlap of their wavefunctions.

A comparison of the main characteristics of the bisoliton model and the data
obtained in some cuprates, described in [19], shows that the bisoliton model
is not a theory for high-T, superconductivity. Firstly, it lacks the mechanism
of the onset of phase coherence. Secondly, the bisoliton model can describe
some pairing characteristics but only in a first approximation. Thisis probably
because in the bisoliton model the Coulomb repulsion between quasiparticles
inabisoliton is not taken into account. However, the main idea of the bisoliton
model is correct: the moderately strong and nonlinear electron-phonon inter-
action mediates the pairing in the cuprates. The main result of the model is
that, in the presence of a strong electron-phonon interaction, the BCS isotope
effect can be absent or small. The bisoliton theory should serve as a starting
point for the future theory of unconventional superconductivity.

Asan example, consider the doping dependence of the distance between two
holes in a bisoliton, derived in the framework of the Davydov model by using
experimental data obtained in Bi2212. Figure 6.25 depicts this dependence, as
well as the doping dependence g(p). The dependence d(p) in Fig. 6.25isin
good agreement with experimental data for Bi2212.

InFig. 6.25, one can seethat the values of the coupling parameter in Bi2212,
g, isaround 1. Such aresult wasin fact expected from the beginning. Why? As
was mentioned in Chapter 1, the balance between nonlinearity and dispersion
is responsible for the existence of solitons. The bisoliton model is based on
the NLS equation. In the NLS equation, the second term is responsible for
dispersion and the third one for nonlinearity [see, for example, Eq. (6.11)].
The coefficient in the second term, the energy of the exchange interaction, 2./,
characterizes the “ strength” of dispersion, and the coefficient in the third term,
the nonlinear coefficient of the electron-phonon interaction, GG, characterizes
the “strength” of nonlinearity. The parameter g representsthe ratio between the
two coefficients G and 2J [see Eq. (6.47)]. Therefore, in asense, the coupling
parameter g reflects the balance between the nonlinear and dispersion forces.
As a consequence, it cannot be very small g < 1, or very largeg > 1. If
g < 1, dispersion will prevail, and the bisolitons will gradually diffuse, giving
rise to “bare” quasiparticles. If g > 1, nonlinearity effects prevail, and the
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Figure 6.25. Doping dependence of the coupling parameter g (solid curve) and the corre-
sponding average size of bisolitons (grey curve) in Bi2212 at low temperature, derived in the
framework of the bisoliton model [19]. (Note that this plot slightly differs from that in [19]
which is based on the point d(0.16) = 15 A ; this plot is founded on the point d(0.16) = 20 A )

bisolitons will become immobile and localized. Thus, g ~ 1. In contrast, in
superconductors described by the BCS theory the parameter g is of the order
of 103-10~*, meaning that, in conventional superconductors, the electron-
phonon interaction is very weak and superconductivity is“linear.”

In the previous subsection, we have derived SIN tunneling d(V')/dV and
I(V') characteristics for a system with electrosolitons. What can we expect
from SIN tunneling measurements carried out in a system with bisolitons?
From Fig. 6.23, it is obvious that the bisolitons will manifest themselves
through the appearance of two peaks in conductance, situated symmetrically
relative to zero bias. By using the same reasoning as that in the previous sub-
section, one can abtain that, in a SIN junction, tunneling conductance near
these two peaks can be approximated by

dI(V) 2<L+Lp> 2(L Lp)}
—=A h + sech” | —— .64
v x{sec i sec o ) (6.64)

where V' isvoltage (bias); V), isthe peak bias, and A and V; are constants. The
corresponding I (V') characteristic is then represented by

I(V) =1y x [tanh (V;OV”) + tanh (V‘_/OV”)] : (6.65)

where I is aconstant. In the equations, 1 determines the width of the con-
ductance peaks. It isworth to recall that the bisoliton conductance peaks will
appear in the background caused by other electronic states present in the sys-
tem. Figure 6.26 visualizes Egs. (6.64) and (6.65). The height of the bisoliton
peaks relative to the the background depends on the density of added or re-
moved electrons (holes): the height increases as the density increases. Figure
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Figure 6.26. Visualization of (a) Eqg. (6.64) and (b) Eq. (6.65) for a SIN junction. In plot (a),
the conductance peaks are caused by bisolitons; the corresponding (V') characteristicisin plot
(b). In plot (a), the conductance is normalized by its maximum (peak) value.

6.27 sketchesthis dependence for the cuprates, observed experimentaly. Inthe
case of the cuprates, one should however realize that there is a critical doping
level (p.- ~ 0.3) above which the bisolitons collapse.

The bisolitons have experimentally been observed not only in the cuprates
but also at low temperaturein the manganate La; 4Sr1.¢Mn2O7 [19] and charge-
density-wave conductor NbSe; [48] which never exhibit superconductivity.
Superconductivity requires not only the electron pairing but also the phase co-
herence. Since the size of bisolitons is small and their density is always low,
the bisolitons cannot establish the long-range phase coherence. In this case,
a question naturally arises. what happens with isolated bisolitons on lower-
ing the temperature, 7" — 07? Bisolitons propagate along charge-ordered one-
dimensional structures such as charge stripes or charge-density-waves which

(d) underdoped (b) optimally doped  (c) overdoped

di/dv
di/dv
di/dv
) L | ] L | —J L |
Vp 0V, v -V, 0V, Y -Vp 0V, v

Figure 6.27. Sketch of the doping dependence of the height of quasiparticle peaks relative to
the charge gap in the cuprates: (a) underdoped, (b) optimally doped, and (c) overdoped regions.
Thecharge gap isschematically shownin grey. The absolute value of V, decreases asthe doping
level increases.
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are intrinsically insulating. Without having an opportunity to establish the
long-range phase coherence, the bisolitons are “condemned” to condense into
these charge-ordered one-dimensional structures and to become localized. In
the manganites, for example, the bisolitons will join at low temperature holes
on the charge stripes making them insulating not only on the nanoscale but
also on amacroscopic scale. In Chapter 3, discussing charge-transfer organic
sats, it was emphasized that the steep rise in resistivity at low temperature
in (TMTSF);PFgs and TmBCO occurs mainly due to a charge ordering (see
Fig. 3.16). Therefore, even in the cuprates, without dynamic spin fluctuations,
the bisolitons condense at low temperatures into the insulating charge stripes,
becoming localized.

3.8 Phonons

Let us start with the isotope effect in the cuprates. The isotope effect is
the first indicator of the BCS mechanism of superconductivity. The isotope
effect was found to be extremely small in optimally doped cuprates. This fact
was initially taken as evidence against the BCS mechanism of high-T,. super-
conductivity and, mistakenly, against the phonon-pairing mechanism. If the
pairing mechanism is different from the BCS mechanism, this does not mean
that phonons are irrelevant.

In fact, there is a huge isotope effect in the cuprates. Figure 6.28 shows the
oxygen (160 vs 180) isotope-effect coefficient ap = dIn(T,)/dIn(M), where
M is the isotope mass, as a function of doping level in LSCO, YBCO and
Bi2212. In the plot, one can see that the oxygen-isotope effect in the cuprates
isnot universal: it is system- and doping-dependent. In the underdoped region,
ao can bemuch larger than the BCS value of 0.5 (according to the BCS theory,
the isotope effect cannot be larger than 0.5). In the optimally doped region, the
oxygen-isotope effect isindeed small. With exception of one point in LSCO,
p = 1/8, the doping dependence of coefficient g is universal for these three
cuprates. The coefficient g has a maximum at p — 0.05. The copper (®3Cu
vs 95Cu) isotope effect has also been studied in LSCO and YBCO. In LSCO,
the copper-isotope effect is similar to the oxygen-isotope effect shown in Fig.
6.28. The copper-isotope effect in YBCO is small, even at low dopings, and
can even be negative (as that in some charge-transfer organic superconductors
and hydrides).

According to the bisoliton model, such a doping dependence of «q in Fig.
6.28 indicates that the kinetic energy of charge carriers is large in the under-
doped region and decreases as the doping level increases. ARPES measure-
ments indeed show that the rate of band dispersion, i.e. the velocity of charge
carriers, decreases as the doping level increases. Thus, by using the bisoliton
model, one can explain the isotope effect in the cuprates.
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Figure 6.28. Oxygen isotope effect in LSCO, YBCO and Bi2212 (see referencesin [19]).

If phonons were not involved in the electron pairing in the cuprates, the
isotope effect should be absent or very small. In fact, phonons are an essential
part of the mechanism of high-T. superconductivity. Simply, phonons interact
with charge carriers in conventional superconductors and in the cupratesin a
different way. For example, in BCS-type superconductors, 7. increases with
lattice softening, while in the cuprates, T, increases with lattice stiffening, as
shown in Fig. 6.29. So, the electron-phonon interaction is able to provide, at
least, two different mechanisms of electron pairing: linear and nonlinear. In
conventional BCS superconductors, the electron-phonon interaction is linear
and weak, while, in the cuprates, it is moderately strong and nonlinear.

It is a paradox: the effect of isotope substitution on the transition temper-
ature manifests itself when the electron-phonon interaction is weak, and can
disappear when the electron-phonon interaction becomes stronger! The main
result of the bisoliton model is that the potential energy of a static bisoliton,
formed due to alocal deformation of the lattice, does not depend on the mass
of an elementary lattice cell. This mass appears only in the kinetic energy of
the bisoliton.

It isdifficult to underestimate the role of phononsin superconducting cupra-
tes. Figure 6.30 shows the phonon spectrum F'(w) obtained in Bi2212 by
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Figure 6.29. Critical temperature as a function of Debye temperature for different cuprates
(see referencesin [19]).

INS measurements and two spectral functions o F'(w) obtained in Bi2212 by
two independent tunneling measurements. The spectral function o F(w) is
the parameter of the electron-phonon interaction in the Eliashberg equations,
which characterizes the coupling strength between charge carriers and phonon
vibrations. In Fig. 6.30, one can seethat charge carriersin Bi2212 are strongly
coupled to the 20 meV acoustic mode and to the 73 meV optical mode. The
73 meV branch is associated with half-breathing-like oxygen phonon modes
that propagate in the CuO, plane. Therole of phononsat 50 meV in Bi2212is
controversial: one spectral function a? F'(w) shows a peak at 50 meV (dashed
curve), while the other exhibits a dip (solid curve). The 50 meV branch is
associated with either in-plane or out-of-plane Cu-O bond-bending vibrations.
Leaving aside the question of the 50 meV phonons, it is clear that the optical
phonons with w = 73 meV are coupled to charge carriers in Bi2212. Indeed,
ARPES measurements performed in LSCO, YBCO, Bi2212 and Bi2201 show
akink in the dispersion at 55-75 meV, confirming the fact that optical phonons
are coupled to charge carriers in the cuprates. Independently of the origin
of these phonon modes, their energies are unusually high, indicating that the
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Figure6.30. Phonon spectrum F'(w) (circles) obtained by INS measurements and two spectral
functions o F(w) (solid and dashed curves) obtained by tunneling measurements in slightly
overdoped Bi2212 at low temperature, T' < T. (seereferencesin [19]).

electron-phonon coupling is very strong. At this stage, the role of each phonon
branch in the mechanism of unconventional superconductivity in the cuprates
is still undetermined. Usually, in crystals, self-trapped states appear due to an
interaction of quasiparticles with acoustic phonons.

3.9 Mechanism of phase coherence along the c axis

Superconductivity requires not only the electron pairing but aso the long-
range phase coherence. Within a year after the discovery of high-7. super-
conductors, it was already established that superconductivity in the cuprates
is quasi-two-dimensional, occurring in the CuO, planes. The mechanism of
the interlayer coupling was never studied in detail because it was aways as-
sumed that the interlayer coupling originates from the Josephson coupling be-
tween superconducting CuO, layers. Later, analysis of some experimental data
clearly indicated that the Josephson coupling between the CuO, planes cannot
be responsible for the c-axis phase coherence in the cuprates.

The bisoliton wavefunctions in the cuprates lie in the CuO, planes, and
they are quasi-two-dimensional. In the overdoped region, the average size of
bisolitons is comparable with the mean distance between bisolitons. So, their
wavefunctions can locally overlap in the CuO, planes, resulting in the onset
of local in-plane phase coherence. Even, if we assume that the bisolitons are
able to establish the phase coherence in every CuO, plane of the sample, they
cannot do it perpendicular to the planes. The purpose of this subsection is to
discuss the mechanism of phase coherence along the ¢ axis, i.e. the mechanism
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of the interlayer coupling. In the cuprates, this mechanism has the magnetic
origin.

Aswasdiscussed in Chapter 3, many unconventional superconductors of the
third group exhibit the coexistence of superconductivity and long-range anti-
ferromagnetic order. For superconductors with a large-size coherence length,
this may not seem too surprising since, over the scale of the coherence length,
the exchange field of an antiferromagnet averages to zero. It was a surprise
when in 2000 the coexistence of superconductivity and ferromagnetism was
discovered in an aloy of uranium and germanium, UGe,. Before 2000 su-
perconductivity and ferromagnetism were always regarded as mutually ex-
clusive phenomena. Soon after the discovery of superconductivity in itiner-
ant ferromagnet UGe,, two new itinerant ferromagnetic superconductors were
discovered—zirconium zinc ZrZny and uranium rhodium germanium URhGe.
ZrZns superconducts only when it is ferromagnetic (see, for example, Fig.
6.37b). The coexistence of superconductivity and weak ferromagnetism was
found in the ruthenocuprate RuSr, RCusOg (see Chapter 3). As discussed in
Chapter 2, in the quasi-two-dimensional organic conductor A-(BETS),FeCly,
the superconducting phase is induced by a magnetic field exceeding 18 T. All
these experimental facts clearly indicate that, in some cases, superconductivity
needs spin fluctuations. Hence, they seem to mediate superconducting corre-
lations.

3.9.1 Magnetic properties

Let us start first with the principal magnetic properties of the cuprates. The
parent compounds of superconducting cuprates are antiferromagnetic Mott in-
sulators. INS measurements show that the cuprates display a wide variety of
magnetic properties. Because INS measurements require large-size homoge-
neous single crystals, INS studies have been performed only in afew cuprates:
YBCO, LSCO, Bi2212 and TI2201. Generdly, all the cuprates exhibit com-
mon features of magnetic interactions. At the same time there are some partic-
ularities of magnetic correlationsin each cuprate. YBCO is probably the most
studied cuprate.

YBCO is a double-layer cuprate and, in a first approximation, it can be
modeled as a set of weakly coupled CuO, bilayers. By neglecting the local
anisotropy and other smaller interaction terms, the high-frequency spin dy-
namics can be described using the Hei senberg Hamiltonian for asingle bilayer

H=> J)Si-Sj+» J.S Sy, (6.66)
ij ig’
where J and J, are the intralayer and interlayer superexchange constants,

respectively. The first term in the expression represents the nearest-neighbor
coupling between Cu spins S; in the same plane and the second the nearest-



212 ROOM-TEMPERATURE SUPERCONDUCTIVITY

neighbor coupling between Cu spins in different planes. In YBCO, Jj ~ 120
meV and J, ~ 12 meV. INS studies reved that, in YBCO and other cuprates,
spin-wave excitations present up to 2.J.

By analogy with phonon-excitation spectra (see Fig. 5.3), spin-wave exci-
tationsin bilayer YBCO are also split into two channels: acoustic and optical.
In the acoustic (odd) channel, pairs of neighboring spins in adjacent planes
rotate in the same sense about their average direction. In the optical (even)
channel, the spinsin adjacent planes rotate in opposite directions, thus sensing
the restoring force from the interplane coupling J; .

Figure 6.31 schematically summarizes the temperature dependence of mag-
netic excitation spectra of underdoped YBCO. At any doping level, the low-
energy spin excitations are absent in the optical (even) channel. The excitations
in the even channel are almost unchanged across the superconducting transi-
tion, as shown in Fig. 6.31. The odd (acoustic) excitations undergo an abrupt
sharpening on cooling through T.. This sharp mode in the odd channd is
called the magnetic resonance peak, which appears at the antiferromagnetic
wave vector ) = (, 7) exclusively below T,.. The resonance peak is caused by
a collective spin excitation. The energy position of the resonance peak, E,., as
afunction of doping level scaleslinearly with 7. The antiferromagnetic corre-
lations weaken in the overdoped region; however, the magnetic relaxation still
remains predominant in the highly overdoped region.

Apart from the resonance peak which is commensurate with the lattice,
INS measurements have also found four incommensurate peaks at some en-
ergy transfers, which appear in YBCO below T,.. Each spin scattering peak
occurs at an incommensurate wave vector () + 9, as schematically shown in
Fig. 6.32. In Fig. 6.32a, upon doping, commensurate antiferromagnetic Bragg
peaks (grey stars) caused by antiferromagnetic ordering in an ideal Mott insu-
lator disappear, and are replaced by four broadened incommensurate dynamic
peaks (black circles and squares). Thisindicates that spin fluctuations are dis-
placed from the commensurate peak by a small amount 4, related in the un-
derdoped region to the doping p by § = p. The incommensurate peaks at
() £ 4 can either be caused by a sinusoidal spin-density-wave slowly fluctuat-
ing in space and time, or arise from the striped phase shownin Fig. 6.2. In the
striped phase, a spin wave isin fact commensurate locally, but the phase jumps
by 7 at a periodic array of domain walls termed antiphase boundaries (charge
stripes) can cause the appearance of the Q + ¢ peaks. Since the period of this
magnetic structure is 8a, where a is the Cu—Cu distance in the CuO, planes, it
is generally agreed that the incommensurate peaks originate from the striped
phase.

At any doping level, the incommensurability and the commensurate reso-
nance appear to be inseparable parts of the general features of the spin dy-
namics in YBCO, as shown in Fig. 6.32b. In optimally doped YBCO, the
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Figure 6.31. Schematic diagram summarizing the temperature evolution of magnetic excita-
tion spectra of underdoped YBCO compound (a) in the normal state, and (b) across the super-
conducting transition. The excitations in the even channel evolve smoothly with temperature.
The excitationsin the odd channel undergo an abrupt sharpening at the resonance energy across
Te.

resonance peak appears at the maximum resonance energy E,. ,,q, = 41 meV.
Below 41 meV, there are well-separated incommensurate peaks. At low en-
ergies (< 30 meV), the intensity of the incommensurate peaks is strongly re-
duced. This can be caused by the opening of a spin gap below T.. In Fig.
6.32b, above E, ..., the peak is separated again, and the separation gradually
increases with increasing energy up to 2J); although the peaks have a broader
width and a much weaker intensity than those below E, ,,,q.. In the under-
doped region, the commensurate resonance peak is shifted to a lower energy
E, < E;maz, scaling with T;, and the incommensurate peaks appear below
E,.. Upon heating through T, the incommensurate peaks are strongly renor-
malized upon approaching 7. and disappear in the normal state.

In LSCO, the low energy magnetic excitations have been extensively stud-
ied, and the observed spin fluctuations are characterized only by incommensu-
rate peaks. The magnetic resonance peak has never been observed in LSCO.
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Figure 6.32. (a) Neutron scattering data in the reciproca (momentum) space obtained in
L SCO. The commensurate antiferromagnetic Bragg peaks, obtained in undoped LSCO at wave
vector @ = (, ), are shown by grey stars. Upon doping, the commensurate peaks disappear
and are replaced by four broadened incommensurate dynamic peaks (black squares and circles)
with incommensurability §. The fundamental lattice Bragg peaks are shown by large grey dots.
Upon doping, new peaks (black triangles and ovals) are observed, which are displaced by 2§
from the fundamental lattice peaks. (b) Energy dependence of the peak position of incommen-
surate peaks versus incommensurability 6 in YBCO. There are two legs below the maximum
resonance energy Er maz = 41 meV. Above the resonance, the signal is also split. In the under-
doped region, the resonance pesk appearsat £, < Er mas-

Incommensurability in LSCO is consistent with that in YBCO with the same
hole doping, but in LSCO, it persists in the normal state. In LSCO, the peak
position is unchanged across 7,.. Only around room temperature does the in-
commensurate structure begin to disappear. In LSCO, ¢ is energy-independent
but depends strongly on the doping level. In the single-layer LSCO, spin ex-
citations do not split into acoustic and optical channels as those in the double-
layer YBCO. The similarity of spin dynamicsin two different cuprates, LSCO
and YBCO, demonstrate that the spin dynamics does not depend on the de-
tails of the Fermi surface, but have an analogous form to that for the striped
phase. The resonance mode observed in YBCO has also been found in the
double-layer Bi2212 and in the single-layer TI2201. Incommensurability has
not yet been seen in Bi2212 and T12201, but it is expected to be observed.
As emphasized above, the incommensurate response and the resonance peak
are inseparable parts of the same phenomenon. The case of LSCO, however,
shows that the incommensurability can exist without the presence of the com-
mensurate peak but not vice versa.
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3.9.2 Correlations between magnetism and superconductivity

In YBCO, Bi2212 and T12201, the energy position of a magnetic resonance
peak asafunction of doping level scaleslinearly with T,. and, asaconsequence,
with the phase-coherence energy gap. From Eq. (6.9), 2A. = AkpT,, where
A ~5.45inBi2212; A ~5.1in YBCO; and A ~ 5.9 in TI2201. Figure 6.33
shows the two energy scales in Bi2212, A, and A., as a function of doping
(compare with Fig. 6.11). Figure 6.33 also depicts the energy position of a
magnetic resonance peak, E,., at different doping levelsin Bi2212, YBCO and
TI2201. In the plot, one can seethat at different dopings E,. ~ 2A.. Thisrela-
tion unambiguously shows that the magnetic resonance peak intimately relates
to the onset of long-range phase coherence in the cuprates. This means that
the resonance mode is either a consequence or the mediator of phase coher-
ence. Indeed, for YBCO modest magnetic fields applied below T, suppresses
significantly the intensity of a magnetic resonance peak.

In all layered magnetic compounds, including the undoped cuprates, the
long-range antiferromagnetic (ferromagnetic) order develops at Néel tempera-
ture Ty (Curie temperature T-) along the ¢ axis. At the same time, in-plane
magnetic correlations exist above Ty (I). Thus, in quasi-two-dimensional
magnetic materials the coupling along the ¢ axis represents the last step in
establishing a long-range magnetic order. Interestingly, in al layered super-
conducting materias the phase coherence becomes long-ranged also due to
the interlayer coupling occurring at 7.. For example, infrared reflectivity
measurements performed in high-quality single crystals of LSCO show that

Figure 6.33. Phase diagram of the cuprates and the energy position of a magnetic resonance
peak, E,, in Bi2212 (squares), Y BCO (dots) and T12201 (circle) at different hole concentrations
(pm =0.16) [15, 19].
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the superconducting transition is accompanied by the onset of coherent charge
transport aong the ¢ axis, which was blocked above T,.. Therefore, in LSCO,
the long-range phase coherence occurs at T, along the ¢ axis.

In LSCO, there exists direct evidence that superconductivity is intimately
related to the establishment of antiferromagnetic order along the ¢ axis: uSR
measurements performed in non-superconducting Eu-doped L SCO show that,
at different dopings, the superconducting phase of pure LSCO is replaced in
Eu-doped L SCO by asecond antiferromagnetic phase, asdepicted in Fig. 6.34.
Thusin LSCO, it is possible to switch the entire doping-dependent phase di-
agram from superconducting to antiferromagnetic. Since LSCO is a layered
compound, the main antiferromagnetic phase of Eu-doped LSCO and its sec-
ond antiferromagnetic phase develop along the ¢ axis. Hence, the supercon-
ducting phase of pure LSCO is replaced in Eu-doped LSCO by an antifer-
romagnetic phase which arises along the ¢ axis. This clearly indicates that
superconductivity in LSCO intimately relates to the onset of long-range anti-
ferromagnetic order along the ¢ axis.

Elsewhere [19] it was shown that, if scaled, the phase diagram of the heavy
fermion CePd,Si;, (see Fig. 6.37a) is amost identical to the two energy scales
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Figure 6.34. Phase diagram of La;.s—Euo.2Sr,CuO, obtained by ;1SR measurements (see
referencesin [19]). Full and open circles denote the magnetic and the structural transition tem-
peratures, respectively. The superconducting phasein pure LSCO ismarked by “SC.” The struc-
tural transition from the high-temperature tetragonal (HTT) to the low-temperature orthorhom-
bic (LTO) isindicated by the dashed line. The low-temperature tetragonal phase (LTT) appears
below 120-130 K (AF = antiferromagnetic).
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of Bi2212, namely, Th;r and T, (see Fig. 6.11). It is generaly agreed that
superconductivity in CePd,Sis is mediated by spin fluctuations. Therefore,
this striking similarity suggests that the phase coherencein Bi2212, which sets
inat 7., ismediated by spin fluctuations.

In antiferromagnetic superconductors, magnetic fluctuations which often
exist above T, are enhanced on passing below 7. For example, in supercon-
ducting YBCO, the antiferromagnetic ordering starts to develop above 300 K,
as shown in Fig. 6.35. This antiferromagnetic commensurate ordering with a
small moment was observed in underdoped and optimally doped YBCO. The
magnetic-moment intensity increases in strength as the temperature is reduced
below T, as depicted in Fig. 6.35. The magnetic-moment direction was found
in one study to be along the ¢ axis and in-plane in the other (see referencesin
[19]).
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Figure 6.35. Temperature dependence of the magnetic intensity in underdoped YBCO (T, =
54-55 K), measured at the wave vector Q = (0.5, 0.5) by polarized and unpolarized neutron
beams (see references in [19]. The antiferromagnetic order appears at a Néel temperature of
Tn ~ 310 K. The dashed line shows the background.

The energy positions of a magnetic resonance peak and incommensurate
peaks are independent of temperature. However, the intensities of the com-
mensurate peak and the incommensurate ones both exhibit a temperature de-
pendence which is very similar to the temperature dependence of A. (see Fig.
6.42). Figure 6.36 shows three temperature dependences of the peak inten-
sities. the commensurate resonance peak in Bi2212 and YBCO, and the in-
commensurate peaks in LSCO (x = 0). The temperature dependences of A,
(see Fig. 6.42) and those in Fig. 6.36 exhibit below T, a striking similarity.
To recall, the data in Fig. 6.36 reflect exclusively magnetic properties of the
cuprates.
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Figure 6.36. Temperature dependences of the peak intensity of the incommensurate elastic
scattering in LSCO (x = 0) (7. = 42 K) and the intensity of the magnetic resonance peak mea-
sured by INS in near optimally doped Bi2212 (7. = 91 K) and YBCO (7. = 92.5 K). The
neutron-scattering data are averaged, the rea data have a vertica error of the order of +10-
15%. The BCS temperature dependence is shown by the thick solid line [15, 19].

Onthe basis of tunneling data[17, 19], it was shown that the charge carriers
in Bi2212 are strongly coupled to the spin excitation which causes the appear-
ance of amagnetic resonance peak in INS spectra, and this magnetic excitation
seems to mediate the phase coherence in Bi2212.

In the framework of a theoretical model developed for the cuprates, which
takes into account a competition between interlayer direct hopping and hop-
ping assisted by spin fluctuations, calculations show that, at least, in the under-
doped region, the interlayer hopping assisted by spin fluctuations is predomi-
nant. Therefore, the interlayer direct hopping can be omitted. The model cap-
tures the main features of experimental data; for example, the anomalous be-
havior of the c-axis electronic conductivity in Y BCO and thermoel ectric power
in LSCO (seereferencesin [19]).

3.9.3 Magnetically-mediated superconductivity

The spin-fluctuation mechanism of superconductivity was first proposed as
an explanation of superconductivity in heavy fermions[4]. Thismodel isbased
on a short-range Coulomb interaction leading to an exchange coupling J x
S;S; between near-neighbor copper spins S; and S; and strong magnetic spin
fluctuations. The superexchange constant is denoted by .J. In the cuprates, it
has an extremely high magnitude, J ~ 125 meV ~ 1500 K.
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The underlying microscopic physics can be described by the t — J model
defined by the Hamiltonian

H=H+H;=-t Y (dlydns+Hc)+J > SuSm, (667

(nm)o (nm)

where djw is the creation operator of a hole with spin o (o =T7,]) a siten
on a two-dimensional square lattice (H.c. = Hermitian conjugated). The df,
operators act in the Hilbert space with no double electron occupancy. The spin
operator is S, = 3d},,008dy,3, and (nm) are the nearest-neighbor sites on
the lattice. At half-filling (one hole per site) thet — J model is equivalent to
the Heisenberg antiferromagnetic model, which has long-range Néel order in
the ground state. Upon doping, the long-range antiferromagnetic order is de-
stroyed; however, thelocal antiferromagnetic order is preserved. The magnetic
coupling is not local both in space and in time. Magnetically-mediated super-
conductivity may exist only in samples in which the carrier mean free path
exceeds the superconducting coherence length. In most cases this requires
samples of very high purity. The spin-fluctuation mechanism of superconduc-
tivity resultsinthe d,2_,» symmetry of superconducting order parameter. The
model gives the value of critical temperature in reasonabl e agreement with ex-
perimental datafor high-7, superconductors.

In conventional superconductors, the Cooper pairs are formed via interac-
tions between electrons and lattice vibrations (phonons). In superconducting
heavy fermions, spin fluctuations are believed to mediate the electron pairing
that leads to superconductivity. However, in reality, spin fluctuations seem to
mediate only the long-range phase coherence in the heavy fermions, aswell as
in the cuprates.

Let us consider characteristic features of magnetically-mediated supercon-
ductivity. In conventional superconductors, superconductivity described by
the BCS theory has its specific features, for example, the isotope effect, the
s-wave symmetry of the order parameter, etc. What features are inherent to
magnetically-mediated superconductivity?

Quantum critical point. As discussed above, magnetically-mediated su-
perconductivity occurs near a quantum critical point. Figure 6.37 sketches
two phase diagrams: the first diagram is typical for antiferromagnetic heavy-
fermions, and the second is the phase diagram of the ferromagnetic heavy
fermion UGe,. In both phase diagrams, the density of charge carriersischanged
by applying a pressure. Near a quantum critical density n., magnetic inter-
actions become strong and long-ranged and overwhelm other channels. In
Fig. 6.37, one sees that independently of the nature of magnetic interactions—
antiferromagnetic or ferromagnetic—the superconducting phase occurs near
a quantum critical point, where magnetic fluctuations are the strongest. In a
sense, the superconducting phase is “ attracted” by a quantum critical point.
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Figure 6.37. Phase diagrams of heavy fermions: (a) antiferromagnetic CePd.Si2, and (b) fer-
romagnetic UGe;, shown schematically [19]. In both plots, the density is varied by pressure,
and n. isthe quantum critical point (SC = superconductivity). The phase diagram in plot (@) is
typical for antiferromagnetic superconductors. In plot (b), the dashed line shows a pseudogap
(PG) found in resistivity and magnetization measurements in UGe,, indicating the presence of
aquantum critical point.

Superconducting dome. One can see in Fig. 6.37 that the superconduct-
ing phase as a function of doping has a bell-like shape. Such a shape of the
superconducting phase istypical for magnetically-mediated superconductivity.

Symmetry of the order parameter. Theoretically, the order parameter in an-
tiferromagnetic superconducting compounds has a d-wave symmetry. The d-
wave symmetry of the order parameter was indeed observed in afew magnetic
compounds, including the cuprates. For ferromagnetic superconducting ma-
terials the situation is still not clear. Theoretically, the order parameter in su-
perconductors with ferromagnetic correlations should have a p-wave (triplet)
symmetry. However, there is no experimental confirmation of this conjecture.

Temperature dependence. In magnetic superconductors, the temperature
dependence of magnetic (in)commensurate peak(s), shown in Fig. 6.36 for
cuprates, is specific and lies below the s-wave BCS temperature dependence.
At the same time, such atemperature dependence is similar to the temperature
dependence of coherence superconducting characteristics; in other words, to
the dependence A (7). In afirst approximation, such a temperature depen-
dence represents the squared BCS temperature dependence.

Enhancement of spin fluctuations. As discussed above, in antiferromag-
netic superconductors, magnetic fluctuations are enhanced on passing below
T.. Thisisshownin Fig. 6.35.

The magnetic resonance peak. Below T in antiferromagnetic superconduc-
tors, there often, but not always, occurs a specific magnetic excitation which
causes the appearance of a magnetic resonance peak in INS spectra. The en-
ergy position of a magnetic resonance peak, E,, is independent of tempera-
ture, and E,.(p) = 2A.(p). However, the intensity of the resonance mode
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depends on temperature, and increases as the temperature decreases (see Fig.
6.36). It isassumed that the spin excitation causing the appearance of a mag-
netic resonance peak is a magnon-like. Generally speaking, magnons have
a large degree of dispersion; if they were the cause of the appearance of a
resonance peak, the peak should be quite wide. However, the width of ares-
onance peak in INS spectrais very narrow. Therefore, this excitation cannot
be magnon-like. Alternatively, it was proposed that the resonance mode is a
magnetic exciton. Magnons and excitons are non-interacting plane waves. To
propagate, a magnon uses only the ground spin states—antiferromagnetic or
ferromagnetic—while an exciton only excited spin states. Since excitons are
also plane waves, they should have also a large degree of dispersion. On the
other hand, analysis of experimental data shows that the spin excitation that
causes the appearance of a resonance peak in INS spectra can be a magnetic
soliton [19].

For example, in the heavy fermion UPd,Al3, the Néel temperature is about
Ty ~14.3K, and T, ~ 2K. Upon cooling through T, an abrupt enhancement
of magnetic fluctuations is observed in INS measurements, and a magnetic
resonance peak appearsat FE, /kpT, ~ 9.2.

3.94 Interplay between thelattice and magnetism

Here we consider an important issue related directly to the mechanism of
phase coherence in the cuprates—the interplay between the lattice and spin
fluctuations. First of al, one should distinguish the onset of phase coherence
inthe CuO- planes and between the planes. The mechanism of interlayer phase
coherence in the cuprates is magnetic, while the in-plane phase coherence oc-
curs not only due to spin fluctuations but also due to the direct hopping of
bisoliton wavefunctions. Furthermore, the lattice also plays an important role:
as was discussed above, a structura phase transition always takes place some-
what above T ,,,q, for each cuprate.

In the non-superconducting Gd- and Eu-doped L SCO, the frequency of spin
fluctuations upon lowering the temperature monotonically decreases, having a
kink at Tt ;a2 >~ 38 K [49]. In the cuprates, superconductivity is associated
with spin fluctuations which are rapid. Below a certain frequency of spin fluc-
tuations, w,in, the cuprates cannot superconduct [19]. Generally speaking,
the frequency of spin fluctuations depends on fluctuations of charge stripesin
the CuO, planes and, thus, on the underlying lattice. In the cuprates, if the
charge stripes carrying bisolitons fluctuate in the CuO,, planes not fast enough
for exciting spin fluctuations capable of mediating phase coherence, supercon-
ductivity will never arise. Somewhat above Tt .., there is a structural phase
transition which flattens the CuO, planes and/or makes them more tetragonal.
As a consequence, the charge stripes can now fluctuate quicker and induce
spin excitations capable of mediating the phase coherence. Thus, even if the
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mechanism of interlayer coupling is magnetic, the lattice, in fact, determines
the value of T, ., for each cuprate. In a sense, the mechanism of phase co-
herence in the cuprates is not pure magnetic but magneto-€lastic.

In the cuprates, the underlying lattice determines the homogeneity of super-
conducting phase. As an example, Figure 6.38 depicts the surface of Bi2212,
YBCO and TI2201 at low temperature. This sketch is based on tunneling mea-
surements, assuming that the surface isflat. In the sketch, the superconducting
phase in YBCO and TI12201 near the surface is more or less homogeneous,
while in Bi2212, it forms nanoscale patches, asillustrated in Fig. 6.38. Asa
conseguence, tunneling measurements performed in Bi2212 are ableto provide
information about the two energy gaps, A, and A,,. Above the superconduct-
ing nanoscale patches (shown in grey in Fig. 6.38), tunneling measurements
can provide information about A. (see the last subsection in this chapter),
while between the patches where incoherent Cooper pairs are present, about
A,. The homogeneity of superconducting phase deep inside Bi2212 is un-
known.

Bi2212 YBCO & T12201

Figure 6.38. Superconducting phase on the flat surface of Bi2212, YBCO and T12201 at low
temperature, shown in grey. In underdoped Bi2212, the size of the patchesisabout 30 A. Inthe
cuprates, the superconducting phase is associated with dynamic magnetic fluctuations.

In the absence of charge-stripe fluctuations which occur due to the underly-
ing lattice, spin fluctuations become quasi-static, forming a spin wave with a
periodicity of 8a. So, one may say that the occurrence of superconductivity in
the cupratesisreally a*“bypass product.”

3.9.5 Origin of theresonance mode

At the moment of writing, the origin of spin excitation, which isreferred to
as the magnetic resonance peak, is unknown. It isclear that this spin excitation
isacollective excitation, and has a magnitude of S = 1. It isalso clear that, in
LSCO, this excitation is absent because the Cu spins in this cuprate fluctuate
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not sufficiently quick to exciteit. Here we discuss a possible origin of this spin
excitation.

The magnetic interlayer coupling requires that the Cu spins in the CuO,
planes must slightly be out-of-plane in order to have asmall ¢-axis component,
therefore they must be canted. It is possible that this may be the clue to the
problem. As was shown elsewhere [19], every charge stripe carries spin ex-
citations at its ends, as sketched in Fig. 6.39. In the striped phase shown in
Fig. 6.2, below T),0, insulating stripes between the charge stripes are anti-
ferromagnetically ordered. The spin direction in the antiferromagnetic stripes
rotates by 180° upon crossing a domain wall, as shown in Fig. 6.2. At the
end of each charge stripe, two antiferromagnetic stripes separated by a charge
stripe come into contact with one another. Because the spin direction in the
two antiferromagnetic stripes rotates by 180° upon crossing the charge stripe,
at the charge-stripe end the spin orientations in the two domains are opposite.
Therefore, any spin orientation—up or down—at the charge-stipe end induces
alocal spin excitation, as shown in Fig. 6.39. In reality, the spin orientation
at each end of charge stripes is the superposition of thetwo: (T + |)/2. Itis
then possible that the the most energetically favorable orientation of this spin
is out-of-plane (in Fig. 6.39, perpendicular to the page). If the charge stripes
fluctuate quickly, the spins at charge-stripe ends always give rise to an excita-
tion which may be the one that is referred to as the magnetic resonance peak.
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Figure6.39. Sketch of acharge stripe in the antiferromagnetic environment. Independently of
aspin orientation, each end of a charge stripe aways carries a spin excitation.
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3.10 EnergygapsA,and A,

The energy gap is one of the most important characteristics of the supercon-
ducting state. Sincethe discovery of high-T,. superconductivity in the cuprates,
they have been extensively studied by different experimental techniques. Sur-
prisingly in the cuprates, different techniques have initially provided different
values of an energy gap. The discrepancy remained a mystery until it was
realized that different experimental methods probe two different energy gaps.
M oreover, the magnitudes of the two gaps strongly depend on the doping level.

The energy gap A, is the bisoliton pairing gap shown in Fig. 6.23, and
2A, measures the strength of the binding of two quasiparticles. The phase-
coherence energy gap 24, is the condensation energy of a Cooper pair when
the long-range phase coherence appears. Hence, quasiparticles in the cuprates
undergo two condensations: the first when they become paired, and the second
when the long-range phase coherence setsin. The total energy gain per quasi-
particle isnot (A, + A.) but A, = /AZ + A2. Figure 6.40 schematically
shows these three energy gaps relative to the Fermi level (F) in three dimen-
sions. The bisoliton energy level (B) is below the Fermi level by A, and it is
separated by A . from the energy level of the superconducting condensate (SC).
In Fig. 6.40, each Cooper pair at the SC level has two possibilities: either to
be excited or to be broken. The first possibility corresponds to the transition
SC — B in Fig. 6.40, that requires a minimum energy of 2A.. The sec-
ond choice is the transition SC — F in Fig. 6.40 which requires a minimum
energy of 2A;. The bisolitons at the B energy level in Fig. 6.40 are uncon-
densed Cooper pairs; therefore, they are not in phase with the superconducting
condensate. To break up abisoliton which is at the B energy level, aminimum

Fermi level

bisolitons

SC
condensate

Figure6.40. Three energy levels of quasiparticlesin unconventional superconductorsin three
dimensions (for more details, see text).
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Figure6.41. Low-temperature phase diagram of superconducting cuprates. the pairing energy
scale A, and the Cooper-pair condensation scales A..

energy of 2A,, must be supplied.
Figure 6.41 shows three energy scales A, A, and /A2 + A2 in Bi2212

as a function of doping level. A. and A, are given by Egs. (6.9) and (6.7),
respectively. Such a phase diagram is typical for hole-doped cuprates. From
Fig. 6.41, one can see that the two energy scales A, and /A2 + A2 have
similar magnitudes. In the cuprates, depending on the type of an experiment
(bulk or surface-layer sensitive; sensitive to single-quasiparticle excitations or
to the coherence properties of the condensate), measurements may show one,
two or three energy scales which are depicted in Fig. 6.41. It isworth noting
that the pairing gap A, isan in-plane energy scale, while the phase-coherence
gap A, ismainly a c-axis energy scale.

The temperature dependences of the two energy gaps, A. and A,, are pre-
sented in Fig. 6.42. The A, (T") dependence is similar to the BCS temperature
dependence, whilethe A.(7T") dependence lies below the BCS temperature de-
pendence, and is similar to the temperature dependences of (in)commensurate
peak(s) depicted in Fig. 6.36.

In conventional superconductors, the order parameter W is proportional to
the Cooper-pair wavefunction ), and has an sswave symmetry (angular mo-
mentum ¢ = 0). In the cuprates, the order parameter and the Cooper-pair wave-
function are different, and have different symmetries. Therefore, the symme-
tries of the energy gaps A, and A are also different. In the cuprates, all phase-
sensitive measurements show that the order parameter in hole- and electron-
doped cuprates hasthe d,»_,» (d-wave) symmetry, shown in Fig. 6.43. Then,
the energy gap A, has aso the d-wave symmetry. A key feature distinguishing
thed,._,» symmetry isthat it has two positive and two negative lobes and four
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Figure 6.42. Temperature dependences of A, and A., shown schematically. The A.(T") de-
pendence lies below the BCS temperature dependence.

nodes between the lobes, as sketched in Fig. 6.43. As discussed above, spin
fluctuations mediate superconductivity exclusively withad,._,» ground state.

What is the symmetry of the pairing (bisoliton) wavefunction? The pairing
wavefunction must have an s-wave symmetry. Many experiments mainly tun-
neling clearly show the presence of an s-wave component in the cuprates. To
explain these experimenta data, one must assume that the Cooper-pair wave-
functions have an sswave symmetry. Fortunately, we know that phonons are
mainly responsible for the pairing in the cuprates, and they indeed favor an
€lectron pairing with an sswave symmetry.

ARPES and tunneling measurements performed in Bi2212 show that the
gap A, is anisotropic and has a four-fold symmetry. In addition to a usual
anisotropic s-wave symmetry, A,, can also have an extended s-wave symmetry
schematically shown in Fig. 6.44. In the latter case, the gap is everywhere
positive (negative) except four small lobes where the gap is negative (positive).
InFig. 6.44, the case of s-wave gap with nodesis an intermediate case between
the two cases—anisotropic and extended.

In heavy fermions, the situation is very similar. For example, in UBe;3,
Andreev-reflection measurements show the presence of a d-wave gap, while
tunneling measurements show that UBe;3 is an s-wave superconductor (see
referencesin[19]).

At the end of this subsection, let us consider a set of tunneling data to visu-
alize the two gaps A, and A.. In these tunneling data, the two gaps manifest
themselves simultaneously. Figure 6.45 shows a temperature dependence of a
conductance obtained in Ni-doped Bi2212 having 7. ~ 75K (p ~ 0.2). In the
plot, one can see that the conductance peaks are composite, especialy, those



Third group of superconductors. Mechanism of superconductivity 227

dxz _ y2

KD

Figure 6.43. Superconducting order parameter in hole-doped cuprates, shown in rea space: it
hasthed,2_, shape.

at 41.8 K. Aswas discussed in [19], these data were measured by chance near
an impurity, i.e. a Ni atom. Since Ni is a magnetic impurity in the CuO,
planes, it is able to participate in the Cu-spin fluctuations. At the same time,
Ni breaks up the Cooper pairs in the CuO- planes. In terms of the two gaps,
this means that, in its vicinity, Ni destroys A, whilst A. remains practically
unchanged. In Fig. 6.45, both gaps have practically the same magnitudes at
15K, A, ~ A, ~ 17.5 meV (this can easily be seen in the corresponding
I1(V') characteristics which are not shown here; for more details, see Chapter 6
in [19]). It isimportant to emphasize that such a situation is only possible |o-
cally. In Fig. 6.45, one can see that the quasi particle peaks disappear between
65.3 K and 70.3 K. This means that, locally, A, closes in this temperature in-
terval. Taking the mean value Ta, = (65.3 + 70.3)/2 ~ 67.8 K, we have
Ta,/T. ~ 0.91. This enables us to determine the gap ratios for the two gaps

anisotropic extended with nodes

& O ©

Figure 6.44. Possible types of swave symmetry of the pairing wavefunction in the cuprates,
shown in real space: (a) anisotropic, (b) extended and (c) with nodes. The case (c) is intermedi-
ate between (a) and (b).
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di/dV (norm.)

Figure 6.45. Temperature dependence of SIS-junction tunneling conductance obtained in a
Ni-doped Bi2212 single crystal with T, = 75 K [19]. The conductance scale corresponds to the
70.3 K spectrum, the other spectra are offset vertically for clarity. The peak at zero biasis due
to the Josephson current in the junction.

in Bi2212:

24, 35meV
~ ~ 6 (£0.2 d 6.68
FeTa, = 583mey ~ 0 (£0-2) an (6.68)

2A, 35meV

~ ~ 5.43. .
kT, 6.45meV 543 (6.69)

This example is also instructive because it helps to visualize gapless super-
conductivity in unconventional superconductors. In this example, the Cooper
pairs do not exist between 7'/T. = 0.91 and 1 near the Ni atom, while the
Ni spin participates in local spin fluctuations. In Fig. 6.45, one can see that
the 70.3 K conductance does not have quasiparticle peaks, but it exhibits a
small zero-bias peak due to the Josephson current. This means that, in the Ni
vicinity, between T'/T. = 0.91 and 1, the phase coherence is sustained. In
this case, superconductivity is locally gapless. Thus, in the interval T'/T, =
0.91 and 1, al Cooper pairs (bisolitons) passing by the Ni atom are broken,
while the fluctuations of Cu spins are not interrupted by the Ni atom. Thus,
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gapless superconductivity can arise in unconventional superconductors but ex-
clusively locally. Thisisin contrast to conventional superconductors where
gapless superconductivity can exist in a whole sample (see Chapter 2). From
this example in Fig. 6.45, one can also have afeeling for the magnetic origin
of the phase coherence mechanism in Bi2212.

3.11 Quantum critical point and the condensation energy

In cuprates, the doping level p = 0.19 isaquantum critical point where mag-
netic fluctuations are the strongest. Since spin fluctuations mediate the phase
coherence in the cuprates, superconductivity at low temperature is the most
robust at this doping level, p = 0.19, and not at p = 0.16. The superconducting
condensation energy as a function of doping has a maximum at p = 0.19, as
shown in Fig. 6.46. The maximum values of U, for YBCO and Bi2212 are
Uo,maz = 2.6 Jg atoms and U e, = 2 Jg atoms, respectively. From Fig.
6.46, superconductivity in the underdoped region is very weak. At p = 0.19,
the superconducting-phase fraction is a maximum as well, as sketched in Fig.
6.8b. The temperature/energy scale T, in Fig. 6.11 starts/ends in the quan-
tum critical point. Hence, it has the magnetic origin.

Uo
UO,max |
YBCO l
Bi2212 |
|
|
0 L 1 1 L »
0 005 01 016019 027 P

Figure 6.46. Superconducting condensation energy Uy as afunction of doping level, obtained
in Bi2212 and YBCO by heat-capacity measurements (see referencesin [19]).

3.12 Effective mass anisotropy

Because of a layered structure of the cuprates, quasiparticles move much
more easily in the CuO, planes than between the planes. Thus, anisotropy of
the crystal structure of the cuprates affects transport properties. To account
for the anisotropy, it is conventionally agreed that the effective mass changes
with crystal direction. Instead of being a single-valued scalar m, the effective
electron mass becomes a tensor. In the cuprates, to a good approximation, the
effective electron mass is a diagonal tensor, and the in-plane effective masses
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have similar values, m, = my. The value of the in-plane effective mass in
the cupratesis dightly larger than the electron mass m. by afactor of between
four and five: my;, ~ (4-5)me.

Anisotropy is defined by the ratio of the effective mass of quasiparticlesin
the various directions, 2 = . InYBCO, the effective mass ratio is about
72 = 30. LSCO exhibits somewhat higher anisotropy, v> ~ 200, while Bi-
and Tl-based cuprates are much more anisotropic than YBCO: in Bi- and Tl-
compounds, the ratio is about 50 000. Such alarge anisotropy, which istotally
foreign to conventional superconductors, meansthat el ectrons can barely move
in the c-axis direction, and the cuprates are effectively two-dimensional.

3.13 Penetration depth

The penetration depth X is one of the most important parameters of the
superconducting state because A directly relates to the superfluid density as
ns o< 1/A2. Table 3.6 lists the penetration-depth data for some cuprates. In
the table, one can see that, in the cuprates, A is very large, particularly, in the
c-axis direction, meaning that n isvery low.

In the Uemuraplot in Fig. 3.6, the T, value depends linearly on the super-
fluid density in underdoped cuprates, and this dependence is universal for all
superconducting cuprates. Asthe doping level increases, T, first saturates and,
in the overdoped region, decreases, making a “boomerang path”, as shown in
the lower inset of Fig. 3.6. Thus, in the overdoped region, the superfluid den-
sity falls with increased doping. The Uemura plot shows that the optimum
doping level is different for different cuprates.

Figure 6.47 showsthe doping dependence of the penetration depth in LSCO;
thus, a sort of “inverted’” Uemura plot. One notes from Figs 3.6 and 6.47,
the penetration depth as a function of doping attains a minimum not in the
optimally doped region but in the sightly overdoped region. In Bi2212, the
in-plane penetration depth has the same trend.

It isworth noting that, in YBCO, due to the presence of chains, the penetra-
tion depth is smaller along the chains than that along the o axis: in YBCO with
T. = 93K, A\, = 15501600 A and )\, = 800-1000 A. The value \,;, = 1450 A
listed in Table 3.6 for YBCO, represents the value of v/ Ag\.

3.14 Critical fiedldsand current

All superconducting cuprates are type-11 superconductors. Hence, they have
two critical magnetic fields: H.;(0) and H.2(0). In Table 3.6, one observes
that the magnitudes of the second critical magneticfield, H.2(0), are extremely
high in the cuprates. At the moment of writing, the cuprates exhibit the largest
values of H.»(0) amongst al unconventional superconductors.
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Figure 6.47. Absolute values of the in-plane A, and out-of-plane A. magnetic penetration
depth asafunction of doping for LSCO (seereferencesin[19]). The dashed line showstendency
of A.p a high doping, expected from Fig. 3.6.

Furthermore, due to a highly anisotropic structure of the cuprates, thereisa
huge anisotropy of the critical magnetic fields applied parallel and perpendic-
ular to the CuO, planes. Thus, in the cuprates, there are four different critical
magnetic fields: H.; (0), He1,1(0), Hep (0) and Hez 1 (0). The symbols ||
and L denote the critical value of H applied parallel and perpendicular to the
CuOs planes, respectively. In the cuprates, H.o is much larger when the field
is applied paralel to the CuO, planes than that applied perpendicular to the
planes. This is because most of the conduction is in the planes. a magnetic
field applied parallel to the planesis not very effective in destroying supercon-
ductivity within the planes.

In the cuprates, the lower critical fields H,, | and H,;, | arevery small. For
example, in YBCO H,; | ~2x 1072 Tand H, 1 ~ 5 x 1072 T; in Hg1223,
Hepy =~ 3% 1072 T. It is interesting that the anisotropy in H.; has the sign
oppositetothat in Heo: Heo | < Hep ) bUt Hey | > Hey -

It is worth noting that the majority of H. valuesin Table 3.6 are approxi-
mate because they are extrapolated from the resistivity data obtained near T..
Themagnetic fields accessiblein the laboratory conditions are only of the order
of 30 T. Secondly, in metallic superconductors described by the BCS theory,
H. o< T?. In the cuprates, the relation is found to be different: H.o o Tcﬁ,
determined in the cuprates with low 7.

The critical current in layered cupratesis also very anisotropic. The highest
values of the critical current J,. were obtained in epitaxial thin films of YBCO.
At liquid helium temperature, the critical current in the ab plane is almost 10°
Alcm? and, along the c axis, is of the order of 10° A/cm?.
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3.15 Coherencelength and the size of a Cooper pair

As defined in Chapter 2, the coherence length &, is determined by varia-
tions of the order parameter ¥ (r), whilst the Cooper-pair size € is related to
the wavefunction of a Cooper pair, v (r). While the coherence length depends
on temperature, ;1 (1), the Cooper-pair size is temperature-independent. In
contrast to conventional superconductors, the order parameter and the Cooper-
pair wavefunction in all unconventional superconductors are independent of
one another. Therefore, generally speaking, in unconventional superconduc-
tors, £qp # € a any temperature.

Let us consider first the in-plane {1, o, and &,,. Since the Cooper pairsin
the cuprates reside into the CuO, planes, the size of a Cooper pair is, by def-
inition, an in-plane characteristic and thus £ = &,;,. The magnetic field Heo |
directly relates to the in-plane coherence length £¢r, 4 through Eq. (2.67).
As was analyzed in [19], for the cuprates, the field H., |, in fact, yields the
value of £ or, at least, a value which is very close to £. How is it possible?
This fact may indeed look odd because, by applying a magnetic field to a sys-
tem which is characterized by two coupling strengths, it is anticipated that
the weaker “bond” will first be suppressed. In the cuprates, depending on the
doping level, the strength of the electron-phonon interaction (~ 0.6 €V) can
be four times stronger than the strength of magnetic interaction (J ~ 0.15
eV). Experimentally, however, for cuprates the magnetic field H., | yieldsthe
value of £ which is mainly determined by the electron-phonon interaction. As
discussed above, the mechanism of in-plane phase coherence in the cuprates
is not purely magnetic: the direct wavefunction hopping largely contributes
to the onset of in-plane phase coherence. Therefore, even if the in-plane spin
fluctuations are suppressed, there will always be superconducting patches due
to the direct wavefunction hopping. It is then obvious why, in the cuprates, the
field H | yields the value of £ and not {71, ;. The doping dependence of £
in Bi2212 isshownin Fig. 6.25.

To obtain gy, 4 i the cuprates, another method has been proposed. In
LSCO, {ar,q» Was determined by measuring the vortex-core size [50]. Fig-
ure 6.48 depicts the doping dependences of {1, .» and & in LSCO, obtained
at low temperature. The dependence £(p) was obtained through H.» as de-
scribed in the previous paragraph. In Fig. 6.48, one can see that the depen-
dence {1 b (p) has an inverted bell-like shape similar to the dependence A(p)
in Fig. 6.47. Both these dependences directly follow from the fact that the
dependence A.(p) has a bell-like shape (see Fig. 10.14in [19]). Atp ~ 1/8,
€ar,a(p) has akink related to the 1 anomaly (see Chapter 3). At p ~ 0.05,
the value of &1, o5 IN LSCO is about 70 A. InFig. 6.48, one can see that, in
the overdoped region, {g 1. qp >~ .
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Figure 6.48. Sketch of doping dependences of in-plane £, and € in LSCO, obtained at low
temperature [50].

In the cuprates, the in-plane magnetic correlation length is sufficiently large.
For example, in LSCO, the value of in-plane magnetic correlation length is
&, >400 A [51]. If we substitute this value into Eq. (2.67), we obtain
that H.,, < 0.2 T. Thisvalueis of the same order of magnitude as H.; | ~
0.05TinYBCO (seeabove). So, itispossiblethat, in the cuprates, thein-plane
magnetic correlation length determines H,; | . However, one must realize that
&m hasno relations with £z, ap-

The in-plane coherence length {1, 45 IS determined by alength of dynamic
magnetic characteristics, and not static ones as &,,,. In the cuprates, {7, 45 re-
lates most likely to the coherence length of incommensurate spin fluctuations
which arein fact commensurate locally but manifest themselvesin INS spectra
as incommensurate. For example, in underdoped Y BCO, the minimum coher-
ence length of the magnetic resonance peak is practically doping-independent
and is about 16 A. At the same time, the minimum coherence length of the
incommensurate spin fluctuations decreases from 35 to 24 A as the doping
level increases [52]. Thus, in underdoped YBCO, the doping dependence of
minimum coherence length of incommensurate spin fluctuations is similar to
the dependence £¢ 1, q1(p) for LSCO, shown in Fig. 6.48, whilst the minimum
coherence length of the magnetic resonance peak is doping-independent [52].

Consider now the out-of-plane {1, . and &.. The dependence {1, .(p) must
correlate with {g, o1 (p) shown in Fig. 6.48. In contrast, £. should increase
as the doping level increases (see Fig. 10.15b in [19]) because, as the doping
level increases, the cuprates become more three-dimensional. For cuprates,
the values listed in Table 3.6 are the values obtained by using Eq. (2.68) and,
formally, correspond to £z, .. However, it seems that these values are the
&. values. Does this mean that, in the cuprates, the direct interlayer hopping
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also contributes to the onset of long-range phase coherence? This may be so,
especially in the overdoped region.

3.16 Resstivity and the effect of the magnetic field

Consider temperature dependences of in-plane and out-of-plane resistivities
in hole-doped cuprates at different doping levels. As schematically shown in
Fig. 6.49, in the undoped region, the in-plane p,; and out-of-plane p,. resistiv-
ities both are semiconducting; that is, the resistivities first fall with decreasing
temperature, attaining their minimum values, and then sharply increase at low
temperatures. As was emphasized above, the steep rise of the resistivities is
due to a charge ordering along the charge stripes. The difference between the
absolute values of p,;, and p. is afew orders of magnitude. For example, in
YBCO, p./pap ~ 103. It isimportant to note that p,; and p.. attain their mini-
mum values at different temperatures.

In the underdoped region, the in-plane and out-of-plane resistivities passing
through their local minimum value both attain a maximum and then fall, van-
ishing below T, as shown in Fig. 6.49. The absolute values of the resistivities
decrease in comparison with those in the undoped region, and the ratio p../pas
decreases as well. This means that, as the doping level increases, the two-
dimensiona cuprates become quasi-two-dimensional. For example, in LSCO
(z = 0.06), theratio is p./pa, = 4x10% and decreases to p./pap ~ 10° at = =
0.28. The sharp fal in p. and p,; occurring due to the transition into the su-
perconducting state literally interrupts the rise corresponding to the insulating
charge-ordering state.

In Fig. 6.49, near the optimally doped region, the in-plane resistivity above
the critical temperature is now almost linear. However, the out-of-plane resis-
tivity remains similar to that in the underdoped region, shifting to high tem-
peratures and to low absolute values. Thus, in the optimally doped region, the
in-plane resistivity is aimost metalic, while the out-of-plane resistivity till
exhibits the semiconducting behavior. In high-quality single crystals, the ex-
tension of the p,;(7") dependence passes through zero as that in Fig. 6.50a

In the overdoped region, both p,; and p. become metallic, as shown in Fig.
6.49. Notably, p. in Bi2212 is probably the only exception from the general
tendency. Figure 6.50 shows the in-plane and out-of-plane resistivities in an
overdoped Bi2212 single crystal. Asone can seein Fig. 6.50b, above T, ~ 80
K the out-of-plane resistivity remains semiconducting even in the overdoped
region.

In the cuprates, there is al'so a weak in-plane anisotropy: p, and p, are not
exactly the same. If, in YBCO, the in-plane anisotropy p, /p» a 300 K varying
from 1.23 in the underdoped region to 2.5 in the optimally doped region is
principally due to the presence of the CuO chains, whilst in other cuprates, the
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Figure 6.49. Schematic overview of transport properties of the cuprates at different dopings.
In-plane resistivity is shown at the top, and out-of-plane resistivity at the bottom. Insets depict
the direction of the current in each case.
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Figure 6.50. Temperature dependences of (a) in-plane and (b) out-of-plane resistivities in
slightly overdoped Bi2212 with 7. ~ 80 K (see references in [19]). The solid lines show
the resistivities in zero magnetic field, and the dashed linesin a dc magnetic field of 20 T.
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weak in-plane anisotropy is due to self-organized charge stripes. For example,
in undoped LSCO, the p,/p, ratio increases with lowering the temperature,
attaining 1.4 at 4.2 K.

The difference between conventional and unconventional superconductors
can beillustrated by the following example. In conventional superconductors,
by applying a sufficiently strong magnetic field, the part of the resistivity curve
corresponding to the transition into the superconducting state remains steplike
but is shifted to lower temperatures. The same takes place in half-conventional
superconductors (see the next chapter). Contrary to this, the transition width
in unconventional superconductors becomes broader with increasing magnetic
field, implying that at temperaturesjust below 7.(H = 0), therearelarge phase
fluctuations. In layered unconventional superconductors, the transition widths
in resistivity become broader in both directions, along and perpendicular to the
layers.

The effect of an applied magnetic field on in-plane and out-of-plane resis-
tivities in Bi2212 is shown in Fig. 6.50. An applied magnetic field smears
the transition into the superconducting state, as shown in Fig. 6.50a. Such a
behavior in resistivity is typical for the cuprates. If the magnitude of applied
magnetic field is larger than H.o, no transition into the superconducting state
will be observed. Instead, the low-temperature parts of p,, and p., camou-
flaged by the onset of the superconducting phase in zero magnetic field, will
be revealed. Thistrend can be seen in the behavior of p. shown in Fig. 6.50b.

It is worth noting that, in LSCO with z = 1/8, upon applying a magnetic
field, the part of theresistivity curve corresponding to the transition into the su-
perconducting state remains steplike, and is obviously shifted to lower temper-
atures [53]. Thus, the magnetic-field trend of resistivity in the cuprate LSCO
(z = 1/8) issimilar to that in conventional superconductors. Thisindicatesthat
the magnitude of the energy gap A. issmall in LSCO with z = 1/8, meaning
that spin fluctuations in this “anomalous’ LSCO are much less dynamic that
those, for example, in optimally doped LSCO.

3.17 Crystal structureand T.

In conventional superconductors, there are no important structural effects.
This, however, is not the case for the cuprates. Since superconductivity in the
cuprates occurs in the CuO, planes planes, the structural parameters of these
planes affect T, the most. The geometry of a CuO, plane is defined by the
following factors: the length of the Cu—-O bond; the degree of an orthorhombic
distortion from square, and the degree of deviation from aflat plane (abuckling
angle). The T, dependence on the Cu-O length has a bell-like shape [19]. And
hence, for superconductivity, the length of the Cu—O bond in the CuO, planes
has a certain optimum value.
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The buckling angle of a CuO, plane is defined as the angle at which the
plane oxygen atoms are out of the plane of the copper atoms. At fixed doping
level, the highest maximum 7. corresponds to the smallest maximum buckling
angle. The highest critical temperature 7. = 135 K is observed in mercury
compounds which have perfectly flat CuO, planes. The orthorhombic distor-
tionisdefined by the parameter er—g where a and b arethelattice constants. All
cuprates with the high critical temperatures (> 100 K) have tetragonal crystal
structure. Therefore, for increasing T, the degree of orthorhombic distortion
should be as small as possible. Thus, at fixed doping level, the highest T, will
be observed in a cuprate with flat and square CuO- planes.

Consider now other parameters of the crystal structure outside the CuO-
planes, which affect the critical temperature. |s there a correlation between
the c-axis lattice constant and T.? In the cuprates with two or more CuO-
layers, there are two interlayer distances: the distance between CuO, layers
in a bi-layer (three-layer, four-layer) block, d;,, and the distance between the
bi-layer (three-layer, four-layer) blocks, de,. Usualy d;y, + dex ~ 15 A, d;y, ~
36 A and d., ~ 9-12 A. The intervening layers between the group of the
CuO; planes are semiconducting or insulating. Transport measurements in
the c-axis direction show that the c-axis resistivity depends exponentially on
des; however, there is no correlation between T, and d.,.. For example, in the
infinite-layer cuprate (Sr, Ca)CuO,, the distances d;,, and d., are equal and
short, d;y, = des ~ 3.5A; however, T, ~ 110 K. Thus, the “optimal” region of
the d;,, and d., parametersis rather wide. Comparing three superconducting
one-layer cuprates LSCO (d., ~ 6.6 A and T}, ;4. = 38 K), Hg1201 (dey =~
4.75A and T, e = 98 K) and T12201 (d,,, ~ 11.6 A and T, ;0. = 95 K), One
can see that there is no correlation between T, and d.... The large difference
in T, for example, between LSCO and T12201, is not due to the difference
between the c-axis distances in these cuprates, but due to the difference in the
structural parameters of the CuO, planes, which were discussed above.

The intervening layers can be divided into two categories: “structural” lay-
ers and charge reservoirs. The structural layers, likeY in YBCO, play aminor
roleinthe variation of T,.. At the sametime, the charge reservoirs make alarge
impact on 7. Different charge reservoirs have different polarized abilities and
different abilities to polarize other ions: the higher ones are the better. The
distance between the charge reservoirs and the CuO, planesis also important:
the shorter oneisthe better. In addition, the charge reservoirs also play therole
of the structural layers. For example, in LSCO, the critical temperatureis very
sensitive to lattice strains induced by substituting Sr for different cations hav-
ing different ionic radius. Thus, the intervening layers can affect the electronic
structure of the CuO,, planes drastically, especially in single-layer compounds.

It is important to note that an isolated CuO, layer will not superconduct.
Even a CuO layer situated on the surface of a crystal (this happens occa-
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sionally) will be semiconducting. This can easily be understood. In order to
become superconducting, a CuO, layer must be structurally stabilized from
both sides, above and below. Of course, this is a necessary but not sufficient
condition.

3.18 Effect of impurities

One of the crucial tests for the superconducting state with a specific mech-
anism is how magnetic and non-magnetic impurities affect it. In conven-
tional superconductors, non-magnetic impurities have a small effect on T,
while magnetic impurities drastically affect it. In contrast, magnetic and non-
magnetic impurities have the opposite effect on superconductivity mediated by
magnetic fluctuations.

The coherence length of conventional superconductorsisvery large. There-
fore, the effects of an impurity on superconductivity on a microscopic scale
and amacroscopic scale are practically the same. This, however, ishot the case
for the superconducting cuprates, the coherence length of which is very short.
Conseguently, in the cuprates as well as in all unconventiona superconduc-
tors, one must consider separately the effects of magnetic and non-magnetic
impurities on a macroscopic and microscopic scale.

On amacroscopic scale, magnetic and non-magnetic impurities have asim-
ilar effect on T in the cuprates. The partia substitution of Fe, Ni and Zn for
Cu affects T, similarly with dT../dx ~ — 4-5 K/at.%, independently of the
substitutional element. An exception to this rule is Zn-doped YBCO, where
Zn suppresses 1, three times faster (—12 K/at.%) than Ni does for example.
Experimentally, Zn atoms occupy not only Cu sites in the CuO, planes, but
aso Cu-chain sites. The effect of Zn-on-chain location isthat Zn interruptsthe
phase coherence between nearest CuO- planes.

In the cuprates, such an effect on a macroscopic scale is because super-
conductivity in all unconventional superconductors occurs due to phonons and
spin fluctuations. Thus, a magnetic impurity affects locally the pairing, but
does naot alter much local spin fluctuations. In contrast, a non-magnetic impu-
rity affects locally spin fluctuations, but does not alter much the pairing. So,
magnetic and non-magnetic doped atoms modify different “components’ of
unconventional superconductivity.

On a microscopic scale, magnetic and non-magnetic impurities cause very
different effects on their local environment. Tunneling measurements per-
formed above Zn and Ni impurities situated in the CuO, planes show that Zn
creates voids around it, suppressing locally the superconducting state. The lo-
cal Zn effect on superconductivity is reminiscent of the voids in swiss cheese.
In contrast, a magnetic Ni atom has surprisingly little effect on itslocal envi-
ronment in the CuO, planes. superconductivity is not interrupted at a Ni site.
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The main conclusion from these remarkable resultsisthat, in the CuO, planes,
there is magnetically-mediated superconductivity.

Another surprising effect produced locally by a nonmagnetic Zn atom isthat
Zn induces a local magnetic moment of 0.8up either in hole-doped cuprates
or electron-doped NCCO, where up is the Bohr magneton. Magnetic mo-
ments on al Cu sites around a Zn atom have a staggered order; thus a non-
magnetic Zn atom does not destroy local antiferromagnetic correlations, but
enhances them. Logically, magnetically mediated superconductivity should be
enhanced around Zn atoms as well. However, this is not the case since Zn
induces effective magnetic moments on neighboring Cu sites which are quasi-
static, and they cannot participate in dynamic spin fluctuations. Magnetic Fe
and Ni atomslocally induce an effective magnetic moment of 4.9 5 and 0.6
in hole-doped cuprates, and 2.2 and 245 in electron doped NCCO, respec-
tively. Thus, in hole-doped cuprates, Ni located in the CuO, planes reduces
dlightly the effective magnetic moments on neighboring Cu spins.

The charge distribution in superconducting cuprates is inhomogeneous both
on amicroscopic and amacroscopic scale: charge-stripe domains always coex-
ist either with insulating antiferromagnetic domains or conducting Fermi-sea
domains, shown in Fig. 6.12. Therefore, the same foreign atom substituting
Cu in the CuO, planes will eventually produce different effects on supercon-
ductivity, depending on its location—in an insulating, charge-stripe or con-
ducting domain. However, it is reasonable to assume that any impurity or lat-
tice defect will attract charge-containing domains—depending on the doping
level—either charge-stripe or conducting domains. Since most studies of Cu
substitution have been carried out in underdoped, optimally doped and dlightly
overdoped regions of the phase diagram, the conclusions made in these stud-
ies, first of al, reflect the effect on superconductivity by impurities located in
charge-stripe domains.

3.19 Chansin YBCO

On the nanoscale, chainsin YBCO are insulating at low temperatures, hav-
ing awell-defined 2k --modulated charge-density-wave order, where kr isthe
momentum at the Fermi surface. The CDW on the chains was clearly observed
in tunneling and nuclear quadrupol e resonance measurements. On a macro-
scopic scale, the chains conduct electrical current by solitons which were di-
rectly observed on the chains by tunneling measurements.

3.20  Superconductivity in electron-doped cuprates

Thesingle-layer superconducting cupratesNds_,.Ce,CuQy, Pro_,.Ce,CuO,
and Smy,_ . Ce, CuQ, are electron-doped. Thorough analysis of different types
of measurements performed in the electron-doped cuprates suggests that the
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mechanism of superconductivity in these cuprates is similar to that in LSCO.
However, there are specific features exclusive to the el ectron-doped compounds.
Some superconducting characteristics of NCCO are listed in Table 3.6.

In the phase diagram of NCCO in Fig. 3.13, the antiferromagnetic and su-
perconducting phases do not overlap. Recent 1SR measurements performed in
NCCO have demonstrated that the superconducting phase, in fact, entersinto
the antiferromagnetic phase [54]. Thus, in NCCO with low doping level, su-
perconductivity and the antiferromagnetic ordering coexist. Even in optimally
doped NCCO, superconductivity and antiferromagnetism coexist, as found by
resent INS measurements [55]. Phase-sensitive measurements performed in
the electron-doped cuprates detect a d-wave symmetry of the superconducting
phase. At the same time, the presence of Cooper pairs with an swave wave-
function is aso demonstrated by many measurements [56]. In NCCO with low
electron concentration, two energy scales were clearly observed by tunneling
measurements [56]. In addition, a pseudogap was also found in NCCO [19].

In these cuprates, doped electrons self-organize in adifferent way than holes
that form charge stripes in the CuO, planes of hole-doped cuprates. It is sug-
gested that doped electrons form charge stripes oriented along the diagonal
direction relative to the -Cu—-O—Cu—O- bonds in the CuO, planes. Such a
charge ordering takes place in the nickelates. Experimentally, the strength
of the electron-lattice coupling in the electron-doped cuprates is a few times
weaker than the strength of the hole-lattice coupling [57]. This is, in fact,
typical for al solids.

By applying a magnetic field in the electron-doped cuprates, the part of the
resistivity curve, corresponding to the transition into the superconducting state
remains steplike and is shifted to lower temperatures. Aswas discussed above,
such a magnetic-field trend is similar to that in conventional superconductors.
This fact indicates that spin fluctuations in these cuprates are less dynamic in
comparison, for example, to those in hole-doped LSCO (z = %).

3.21  Superconductivity in alkali-doped Cgq

Aswas discussed in Chapter 3, superconductivity in alkali-doped Cg isun-
conventional. In principle, the mechanisms of superconductivity inthe cuprates
and the fullerides are similar: Phonons are responsible for the electron pair-
ing, while spin fluctuations mediate the long-range phase coherence. Since the
crystal structure of thefullerides, shownin Fig. 3.18, issimpler than that of the
cuprates, it ismuch easier to visualize the processes of electron pairing and the
onset of phase coherence in the fullerides than those in the cuprates. Hence,
let us consider briefly the mechanism of superconductivity in the fullerides.
Furthermore, we shall need thisinformation in Chapters 8-10.

All thefullerides are el ectron-doped superconductors. Inthe Uemurapl ot of
Fig. 3.6, one of the fullerides, K3Cgg, is Situated amongst other unconventional
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superconductors. Thus, the density of charge carriersin the fullerides is very
low. Superconductivity occurs when each Cgy molecule is doped, on average,
by approximately three electrons. The coherence length in alkali-doped Cgg
is short, ~ 30 A, while the penetration depth is very large, ~ 4000 A. The
values of H., in the fullerides are sufficiently large for electron-doped super-
conductors, ~ 30-55 T. Some superconducting characteristics of the fullerides
arelisted in Tables 2.2 and 3.7.

For Cgg, there is evidence that phonons take part in the electron pairing. At
the same time, all superconducting akali-doped Cg exhibit strong antiferro-
magnetic correlations due to alkali spins. Phonon effects in the fullerides are
often masked by spin-fluctuation effects. It is important to note that single
crystals of Cgq are structurally unstable.

Each Cg( ball is a complex organic molecule with an even number of con-
jugate bonds. As discussed in Chapter 1, in such molecules, there exists a
superconducting-like state. In contrast to o electrons which are located close
to the atomic nuclei, the 7 electrons in such molecules are not localized near
any particular atom, and they can travel throughout the entire molecular frame.
Hence, such complex organic molecules are very similar to ametal: the frame-
work of atoms plays the role of a crystal lattice, while the = electrons that of
the conduction € ectrons. In molecules with an even number of carbon atoms,
the 7 electrons form bound pairs analogous to the Cooper pairs in a super-
conductor. The pair correlation mechanism is principally due to two effects:
(i) the polarization of the o core, and (ii) o — = virtual electron transitions.
When such organic complex molecul es are doped, added el ectrons create struc-
tural instabilities which travel throughout the entire molecular frame like dis-
locations. In doped organic complex molecules, the doped electrons tend also
to be paired in order to minimize the free energy of the system. Thisreasoning
isaso valid for the Cgy molecules.

In aCg crystal, the Cqq balls are closely packed; thus, the doped €lectrons
and the electron pairs can easily jump from one Cgy molecule to another.

In the fullerides, below a certain temperature, the alkali spins become lo-
cally ordered; they prefer an antiferromagnetic order. Below this temperature,
the Cqo balls are “immersed” locally in the antiferromagnetic environment.
The occurrence of quasi-static magnetic order, local or not, does not automati-
cally lead to the onset of long-range phase coherence for electron pairsresiding
on Cgo molecules. Only sufficiently quick spin fluctuations are able to mediate
the superconducting phase coherence. In the fullerides, it is most likely that
dynamical spin fluctuations occur due to doped electrons and/or electron pairs
circulating around Cgy molecules and/or jumping between Cgy molecules. Lo-
cally, they frustrate the magnetic environment, creating spin excitations. If in
the cuprates, the charge stripes excite dynamical spin fluctuations, in the ful-
lerides, the electron pairs themselves seem to be responsible for this. In some
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Cso compounds, the Cgy balls are not static but rotate around their center of
gravity.

3.22 Futuretheory

The future theory of unconventional superconductivity in the cuprates must
deal with the following processes: the formation of fluctuating charge stripes
and antiferromagnetic stripes between them; charge-stripe excitations and their
pairing; spin excitations induced by fluctuating charge stripes, and the onset of
phase coherence mediated by these spin excitations. The bisoliton theory and
the spin-fluctuation theory can be used as a starting point, but both of them
must be modified. In the framework of the bisoliton model, it is necessary
to take into account the Coulomb repulsion. The spin-fluctuation model must
deal with spin excitations different from magnons. excitons and/or solitons.

As discussed above, the bisoliton theory is a “one-dimensiona” theory.
Even the BCS theory intrinsically contains one dimensionality: in the frame-
work of the BCStheory, the condition k; =—Kks for the electron pairing reflects
the presence of one dimensionality in the theory.

3.23 Tworemarks

At the end of this chapter, it is worth touching upon two issues directly
related to the mechanism of unconventional superconductivity in the cuprates.
The first one concerns the presence of a magnetic resonance peak in LSCO.
In INS studies performed in highly underdoped YBCO with a T, near 35 K,
the magnetic resonance peak was barely visible in INS spectra [58]. Then, it
is possible that the spin excitation manifesting itself as a magnetic resonance
peak in INS spectraexists also in the LSCO cuprates, but it is extremely weak.

The second issue deals with a scenario of unconventional superconductivity
in al members of the third group, which is slightly different from that pre-
sented in this chapter. Inthefollowing chapter, we shall discussthe mechanism
of superconductivity in superconductors of the second group. The supercon-
ducting state in these materialsis characterized by the presence of two interact-
ing superconducting subsystems. One of them is one-dimensional and exhibits
genuine superconductivity of unconventional type (i.e bisolitons), while super-
conductivity in the second subsystem being three-dimensional is induced by
the first one and of the BCStype.

The evidence presented in [19] unambiguously indicates that (i) the Cooper
pairs in the cuprates are soliton-like excitations and (ii) the energy gap A,
occurs due to spin fluctuations which are responsible for the long-range phase
coherence. The scenario of unconventional superconductivity described in this
chapter postulates that, in the cuprates, there is only one set of Cooper pairs—
bisolitons, and the order parameter ¥ is, in a sense, external for them, result-
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ing in the occurrence of an additional energy gap A.. In fact, the evidence
presented in [19] also admits the existence of another scenario of supercon-
ductivity which assumes the presence of two interacting subsystems as those
in superconductors of the second group. The first superconducting subsystem
represents bisolitons, as described in this chapter. The second subsystem re-
sponsible for the long-range phase coherence is the electron pairs bound by
spin fluctuations. In this case, the two energy gaps A, and A, coexist in “par-
alel” like those in superconductors of the second group.

The scenario of unconventional superconductivity described in [19] and in
this chapter was chosen because a large number of experimental facts are in
favor of this scenario. Since the second scenario of unconventional supercon-
ductivity can in principle be realized, it would be unfair categorically to deny
such a possibility. There is perhaps a 1% chance that superconductivity with
such a mechanism can exist (and was discussed in [59]).

The main purpose of thisbook isto discuss room-temperature superconduc-
tivity and how to synthesi ze aroom-temperature superconductor. At this stage,
it should already be obvious to the reader that a room-temperature supercon-
ductor must be a member of the third group of superconductors. Therefore,
we need to know the actual mechanism of unconventional superconductiv-
ity. What is interesting is that al discussions and calculations presented in
Chapters 8-10 are, in fact, valid for both these scenarios of unconventional
superconductivity. So, for the practical realization, this remark is unimportant;
however, thisissue is very important from an academic point of view.

3.24  Tunneling in unconventional superconductors

Tunneling spectraof conventional superconductors contain information about
one energy gap. Tunneling spectra of unconventional superconductors, for
example, of the cuprates, may contain information about three energy gaps,
namely, A,, A, and achargegap A.,. So, tunneling spectraof unconventional
superconductors are much more complicated than those of conventional super-
conductors. An explanation of several features of tunneling spectra obtained in
the cuprates was presented in the last chapter of [19]. Here we consider an ex-
planation of another set of tunneling data representing a“three-piece puzzle.”

As was discussed above, the Cooper pairs in unconventional superconduc-
tors can be excited; therefore, they can leave the superconducting condensate
being still paired. Thisisin contrast to conventional superconductorsin which
the Copper pairs cannot be excited, having only two alternatives shown in Fig.
5.8: either to be a part of the condensate or to be broken. In unconventiona
superconductors, the third option for the Cooper pairs corresponds to the tran-
sition SC — B in Fig. 6.40, which requires a minimum energy of 2A.. This
2A . amount of energy can be supplied by two tunneling el ectrons each having
an energy of A.. Inasense, this case correspondsto tunneling of Cooper pairs,
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Figure 6.51. Phase diagram from Fig. 6.41 with an additional energy scale 2A ., adapted to
Bi2212 with T¢ 4 = 95 K. The dashed line marks a doping level of p = 0.115.

and was considered in detail in [19]. However there is another option: the min-
imum required energy of 2A. can be supplied by one tunneling electron. Here
we discuss this case.

Figure 6.51 shows the phase diagram from Fig. 6.41 with an additional
energy scale 2A.. For this plot, the vertical axis is adapted to Bi2212 with
Te.maz = 95 K; s0 one can grasp directly the gap values in Bi2212. Figure
6.52a depicts the variation of tunneling gap obtained in a SIN junction on the
surface of underdoped Bi2212 with T, ~ 79 K dong aline. In Fig. 6.52a, one
can seethat along a140 A linethe gap value varies rapidly. Furthermore, some
conductances exhibited double-gap structures. The main question is why does
there exist such avariation of gap values? What do they correspond to?

The doping level of this Bi2212 sample is about p = 0.115 and denoted in
Fig. 6.51 by the dashed line. If we use the gap values 2A.(0.115), A, (0.115)
and A;(0.115) in Fig. 6.52a, shown by the dashed horizontal lines, then, one
can see that the minimum values of the tunneling gap correspond exactly to
2A.(0.115). The upper values are dightly above A;(0.115). Hence, the tri-
anglesin Fig. 6.52a seem to reflect the excitation of Cooper pairs (bisolitons);
the circles correspond to the break of uncondensed bisolitons present always
on the surface, and the squares reflect the break of condensed bisolitons. Such
arapid spatial variation of gap value in Bi2212 can be understood by referring
to Fig. 6.38: spin fluctuations are not homogeneous on the surface of Bi2212.
This means that the triangles in Fig. 6.52a indicate the patches with the phase
coherence on the Bi2212 surface. Thus, at this stage, we have aready made
good progress in understanding the data; however, there is another piece of the
puzzle.
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Figure6.52. (a) Variation of tunneling gap values obtained in a SIN junction on the surface of
underdoped Bi2212 with T, ~ 79 K (p ~ 0.115) along aline. The dashed lines mark the values
of 2A., A, and A, at p ~ 0.115. (b) Relative height of main conductance peak at negative bias
related to the datain plot (a). The data are taken from [60].

Figure 6.52b represents the relative height of the main conductance peak at
negative bias, related to the datain Fig. 6.52a. Inthetwo plotsin Fig. 6.52, one
can see that there is a correlation between the gap value and the height of the
peak. In patches with the phase coherence, the height of the conductance peak
is about twice higher than that in patches without the phase coherence. Why?
Does it mean that, in the different patches, the hole concentration is different?
Theanswer isno. It would be difficult to explain this correl ation without seeing
the corresponding conductances. Figure 6.53 depicts two conductances taken
in the different patches. In this plot, one can see that the quasiparticle peaksin
the conductance measured in a patch with phase coherence are indeed higher
than those in the other conductance. However, one must also notice that these
peaks are narrower than the other ones. If we subtract in both conductances
a contribution made by a pseudogap (charge gap) and calculate amounts of
guasi particle excitations under the obtained curves, we would find that these
amounts are approximately the same. This meansthat, in afirst approximation,
the hole concentration in the different patches is more or less the same.

Equation (5.71) contains the clue to the last piece of the puzzle. Intunneling
measurements, the width of conductance peaksisinversely proportional to the
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Figure6.53. Two “extreme’ conductances obtained in different locationsalong thelinein Fig.
6.52, indicated by the numbersin plot [60]. The conductances are shifted vertically for clarity.

lifetime of quasiparticles. For Bi2212, this means that quasiparticles related
to the Cooper-pair excitations live about three time longer than quasiparticles
created by the break of bisolitons. Therefore, one may conclude that, in the
cuprates, spin fluctuations stabilize the bisolitons and extend their lifetime.

It is worth noting that this explanation of the data is fully in agreement
with another set of tunneling data. In SIS-junction measurements performed
in slightly overdoped Bi2212 single crystals, the value of the Josephson prod-
uct I.R,, is the highest when a tunneling gap is ~ A, and decreases as the
tunneling gap increases [61, 19].

To conclude, the tunneling data presented in Figs. 6.52 and 6.53 are now
understood; in addition, we have obtained useful information concerning the
lifetime of quasiparticlesin Bi2212.



Chapter 7

SECOND GROUP OF SUPERCONDUCTORS:
MECHANISM OF SUPERCONDUCTIVITY

This chapter is the shortest in the book because a potential content of this
chapter is aready presented in Chapters 5 and 6: one half in Chapter 5 and the
other half in Chapter 6. The content of the present chapter isjust a “bridge’
between the two halves.

The second group of superconductors incorporates superconducting com-
pounds which are low-dimensional and non-magnetic. The superconducting
state in these materials is characterized by the presence of two interacting su-
perconducting subsystems. One of them is low-dimensiona and exhibits gen-
uine superconductivity of unconventional type (i.e bisolitons), while supercon-
ductivity in the second subsystem which isthree-dimensional isinduced by the
first one and of the BCS type. So, superconductivity in this group of materials
can be called half-conventional or, alternatively, half-unconventional. Charge
carriers in these superconductors are electrons. As a consequence, their criti-
cal temperature is limited by ~ 40 K and, in some of them, 7., can be tuned.
All materias of this group are type-11 superconductors with a upper critical
magnetic field usually exceeding 10 T.

1. General description of the mechanism

Figure 7.1 presents a short summary of the mechanism of superconductivity
in compounds of the second group. As was emphasized above, these mate-
rials are characterized by the presence of two subsystems. Below a certain
temperature, the “nonlinear” Cooper pairs (bisolitons) are formed in a low-
dimensional subsystem. Then, the electron pairing is induced into the second
subsystem which is three-dimensional. In the second subsystem, the Cooper
pairs are “linear”, i.e. of the BCS type. So, the Cooper pairs are “unconven-
tional” in the low-dimensional subsystem, whilethey are “conventiona” in the
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Figure 7.1. Short summary of the mechanism of superconductivity in compounds of the sec-
ond group. In these materials, there are two interacting subsystems: one of them is low-
dimensional, while the second is three-dimensional. The first subsystem exhibits genuine su-
perconductivity of unconventional type (i.e bisolitons), whilst superconductivity in the second
subsystem isinduced by the first one and of the BCS type. For more details, see text.

three-dimensional subsystem. The electron-phonon interaction is responsible
for electron pairing in both subsystems,; however, the strength of this inter-
action is different in the two subsystems: it is moderately strong in the first
subsystem, while it is weak in the second.

The Cooper pairs of the first subsystem along are not able to establish the
long-range phase coherence because their sizeis small and their density islow.
In superconductors of the second group, the long-range phase coherence occurs
due to the onset of phase coherence among the Cooper pairs of the second
subsystem. Therefore, the order parameter of the superconducting state is the
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wavefunction of Cooper pairs of the second subsystem, asthat in conventional
superconductors.

The energy gapsin the two subsystems have both an ss-wave symmetry typ-
ical for electron pairing due to phonons. They are both anisotropic; however,
while the energy gap in the second subsystem is only slightly anisotropic, it is
highly anisotropic in the first one and, probably even with nodes (like that in
the cuprates). The maximum magnitude of the first gap is a few times larger
than that of the second gap. Thisis typical for an induced superconductivity
(see Chapter 4).

In terms of the band theory, the Fermi surface of superconductors of the
second group consists of, at least, two disconnected sections. Each section
corresponds to one of the two subsystems.

The process of the formation of low-dimensional Cooper pairs (bisolitons)
is described in Chapter 6, and the process of the formation of conventiona
(three-dimensional) Cooper pairs is presented in Chapter 5. Since the onset
of long-range phase coherence in superconductors of the second group occurs
automatically due to the overlap of Cooper-pair wavefunctions in the second
subsystem as that in conventiona superconductors, this process does not re-
guire a separate description.

1.1 Effect of isotope substitution on T,

In superconductors of this group, the critical temperature must be sensitive
to the mass of some elements, similar to the effect of isotope substitution in
conventional superconductors. However, the critical temperature can be insen-
sitive to the mass of elements that form the low-dimensional subsystem. As
discussed in Chapter 6, in a system with bisolitons, the isotope effect can be
very small.

1.2  Effect of impuritieson T,

Since the electron-phonon interaction is responsible for electron pairing in
superconductors of the second group, the effect of magnetic and non-magnetic
impurities on the critical temperature is similar to that in conventional super-
conductors (see Chapter 5). Thus, magnetic impurities drastically suppressthe
superconducting transition temperature, whereas non-magnetic impurities do
not alter T, much, if their concentration is relatively small.

1.3 Magnetic-field effect on resistivity

In conventional superconductors, by applying a sufficiently strong magnetic
field, the part of resistivity curve corresponding to the transition into the su-
perconducting state (see, for example, Fig. 2.1) remains steplike but is shifted
to lower temperatures. The same effect takes place in superconductors of the
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second group because the onset of long-phase coherence in half-conventional
superconductorsis identical to that in conventional superconductors.

2. MgB,

Among superconductors of the second group, MgB- isthe most studied one.
Let us briefly discuss some of its superconducting properties. Some character-
istics of MgB, have already been discussed in Chapter 3. Table 3.2 lists some
of them.

In MgB-, superconductivity occurs in the boron layers (see Fig. 3.3). So,
the two subsystems in MgB- are both located into the boron layers. Band-
structure calculations of MgB, show that there are at least two types of bands
at the Fermi surface. Thefirst oneisanarrow band, built up of boron o orbitals,
whilst the second one is a broader band with a smaller effective mass, built up
mainly of 7 boron orbitals.

The presence of two energy gapsin MgB, isawell documented experimen-
tal fact. Thelarger energy gap A, occursin the o-orbital band, the smaller gap
A, inthe r-orbital band. The gap ratio 2A /(kgT,) for A, isabout 4.5. For
Ar, thisratio isaround 1.7, so that, A, /A, ~ 2.7. Both energy gaps have an
s-wave symmetry. Thelarger gap ishighly anisotropic, whilethe smaller oneis
either isotropic or dlightly anisotropic. The induced character of A, manifests
itself in its temperature dependence. Figure 7.2 depicts the temperature depen-
dences of the two energy gaps, obtained in tunneling and Andreev-reflection
measurements. In the plot, one can see that A, follows the temperature de-
pendence derived in the framework of the BCS theory. At the same time, the
temperature dependence of A, lies below the BCS dependence at T — T..
For phonon-mediated superconductivity, thisfact indicates that A isinduced.
Superconductivity in the w-band is induced either by interband scattering or
Cooper-pair tunneling.

Superconductivity in MgBs, is mediated by phonons. The boron isotope ef-
fect is sufficiently large, o ~ 0.3, while the Mg isotope effect is very small.
Due to its layered structure, below T,., MgB, has a highly anisotropic critical
magnetic field: Hy | /Hc 1 ~ 7. The muon relaxation rate in MgBs; is about
8-10 us~t. In the Uemura plot (see Fig. 3.6), MgB, is literally situated be-
tween the large group of unconventional superconductors and the conventional
superconductor Nb.

In MgB-, the effect of B substitution on T, is well studied. The boron
partial substitution by non-magnetic Al, C and Be leads to a decrease in T..
The results of these experiments show that this decrease is mainly due to a
structural transformation in the boron layers: the B-—B distance decreases.

Finally, it is worth noting that MgB., is very similar to graphite both crys-
tallographically and electronically. In MgB,, each atom Mg donates two elec-
trons to the boron subsystem. So, each boron acquires one electron and the
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Figure 7.2. Temperature dependence of the two energy gaps in MgB., obtained in tunneling
and Andreev-reflection measurements [62]. The dashed lines are the BCS temperature depen-
dences.

electron configuration of a carbon atom: B~ (2s22p?) = C(2s%2p?). Thus, the
B~ sheetsare electronically like graphite sheets. The main difference between
MgB- and graphiteisin the c-axis layer separation: it is about 15% shorter in
M982






Chapter 8

COOPER PAIRS AT ROOM TEMPERATURE

What is now proved was once only imagined.
—William Blake (1751 - 1827)

The ultimate goal of the last three chapters of the book is to discuss mate-
rials that superconduct at room temperature. However, before we discuss the
materials, it is first necessary to discuss, from the physics point of view, the
possibility of the occurrence of superconductivity at room temperature. Thus,
in this chapter, we discuss the electron pairing at room temperature and, in the
following chapter, the onset of long-phase coherence at room temperature. The
materials will be discussed in Chapter 10.

As was mentioned in the Preface, the last three chapters of the book are
mainly addressed to specialists interested in synthesizing a room-temperature
superconductor and to researchersin the field of superconductivity.

According to thefirst principle of superconductivity (see Chapter 4), super-
conductivity requires electron pairing. Indeed, electron pairing is the keystone
of superconductivity. Therefore, the first question that we must deal with is:
can the Cooper pairsexist at room temperature? So, the purpose of this chapter
isto show that the Cooper pairs can exist at room temperature. In fact, they do
exist at temperatures much higher than room temperature.

As was discussed in Chapter 1, the expression “a room-temperature super-
conductor” is used here implying a superconductor having a critical tempera-
ture of T, ~ 350 K. From a practical point of view, it is much better, however,
to have a superconductor with 7, ~ 450 K.
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1. Mechanism of electron pairing at room temperature

As described in the previous three chapters, only one mechanism of electron
pairing is known at the moment of writing—only the electron-phonon interac-
tion is capable of mediating the electron pairing in solids. There are two types
of the electron-phonon interaction—linear and nonlinear. The linear interac-
tion is weak, whilst the nonlinear one is moderately strong. It is obvious that,
at high temperatures, only the nonlinear electron-phonon interaction can bind
two electrons in a pair. This means that, in a room-temperature superconduc-
tor, the Cooper pairs will be represented by bisolitons having a small size &.
For our ultimate goal, it is not important whether they are bound in real or
momentum space (see Chapters 4 and 6).

1.1 Electronsversusholes

Generally speaking, for room-temperature superconductivity it is not im-
portant whether quasiparticles in the material are electron- or hole-like. How-
ever, it is an experimental fact that, in solids, the strength of electron-phonon
interaction is a few times weaker than the strength of hole-phonon interac-
tion. Thereforeit ismost likely that in aroom-temperature superconductor the
guasi particles will be hole-like.

2.  Selection process by Nature

The matter was created by Nature with some order in mind. Physicists are
interested in understanding the laws of this order. There are many waysto un-
ravel Nature's secrets—by an observation, measurement, modelling, etc. One
widely-used method is by applying knowledge accumulated in one domain to
another one. Thisis exactly what we are going to do in this chapter.

The living matter, not by accident, is organic and water-based. “In order
to create the living matter, Nature needed billions of years” This quotation
is the first part of the prologue to this book. Indeed, we must redlize that,
during billions of years, Nature has selected materials to make us and other
living creatures function. She has done a wonderful job. “This experience is
unique, and we must learn fromit.” Thelast quotation isthe second part of the
prologue and one of the main points of this book.

During evolution, Nature hastried many materialsto create the living matter.
One of the main criteria for the material was that it must support an effective
signal transfer. Nowadays, we know that, in the living matter, the signa trans-
fer occurs due to charge (electron) transfer. 1n some cases, the electron transfer
occurs in pairs with opposite spins (see Chapter 1). The quasiparticle pairing
simplifies their propagation because, for quasiparticles, it is more profitable
energetically to propagate together than separately, one by one (see Chapter
6). So, the electron pairing occurs in living tissues first of al because of an
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energy gain; the electron spin is a secondary reason for the pairing. However,
we are more interested in the quasi particle pairing because of spin.

This means that electron pairs in a singlet state exist at room temperature
in the living matter. Therefore, we can use these materials for synthesizing
a room-temperature superconductor. One should however realize that super-
conductivity does not occur in living tissues because it requires not only the
electron pairing but also the onset of long-range phase coherence. We shall
discuss the latter issue in the following chapter.

Theideato use organic compounds as superconducting materialsis not new.
In 1964, Little proposed that long organic chains can exhibit superconductiv-
ity with a mechanism different from the BCS scenario [2]. Later, Kresin and
co-workers [23] showed that the superconducting-like state exists locally in
complex organic molecules with conjugate bonds (see Fig. 1.3). Even, before
Little's paper [2], Pullman and Pullman have already emphasized that “the
essential fluidity of life agrees with the fluidity of the electronic cloud in con-
jugated molecules. Such systems may thus be considered as both the cradle
and the main backbone of life’ [24]. Davydov has devoted hislife to studying
the electron and energy transfer in organic chains[7, 10]. Even before the dis-
covery of superconductivity in organic salts, Davydov has already known that,
in some biological processes, the quasiparticles in living tissues are paired.
Soon after the discovery of superconductivity in organic compounds in 1979,
Davydov and Brizhik proposed the bisoliton model of superconductivity in or-
ganic materials [3]. Later, Davydov has used the bisoliton model to explain
the phenomenon of high-T, superconductivity occurring in cuprates[7, 9, 10].
Thus, the superconducting state and some biological processes have, at least,
one thing in common—in asense they both do not like the el ectron spin created
by Nature at the Big Bang.

2.1 Solitonsand bisolitonsin theliving matter

Solitons are encountered in biological systems in which the nonlinear ef-
fects are often the predominant ones. For example, many chemical reactions
in biological systems would not occur without large conformational changes
which cannot be described, even approximately, as a superposition of the nor-
mal modes of the linear theory.

The shape of a nerve pulse was determined more than 100 years ago. The
nerve pulse has a bell-like shape and propagates with the velocity of about
100 km/h. The diameter of nerves in mammals is less than 20 microns and,
in afirst approximation, can be considered as one-dimensional. For almost a
century, nobody has realized that the nerve pulse is a soliton. Thus, al living
creatures including humans are literally stuffed by solitons. Living organisms
are mainly organic and, as a consequence, are bad conductors of electrica
current—solitons are what keeps us alive.
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The last statement is true in every sense: the blood-pressure pulse is some
kind of solitary wave; the muscle contractions are stimulated by solitons, etc.

In organic materials, the charge transfer by bi-solitonsis energetically prof-
itable (see Chapter 6). In a bi-soliton, moving or static, two quasiparticles are
held together by a local lattice deformation. The formation of tri-solitons is
forbidden by the Pauli exclusion principle.

3. Cooper pairsaboveroom temperature

The presence of bisolitons in the living matter signifies that the Cooper
pairs exist in some organic materials at 37 C ~ 310 K. Recently, living or-
ganisms have been found in extreme conditions. some survive without sun-
light, some survive in water near the boiling point. Probably the most extreme
case isthe discovery of so-called black smokers or chimneys on the ocean bot-
tom on a depth of about 2 km, and shrimps dwelling next to these chimneys.
The measurement of water temperature at which the shrimps reside yielded
T ~ 270 C. This means that the Cooper pairs exist in certain organic materials
at atemperature of about 550 K.

Polythiopheneis a one-dimensional conjugated polymer. Figure 8.1a shows
its structure. It has been known already for some time that, in polythiophene,
the dominant nonlinear excitations are positively-charged electrosolitons and
bisolitons [63]. This means that the Cooper pairs with a charge of +-2|e| exist
at room temperature in polythiophene. Figure 8.1b depicts a schematic struc-
tural diagram of a bisoliton on a polythiophene chain. Bisolitons have also
been observed in other one-dimensional conjugated organic polymers such as
polyparaphenylene and polypyrrole [63].

From these facts one can make avery important conclusion, namely that, for
occurrence of superconductivity at roomtemperature, the quasi particle pairing
will not be the bottleneck but the onset of long-range phase coherence will.
This question is discussed in the following chapter.
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Figure 8.1. (&) Chemica structure of polythiophene. (b) Schematic structural diagram of a
positively-charged bisoliton on a polythiophene chain [63].
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Intheliterature, one can find afew papers reporting superconductivity above
room temperature. The results of most of these papers represent USOs (see
Chapter 1). However, at least two works seem to report genuine resultsor, it is
better to say, almost genuine results (see below why). The first report presents
results of resistivity and dc magnetic susceptibility measurements performed
in athin surface layer of the complex material Ag,.PbgCOy (0.7 < x < 1) [64].
The data indicate that in Ag,PbgCOq at 240-340 K there is a transition rem-
iniscent of a superconducting transition. The authors suggest that the crystal
structure of Ag,.PbgCOy is quasi-one-dimensional.

The second work reports evidence for superconductivity above 600 K in
single-walled carbon nanotubes, based on transport, magnetoresistance, tun-
neling and Raman measurements [38]. The Raman measurements have been
performed on single-walled carbon nanotubes containing small amounts of the
magnetic impurity Ni: Co (< 1.3 %). In single-walled carbon nanotubes, the
energy gap obtained in tunneling measurements is about A ~ 100 meV [38].
As described in Chapter 3, bulk superconductivity was already observed in
single-walled carbon nanotubes at 15 K [36].

Aswas discussed afew moments earlier, the electron pairing occursin some
organic materials at ~ 550 K. Since both these materials, Ag,PbsCOy and
the nanotubes, contain carbon, it is most likely that these reports present evi-
dence for electron pairing above room temperature, not for bulk superconduc-
tivity. Of course, fluctuations of phase coherence may aways exist locally. On
the basis of these results, the reader can conclude once more that, for room-
temperature superconductivity, the onset of long-range phase coherence will
be the bottleneck, not the quasiparticle pairing.

3.1 Pairingenergy in aroom-temperature superconductor

L et us estimate the value of pairing energy in aroom-temperature supercon-
ductor at 7" = 0. First of al, it isworth to recall that, in a superconductor, the
pairing energy (gap) A,(0), generally speaking, has no relation with acritical
temperature 7. The pairing energy A,(0) is proportional to 7., the pairing
temperature. In conventional superconductors, A, (0) o 7, because the onset
of long-range phase coherence in the BCS-type superconductors occurs due to
the overlap of Cooper-pair wavefunctions and, therefore, 1), ~ T.. How-
ever, inageneral case, T, < T),4,. For example, in the cuprate Bi2212 at any
doping level, .37 < T}q;r, asshownin Fig. 6.11.

According to the fourth principle of superconductivity presented in Chap-
ter 4, the pairing energy gap must be A,(0) > %kBTC. For the case T, =
350 K, this condition yields A, > 23 meV. Figure 8.2 shows the pairing gap
A,(0) as afunction of T),;,. In the plot, the energy scale %kBT marks the
lowest allowed values of A,(0) at agiven temperature. It is worth noting that



258 ROOM-TEMPERATURE SUPERCONDUCTIVITY

150 “
[
100} :
? A, |
3 in cupratés :
S 50| ‘ T
S |
3 |
KT w
|
O | P TSR SN SO T ST S N1 \‘ n
0 100 200 300 400 500 600
T (K)
pair

Figure8.2. Pairing energy of quasiparticles A, (0) asafunction of pairing temperature Tpqir.
In plot, the thick vertical arrow indicatesthe allowed values of A, (0) which lie above the energy
scale %kBT. The grey line represents the case of strong electron pairing 2A, = 5 kpTpair. IN
the cuprates, 2A, = 6 kpTpair, aSillustrated in plot. The dashed lines indicate the tempera-
tures 350, 450 and 580 K (see text).

this condition isuniversal and appliesto any superconductor including conven-
tional ones.

Asdiscussed above, the el ectron-phonon (hole-phonon) interaction in aroom-
temperature superconductor is most likely moderately strong and nonlinear.
This means that, in a room-temperature superconductor, the pairing-gap ratio
2A,/(kpTpeir) must be at least 5. For example, in the cuprates
2A,/(kTpeir) = 6 as specified in Eq. (6.7) and shown in Fig. 8.2. The
grey linein Fig. 8.2 represents the case 2A, = 5 kpT)p,ir. Then assuming
that Tp,q:» ~ 350 K, we obtain that, in a room-temperature superconductor,
the minimum value of the pairing gap is about A, i, ~ 75 meV. Is it re-
alistic to anticipate in a superconductor such a value of A,? The answer is
yes. In the copper oxide Bi2212, the pairing energy at a doping level of 0.05
equals 70 meV, as shown in Fig. 6.51. This experimental fact is obtained in
tunneling and angle-resolved photoemission (ARPES) measurements. If, in a
room-temperature superconductor 2A,, = 6 kg7, as in the cuprates, then
Ap min =~ 90 MeV.

In Egq. (6.58), one can see that the magnitude of the pairing energy in a
bisoliton depends on the coupling parameter g and the exchange interaction
energy J. Sincethevalue of gin most casesis ~ 1 (seethediscussionin Chap-
ter 6), the exchange interaction energy J mainly determines the magnitude of
A,. This means that the pairing energy is large in materials with strongly-
correlated electrons. It is worth noting, however, that the expression for A, in
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Eq. (6.58) is obtained in the framework of the bisoliton model without taking
into account the Coulomb interaction between electrons.

Assume that, in a room-temperature superconductor, Tp.;» = 1.37T¢
(~ 450 K). Thisis more redlistic. Then, for the gap ratio 2A,/(kpTpair) =
5, this means that A,,(0) ~ 97 meV and, for the gap ratio 2A,, /(kpTpuir) =
6, Ap(0) ~ 116 meV. For clarity, Table 8.1 lists al these values of A,(0).
Thus, in a room-temperature superconductor, the pairing energy should be
about A,(0) = 90 meV. As discussed above, in single-walled carbon nan-
otubes the energy gap obtained in tunneling measurements is around A ~
100 meV [38].

Table8.1. Pairing energy of quasiparticles A, (0). Tpqir iSthe pairing temperature and kg is
the Boltzmann constant

Tpair (K) | A,(0) (MeV)if 1202— =5 | A,(0) (meV) if i2p2— =6
350 | 75 | 90
450 | 97 | 116
580 | 125 | 150

3.2 Pairingenergy inthecase T, ~ 450K

For large-scale applications, it is necessary to have a superconductor with
T, ~ 450 K (see Chapter 1). Assuming that in such a superconductor T),;, ~
T. (= 450 K), the values of the pairing energies for the two cases,
2A,/(kBTpeir) = 5 and 6, are listed in Table 8.1. The table also presents
the values of the pairing gap for the case 1), = 1.3 7. (~ 580 K). This case
isalso shownin Fig. 8.2. So, in asuperconductor with T, ~ 450 K, the pairing
energy must be about 120 meV.

4,  Summary

The Cooper pairs in the form of bisolitons do exist at room temperature
and, even, at much higher temperatures in organic materials forming the living
matter. Every human beingisa*“carrier” of an enormous amount of bisolitons.
Such Cooper pairsare most likely formed in real space. However, this question
is not important from a standpoint of practical application.

For the occurrence of superconductivity at room temperature, it is necessary
to solve the problem of the onset of long-range phase coherence. Thisissueis
the main topic of the following chapter.






Chapter 9

PHASE COHERENCE AT ROOM TEMPERATURE

Imagination is more important than knowl edge.
—Albert Einstein

The superconducting state is a quantum state occurring on a macroscopic
scale. The electron pairing is the keystone of superconductivity. However this
isonly anecessary condition for the occurrence of superconductivity but not a
sufficient one. Superconductivity requires also the condensation of the electron
pairsin momentum space, i.e. the formation of a quantum condensate which is
similar to the Bose-Einstein condensate (the second principle of superconduc-
tivity discussed in Chapter 4). The process of the Cooper-pair condensation
taking place at T is aso known as the onset of long-range phase coherence,
implying that below T,. the Cooper-pair wavefunctions are in phase (see Fig.
4.1).

The main purpose of this chapter isto discussthe onset of long-phase coher-
ence in a room-temperature superconductor. Here we shall mainly deal with
three questions. First, what mechanism (interaction) can be responsible for the
onset of phase coherence in aroom-temperature superconductor? Second, isit
realistic to anticipate the onset of long-range phase coherence at T, ~ 350 K?
Third, what magnitude of the coherence energy gap, A, should there bein a
room-temperature superconductor?

1. Mechanismsof phase coherence

Asdescribed in Chapters 57, only two mechanisms of phase coherence are
known at the moment of writing: the overlap of Cooper-pair wavefunctions
(the Josephson coupling) and spin fluctuations (magnetic). The first mecha
nism is responsible for the onset of long-range phase coherence in supercon-
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ductors of the first and the second groups, whilst the magnetic mechanism is
characteristic of unconventional superconductors of the third group. Can these
two mechanisms of phase coherence be responsible for room-temperature su-
perconductivity?

1.1 TheJosephson coupling

The mechanism of the Josephson coupling is effective when the distance
between Cooper pairs is smaller than the average size of Cooper pairs. In
this case, the Cooper-pair wavefunctions become overlapped resulting in a
Bose-Einstein-like condensation of the Cooper pairs. This mechanism of the
Cooper-pair condensation is the simplest and does not lead to the appearance
of a“new” order parameter. Simply, the Cooper-pair wavefunctions “magni-
fied” multiply become the order parameter of the condensate. A characteristic
feature of this mechanism of phase coherence is that the Cooper pairs con-
denseimmediately after their formation. Thus, the two processes—the el ectron
pairing and the onset of long-range phase coherence—occur amost simultane-
oudly. In other words, T, ~ Ty-

The Josephson coupling is very robust and effective at any temperature as
long as the Cooper-pair wavefunctions exist and remain overlapped. It is how-
ever unlikely that, in a room-temperature superconductor, the Josephson cou-
pling can lead to the onset of long-range phase coherence. There are at least
two reasons against the involvement of this mechanism in room-temperature
superconductivity.

First, from the previous chapter we know that, in a room-temperature su-
perconductor, the Cooper pairs will be represented by bisolitons. The size of
bisolitonsis usualy small, say, afew lattice constants. In addition, the density
of bisolitons, by definition, is always small—much smaller than the density of
free electronsin metals. Taken together, this meansthat, in aroom-temperature
superconductor, the effective overlap of bisoliton wavefunctions can hardly be
realized. Infact, thisisexactly what happensin some living tissues and organic
polymersin which the bisolitons exist but the long-range phase coherence does
not occur.

Second, aswill be discussed in the following chapter, the structure of room-
temperature superconductors must be low-dimensional, for example, like that
inthe cuprates. Thismeansthat in such superconductorsthe Cooper-pair wave-
functions are also low-dimensional. Even if the overlap of Cooper-pair wave-
functions can partly occur in the conducting planes or chains, this process is
absolutely ineffective between the planes or chains (depending upon the di-
mensions). For example, in the cuprates somewhat above T, in the CuO,
planes locally there are fluctuations of phase coherence due to the overlap of
bisoliton wavefunctions, but it does not lead to the onset of phase coherence
between the CuO- planes (see Chapter 6).
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To conclude, it is unlikely that, in a room-temperature superconductor, the
overlap of bisoliton wavefunctions can lead to the onset of long-range phase
coherence. Nevertheless, in Chapter 10 we shall discuss a possibility of artifi-
cial formation of a bisoliton condensate occurring due to the overlap of bisoli-
ton wavefunctions.

1.2  Spin fluctuations

Can spin fluctuations mediate the long-range phase coherence at room tem-
perature? Undoubtedly, yes. Spin fluctuations mediate the phase coherencein
the cuprates. The highest critical temperature observed in the cupratesis 164 K
(under pressure). Thistemperature is only twice smaller than the room temper-
ature. Hence, it islogical to anticipate that this mechanism can be responsible
for the onset of long-phase coherence at room temperature. In fact, for the
magnetic mechanism, formally, there is no temperature-limit if the third and
the forth principles of superconductivity are satisfied (see Chapter 4). Then,
one can conclude that aroom-temperature superconductor must most likely be
amember of the third group of superconductors.

The characteristic features of the magnetic mechanism of phase coherence
were discussed in Chapter 6. It isworth to emphasize that, in a superconduc-
tor in which spin fluctuations mediate the phase coherence, there are always
two energy gaps, A, and A. (see Fig. 6.40). This also means that the or-
der parameter of the superconducting state ¥ is different from the Cooper-pair
wavefunction . Generally speaking, in superconductors of thethird group, the
order parameter has either ad-wave symmetry (in antiferromagnetic materials)
or ap-wave symmetry (in ferromagnetic materials).

1.3  Other mechanisms of phase coherence

Theoretically, phonons can also mediate the phase coherence in a supercon-
ductor. However, in redlity, it is impossible. Why? According to the third
principle of superconductivity, the mechanism of phase coherence must be dif-
ferent from the mechanism of quasiparticle pairing. Since only the electron-
phonon interaction is able to bind electrons in pairs, this means that the same
mechanism cannot mediate the long-range phase coherence.

2. Themagnetic mechanism

In this section we shall discuss the magnetic mechanism of phase coherence
in a room-temperature superconductor and requirements to the material and
to the coherence energy gap. We begin with the simplest question: Must the
spin correlations in a room-temperature superconductor be antiferromagnetic
or ferromagnetic?
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2.1  Antiferromagnetic or ferromagnetic?

Theoretically, in a superconductor in which the electron pairing is mediated
by magnons (i.e. spin fluctuations), the critical temperatureis higher in antifer-
romagnetic materials than in ferromagnetic ones. We are however discussing a
dightly different case—the onset of phase coherence due to spin fluctuations.
These two cases are not the same. On the other hand, the strength of spin
fluctuations in both these cases is important.

Experimentally, the critical temperature indeed is on average higher in an-
tiferromagnetic materials than in ferromagnetic compounds. However, the ex-
ploration of ferromagnetic materials was started only in 2000 (see Chapter 6).
Thus, it is too early to make a final conclusion. There is even at least one
factor in favor of ferromagnetic compounds. generally speaking, the Curie
temperature T in ferromagnetic materials is on average higher than the Néel
temperature Ty in antiferromagnetic ones. Therefore, in the framework of our
proj ect, ferromagnetic materials should not be excluded fully. Nevertheless, on
the basis of experimental data accumulated at the time of writing, it is better to
start with antiferromagnetic compounds.

2.2  Requirementsto magnetic materials

In order to impose requirements on the material, it is necessary, firgt, to
understand the most important features of the magnetic mechanism. As was
noted above, the characteristic features of the magnetic mechanism of phase
coherence are presented in Chapter 6. Basically, in order to mediate super-
conducting correlations, there are three major requirements to be met by the
material.

First, thelocalized statesin the undoped material should have spin-1/2 ground
states. At the time of writing, there is no magnetic superconductor having the
localized states with a spin other than 1/2. Thisis an experimental fact.

Second, the material must be in a state near a quantum critical point. This
will ensure the presence of local spin fluctuations and a high value of T, (see
Figs. 6.37 and 6.13a). In a quantum critical point where a magnetic order is
about to form or to disappear, the spin fluctuations are the strongest. At the
moment of writing, we do not know yet how to determine from a single mea-
surement the presence/absence of a quantum critical point in a certain com-
pound. So, this should be thefirst intermediate goal: how to determine quickly
the presence/absence of a quantum critical point in a given compound.

In superconductors of the third group, besides the first and the second re-
guirements, superconductivity also demandsthe presence of dynamic spin fluc-
tuations, not quasi-static ones. These dynamic spin fluctuations mediate the
long-range phase coherence. For example, in the cuprates the spin excita-
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tions mediating the phase coherence are induced by fluctuating charge stripes.
Therefore, in a given magnetic material, the fast spin excitations must be in-
duced either by charge fluctuations, as those in the cuprates, or artificially.
The presence of fast spin fluctuations can be observed, for example, by inelas-
tic neutron scattering (INS) measurements. Working with cuprates, nickelates
and manganites, the experience accumulated by the INS community for the
last ten years in this domain is very useful. However, an attempt to induce ar-
tificially a spin excitation able to mediate the superconducting correlations has
never been made before. Thisis a challenge for the near future, and we shall
discuss this case in Chapter 10. By analogy with the cuprates, the frequency
of spin fluctuations must be of the order of w,s ~ 10'2-10'% Hz = 1-10 THz
[19, 49].

It is necessary to note that these spin excitations must be coupled to quasi-
particles; otherwise, they are useless.

2.3 Coherenceenergy gap

L et us estimate the value of condensation energy of a Cooper pair in aroom-
temperature superconductor at 7' = 0, i.e. 2A.(0). The quantity A. is also
known as the phase-coherence gap, which is proportional to 7, (in conven-
tional superconductors, the coherence energy gap is absent). In superconduc-
tors of the third group, the magnitude of A. depends on the value of magnetic
(super)exchange energy J between the neighboring spins appearing in Egs.
(6.66) and (6.67).

According to the fourth principle of superconductivity presented in Chapter
4, the coherence energy gap must be A.(0) > %kBTC. For thecase T, =
350 K, this condition means that A. > 23 meV. Figure 9.1 shows the phase-
coherence gap A.(0) as afunction of T,. In the plot the energy scale %kBTc
marks the lowest allowed values of A.(0) at agiven temperature. On the other
hand, the magnitude of A. must be smaller than A,,. Thus, in the case T, ~
350 K, the magnitude of A, must be smaller than the corresponding values of
A, listed in Table 8.1.

What gap ratio should we expect for A.? There is no straight answer to
this question. For example, for the pairing energy A, there is a reference
value—the BCS gap ratio 2A,/(kp1.) = 3.52. For the value of the coherence
gap A., the only condition known at the time of writing is the forth principle
of superconductivity presented in Chapter 4. Then, the gap ratio 2A./(kpT;)
can formally take any value between 2k T, and 2A,,/(kpT,). As discussed
in the previous chapter, the minimum value of the latter ratio is around 5. In
this case, the maximum alowed value of A, is about 75 meV. This result is
obtained by assuming that 7},,;. ~ 1. (= 350 K). However, one must realize
that the maximum allowed value of A.(0) can be much larger than 75 meV.
As an example, if we assume that T}, ~ 1.5, and 2A,/(kpTpeir) = 6,
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Figure 9.1. Phase-coherence energy gap A.(0) as a function of critical temperature T.. In
plot, the thick vertical arrow indicates the allowed values of A.(0) which lie above the en-
ergy scae %kBTC. The grey line represents the case 2A. = 4kgT.. In the cuprate Bi2212,
2A. = 5.45kpT,, asillustrated in plot. The dashed line indicates the critical temperature of
T. =350K.

then the maximum allowed value of A.(0) equals 135 meV. For instance, in
the cuprate Bi2212, thevalue of theratio 2A./(kpT,) is5.45, asshownin Fig.
9.1. Then, by using this gap ratio, one can easily obtain that, in the case T, =
350 K, A.(0) ~ 82 meV.

If we assume that, in a room-temperature superconductor, 2A./(kgT.) ~
4, then A.(0) ~ 60 meV. The grey line in Fig. 9.1 illustrates the gap ra-
tio 2A./(kpT,) = 4. Is it redlistic to anticipate that in a superconductor
A, ~ 60 meV?The answer isyes.

Consider the values of A, in the cuprates. in optimally doped T12201 with
T. ~ 95 K, the magnitude of the coherence energy gap is about A.(0) ~
24 meV. In Hg1223 which hasthe highest 7, value of 135K, A.(0) > 30 meV
(at thetime of writing, the exact value of the gap ratio for Hg1223 isunknown).
Under pressure, the critical temperature of Hgl1223 risesto T, = 164 K. This
means that the magnitude of the phase-coherence gap rises as well, becoming
A.(0) > 36 meV.

Aswas hoted above, the magnitude of A, depends on the value of magnetic
(super)exchange energy J. What value of J should we expect in a room-
temperature superconductor? Sincetherelation between A, and J isunknown,
we are only able to estimate J. In optimally doped Bi2212 with T, ~ 95 K,
3A.(0) ~ J (see Fig. 8.4in[19]). By using the sameratio between A. and J
forthecase T, = 350K, wehave J ~ 3A. = 180 meV. For comparison, in the
undoped cuprates J = 110-150 meV (the highest J ~ 150 meV isin NCCO).
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Thus, the value of J ~ 180 meV is large but looks redlistic if compared with
those in the cuprates.

Inthe case T, ~ 450 K and 2A./(kpT.) ~ 4, the magnitude of the phase-
coherence gap, A.(0) ~ 78 meV, isvery large. Realizing T, ~ 450 K may be
area challenge for the future.

3. T.andthedensity of chargecarriers

Superconductivity requires the presence of electron paring and the onset of
long-phase phase coherence. In genera, these two phenomena are indepen-
dent of one another. However, it is not exactly the case for superconductors
of the third group because these superconductors are systems with strongly
correlated electrons (holes). This means that, in these compounds, the elec-
tronic, magnetic and crystal structures are strongly coupled, and the changes
in one subsystem influences the other two. As an example, let us consider the
so-called Uemura plot (relation) depicted in Fig. 3.6.

In Fig. 3.6, one can see that the critical temperature of unconventional su-
perconductors is connected with the density of charge carriers, n,, divided
by the effective mass of the carriers m*. At low temperature, the muon-spin
relaxation rate o in Fig. 3.6 is proportional to theratio ns/m*. Sincein super-
conductors of the third group, the onset of phase coherence occurs mainly due
to spin fluctuations, the critical temperature of these superconductors should
be independent of the ratio n,/m* because the density n, and the effective
mass m* are the characteristics of charge carriers. Therefore, they should in
principle have an effect only upon the pairing characteristics. Experimentally
however, in unconventional superconductors at low doping level, T, « ns/m*.
As explained in the previous paragraph, this is because in third-group super-
conductors, the electronic, magnetic and crystal structures are coupled.

The Uemura relation found in unconventional superconductors can be un-
derstood in the following way. As discussed above, in superconductors of the
third group, the occurrence of superconductivity and, therefore T,, depends
on the frequency of spin fluctuations w,¢. The spin fluctuations are induced
by charge (stripe) fluctuations. It is obvious that the frequency of charge fluc-
tuations depends on the effective mass of charge carriers: the charge carriers
having alight mass can fluctuate faster than those with aheavy mass. Indepen-
dently of this, alarge number of charge carriers can induce spin fluctuations
easier than a small number of them. In this way, these two characteristics of
charge carriers, ny and m*, affect the critical temperature in unconventional
superconductors.

Since the relation 7, « ns/m* is universa for superconductors of the
third group, one may expect that the Uemura relation will manifest itself also
in room-temperature superconductors, if the spin fluctuations in these room-
temperature superconductors are induced by charge (stripe) fluctuations. Fig-
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Figure9.2. TheUemurarelation T, « o(7T — 0) [29] in room-temperature superconductors.
o isthe muon-spin-relaxation rate, and o oc 1/A? o< ns/m*, where X isthe magnetic penetra-
tion depth; ns isthe density of charge carriers, and m™* is the effective mass of charge carriers.
The Uemura line is taken from Fig. 3.6. The dashed lines indicate the temperatures of 350 K
and 450 K. The grey areas reflect the Uemurarelation T.. o< o for these two cases, T. ~ 350 K
and T, ~ 450 K.

ure 9.2 shows the Uemura relation at critical temperatures 7, ~ 350 K and
T. ~ 450 K. In the plot, one can see that, for the case T, ~ 350 K,
o ~ 9-11 us~'. What is interesting is that the muon-spin-relaxation rate in
MgB, has a similar value, 0 = 8-10 us~'. As was discussed in Chapter 3,
MgB, is similar to graphite both electronically and crystallographicaly (see
Figs. 3.3 and 3.19). However, MgB; is an electron-doped superconductor.

What conditions does the Uemura relation impose on the material of room-
temperature superconductors? The Uemura relation means that, in room-
temperature superconductors, the density of charge carriers must be as large
as possible, and their effective mass must be as small as possible. From Chap-
ter 8 we know that the Cooper pairsin room-temperature superconductors will
be represented by bisolitons. By definition, the density of bisolitons is low,
much less than that of free electrons in metals. In every compound where the
bisolitons exist, their density has an upper limit above which the compound be-
comes quasi-metallic. This means that, in room-temperature superconductors,
the effective mass of charge carriers must be very small: m* ~ m, or, even,
m* < me, Where m. isthe electron mass. For example, in single-walled nan-
otubes having a small diameter, the theoretical value of m* ism* = 0.36 m.
(see Chapter 3). In general, asmall value of the bisoliton effective mass signi-
fiesthat the size of a bisoliton must be large [63].
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It isworth noting that, in the case when the spin excitations that mediate the
phase coherence are induced artificially, the Uemurarelation 7, « ns/m* is
no longer applicable.

4. Transtion temperatureinterval

For every superconductor, the absolute value of T, is important; however,
one must also bear in mind that the high T, can be useless if the transition
temperature interval AT, isvery large. This matter relates directly to the is-
sue of homogeneity of the superconducting phase. It would be a surprise if
one could synthesize a room-temperature superconductor having immediately
atransition temperature interval of, say, afew degrees. Thisis practically im-
possible. It is most likely that the first samples will have a very large AT..
The problem of large AT, must be the next goal to solve. As an example, the
first test specimens of superconducting cuprates have had a very large AT,. It
took more than ayear of synthesizing samples of the superconducting cuprates
which showed a sharp superconducting transition.






Chapter 10

ROOM-TEMPERATURE SUPERCONDUCTORS

If you do not expect the unexpected, you will not find it.
—Heraclitus [of Ephesus] (ca 550475 BC)

The main purpose of this chapter is to discuss materials that superconduct
above room temperature. In the context of practical application, this chapter
is the most important in the book. In the two previous chapters we learned
that, from the physics point of view, the occurrence of superconductivity is not
limited by a certain temperature and, under suitable conditions, superconduc-
tivity can occur above room temperature. After al, why should the occurrence
of superconductivity at room temperature be a special event? Of course, this
is important for humans but not for Nature. At the Big Bang, Nature did not
plan to set the Earth temperature near 300 K and to limit the occurrence of
superconductivity by this temperature. In fact, even the occurrence of super-
conductivity on a macroscopic scale was not planned by Nature (see Chapter
1). Therefore, from the physics point of view, one must not emphasize that the
onset of superconductivity above room temperature is an extraordinary event.
Thisisjust an event.

| do not want to say that it is easy to synthesize a room-temperature super-
conductor, not at al. | want to stressthat it can be done. The second important
point of this book isthat, in order to realize this project, we may use some of
Nature's experience. Thiswill save alot of time.

The main ideas of this chapter are based on experimental facts. At the same
time, someideas presented here are based exclusively on intuition. Asaresult,
some text in this chapter will be presented in the first person, contrary to the
tradition. As a matter of fact, | have aready started doing this in the previous

paragraph.
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A few words about new ideas. Reading this chapter, some readers may think
that thisis science fiction. One should however understand that the border be-
tween reality and fiction depends on time. At present, some things look fic-
tional but can be real tomorrow. Who could have imagined 100 years ago that
soon the sky would be full of planes, everyone would carry a mobile phone,
some even a TV. One hundred years ago, the word “a TV” was simply mean-
ingless. What about computers? Video games? Brain surgery? Artificial in-
semination? Etc. The view on superconductivity evolves as well. Some ideas
described in this chapter are indeed not “ready” for the present time but can be
tomorrow’s reality. Read the prologue to Chapter 8.

Let us consider one example. Charge inhomogeneity in the cuprates was
first discussed by Gor’ kov and Sokol in 1987 [6]. However, to the best of my
knowledge, the existence of charge inhomogeneity was in general considered
for the first time by Krumhang and Schrieffer in 1975 [65]. At the end of a
paper in which they discuss the motion of domain walls (solitons) in materials
with a Peierls transition, they wrote: “Finaly, we record a few speculative
ideas, which may be worth further development. Firgt, if these domain walls
are present in the low-temperature phase of pseudo-one-dimensional crystals
which have undergone Peierls transition, the Peierls energy gap in those walls
could goto zero, the material becoming locally metallic. One could then havea
distribution of conducting sheets (walls) in an insulating matrix. ..." [65]. So,
in 1975 this idea was speculative; however, it is obvious to every solid-state
physicist today (see Fig. 6.2).

A last remark before we discuss the plan of this chapter. | truly believe
that, at least, one idea presented in this chapter leads to room-temperature
superconductivity; maybe, not immediately, but surely in the near future. Only
the experiment is the final judge for these ideas. As was mentioned in the
Preface, | anticipate that in 2011 superconductivity will celebrate its 100"
jubilee having atransition temperature above 300 K.

This chapter is organized as follows. First, we shall analyze the properties
of superconducting materials described in Chapter 3. On the basis of this anal-
ysis and the experimental facts presented in Chapters 8 and 9, we shall then
discuss requirements for characteristics and the structure of room-temperature
superconductors. Next, we shall view a plan of our main project and, finally,
each item of the plan will be discussed in detail in the following subsections.

1. Superconducting materials: Analysis

In order to “create’ new superconductors, one must first understand the
common features of existing ones and the trend in the development of new
materials. In other words, in order to predict the future, one should know the
past. Hence, it is worthwhile to analyze the properties of superconducting ma-
terials presented in Chapter 3.
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In Chapter 3 the superconducting materials are classified into three groups
according to the mechanism of superconductivity in each compound. The first
group consists of conventional superconductors; the second comprises half-
conventional ones, and unconventional superconductors form the third group.
Comparing these three groups of superconductors, one can conclude that

= the third group is the largest and has the highest rate of growth in the last
twenty years, and

m superconductors of the third group exhibit the highest critical temperature.

Indeed, the critical temperatures of superconductors of thefirst and the sec-
ond groups do not exceed 10 K and 40 K, respectively. Thisis because 7. in
these superconductorsiis limited by the strength of the linear electron-phonon
interaction. In superconductors of the third group, the critical temperature de-
pends on the strength of dynamic spin fluctuations. At the time of writing, the
cuprates show the highest T... If the rate of the growth of the third group will
remain in the future at the same level, then, one will soon need to make an
internal classification of this group. On the basis of these observations, it is
obvious that, in the framework of our project, we should discuss further exclu-
sively superconductors of the third group.

All superconductors of the third group are

m magnetic or, at least, have strong magnetic correlations,
= |ow-dimensional,
m with strongly correlated electrons (holes),
= near ametal-insulator transition,
= probably, near a quantum critical point (impossible to check), and
m type-ll superconductors.
Superconductors of the third group have
= small-size Cooper pairs (represented by bisolitons),
= alow density of charge carriers n,

= auniversa T.(ns/m*) dependence (see Fig. 3.6), wherem* isthe effective
mass of charge carriers,

= |argevauesof H.o, T,, A (magnetic penetration depth) and alarge gap ratio
2A,/(kBTe),

= anisotropic transport and magnetic properties,
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= acomplex phase diagram,

» the moderately strong and nonlinear electron-phonon interaction,

= an unstable lattice,

m charge-donor or charge-acceptor sites (charge-reservoirs), and

= acomplex structure (with the exception of hydrides, deuterides and a few
heavy fermions).

In the third group:

= the T, value of hole-doped superconductors is on average a few times
higher than that of electron-doped superconductors.

m superconductors with 7. > 20 K have no metal-metal bonds (only heavy
fermions have metal-metal bonds).

= oxides and organic superconductors represent an absolute majority of this
group.

Considering the common features of superconductors of the third group,
one must however redlize that some of these features are direct consequences
of the other. For example, the anisotropic character of transport and magnetic
properties of superconductors of the third group is a direct consequence of a
low-dimensional structure of these superconductors. The strong and nonlinear
€lectron-phonon interaction results in a large value of the pairing energy gap
and, therefore, in alarge value of the gap ratio 2A,,/(kgT.). Since in super-
conductors of the third group, the Cooper pairs are represented by bisolitons
having asmall size (aconsequence of the strong and nonlinear electron-phonon
interaction) and a low density, this leads to the penetration depth and, conse-
quently, the ratio A/ being large. Therefore, all superconductors of the third
group are type-11. The presence of strongly correlated electronsin these super-
conductors results in a complex phase diagram, and so on. Hence, some of
these common features of superconductors of the third group are more impor-
tant than others.

2. Requirementsfor high-T,. materials

We are now in a position to discuss requirements for materials that super-
conduct near room temperature. In this section, we shall first consider the
characteristics of room-temperature superconductors that are important for (i)
electron pairing and (ii) phase coherence. Then, we shall discuss (iii) the crys-
tal structure and (iv) materials of room-temperature superconductors.
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2.1  Electron pairing

From Chapter 8, we know that, in room-temperature superconductors, the
Cooper pairs should be represented by positively-charged bisolitons. On the
basis of the analysis of the properties of superconducting materials presented
in the previous section and Chapter 8, for the presence of positively-charged
bisolitons, room-temperature superconductors must be

= hole-doped,

= |ow-dimensional,

= with strongly correlated holes,

m near ametal-insulator transition,

= with the moderately strong and nonlinear hole-phonon interaction,
= with an unstable lattice, and

= most likely, organic.

The electrosolitons and bisolitons appear in low-dimensional systems hav-
ing strongly correlated el ectrons and the moderately strong, nonlinear electron-
phonon interaction. These systems are in a state near a metal-insulator tran-
sition and have an unstable lattice. (In fact, the expression “systems with
strongly correlated electrons’ partially assumes that the el ectron-phonon inter-
action in these systemsis strong and nonlinear.) Experimentally, the bisolitons
exist above room temperature in organic compounds.

2.2  Phasecoherence

From Chapter 9, we know that, in room-temperature superconductors, the
mechanism of phase coherence should most likely be magnetic. On the basis of
the analysis of the properties of third-group superconductors presented in the
previous section and Chapter 9, for the onset of long-range phase coherence
due to spin fluctuations, room-temperature superconductors must

= be magnetic or, at least, have strong magnetic correlations,

= havethelocalized states with a spin of 1/2,

= have dynamic spin fluctuations,

= bein astate near a quantum critical point,

= most likely follow the Uemurarelation T, « ns/m* (see Fig. 9.2), and
= most likely be antiferromagnetic.
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Thelast constraint is based on experimental facts accumulated at the time of
writing. However, ferromagnetic material s should also be examined in the near
future (see the discussion in Chapter 9). The other requirements have already
been discussed in Chapter 9.

2.3 Structure

On the basis of the analysis of the properties of superconducting materials
presented in the previous section, the structure of room-temperature supercon-
ductors must

= below-dimensional,

= be complex (with more than two sites per unit cell),
= have an unstable lattice,

m have electron-acceptor sites, and

= have no metal-metal bonds.

In materials able to superconduct at room temperature, the unit cell must
have at least two interacting subsystems: one subsystem is quasi-metallic, and
the other is magnetic. The electron pairing takes place in the first subsystem,
whilst the onset of long-range phase coherence occurs with the participation of
the second subsystem. For example, in the cuprates, the unit cell has three sub-
systems. In addition to the quasi-metallic and magnetic subsystems mentioned
above (see Fig. 6.2), the third subsystem represents charge reservoirs. The
charge reservoirs in the cuprates are the layers that intercalate the CuO- lay-
ers. They are usualy insulating or semiconducting. In contrast, in organic
superconductors the second and the third subsystems coincide: the charge
reservoirs, after donating/accepting electrons to/from organic molecules, be-
come magnetic. Thus, in organic superconductors, one subsystem performs
two functions. to donate/accept electrons and to mediate the phase coherence.
To conclude, a room-temperature superconductor must have:

1) a subsystem with bisolitons,

2) chargereservoirs, and

3) magnetic atoms/molecules.

Experimentally, the second and the third subsystems can be represented by the
same atoms/molecules.

24 Materials

From Chapter 8 and the analysis of the properties of superconducting com-
pounds presented in the previous section, the material of room-temperature
superconductors must be
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= multicomponent,
= most likely, organic, and

= probably, oxidic.

It is an experimental fact that bisolitons exist in some organic materials at
temperatures much higher than room temperature.

In Chapter 1, we have discussed the requirements for materials that super-
conduct at high temperatures, presented by Geballein 1993 [22]. One can now
compare these requirements with those itemized in this section. The require-
ments summarized in this section include the Geballe constraints.

3. Threebasic approachesto the problem

In this section, we discuss the basic approaches to the problem of room-
temperature superconductivity. In general, one may suggest three approaches
to the problem.

Thefirst approach: synthesis. The basic ideafor synthesizing acompound
able to superconduct above room temperature is straightforward. One should
take amateria containing bisolitons above room temperature and dope (inter-
calate) it with atoms/mol ecul es able to accept el ectrons and having an unpaired
electron after the intercalation. In this case, the intercalant atoms/molecules
will be magnetic. For instance, the structure of a Bechgaard salt shown in Fig.
3.15 is a good example. Alternatively, a material containing bisolitons can
be doped by atoms/molecules of two types. The atoms/molecules of one type
stands duty exclusively as charge reservoirs. This basic idea is more or less
obvious; the main question is what materials to use and how to achieve aright
intercalation. That isall.

The second approach consists in improving the performance of known su-
perconducting materials, for example, the cuprates. This approach is aso ob-
vious.

The third approach. We already know that, by definition, the density of
bisolitons in a system cannot be large; otherwise, the system will become
metallic. As a result, the bisolitons cannot condense due to the overlap of
their wavefunctions because, in general, the average distance between bisoli-
tons is larger than the size of a bisoliton. Theoretically, this obstacle can be
overcome by creating atrain of bisolitonsin a specially-prepared polymer. Let
us call it the bisoliton overlap approach.

It is worth noting once more that some ideas presented in the following
sections cannot be realized at present because of technological difficulties but
can surely be realized in the near future.
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4. Thefirst approach

In order to synthesize a room-temperature superconductor, one needs to
know what materials to use. As was discussed above, the structure of every
superconductor of the third group has at least two interacting subsystems:. the
electron pairing takes place in one subsystem, whilst the onset of long-range
phase coherence occurs with the participation of the second subsystem. In
spite of the fact that these two subsystems are interacting, we shall consider
materials of one subsystem independently of materials of the other. Thisis
because a number of various combinations between the materials of one sub-
system and the materials of the other is very large, and an attempt to analyze
al these combinations is simply impractical. On the other hand, discussing
these two groups of materials independently of one ancther, one should take
into account that, in practice, certain materials of the two subsystems can be
incompatible, i.e. cannot be used together.

We shall discuss first “pairing” materials and then “magnetic’ materias
which can be used to intercalate the “pairing” ones.

41 Materialsfor electron pairing

In this subsection, we shall consider materials containing bisolitons above
room temperature intrinsically. For ssimplicity, let us classify the materials for
electron pairing as

= Qrganics,
= |iving tissues, and
= Oxides.

Such asorting is conventional because these three groups, in fact, overlap. For
example, the living tissues are organic and contain often oxygen.

411 Organic materials

Let us start this “journey” by trial and error with organic materials which
are well studied and commercially available.

Polythiophene. Aswas already discussed in Chapter 8, polythiopheneisa
one-dimensional conjugated polymer having the structure shown in Fig. 8.1a.
The dominant nonlinear excitations in polythiophene are positively-charged
electrosolitons and bisolitons [63]. In athiophene ring, the four carbon p elec-
trons and the two sulfur p electrons provide the six p electrons that satisfy the
(4n + 2) condition necessary for aromatic stabilization. From a theoretical
point of view, the bisolitons exist in polythiophene because the energy levels
of its two degenerate ground states are not equal [63]. In other words, the two
valence-bond configurations shown in Fig. 10.1a are not equivalent. Poly-
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(b) / \

Figure 10.1. (&) Two vaence-bond configurations of polythiophene shown in Fig. 8.1 are not
equivalent. (b) Chemical structure of soluble poly(3-alkylthienylenes) [63].

thiophene has a few derivatives and one of them shown in Fig. 10.1b is called
poly(3-akylthienylenes) or P3AT for short. In contrast to polythiophene, P3AT
issoluble.

Polythiophene, its derivatives and other organic conjugated polymers are
usualy doped by using the so-called electrochemical method [63]. The re-
action is carried out at room temperature in an electrochemical cell with the
polymer as one electrode. To remove el ectrons from organic polymers, oxida-
tion is usualy used. Through doping, one can control the Fermi level or the
chemical potentia. In the framework of our project, we are interested in dop-
ing polythiophene by magnetic atoms/molecules. These “magnetic’ materials
will be discussed below. In practice, it is impossible to foresee the structure
of a doped organic compound, even knowing materials before the beginning
of adoping procedure. Depending on their origin, concentration and size, the
dopant species after the diffusion can take different positions relative to the
polythiophene chains.

Figure 10.2 shows several examples of possible positions of dopant species
relative to polythiophene chains. Itislesslikely that the dopant specieswill oc-
cupy positionsin the planes of polythiophene chains, as sketched in Fig. 10.2a.
They will most likely intercalate the polythiophene planes, asillustrated in Fig.
10.2b. In fact, the dopant atoms/molecules are even able to induce areversible
structural transition [63]. Upon doping, the polythiophene chains and dopant
species can for example form a checker-board pattern shown schematically in
Fig. 10.2c. For instance, in Na-doped polyacetylene, the Na* ions and poly-
acetylene chains form a modulated lattice with a“triangular” pattern depicted
in Fig. 10.2d. In Na-doped polyacetylene, such alattice appears exclusively at
moderate doping levels.
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Figure 10.2. Possible positions of dopant species relative to infinite polythiophene chains: (a)
in the plane of polythiophene chains; (b) between the planes; (c) a checker-border pattern, and
(d) a“triangular” pattern realized in Na-doped polyacetylene [63].

Until now we have considered polythiophene chains having the infinite
length. By analogy with the structure of organic superconductors (see, for
example, Fig. 3.15), one should also try to use polythiophene chains having a
finite length. Taking into account that the width of a bisoliton is afew lattice
constants[10, 63], then, the length of pieces of polythiophene chains, ¢, should
be then 2-3 times larger; thus ¢ ~ 15a, where a is the lattice constant. Since
some atoms/molecules must be attached to the free ends of polymer pieces,
the two ends of a polymer piece can be closed by one ancther resulting in the
formation of aring. Upon doping these rings, the dopant species can occupy
the centers of the rings, as schematically shown in Fig.10.3. It is worth noting
that the structure shown in Fig. 10.3 issimilar to that of the fullerides depicted
inFig. 3.18.

Using various magnetic atoms/molecules, one should not forget to control
the doping level of the organic polymers. It can be done, for example, by
adding a small amount of atoms/molecules of another type, which may or
may not be magnetic after the diffusion. Undoubtedly, some of these doped
polythiophene-chain materials will superconduct. The main question is what
maximum value of T,. can be attained in these organic compounds. Thismainly
depends on the ability of “magnetic’” materials to mediate the long-range phase
coherence.
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Figure 10.3. Possible arrangement of polythiophene rings and diffused magnetic
atoms/molecules.

Other conjugated polymers. Other conjugated polymers containing bisoli-
tons can be used instead of polythiophene. It is known that positively-charged
bisolitons exist, for example, in polyparaphenylene, polypyrrole and poly(2,5-
diheptyl-1,4-phenylene-alt-2,5-thienylene) (PDHPT) [63]. The structure of
polyparaphenylene is depicted in Fig. 10.4a. A bisoliton on a polyparapheny-
lene chain is schematically shown in Fig. 10.4b. For example, a derivative
of polyparaphenylene, p-sexiphenyl depicted in Fig. 10.4c, iswidely used in

 O~0~0—~0~0
OO~ O=C0
©-0-0-0—~0-0

CHis

Figure 10.4. (a) Chemical structure of polyparaphenylene. (b) Schematic structural diagram
of a positively-charged bisoliton on a polyparaphenylene chain [63]. (c) Molecular structure
of p-sexiphenyl, and (d) the chemical structure of soluble poly(2,5-diheptyl-1,4-phenylene-alt-
2,5-thienylene) (PDHPT).
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organic light-emitting diodes. Why not use it as a basic material for a room-
temperature superconductor? The structure of PDHPT is illustrated in Fig.
10.4d.

As established experimentally, the physical properties of polymers strongly
depend upon preparation conditions. For instance, the same polymer prepared
by different techniques has different conductivities [63]. Unfortunately for
experimentator, this fact adds one more degree of freedom for achieving the
goal.

Graphite. For the last thirty years, graphite is one of the most studied ma-
terials. Several books are dedicated to a description of the physical properties
of graphite (see, for example, [34]). It is also one of the most promising su-
perconducting materials. Graphite intercal ation compounds (GICs) able to su-
perconduct were discussed in Chapter 3. Depending on their structure and the
preparation technique, there are stage 1 and stage 2 GICs. All superconduct-
ing GICs are alkali-doped and, therefore, magnetic due to alkali spins ordered
antiferromagnetically. In the superconducting GICs, the charge carriers are
however electrons, not holes. Graphite-sulphur (CS) composites exhibit su-
perconductivity at 7. = 35 K [35]. It is assumed that, in the CS composites,
superconductivity occurs in a small fraction of the samples. The resistancein
the CS composites remains finite down to the lowest measured temperature,
indicating that superconducting clusters are isolated from each other [66].

The physical properties of graphite as well as other organic polymers de-
pend on the preparation method. In most experiments, highly oriented py-
rolytic graphite (HOPG) is used. In practice, al large-size single crystals of
graphite, including commercially available ones, never have anideal structure:
they always have intrinsic carbon defects. The last statement is also valid for
large-size single crystals of superconducting cuprates. Both graphite and the
cuprates have the layered structure.

There exist both theoretical predictions and experimental evidencethat elec-
tronic instabilities in pure graphite can lead to the occurrence of superconduc-
tivity and ferromagnetism, even at room temperature ([66, 67] and references
therein). Some experiments indeed show that the superconducting and ferro-
magnetic correlations in graphite coexist [35, 66]. In graphite, an intrinsic
origin of high-temperature superconductivity relates to a topological disorder
in graphene layers [66]. (A single layer of three-dimensional graphiteis called
graphene.) This disorder enhances the density of states at the Fermi level. For
example, four hexagons in graphene (see Figs. 3.19 and 10.5) can in princi-
ple be replaced by two pentagons and two heptagons [67]. Such a defect in
graphene modifies its band structure. The disorder in graphene transforms an
ideal two-dimensional layer into a network of quasi-one-dimensional channels
preferable for bisolitons. 1n high magnetic fields (> 20 T), the in-plane resis-
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Armchair edge

Zigzag edge

Figure 10.5. Two basic types of graphite edges [67].

tance of graphite exhibits an anomal ous behavior attributed to the formation of
charge-density-wave (CDW) [66]. This means that, in a high magnetic field,
mobile bisolitons condense into the localized CDW states.

Interestingly, the magnetization of HOPG sampl es shows ferromagnetic hys-
teresis loops up to 800 K [66-68]. The details of this hysteresis depend on
the sample, sample heat treatment and the direction of the applied field. The
ferromagnetic signal in graphite is weak; however, as shown experimentally,
ferromagnetic impurities cannot be responsible for this ferromagnetic order-
ing [68]. Most experimental results suggest that this ferromagnetism is intrin-
sic. Itsorigin is attributed partly to topological defects and in part to strong
electron correlations in graphite [66—68]. In practice, the graphene sheets are
always finite. Their electronic properties are drastically different from those
of bulk graphite. It is experimentally established that the electronic properties
of nanometer-scale graphite are strongly affected by the structure of its edges
[66-69]. The graphene edges induce electronic states near the Fermi level.
Any graphene edge can be presented by alinear combination of the two basic
edges. zigzag and armchair, shown in Fig. 10.5. The free energy of an arm-
chair edgeislower than that of azigzag edge[69]. Itisassumed that the zigzag
edges are partly responsible for the ferromagnetic ordering [67]. Findly, itis
worth noting that the magnitude of aferromagnetic moment in graphiteis age-
dependent. The storage of graphite samples at ambient conditions results in
a drastic decrease of the magnetization. As an example, a one-year storage
brings the samples to a diamagnetic state without noticeable changes in their
composition and lattice parameters [67].

Are graphite-based compounds able to superconduct above room tempera-
ture? Undoubtedly, yes. From experimental data, the bisolitons seemto existin
graphite above T' ~ 600 K. The appearance of bisolitons at high temperatures
in graphene depends on the graphene structure: graphene sheets must be topo-
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logically disordered. This can be achieved in afew ways. As discussed above,
the hexagons in graphene can be replaced by pentagons and heptagons. Some
carbon atoms in graphene can be substituted by B, N or Al [67]. In the frame-
work of our project, B and Al are probably better than N because each N adds
an additional electron to graphene, while room-temperature superconductivity
requires holes. Instead of graphene sheets, one can for instance use nanos-
tripes of graphene [70]. Alternatively, one may use the molecules of hexaben-
zocoronene shown in Fig. 1.3c or other large molecules of conjugated hydro-
carbons. To stabilize structurally graphene nanostripes, hexabenzocoronene
or other large molecules of conjugated hydrocarbons, one can prepare a sin-
gle crystal consisting of two aternating layers. graphene and a layer of one
of these large molecules or graphene nanostripes. Then, these single crystals
must be doped by magnetic atoms/molecul es responsible for long-range phase
coherence.

In principle, it should be not aproblem for bisolitonsto occur in graphite and
graphene-based compounds above room temperature. The main problem for
the occurrence of bulk superconductivity in graphite and other organic com-
pounds above room temperature is the question of the onset of long-range
phase coherence. One can dope graphite by atoms/molecules spins of which
are ordered antiferromagnetically after the diffusion. Alternatively, one may
try to enhance intrinsic weak ferromagnetism of graphite/graphene.

Since the bonds between adjacent layers in graphite are weak, an artificial
“sandwich” doping can be used for graphite. By using the electrochemical
method to dope organic compounds [63], one cannot control the positions of
dopant species in the crystal structure after the diffusion. Furthermore, the
doping occurs only in a thin surface layer. For graphite however, one can
consciously control the positions of intercalant species. Theideaisasfollows.
By using a scanning tunneling microscope (STM), one can manipulate single
atoms/molecules putting them into the proper positions on a clean graphite
surface [71]. After such a delicate doping, one can cover the dopant species
by one or two graphene sheets. The STM doping is then repeated again and so
on. In the future, this procedure can in principle be computerized.

Fullerenes. Closed-cage molecules consisting of only carbon atoms are
called fullerenes. A molecule of the fullerene Cg is schematically shown in
Fig. 3.17. There are other fullerenes such as Cyg, Css, Crg, C72, Cigo €tC.
The alkali-doped fullerenes (fullerides) able to superconduct were discussed
in Chapter 3. The unit cell of superconducting fullerides M3Cg is depicted
in Fig. 3.18, where M is an dkali atom. The superconducting fullerides
are electron-doped. To exhibit room-temperature superconductivity, the sin-
gle crystals of Cgg must be doped by holes. Thus, one should find suitable
dopant species for this purpose.
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Theoretical calculations show that fullerenes having a diameter smaller than
that of Cgp, such as Cag [72] and Cy [ 73], are able to exhibit a higher value of
T, relative to that of Cgy. Hence, in addition to buckyballs Cgg, the fullerenes
Cos and Cyy are also promising candidates with which to form a room-
temperature superconductor.

One can use fullerenes not only in pure but also in polymerized form. As
an example, Figure 10.6 shows various one- and two-dimensional polymeric
solids formed from Cgy. Similarly to graphite, polymerized rhombohedral Cgg
displays weak ferromagnetism above room temperature [67—-69].

In addition to experiments on single crystals of pure or polymerized fulle-
renes, the fullerenes can also be used in a combination with graphite or/and
nanotubes. One can intercalate the graphene sheets in graphite by fullerenes,
as sketched in Fig. 10.7. Such an intercalation can for example be achieved by
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Figure 10.6. Various one- and two-dimensional polymeric solids formed from Cgo [74]. The
Cso balls are shown schematically.
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Figure 10.7. Intercalation of graphene sheets by Cso molecules.

using the STM doping discussed above. In this case, the intercalation of these
graphene—fullerene compounds by “magnetic” species can simultaneously be
done by STM.

Unlike graphene and other long organic polymers, the fullerenes have an
advantage to be packed into any form. Using insulating or semiconducting
nanotubes, one can form a one-dimensional “wire” from fullerenes by pack-
ing them into the interior of one of these nanotubes, as schematically depicted
in Fig. 10.8a Inorganic single-walled nanotubes which are either insulat-
ing or semiconducting have recently been reported in the literature, such as
MoS, [75], TiOy [76] and BN [77]. Theoreticaly, BoO and BeB, nanotubes
may exist as well [78]. In practice, the boron nitride nanotubes have already
been filled successfully by Cgy molecules, forming quasi-one-dimensional in-
sulating wires [77]. The utilization of BN nanotubes having various diame-
ters results in different stacking configurations of Cgo molecules [77]. In the
framework of our project, one should fill the nanotubes not only with fullerene
molecules but also with “magnetic” species, sticking to a certain order in the
filling. Thisfilling order should be a subject for a separate investigation. De-
pending on the diameter of a nanotube, one may use nanoscale pistons for ap-
plying a pressure, as sketched in Fig. 10.8b. By varying the pressure, one can
change the filling factor and, therefore, the T.. value. These nanoscal e pistons
in Fig. 10.8b can aso be used as electrical contacts. Since carbon nanotubes
which will be discussed next can aso be insulating or semiconducting, one
may use them instead of inorganic nanotubes.

Carbon nanotubes. In addition to spherical fullerenes, tubular carbon-
based structures are also called fullerenes. Here we shall call them carbon nan-
otubes or just nanotubes for short. Carbon nanotubes can be multi- and single-
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Figure 10.8. (&) Cso molecules inside an insulating nanotube [77], intercalated by magnetic

atoms/molecules. (b) Applying a pressure to Csp molecules shown in plot (a). The nanoscale
pistons can be used as electrical contacts.

walled. For simplicity, we shall discuss the single-walled nanotubes. They
show metallic, insulating and semiconducting properties depending on the he-
licity with which agraphene sheet iswrapped to form the tubule. The armchair
nanotubes are usually metallic, while the zigzag ones are semiconducting. Fig-
ure 3.20 shows a piece of armchair nanotube. Similarly to graphite, the carbon
nanotubes may also exhibit weak ferromagnetism [67—69]. Two nanotubes can
be joined by e ectron beam welding, forming a molecular junction [79].

Dueto their remarkabl e el ectronic and mechanical properties, agreat future,
in the context of practical application, awaits the carbon nanotubes. The nan-
otubes are also a promising candidate with which to form a room-temperature
superconductor. As discussed in Chapter 3, the single-walled carbon nan-
otubes with a diameter of 4.2 + 0.2 A exhibit bulk superconductivity below
T. ~ 15K [36]. The nanotubes with a smaller diameter may display a higher
T.. The onset of local superconductivity was observed in single-walled carbon
nanotubes containing a small amount of the magnetic impurities Ni and Co at
645 K [38]. By embedding these nanotubes into a dynamic magnetic medium,
one can witness bulk superconductivity above 450 K.



288 ROOM-TEMPERATURE SUPERCONDUCTIVITY

Since the electronic properties of the nanotubes depend on the wrapping
angle of a graphene sheet, one can invent a technique of twisting a nanotube
alongitsmain axe. In such away, one can vary the pairing temperature 7;, and,
asaresult, T,.. Thissuggestion is obviously for the distant future.

The carbon nanotubes can in principle be used in a combination with gra-
phene sheets. They will structurally support the nanotubes, as sketched in Fig.
10.9. The “magnetic’ species can for example be situated between the nan-
otubes. Alternatively, instead of graphene sheets, one can use layers of mag-
netic materials ordered antiferromagnetically. The nanotubes in the adjacent
layers can for instance be oriented perpendicular to each other. Thiswill make
the superconductor two-dimensional.

Figure 10.9. Intercalation of graphene sheets by carbon nanotubes. In the adjacent layers, the
main axes of nanotubes may be mutually orthogonal.

Singlewalled carbon nanotubes filled with Cgy molecules are caled
peapods. In peapods, the inner diameter of nanotubes is dightly larger than
the outer diameter of Cgy molecules. In order to discuss the following idea,
it is worth to recall that, in a solid, only dynamic spin fluctuations are able to
mediate the long-range phase coherence. In the cuprates, for example, charge
fluctuations in the CuO, planes induce these dynamic spin fluctuations. By
analogy with the cuprates, Cg or other fullerene molecules moving inside a
nanotube, as shown in Fig. 10.10a, can induce dynamic spin fluctuationsin the
magnetic surroundings. The more practical cases are depicted in Figs. 10.10b
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Figure 10.10. Moving Cso molecules inside nanotubes: (a) a straight nanotube; (b) two par-
alel nanotubes closed at each end by rounded pieces of nanotubes, and (c) a round nanotube.
The purpose of such adynamicsis explained in the text.

and 10.10c: the fullerene molecules remain always inside the same nanotube.
However, in order to redlize this idea, one must invent a technique alowing
to initiate the fullerene-molecule movement relative to a nanotube. Instead of
carbon nanotubes, one can in principle use the inorganic hanotubes discussed
above. Idedlly, these inorganic nanotubes can be magnetic themselves; then,
there is no need for an additional doping procedure.

412 Livingtissues

It is worth to recall that the main idea of the whole book is that, in order
to synthesize a room-temperature superconductor, we may use some of Na-
ture's experience accumulated during billions of years, even if, this experience
in principle has nothing to do with superconductivity (see the discussions in
Chapters 1 and 8). After al, Nature is smarter than humans.

In principle, one can use living tissues to form a room-temperature su-
perconductor. All the descriptions presented in the previous subsection can
equally be applied to living tissues which are usually one- or two-dimensional.
One should use living tissues containing bisolitons. The main question iswhat
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living tissues contain the electron pairs. From Chapter 1, we know that (i) in
redox reactions, electrons are transferred from one molecul e to another in pairs
with opposite spins, and (ii) electron transport in the synthesis process of ATP
(adenosine triphosphate) molecules in conjugate membranes of mitochondria
and chloroplastsis realized by pairs.

Mitochondria and chloroplasts are integral parts of amost every living cell.
In principle, one can easily use their membranes to form a room-temperature
superconductor as described in the previous subsection. The redox reactions
occur practically in every cell. One should find out what parts of the cells
are responsible for the redox reactions, and then use these tissues to form a
room-temperature superconductor.

In addition to these tissues, DNA (deoxyribonucleic acid) is also a good
choice: proximity-induced superconductivity was aready observed in DNA
below 1 K [37]. It is aso assumed that DNA will exhibit genuine supercon-
ductivity if one can find a technique to dope it. The double helix of DNA
has a diameter of 20 A, and it can be a few microns long. So, DNA istruly
a one-dimensiona system. Charge transport through DNA is crucia for its
biological functions such as the repair mechanism after radiation and biosyn-
thesis. So far, the findings concerning conductivity of DNA are controversial
[80]. Some measurements indicate that DNA behaves as a well conducting
one-dimensional molecular wire. In contrast, other measurements show that
DNA isinsulating. The available data are more or less consistent with a sug-
gestion that DNA is awide-bandgap semiconductor [80]. This proposal isaso
in good agreement with the idea that electron transport in DNA occurs due to
electrosolitons and/or bisolitons, accompanied by molecular distortion (local
deformation of the lattice).

One of the main advantages of DNA is that it can easily be attached to
electrical contacts, asshown in Fig. 10.11. A large single molecule of double-
stranded DNA can be manipulated by attaching short, single-stranded DNA
molecules to each of its ends. Then, chemical labels on the ends of these

Receptor DNA Mie?eptor Gtc))legden
Y %@@@@@M ¢
N2 g
Chemical Single-stranded

label synthetic DNA

Figure 10.11. A single molecule of double-stranded DNA with single-stranded DNA
molecules attached to each of its ends [81]. Chemical labels on the ends of single-stranded
molecules are used to attach the DNA to an electrical lead or to a bead which can then be used
as an electrical contact. This configuration isin fact used for manipulation of DNA molecules
[81], but can stand duty as an electrical circuit.
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single-stranded molecules are used to attach the DNA molecule to electrical
leads or microscopic golden beads, as depicted in Fig. 10.11.

It is worth noting that, in living cells, DNA molecules are in a solution,
and they actively interact with the solution. Therefore, one should consider
to experiment with DNA not only in adry environment but also in the proper
solution.

The experiments should not be restricted by the living tissues discussed
above, one can use other tissues as well. The main requirement for them is
that they must contain bisolitons.

413 Oxides

Oxides, as a class of materials, deserve to be considered as materials able
potentially to superconduct at room temperature because:

= at present, oxides are the largest group of superconductors having the high-
est growth rate;

= at present, oxides exhibit the highest value of 7. (cuprates);

= atleast, one oxide (Ag, PbsCOy) exhibits some signs of local superconduc-
tivity above room temperature [64], and

= OXxygen, as achemical element, is a unique acceptor of electrons and plays
acrucia rolein the living matter.

All the living matter cannot function without oxygen: the redox reactions
are essential part of biochemical processes occurring in living organisms, in
some of which electrons are transferred from one molecule to another in pairs
with opposite spins (see the previous subsection). Oxygen is also a constituent
element of DNA.

Contrary to the widely-used expression “the living matter is organic” (in-
cluding humans), oxygen, in fact, represents the heaviest part of a human body
(61 %), while C and N contribute only 23 % and 2.6 % to the total weight of
the body, respectively [82]. Of course, it is mainly water that makes us heavy
(materias containing water will be discussed below).

As was considered in Chapter 8, in a thin surface layer of the complex
oxide Ag,PbsCOqg (0.7 < = < 1) at 240-340 K, there is a transition remi-
niscent of a superconducting transition [64]. Taking together, all these facts
indicate that oxides should seriously be considered as potential candidates for
a room-temperature superconductor. For example, the layers of CoO, doped
by holes will undoubtedly superconduct (see the respective subsection below).
The question iswhat T, value will they exhibit? Other layered oxides with the
spin S = % ground state should also be on thelist of potential candidates. Asa
pre-selection procedure, one must use the common requirements for materials
discussed above.
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In addition to layered and quasi-one-dimensional oxides, one may try to
synthesize zero-dimensional oxides similar to fullerenes. An attempt to syn-
thesize inorganic fullerene-like molecules has been successful [83]. Thus, one
may in principle synthesize various fullerene-like oxides. After the doping,
some of them may superconduct.

4.2 Materialsfor phase coherence

A superconductor of the third group must be magnetic or, at least, have
strong magnetic correlations. While oxides can be magnetic naturally, like
the cuprates for example, organic and living-tissue-based compounds must be
doped by magnetic species which will be responsible for long-range phase
coherence.

Unfortunately, during evolution, Nature did not need to develop such mag-
netic materials. Hence, we should only rely on accumulated scientific experi-
ence and work by trial and error. The general requirements for the magnetic
properties of room-temperature superconductors were discussed above and in
Chapter 9. In addition, afew hints can be suggested.

By doping organic materials or living tissues, one should take into account
that, after the diffusion, the dopant species must not be situated too close to
the organic molecules/tissues. Otherwise, they will have a strong influence
on bisoliton wavefunctions and may even break up the bisolitons. On the
other hand, the dopant species cannot be situated too far from the organic
molecul es/'tissues because bisolitons must be coupled to spin fluctuations.

Since in superconductors of the third group, spin fluctuations must be cou-
pled to quasiparticles, the dopant atoms/molecules (at least, the majority of
them) should donate/accept electrons to/from molecules (or complex struc-
tures) responsible for electron pairing. In the framework of our project, they
must accept el ectrons, creating holesin amaterial responsible for electron pair-
ing. In al known cases, the dopant species donate/accept either 1 or 3 elec-
trons. For achieving a high T, the dopant species should accept 2 electrons.
In this case, the electron pairs can wander around much more easily. In redlity,
however, this is impractical because, after accepting/donating two electrons,
the dopant species will remain non-magnetic.

As was estimated in Chapter 9, in a room-temperature superconductor of
the third group, the value of magnetic (super)exchange energy between the ad-
jacent spins, J, should be of the order of 150200 meV. Thisvalueislarge but
realistic. In my opinion, the most difficult task to be resolved is to create dy-
namic spin fluctuationswith wy ; ~ 10'2-10'3 Hz. In the cuprates for example,
a structural phase transition precedes the transition into the superconducting
state. This structural transition alows the charge stripes to fluctuate quicker,
provoking atransition into the superconducting state. Therefore, synthesizing
aroom-temperature superconductor, one must pay attention toits structure: the
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“distance” between failure and success can be as small as0.01 A in the lattice
constant.

In addition to “magnetic” species which will accept electrons, one may try
to dope a materia for electron pairing also by a small amount of molecular
magnets to vary the strength of magnetic correlations. Molecular magnets are
the nanoscale clusters containing a transitional metal, and they are promising
components for the design of new magnetic materias [84].

As discussed in Chapter 9, in the framework of our project, one should
start with antiferromagnetic compounds. Nevertheless, ferromagnetic materi-
als should not be excluded from the project. At present, one can find severa
publications/preprints reporting room-temperature ferromagnetism in various
compounds [85-91].

Finally, what materials to use. We are interested in materials which accept
electrons after being intercalated. For example, all the compoundslistedin Ta-
ble 3.7 donate electrons. They are used to intercalate fullerenes. From Chapter
3, the materials able to accept el ectrons from organic molecules are the follow-
ing atoms and molecules: Cs, I, Br (atoms) and PFg, ClO,4, FeCl,, Cu(NCS),,
Cu[N(CN)2|Br and Cu[N(CN),]CI (molecules). So, one should most likely
start with these materials.

421 Artificially-induced spin excitations

From the classical standpoint, magnetic field is detrimental to superconduc-
tivity. Experimentally, however, thisis not aways the case: magnetic field can
not only destroy superconductivity but also induceit. As discussed in Chapter
2, the superconducting phase in the quasi-two-dimensional organic conductor
A-(BETS),FeCly isinduced by magnetic field [26, 27]. The superconducting
phase as a function of magnetic field has a bell-like shape, occurring between
18 and 41 Teslawith amaximum 7, ~ 4.2 K in the middle [27]. The field is
applied parallel to the conducting layers. This experimental fact demonstrates
that what should be detrimental to superconductivity can in fact induceit. The
idea which we are going to discuss now is based on this fact.

Let us consider an idea of inducing the superconducting phase by ac electro-
magnetic field, applicable to magnetic compounds containing bisolitons. As-
sume that we have a thin film of an organic compound containing bisolitons,
which is doped by magnetic species. Thethickness of thisthin filmisof the or-
der of, or less than, atypica penetration depth in superconductors of the third
group, thus, ~ 10002000 A. We know that in order to become supercon-
ducting, this complex compound should have dynamic spin fluctuations with a
frequency of wss ~ 10'2-10'3 Hz = 1-10 THz. If such spin fluctuations are
absent, one may in principle induce them artificialy. Let us place the thin film
in a weak ac electromagnetic field with w ~ 1-10 THz. The quasiparticles
in the film will follow the field, inducing spin excitations with a similar fre-
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quency. If the bisolitons in the thin film are not broken by the electromagnetic
field, they will be coupled to spin fluctuations which, in turn, may mediate
the long-range phase coherence for bisolitons. In this case, the thin film will
become superconducting, at least, partially.

In the above example, when the thin film will become superconducting, the
acfield will in part be expelled from the film but not fully because the thickness
of thefilmis of the order of the penetration depth. In such asituation, one may
expect the presence of nonlinear oscillations of the order parameter and other
self-interaction effects. Depending on an application, these effects may not be
important. In this case, one will have a room-temperature superconductor for
use in certain devices.

Let us estimate the upper limit for the frequency of ac field. The energy
hw must be smaller than the coherence gap A.(0). It is worth to recall that
Ac(0) < A,(0), always. For A.(0) ~ 60 meV, the condition hw < A.(0)
yieldsw < 14 THz.

One may wonder why the frequency of spin excitations able to mediate su-
perconductivity should be w,f ~ 10'2-10'3 Hz. In the absence of any com-
plete theory of unconventional superconductivity, there is no definite answer to
this question. However, if we assume that the Cooper pairs in unconventional
superconductors, i.e. bisolitons, are formed in real space, then, it is possible to
give aquantitative answer. Independently of the issue of real-momentum space
pairing, spin excitations which mediate the phase coherence must be coupled
to bisolitons. Let us denote the average lifetime of bisolitons by 7. If the fre-
quency of spin excitationsis 1/ (2rw,¢) > 7, the spin excitations will not no-
tice the presence of agiven bisoliton. Thus, w,y mustbe 1/ (27rw,y) ~ 7. Since
in organic polymers, 7 ~ 10~ '3 s[63], then we obtain that w, s ~ 1/(277) ~
2 x 10'2 Hz.

4.3 Materialscontaining water

During the writing of this book a new unconventional superconductor was
discovered: the layered cobalt oxyhydrate Na,CoO, - yH2O (% <z < %
and y = 1.3-1.4) exhibits superconductivity [92]. The structure of the parent
compound Na,CoO, consists of alternating layers of CoO, and Na. In the
hydrated Na, CoO,, the water molecules form additional layers, intercalating
al CoO, and Na layers. After the hydration of Na,.CoO,, the c-axis lattice
parameter increases from 11.16 A to 19.5 A [93]. Thus, the elementary cell
of Na,CoO, - yH,O consists of three layers of CoO,, two layer of Na™ ions
and four layers of H,O. The Nat ions are found to occupy a different con-
figuration from the parent compound. The displacement of the Na' ions is
required in order to accommodate the water molecules which form the struc-
ture that replicates the structure of ice. The oxygen positions are fixed, while
the positions of hydrogens are randomized asthey areinice. The Naand H,O
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sites are only partialy occupied, while the CoO, layers in these structures are
robust and consist of edge-sharing tilted octahedra. Each octahedron is made
up of a Co ion surrounded by six O atoms at the vertices. Within each CoO,
layer, the Co ions occupy the sites of a triangular lattice. The 1 - = fraction
of Coionsisinthelow spin S = % Co*t state, while the z fraction isin the
S = 0 Co*t state. In the triangular lattice, the spins of Co** ions are ordered
antiferromagneticaly.

Superconductivity in Na,CoOs - yH,O occurs in the CoOs, layers. The su-
perconducting phase as afunction of = has a bell-like shape, situated between
0.25and 0.33 withamaximum T, ~ 4.5K near x = 0.3[94]. Na,Co0O;-yH,O
is a strongly anisotropic type-11 superconductor with k& ~ 10% [93] and, even,
10% [95] at low temperatures. In Na, CoO, - yH20, H.o ~ 4-5 T which yields
a coherence length of 100 A [95]. There is a strong inverse correlation be-
tween the CoOs, layer thickness and T the critical temperature increases as
the thickness decreases [93]. The substitution of deuterium for hydrogen in
water molecules has no apparent effect on T, [96].

With relevance to the phonon density of states, several featuresin the acous-
tic (040 meV) and optical (50-100 meV) phonon branches have been ob-
served by neutron scattering in Na,CoOs [93]. Similar features are also found
inthe acoustic channel of hydrated Na,, CoOs, indicating that the phonons asso-
ciated with the CoO, and Nalayers are similar in the two materials. However,
in the optical phonon branch of superconducting Na,CoO, - yH-O, the neu-
tron scattering in the energy range 50-120 meV is much stronger than that in
the parent compound. This additional scattering is assumed to be caused by
hydrogen [93].

All experimental facts indicate that the presence of water is crucia to su-
perconductivity [91-97]. There is a marked resemblance in superconducting
properties between Na,.CoO, - yH,O and the cuprates [94].

We are now in a position to discuss the significance of the discovery of
superconductivity in Na, CoOs - yH»O. In spite of the fact that the critical tem-
peraturein Na,CoO, - yH,O isbelow 5 K, this discovery is probably the most
important since 1986 when superconductivity in cuprateswasfound [5]. Let us
consider why. The presence of superconductivity in the CoO, layers indicates
that, under suitable conditions, all oxide layers with the spin S = % ground
state are most likely able to superconduct when they are dightly doped by
charge carriers. This ahility isnot only the privilege of the CuO, layers (RuO,
layers also superconduct). Secondly, after the discovery of superconductivity
in Na,CoO, - yH>0O, the cuprates are not the only Mott insulators able to su-
perconduct (see p. 94): sodium cobalt oxide Na,CoO, isaso aMott insulator.
Thirdly, Na,CoO, - yH>O isthe first superconductor containing water (ice) the
presence of which is crucial for the occurrence of superconductivity. This fact
runs counter to common sense. A similar feeling among scientists was after
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the discovery of superconductivity in cupratesin 1986. From the experimental
data, it is clear that the presence of ice in Na,CoO, - yH2O is important for
superconductivity, at least, for two reasons. The H,O layers enlarge the c-axis
|attice parameter and, apparently, the formation of hydrogen bonds between H
and O situated in the CoO- layers [97] plays an significant role in the occur-
rence of superconductivity in Na,CoO, - yH-O. It isimportant to note that, in
DNA, it is exactly the hydrogen bonds that hold complementary base pairs to-
gether [81]. In other words, life on Earth is based on hydrogen bonds. It is not
by accident that we continue to find parallels between superconductivity and
the living matter. It is most likely that, in Na,CoO, - yH»O, the randomized
hydrogen bonds make the CoO, layers structurally unstable, resulting in the
occurrence of superconductivity. In addition to the two aforementioned rea-
sons, the water in Na,CoO, may also screen Co atoms from strong Coulomb
force of the Na atoms, assisting the occurrence of superconductivity in the
Co0s layers.

The main point of this subsection is that, in the framework of our project,
one should try to experiment with water using it as an intercalant. In addition,
aswas already discussed earlier, one must attempt to dope the CoOs, layers by
holes.

5.  Thesecond approach

In this section, we consider the second approach to the problem of room-
temperature superconductivity. To recall, this approach consists in improving
the performance of known superconducting materials. This approach is not
new and was numerously used in the past. Human imagination has no limits,
and one should use it in the framework of this approach.

Before attempting to improve the critical temperature of a superconductor,
one must first consciously choose this superconductor. Let us briefly discuss
my ideas concerning what system to choose and how to improve its perfor-
mance. These ideas should not be considered as an action plan; they just rep-
resent my personal thoughts and can be ignored by the reader. In this case, one
can continue the reading with the following section.

At present, the cuprates exhibit the highest value of 7. Hence, itislogical to
experiment with the cuprates attempting to improve their critical temperature.
In Fig. 6.51, one can see that, in underdoped cuprates, the pairing temperature
exceeds the room temperature. Therefore, the cuprates may in principle exhibit
superconductivity at room temperature.

Superconductivity in the cuprates occursin the CuO, layers. Inacrysta, the
layers that intercalate the CuO, layers basically perform two functions. they
structurally support the CuO, layersand play arole of charge reservoirs. From
Chapter 6, we know that, in a superconductor of the third group, the more
the lattice is unstable, the higher the critical temperature is. Therefore, one
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should find suitable intercalant layers which make the CuOs layers structurally
unstable in a greater degree than those in Hg1223 having the highest critical
temperature of 135 K (at ambient pressure). As an example, by applying a
pressure P to asingle crystal of Eu-doped LSCO, it was shown that the deriva-
tive % strongly depends on the direction of applied pressure, taking negative
as well as positive values [98]. In the cuprates and other superconductors, the
lattice holds the key to a higher T,.. As was discussed in the previous section,
one may also try to intercalate the CuO, layers by organic molecules/layers.

The second suggestion represents an idea which was also discussed in the
previous section, namely, to inducein acuprate spin excitations able to mediate
the phase coherence above its “norma” T..

6. Thethird approach

In the framework of the first approach to the problem of room-temperature
superconductivity, materials containing bisolitons must be doped by “mag-
netic” species which are responsible for the onset of long-range phase coher-
ence. Tofind aright combination of two materials and arrange them properly in
acrystal structure is not easy and needs alot of time. In principle, the presence
of magnetic materialsis not necessary for the occurrence of superconductivity
if one can organize the direct overlap of bisoliton wavefunctions leading to the
onset of long-range phase coherence. To solvethistask isalso not easy because
the density of bisolitons cannot be large and their sizeis small. Therefore, one
should be ingenious in tackling this problem. As was mentioned above, this
approach can be called the bisoliton overlap approach.

Before discussing a concrete suggestion, it is first necessary to introduce a
few notions. Figure 10.12a shows schematically a chain polymer, for example
polyparaphenylene depicted in Fig. 10.4a, and two bisolitons on the polymer.
L et us denote the size of abisoliton by d (see also Fig. 6.20), and the minimum
permissible distance between two bisolitons on the same chain by L,,,;,,. De-
note also the distance between two parallel polymer chains by ¢, as shown in
Fig. 10.12b. Two bisolitons on the neighboring chains can overlap [63]. This
can occur if the distance between the adjacent chainsis not large, i.e. ¢ ~ d.
In generd, d isafew lattice constants, and L,,,;,, is of the order of severa d.

Figure 10.12c shows afew parallel polymer chains and the bisolitons mov-
ing with a velocity v along these chains. The number of the chainsisn >
Lnin/d. Assume that the distance between the adjacent chainsis of the order
of d and, in one train, the bisolitons on the neighboring chains travel with a
small delay intime At ~ d/v relative to one another. In this case, the bisoli-
tons A and B shown in Fig. 10.12c will have the same phase due to the direct
overlap of bisoliton wavefunctions. However, this series of bisolitons will not
be in phase with the following one. In order to establish the phase coherence
between the two trains of bisolitons, the wavefunctions of the bisolitons B and
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Figure 10.12. Bisolitons on polymer chains shown schematically by thick straight lines. (a) d
isthe size of abisoliton (see Fig. 6.20), and L., iSthe minimum permissible distance between
two bisolitons on the same chain. (b) ¢ is the distance between two parallel polymer chains. (c)
Bisoliton trains on parallel polymer chains, moving with avelocity v. The number of chainsis
n > Lpmin/d,and L > L,y isthe distance between bisolitons on the same chain. In onetrain,
bisolitons on the adjacent chains travel with adelay in time At ~ d/v relative to one another.
(d) The polymer chains from plot (c) wrapped to form a tube (for more details, see text).

CinFig. 10.12c must overlap. This can be achieved by wrapping these chains
to form a tube (a sort of a nanotube) shown schematically in Fig. 10.12d. The
radius of this nanotube is ~ dn/2x. In this case, al the bisolitons, from the
first to the last one, will bein phase. However, the system as whole will not be
superconducting because the ends of all the chains are not connected together
(otherwise, it isimpossible to arrange the trains of bisolitons).

We are now in a position to discuss a suggestion which can be reaized
in practice and can be successful. Instead of using severa polymer chains,
one should take one chain and twist it in shape of a helix, as shown in Fig.
10.13a. The helix step must be h ~ d and its radius should equal, or be

larger than, R, =~ %,/Lfm.n — h2. By sending a bisoliton series along this
spiral polymer with a repetition time of /(27 R)? 4+ h?/v, one will observe

a bisoliton condensate traveling along the polymer. This can be achieved not
only at 350 K but even at 500 K. Instead of a chain polymer, one may use a
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Figure 10.13. Bisoliton trains on a helix polymer having a step of the order of the bisoliton
size d: (&) onetrain representing a bisoliton condensate moving along the polymer, and (b) two
trains traveling on the opposite sides of the helix. These two bisolitons trains are not in phase
(for more details, see text). The bisoliton velocity v is relative to the polymer.

carbon nanotube. Alternatively, a nanostripe of graphene [70] having a width
of afew carbon bonds can aso be used.

To redlize this ideain practice, one will however face, at least, three prob-
lems. First, technologically, it is not easy to twist a polymer in a helix with
a fixed radius and a fixed step. Second, one should invent a device produc-
ing trains of bisolitons with a frequency of v/\/(27R) + h?. Finaly, certain
molecules upon receiving a charge isomerize, i.e. change their shape upon
receiving a charge [80]. This change is small [80] but in along polymer con-
taining a large number of bisolitons the total change can be noticeable. This
can be areal problem for some polymers.

In the case shown in Fig. 10.13a, the polymer may slightly bend following
the rotation of bisolitons. To avoid this unwanted bend of the helix, one may
usetwo trains of bisolitons, asshownin Fig. 10.13b. Inthiscase, thetwo trains
of bisolitons are not in phase with one another but, being on the opposite sides
of the helix, their actions on the helix structure are mutually compensated. In
the general case when N bisolitons travel within a single helix step, the helix
should have the following dimensions i ~ d and R > % (N Lpnin)? — h2.

The repetition time in the general case equals /(27 R)% + h2/(vN).
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In Fig. 10.13, one can notice that the structure of the polymer is similar
to that of DNA. It is amazing that we continue to find additional parallels be-
tween superconductivity and the living matter. In fact, one may even adopt
the DNA structure for avoiding a bend of the helix discussed above. To real-
ize this, two spirals twisted in the opposite directions should be put together,
resulting in a structure similar to that of DNA. The ends of these two spirals
must be connected. If in a single helix, a bisoliton train circles in one direc-
tion, in the double helix, two bisoliton trains circle in the opposite directions
symmetrically along the main axis of the polymer.

What about DNA itself: can it exhibit superconductivity when it is charged
by a bisoliton train? The double helix of DNA has a radius of 10 A, and its
step is 34 A. Such a structure is suitable for bisolitons having the following
characteristics d ~ 34 A and L, ~ /(27R)2 +d? ~ 71 A. In practice,
theratio L,,;,/d should be at least 5. Thisis however not the case for DNA.
Thus, the structure of DNA is not suitable to support a bisoliton condensate:
its radius is too small. However, this does not mean that DNA cannot support
a few independent bisolitons. Therefore, DNA can be used as material for
electron pairing in the framework of the first approach discussed above.

It is worth noting that the structure of the inorganic polymer (SN),. has the
form of a helix. As discussed in Chapter 3, (SN),. becomes superconducting
below T,. = 0.3 K when doped with bromine. Its unit cell contains two parallel
spiras of (SN), twisted in the opposite directions [99]. The onset of long-
phase coherence in (SN),. occurs due to, however, not the overlap of bisoliton
wavefunctions but spin fluctuations of unpaired electronson Br; and Bry clus-
ters situated between the (SN),, spirals.

At the end of this section, let us discuss the issue of practical application
for such atype of superconductors. It is obvious that such room-temperature
superconductors will have alimited number of applications. For example, they
cannot be used for large-scale applications. On the other hand, they may be
perfect for usein microchipsfor example. Then, the next question which needs
a solution is the matter of good-quality electrical contacts. This subject isthe
topic of the following section.

7. Electrical contacts

Without doubt, a room-temperature superconductor will be available in the
near future. Most likely, it will be a superconductor containing organics. One
of the main problems for use of organic materias is the issue of electrical
contacts. Organic materials cannot be soldered onto metal leads in the conven-
tional sense of this expression because metals do not wet organics. Therefore,
the quality of electrical contactsfor aroom-temperature superconductor will be
the next problem needed a solution. In an ideal contact, none of the electrons
entering or leaving a piece of material under the test will be scattered back by
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Figure 10.14. Laser-based technique used to solder DNA molecules [37] and carbon nan-
otubes [100] onto metal leads. (a) A target covered with DNA molecules or nanotubesis placed
above metal leads. A short pulse (~ 10 ns) of afocused laser beam isthen fired at the target, and
the target is evaporated. The detached molecules fall down. One molecule may be connected
to the leads due to locally molten metal on each side of the slit as shown in plot (b). For more
details, see text.

the contact. In early experiments with carbon nanotubes, the quality of mi-
crofabricated contacts was bad. In these experiments, the transport therefore
appeared to be diffusive rather than ballistic. Of course, in a contact between a
superconductor and anormal metal, independently of the quality of the contact
therewill always be el ectrons scattered back because of the Andreev reflection.

As discussed above, a DNA molecule can be connected onto metal pads or
beads “chemically.” Alternatively, DNA as well as carbon nanotubes can be
soldered onto the leads by using alaser-based technique mentioned in Chapter
3. Let usconsider briefly this nano-soldering technique [37, 100]. A target cov-
ered with DNA molecules or nanotubes is placed above metal leads (a golden
membrane with adlit of ~ 300 nm), as shown in Fig. 10.14a. A short pulse (~
10 ns) of afocused laser beam (power ~ 10 kW) isfired at the target to detach
the molecules from the target. It is anticipated that, at least, one molecule will
fall and connect the edges of the dlit below. Since the metal leads on each side
of the dlit are locally molten, the molecule gets soldered into the leads, and is
suspended, as shown in Fig. 10.14b. Approximately, one out of ten attemptsis
successful. The attempts to solder a nanotube or a DNA molecule lying imme-
diately on the leads were not successful. Thus, the originality of thistechnique
liesin the suspended character of organic giant molecules [100].

Of course, for industrial production of microchips based on aroom-tempera-
ture superconductor, this technique must be improved.
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