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Series Editors’ Preface

As the best teachers among us can surely attest, teaching at the
college and university level is no easy task. Even psychology, as
inherently interesting as it may be, is a difficult subject to teach well.
Indeed, being an effective teacher of any discipline requires a stead-
fast commitment to self-improvement as a scholar, thinker, and
communicator over the long haul. No one becomes a master teacher
overnight.

Compared to other disciplines, though, psychology has been way
ahead of the curve when it comes to taking its teaching seriously.
The Society for the Teaching of Psychology (www.teachpsych.org/)
was founded in 1946 and continues to be a powerful force in sup-
porting the teaching of psychology in high schools, community col-
leges, and four-year schools. The annual National Institute on the
Teaching of Psychology, or as it more informally known, NITOP
(www.nitop.org), has been featuring an impressive venue of ped-
agogical presentations for the past 30 years. In addition, several
annual regional teaching of psychology conferences offer a variety of
talks, workshops, and poster sessions on improving one’s teaching.

Psychologists have also led the way in writing books on effective
teaching. Perhaps the best-known among these texts is McKeachie’s
(2006) Teaching Tips, now it’s in 12th edition (the first edition was
published in 1951!). Although McKeachie wrote Teaching Tips for



all teachers, regardless of discipline, other books focused specifically
on teaching psychology have appeared in the past several years.
(e.g., Buskist & Davis, 2006; Davis & Buskist, 2002; Forsyth, 2003;
Lucas & Bernstein, 2005). The common theme across these books is
that they offer general advice for teaching any psychology course,
and in McKeachie’s case, for teaching any college course.

Blackwell’s Teaching Psychological Science series differs from
existing books. In one handy and concise source, each book pro-
vides all an instructor needs to help her in her course. Each volume
in this series targets a specific course: introductory psychology,
developmental psychology, research methods, statistics, behavioral
neuroscience, memory and cognition, learning, abnormal behavior,
and personality and social psychology. Each book is authored by
accomplished, well-respected teachers who share their best strategies
for teaching these courses effectively.

Each book in the series also features advice on how to teach
particularly difficult topics; how to link course content to everyday
student experiences; how to develop and use class presentations,
lectures, and active learning ideas; and how to increase student
interest in course topics. Each volume ends with a chapter that
describes resources for teaching the particular course focused on in
that book, as well as an appendix on widely available resources for
the teaching of psychology in general.

The Teaching Psychological Science series is geared to assist all
teachers at all levels to master the teaching of particular courses.
Each volume focuses on how to teach specific content as opposed to
processes involved in teaching more generally. Thus, veteran teachers
as well as graduate students and new faculty will likely find these
books a useful source of new ideas for teaching their courses.

As editors of this series, we are excited about the prospects these
books offer for enhancing the teaching of specific courses within our
field. We are delighted that Wiley Blackwell shares our excitement
for the series and we wish to thank our Editor Christine Cardone
and our Development Project Manager Sarah Coleman for their
devoted work behind the scenes to help us bring the series to
fruition. We hope that you find this book, and all the books in the
series, a helpful and welcome addition to your collection of teaching
resources.

Douglas J. Bernstein
William Buskist

April 2007

xiv Series Editors’ Preface
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Preface

Early in our psychology graduate careers, we each learned an indis-
pensable lesson about success in academia—become a statistics
teacher! Regardless of whether you are a social, developmental, or
clinical psychologist, a biologist or sociologist, knowing how to teach
statistics makes you a valuable and marketable commodity. More-
over, it is one of the most rewarding teaching opportunities across the
curriculum. Few books devoted to teaching highlight the inherent
satisfactions associated with teaching statistics. In addition, those of
us that teach the course often do little to advertise our successes.
Our hope is that this book will lift the veil of silence that shrouds
the teaching of statistics and sparks in others the joy of both teach-
ing and learning statistics.

Certainly, myths abound concerning the odious nature of teaching
statistics. Many teachers firmly believe that most students hate stat-
istics, perceive it to be a necessary but painful class to teach, and
imagine that it will naturally result in poor course evaluations.
Unfortunately, these myths can become self-fulfilling prophecies,
particularly if one is unfamiliar with the literature concerning the
scholarship of teaching statistics. We are very fortunate to have
taught over 100 sections of statistics. The course continues to be as
much fun and as fresh as the first time we each taught the course.
For both of us over the years, our teaching methods have evolved in



response to changes in technology and statistics education reform.
What has remained consistent is that our statistics classes normally
fill within a day or two of open registration, we have waiting lists
for our classes, and our statistics course evaluations are among our
best ratings. Of course, the best part of teaching statistics every
semester is being a witness to student transformation as they come
to enjoy, value, and understand that statistics is a fundamental tool
for critical thinking, a necessary component of the research process,
and an integral part of psychological knowledge.

Although this book is part of the Teaching Psychological Science
series, we researched and wrote this book for anyone, regardless of
discipline, who desires to learn more about the teaching of statistics.
We conducted exhaustive reviews across disciplines such as educa-
tion, mathematics, biology, statistics, health, psychology, and social
sciences and included both specific and cross-disciplinary discussions
and methods throughout the text. Ideally, readers will find the book
serves to confirm and provide evidence for their current approaches
but more importantly, will also serve as a transformative tool to
upgrade course content based on the most recent literature concern-
ing the scholarship of teaching statistics.

Organization of the book

We have divided the book into four parts. Part I, which contains
Chapters 1 and 2, is devoted to course preparation. Topics range
from historical and current controversies in the field to the basics of
statistics course preparation (e.g., textbook selection, creation of an
effective syllabus, and the use of multimedia). Part II, consisting of
Chapters 3 and 4, details both theoretical and practical pedagogical
concerns related to issues of statistical literacy, thinking, reasoning,
and most importantly, assessment. Included are a host of teaching
techniques designed to enhance student comprehension and active
learning as well as strategies aimed at reducing fear and anxiety.

Part III contains a rich deposit of course suggestions related to the
teaching of specific concepts present in most undergraduate statistics
courses, particularly in the behavioral and social sciences. Specific-
ally, Chapter 5 focuses on descriptive and bivariate distributions.
Chapter 6 is devoted to teaching hypothesis testing and includes
topics such as inferential statistics, the analysis of variance, and non-
parametrics. Included are helpful examples, techniques, computer

xviii Preface



applications, and suggestions for encouraging student comprehen-
sion of these key areas of statistical knowledge. The final part, con-
sisting of Chapters 7 and 8, introduces transformative issues, topics,
and pedagogical approaches appropriate for a typical undergraduate
statistics course. Topics include the importance of using real data,
incorporating data analysis software tools (e.g., SPSS), the role of
ethics and diversity in statistical education, introducing advanced
statistical techniques, and the effectiveness of online statistical educa-
tion. In addition, we have included a wealth of additional materials
on the book Web site at www.teachstats.org.

Writing this book, much like the teaching of statistics, has been a
labor of love for both of us. If you have never taught statistics
before, we hope that this book will spark your interest to explore
this wonderful teaching opportunity. If you currently teach statistics,
we believe this text will either serve as a catalyst to rejuvenate and
transform your existing statistics course or serve to confirm what
you already know—that the rewards of teaching statistics are among
the best kept secrets in academia.

Acknowledgments

We would like to thank our friends and family for their invaluable
support during the writing of this book. They sacrificed much to
insure that this book came to fruition and we are very appreciative.
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book has been an ongoing collaborative process. Numerous col-
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of the book’s content. Specifically, we would like to thank Casey
Cole, Mary Harmon-Vukić, Maureen McCarthy, Geoff Munro, Brad
Shepherd, and Kevin Waghorn. We are also enormously indebted to
our past mentors, William HuddlestonBerry and Stuart Taylor, for
instilling in us a passion for teaching. We are also very appreciative
of the skillful editorial assistance and patience provided by William
Buskist and members of the Blackwell team: Christine Cardone and
Kelly Basner. Finally, the book would not have been possible with-
out the ever-present support, assistance, and encouragement of Debi
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Chapter 1

Teaching Statistics
A beginning

For some students, it is the course about which their peers have
warned them. They have heard the horror stories and believed
them. – Schutz, Drogosz, White, & DiStefano, 1998, p. 292

Statistics as both a course to take and one to teach has a dreaded
reputation. If they are able, students invariably put off the course to
the very last moment and appear visibly anxious on the first day of
class. They seem to believe the scuttlebutt that any statistics course
really deserves the title, “Stadistics.” Of course, faculty are not much
better. Our departmental chairperson joked that he does not like the
three of us who teach statistics traveling together to a conference.
“What if something happened! Who would teach statistics?” If truth
be told, most of our colleagues, with a bit of time to prepare, could
teach introductory statistics. However, they also seem to believe the
mythology that the course is a drudge and more importantly, the
notion that the course is ripe for less than stellar course evaluations.

However, nothing could be farther from the truth. Statistics can
be one of the most fun and gratifying courses to teach. When we talk
to fellow statistics teachers at various conferences, it is not unusual
for one of us to comment on how much we enjoy teaching statistics.
Oddly, what we have noticed is that individuals will often lower
their voices a tad and look around before expressing similar thoughts.
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4 Teaching Statistics: A Beginning

It is as if some teachers do not want others to know about one of
the best-kept secrets in academia. Teaching statistics can be eminently
rewarding and, more importantly, meets a fundamental need in help-
ing students develop a solid knowledge foundation in psychology.

Nonetheless, as Mulhern and Wylie (2004) commented, “Teach-
ing statistics and research methods to psychology undergraduates is
a major pedagogic challenge” (p. 355). The challenge, however, lies
not with the complexity of the material, which ranges in difficulty
from easy to conceptually complex, but rather with the type of
information communicated. Evans (1976) provided an interesting per-
spective on the differences between teaching most content-oriented
courses in psychology and quantitative methods courses. In most con-
tent courses, we teach students to “know that,” whereas in statistics
we teach students to “know how.” Evans draws the following apro-
pos analogy: Teaching statistics via lecture and handouts, with a
clear explication of concepts, is as useful as providing someone with
a lecture and handout on how to ride a bicycle. The pedagogical
challenge for statistics teachers is to move beyond the lectern, put
away the static PowerPoint (the current equivalent of yellowing notes),
and to try out some alternate teaching strategies.

Students also face new challenges when taking statistics or research
methods courses for the first time. Unfortunately, students may per-
ceive these challenges principally as threats versus opportunities. This
point is particularly true for those students who may not utilize soph-
isticated learning techniques. If students have succeeded primarily by
studying in spurts, memorizing materials, or relying heavily on recall
for exams, they may find statistics to be difficult terrain to navigate.
Hence, the familiar lament from struggling students that they feel
“lost” in the course. If students cling to their traditional study
methods and learning strategies, they may experience a drop in
their usual performance level and hence, a subsequent drop in their
self-efficacy in relation to the course, which can then spiral into a
well of deepening frustration and potential failure. Therefore, stat-
istics teachers might consider structuring their courses in ways that
facilitate new and more adaptive learning strategies.

The aim of this book is to provide statistics teachers with the best
information available to assist in the development or restructuring
of their statistics course. We designed this book to meet the needs of
both novice and seasoned teachers of statistics. In addition, we have
created a companion Web site (www.teachstats.org) that contains
additional instructional techniques, activities, topics, and resources.
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Throughout the book, we provide information concerning a range of
topics from pedagogical methods and activities designed for teaching
specific concepts to broader issues related to the unique learning needs
of statistics students. We draw heavily on the small but growing
empirical and scholarly literature related to the teaching of statistics
in each chapter (Becker, 1996). As a result, this book extends beyond
the content you might typically find in an instructor’s manual. Our
goal is to introduce you to the best practices in teaching statistics so
that you can turn a potential course prison—the incoming percep-
tion of many students—into a pedagogical haven for learning.

So Why Teach Statistics?

Although statistics may be tangential to your primary area of research,
it is beneficial to examine why the course is an important one to
teach. After all, if you do not find meaning in the material, neither
will your students. On the most transparent level, it simply is a good
idea for everyone to have a basic understanding of statistics. In other
words, knowledge of elementary statistics is an end goal in itself. In
today’s world, statistical literacy is fundamental given the tendency
for the media, politicians, and corporate America to deluge us daily
with quantitative information (Ben-Zvi & Garfield, 2004; Gal, 2004;
Rumsey, 2002; Utts, 2003). Individuals need to be able to make
sense of numerical information to avoid falling prey to the influence
of data that looks incontrovertible simply because it is quantitative
in nature. Over a half century ago, Wishart (1939), an early statisti-
cian, commented that the teaching of statistics is important because
it protects individuals from the misleading practices of “the propa-
gandists” (p. 549). It is just as important an issue today.

Two similes often describe the teaching of statistics. Hotelling
(1940), perhaps best known for the multivariate technique called
Hotelling’s T, remarked that teaching students statistics is like teach-
ing them to use a tool. More commonly, instructors comment that
teaching of statistics is like teaching a foreign language (Hastings,
1982; Lalonde & Gardner, 1993; Walker, 1936). Both comparisons
are insufficient, as they emphasize discrete skills that, once learned,
students may fail to apply to other domains of knowledge or to the
broader research process. Hence, one can learn to use a power sander
and circular saw but not necessarily see any connection from those
skills to building a doghouse. Students need to be able to apply their
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underlying knowledge to other contexts. We also do not want students
to perceive statistics as a foreign language requirement only to be
left unvisited once completed. It is imperative that students come
to see statistics as a set of critical thinking skills and knowledge
structures designed to enhance their ability to explore, understand,
reason, and evaluate psychological science. In teaching the course,
instructors need to make connections to material from other courses
to emphasize the role that research methods and statistics plays in
creating a foundation for the study of psychology as well as other
disciplines.

We all cringe when we see a paper handed in that has as its most
scholarly reference, Rolling Stone or Newsweek. Students need to be
able to read and evaluate the empirical literature. This ability is
particularly important given the dangers associated with blindly trust-
ing the translations presented in the popular press. Consequently,
we often ask our students how many of them actually read the
results section of an empirical paper and how many simply skip over
that section hoping that the author will eventually put it into English
for them. Sheepishly, a large percentage of our students confess to
such practices. As demonstrated by Rossi (1987), the statistical com-
putations themselves in journal articles may even be incorrect. There-
fore, our students need basic statistical literacy, thinking, and reasoning
skills with which to begin their evaluation of empirical results. Buche
and Glover (1988) demonstrated that students who are provided
with training in the fundamental skills necessary to review and study
research articles, particularly in relation to methods and an under-
standing of statistical techniques, are better able to read, evaluate,
and appreciate research in their field. Thus, such training is not only
essential in their other coursework, but also beneficial for their future
careers regardless of whether they choose a path as a researcher,
clinician, lawyer, manager, or medical practitioner.

Hotelling (1940) commented that “a good deal of [statistics] has
been conducted by persons engaged in research, not of a kind con-
tributing to statistical theory, but consisting of the application of
statistical methods and theory to something else” (p. 465). The vast
majority of our students will not develop careers specializing in
quantitative methods or theory. However, we may hope, and in
some instances require, that our students engage in research as part
of a class project or independent study. Unfortunately, not all students
immediately see the connection between research methods and stat-
istics. They may hold the false belief that one can simply design a
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study, collect data, and then hire a statistician to analyze those data.
Of course, the concepts of research methods and statistics are inex-
tricably interwoven and students must recognize the interrelation-
ships to conduct research effectively. Indeed, students must begin
their statistical planning while designing their study.

Finally, and perhaps it should go without saying, psychology is a
science. Thus, research methods and statistics are foundation courses
necessary for understanding and critically evaluating all of the re-
search presented, studied, and evaluated in the remainder of our
students’ coursework. Psychology instructors can enhance students’
appreciation of statistics by drawing connections to other content-
focused domains of psychology. Although taking statistics alone does
not decrease students’ beliefs in pseudoscientific claims (Mill, Gray,
& Mandel, 1994), statistical literacy combined with other content-
focused coursework stressing research evaluation, may better pre-
pare our students to be critical consumers of information both within
and outside of psychology.

Historical Pedagogical Controversies

Occasionally, one may hear statistics teachers state that they love
teaching the course because the material never changes. This point is
simply not true. Although there is much that has remained the same,
the field of statistics and its application to psychological research is
constantly developing. Three main pedagogical controversies have
been associated with the teaching of statistics since the field was in
its infancy: (a) who should teach statistics; (b) the use of statistics
labs and technology; and (c) the content of statistics courses.

Who should teach statistics?

One source of discussion among statisticians, decades ago, was the
question of who should teach statistics. Should statisticians and
mathematicians be the only individuals allowed to teach statistics
or is it more appropriately taught within the departments, such as
psychology, conducting research? Wishart (1939) argued that non-
statisticians should not teach statistics. He believed that such prac-
tices were fraught with danger, as non-statisticians were unprepared
to handle the difficulties of teaching and supervising statistical re-
search. However, Fisher (1937) felt that the goal of teaching statistics
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should be toward the application of these concepts to research in
one’s field and he argued for offering statistics coursework in research
departments such as psychology or biology. Hotelling (1940) com-
mented that professors usually do not want to teach a class outside
their main area of interest. He noted further that anyone attempting
to digest mathematical statistics outside of one’s discipline faces a
largely unreadable task. Therefore, he made a case for individuals
within particular disciplines keeping current with the quantitative
methods literature in their field and teaching the statistics course
within respective academic departments. Although some individuals
may feel unprepared to teach statistics due to a lack of extensive
training in quantitative methods, Hotelling argued that being an
excellent mathematician is, in and of itself, a poor predictor for
becoming a good statistics instructor. Rather, Hotelling stated that
in addition to knowledge of the fundamentals, statistics instructors
need to have “a really intimate acquaintance with the problems of
one or more empirical subjects in which statistical methods are taught”
(p. 463). Accordingly, psychologists today are in a good position to
make the world of statistics contextually meaningful for students by
relating statistical concepts to applied problems in psychology.

By 1950, it was evident that psychology had adopted Hotelling’s
(1940) approach to teaching statistics and the majority of psycho-
logy departments included coursework in statistics, research methods,
experimental, and tests and measurements (Sanford & Fleishman,
1950). More recently, approximately 77% of universities and colleges
required statistics courses within departments of psychology (Bartz,
1981). According to Garfield (2000), today’s students receive the
vast majority of statistical training from instructors outside the field
of mathematics (e.g., education, psychology). Many individuals who
teach statistics within psychology departments do not have quantita-
tive methods as their primary focus of scholarship (Hayden, 2000).
The departmental location of a statistics class may reflect philo-
sophical differences and pragmatic concerns due to limited numbers
of faculty within any one department (Fraser, 1962; Friedrich, Buday,
& Kerr, 2000; Perlman & McCann, 1999).

Statistics labs and related technology

Many early statisticians cared deeply about the pedagogy of statistics
and endeavored to sort out best practices in relation to their craft.
For example, there was uniform agreement that teaching statistics
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primarily through lecture was a death knoll for learning. Indeed,
Cohen and Firestone (1939) commented that “a lecture is a process
whereby the notes of the professor become the notes of the student
without passing through the minds of either” (p. 714). Although
there was agreement on some issues related to teaching methods,
there were still significant areas of disagreement among statistics
instructors. For example, Walker (1936) and Olds (1954) argued for
the importance of laboratory work. On the other hand, Cohen and
Firestone stated that a lecture–laboratory combination was not enough
to facilitate learning and only assisted the best students. They sug-
gested that students take smaller, informal statistical workshops
designed to provide them with the opportunity to learn a range of
concepts and apply these techniques to real-world problems.

Few teachers today would argue that lecture alone is ideal for any
course. However, Perlman and McCann (1999) found that only
12% of statistics courses included an identified laboratory com-
ponent. Although one can argue that Perlman and McCann’s methods
may have undercounted the number of available statistics courses
including a laboratory experience, the reported limited availability
of laboratory experiences for students studying statistics is still a
potential concern.

The Guidelines for Assessment and Instruction in Statistics Educa-
tion (GAISE) Project (American Statistical Association: ASA, 2005)
noted that the biggest change in the teaching of statistics over the past
decade was the increased use of technology. Interestingly, the use of
technology as a means to assist faculty and students with the compu-
tation of data was also an issue for the early statisticians. For example,
Wishart (1939) argued that teachers should only introduce students
to “calculating machines” after they had enough practice computing
data by hand (p. 547). He also stressed that everyone in the class
should have access to their own machine. Clearly, the argument for
a well-stocked lab predates the use of computers. Although we occa-
sionally witness the media lament that students just are not as math-
ematically literate as they were years ago, early statisticians also
remarked that not all of their students appeared to be mathematic-
ally prepared. Walker (1936) expressed concern that some students
appeared to spend hours working formulas and checking for errors
at the expense of genuinely understanding the concepts behind
formulas. She further mused that some students appeared to spend
an inordinate amount of time fruitlessly attempting to read the
textbook.
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Content of statistics courses

There is relatively little debate as to the importance of including
statistics as a core area in psychology. The St. Mary’s Conference
included statistics and methodology as a core content area within
psychology (Brewer, 1997). Understanding research methods, includ-
ing knowledge of data analytic techniques, is one of the learning
goals listed in the APA Guidelines for the Undergraduate Psycho-
logy Major (American Psychological Association: APA, 2006). Basic
statistical concepts, from descriptive through inferential statistics,
are also included in the National Standards for High School Psy-
chology Curricula (APA, 2005).

Psychology departments have largely complied with the recom-
mendations put forth by the APA regarding the infusion of statistics
into the curriculum. For example, Bartz (1981) found that the
majority of psychology programs required coursework in statistics
either through their own department or through another department
on campus. More recently, Friedrich et al. (2000) sampled top rank-
ing national and regional universities/colleges (defined according to
U.S. News & World Report) as well as an unranked sample of
colleges on a range of variables related to the teaching of statistics.
Based on the 255 returned surveys, Friedrich et al. found that 93%
of departments included one or more courses devoted entirely to
statistics. Moreover, Perlman and McCann (1999) found in a survey
of 500 college catalogs that introductory psychology, a capstone
course, and statistics composed the core course requirements at the
majority of institutions they surveyed.

Although departments have been quick to adopt statistics as a
core course in their curriculum, they have been reticent to adopt
many of the concepts recommended by the APA Task Force on
Statistical Inference (Wilkinson & the Task Force on Statistical In-
ference, 1999). For example, this task force argued for greater inclu-
sion, both in data analysis and reporting, of effect sizes, confidence
interval estimation, and statistical power. Unfortunately, Friedrich et
al. (2000) found most teachers included one hour or less on these
topics. Instead, they found that most introductory statistics courses
covered traditional topics such as correlation, independent t-tests,
and one-way ANOVA. Byrne (1996) argued that psychology was
lagging behind other disciplines in clinging to teaching traditional
quantitative methods. She stated that instructors ignored topics such
as path analysis, multivariate techniques, time series analysis, and
analysis of covariance methods in introductory statistic courses. She
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further commented that the course excluded field research in favor
of basic laboratory methods and statistical analysis.

One might argue that these newer themes are unnecessary in an
introductory statistics course. However, as Friedrich et al. (2000)
highlighted, the introductory course serves as a “conceptual frame-
work” for future courses given students are encouraged to think
about statistics within a research context. Giesbrecht, Sell, Scialfa,
Sandals, and Ehlers (1997) noted that many students would only
take one statistics course in their entire academic career. If instruc-
tors do not introduce these concepts to students in the first course,
they may never see them during their undergraduate training. Byrne
(1996) argued that several problems arise from not teaching current
techniques in the course. First, students and future researchers may
design studies that are less than optimal to address the research
question being asked, potentially leading to false conclusions. Second,
the information presented in journals may fail to include much needed
analyses such as effect sizes and instead demonstrate an “over-
reliance on evidence of statistical significance, with little or no atten-
tion paid to practical significance” (p. 78). Finally, students may be
unprepared for future positions in psychology, higher education,
business, or other fields due to lack of familiarity with the newer
techniques expected by future employers.

Statistics in Relation to the Discipline

Many students put off taking a course in statistics until the very end
of their undergraduate studies because they fear the difficulty of the
course (Barnette, 1978). Of course, this educational strategy makes
little sense on either a pragmatic or a logical level. Therefore, most
departments recommend that students take statistics and research
methodology coursework early in their academic careers, given that
these courses provide the necessary foundation upon which to take
more advanced coursework in psychology (Friedrich et al., 2000;
Lauer, Rajecki, & Minke, 2006).

Although psychology departments as a whole seem to prefer that
students undertake quantitative methods courses early, students seem
to be of a different opinion. Lauer et al. (2006) examined the tran-
scripts of psychology major alumni from four different universities.
For all universities, a significant difference was found between when
students completed non-methodological psychology courses (e.g.,
abnormal or cognitive) and methodological coursework. Students
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consistently completed quantitative methods courses later in the aca-
demic careers. This finding is not surprising, given researchers have
revealed that psychology majors tend to prefer “human interest”
courses such as developmental or personality as opposed to methodolo-
gical courses (Rajecki, Appleby, Williams, Johnson, & Jeschke, 2005).

Lauer et al. (2006) suggested that departments consider the fol-
lowing recommendations to counter student bias against quantita-
tive methods courses and to ensure that such courses are taken early
in a student’s academic career. First, offer a lower-level methods
course with no prerequisites. Second, require students to take more
than one methods-related course. Third, develop a hierarchically
structured curriculum organized such that the quantitative methods
course is a requirement for future coursework. Finally, and perhaps
most importantly, articulate the link between developing statistical,
research, and technical skills and future success in more applied
psychology courses and in the job market.

Currently, there appears to be little consistency across depart-
ments in relation to statistics serving as a prerequisite for other
courses. In their survey of psychology departments, Friedrich et al.
(2000) found that only 15% of departments required introduct-
ory statistics as a prerequisite for “most” of their intermediate or
advanced courses. In fact, many of the respondents revealed that stat-
istics either was not required (22%) or was a prerequisite for “only
a very few” intermediate or upper division courses (45%).

Although making statistics a prerequisite for additional content
courses might be pedagogically sound, doing so has at least one
important pragmatic implication. Individuals who are fearful of stat-
istics might avoid psychology classes altogether if a statistics course
was a prerequisite. Thus, potential majors might be lost. Addition-
ally, students from other disciplines might also not register for more
advanced psychology coursework if statistics was a prerequisite.
Consequently, prerequisites might have the unintended consequence
of reducing class registrations—an issue at many institutions, par-
ticularly smaller schools.

Sequence of the Class and Topics

Teachers must decide what material is optional or imperative to
teach and in what order. Most individuals who teach statistics find
themselves faced with too much information to teach in too short a
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time. They must strive to balance the needs of heterogeneous
students of variable abilities. You do not want to sacrifice rigor
leaving the best students in a state of perpetual boredom, but you
also do not want to present the information in such depth that you
leave other students behind. This challenge is not a new one. Walker
(1936) compared the teaching of statistics to “walking a tightrope”
(p. 610). In terms of sequencing, teachers face a challenge to integ-
rate fundamental statistical concepts and ideas. As we tell our stu-
dents, learning certain concepts will be like constructing a picture
puzzle. The entire picture may not be clear until we have put all of
the pieces in place.

An introduction to statistics covering a range of essential topics
is often useful to students later as they take coursework in other
departments or pursue career opportunities that require a broader
range of quantitative knowledge (Giesbrecht et al., 1997). For those
students seeking a more in-depth study of methods and statistics,
departments can always offer advanced coursework. Walker (1936)
suggested that departments offer three different introductory stat-
istics courses: (a) statistics for students who plan to become statisti-
cians; (b) statistics for students who plan on research careers; and (c)
a statistical appreciation course for students who want to develop a
general statistical literacy. However, then as now, most universities
do not have the staffing required to offer such a range of introduct-
ory courses.

Bossley, O’Neill, Parsons, and Lockwood (1980) recommended
that teachers begin the course with a general overview of both
descriptive and inferential statistics, thereby providing a conceptual
framework for use throughout the course. Such a cognitive map
would enable students to conceptualize the overall schema of the
course and the material to be covered. They also noted that teachers
might introduce nonparametric statistics early in the semester, as
this material tends to be less challenging mathematically. Therefore,
teachers can place a greater emphasis on introducing ideas such as
significance levels and statistical power as opposed to teaching com-
plex mathematical formulae. Finally, they suggested that an intro-
ductory statistics course should focus on a broader understanding
of the material to build general statistical literacy as opposed to
developing specific skills.

Two studies have identified the most important topics to teach in
the introductory statistics course. Giesbrecht et al. (1997) compiled
a list of statistical topics based on an evaluation of research articles
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and statistics textbooks. Forty-four professors who taught at least
one statistics course at the introductory level ranked the importance
of each topic. The results revealed 49 topics that fell into the follow-
ing nine categories: (a) summarizing data and graphs (e.g., frequency
histograms, regression lines); (b) summarizing data using descriptive
data (e.g., measures of central tendency and variability); (c) prob-
ability and probability distributions (e.g., normal distribution, cen-
tral limit theorem); (d) estimation (e.g., sampling distributions, least
squares estimation); (e) hypothesis testing (e.g., t-tests, Type I and
Type II errors); (f) categorical data analysis (e.g., chi-squared test for
independence); (g) correlation and regression; (h) ANOVA; and (i)
nonparametric tests. Readers may also be interested in a similar
analysis conducted on core topics in teaching research methods (see
Giesbrecht et al., 1997).

Because Giesbrecht et al. (1997) used professors representing four
different disciplines, it is possible that their results do not accurately
reflect of the perspectives of psychologists who teach statistics.
Landrum (2005) conducted a study to identify the primary topics
of importance in an introductory statistics course for psychology
students. Using a similar procedure, he compiled a list of statistical
terms appearing in statistics textbooks and mailed a survey to psy-
chology departments. Faculty who taught statistics and participated
in the survey rated the importance of each concept on a four-point
scale ranging from “not at all important” to “extremely important.”
Based on the return of 190 surveys, Landrum developed his Top 100
list (see Table 1.1). This study, together with Giesbrecht et al.’s
findings, provided teachers with the most important concepts to
cover in an introductory statistics course.

Finally, instructors rarely address tests and measurement within
the introductory statistics course. This point most likely reflects prag-
matic concerns such as time limitations and staffing issues. Nonethe-
less, to augment the introductory course, Friedrich et al. (2000)
recommended the addition of an advanced hybrid course that com-
bines research, statistics, and measurement into the curriculum.

Regardless of topics covered or course sequencing, the GAISE
Project (ASA, 2005) recommended six strategies for teaching statistics:

1. Emphasize statistical literacy and develop statistical thinking.
2. Use real data.
3. Stress conceptual understanding rather than mere knowledge of

procedures.
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1. Normal curve
2. Statistically significant
3. Bell-shaped curve
4. Significance level
5. Hypothesis testing
6. Normal distribution
7. Standard deviation
8. Sample
9. Alpha level

10. Mean
11. Null hypothesis
12. Central tendency
13. Inferential statistics
14. Variability
15. Arithmetic mean
16. Correlation
17. Pearson correlation
18. Dependent variable
19. Two-tailed probability
20. Positive correlation
21. Data
22. Hypothesis
23. t test
24. Descriptive statistics
25. Variance
26. Negative correlation
27. Not significant
28. Variable
29. Population
30. Statistic
31. Level of significance
32. Critical values
33. Type I error
34. Degrees of freedom
35. Median
36. Significant effect
37. Rejection region
38. t-test for independent-samples

design
39. One-way ANOVA
40. Statistical inference
41. Two-tailed test of significance
42. t-test for independent groups
43. t-statistic
44. Standard error of the mean
45. Critical region
46. Standard error
47. ANOVA
48. Inferential process
49. Alternative hypothesis
50. F ratio
51. Deviation

52. Distribution of sample means
53. Student’s t test
54. Linear relationship
55. Independent-samples design
56. z score transformation
57. Random
58. Random assignment
59. Sampling error
60. Correlational method
61. z score
62. Null-hypothesis population
63. Frequency
64. Independent groups design
65. Frequency distribution
66. Independent variable
67. Type II error
68. One-tailed probability
69. Random selection
70. Nondirectional hypothesis
71. Sampling distribution
72. Estimated population standard

deviation
73. Overall mean
74. Correct decision
75. Sampling distribution of the

mean
76. Sampling distributions of a

statistic
77. Regression
78. Causation
79. Scatterplot
80. Sum of squares
81. Positive relationship
82. Sampling distribution of t
83. Sum of squared deviations
84. Test statistic
85. Chi-square distribution
86. Between-groups sum of squares
87. Simple random sample
88. Population variance
89. Random sampling
90. t-distribution
91. Chi-square statistic
92. One-tailed test of significance
93. Probability
94. Standard score
95. F distribution
96. Distribution of scores
97. ANOVA summary table
98. Treatment
99. Levels/treatments

100. Subjects/participants
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4. Foster active learning in the classroom.
5. Use technology for developing conceptual understanding and

analyzing data.
6. Use assessments to improve and evaluate student learning. (p. 1)

Throughout this text, we will discuss research supporting the above
recommendations and describe the best teaching practices to trans-
late these recommendations into statistics learning outcomes.

Introducing Research Methods within
the Context of Statistics

The story of research methods and statistics is the story of the
chicken and the egg. Can one conduct research without some know-
ledge of statistics and can one truly understand the fundamentals of
statistics without some knowledge of research methods? Certainly,
in departments of psychology around the country, prerequisites for
both statistics and methods courses vary. In addition, many depart-
ments have opted for a combined research methods and statistics
course or a sequence of integrated courses (Friedrich et al., 2000).

Byrne (1996) argued that students do not develop an appreci-
ation, let alone an excitement, about studying statistics until they
see real-world applications of statistical concepts and methods. She
argued that all statistics courses should include an applied research
component. In other words, students should be able to work with
and make practical sense of data sets provided for the course.

The value of student involvement in research includes not only the
development of a greater appreciation for statistics but extends to an
increased understanding of them as well (Pfannkuch & Wild, 2004;
Starke, 1985). One key component of statistical literacy is the ability
to apply statistical thinking correctly to different situations. In their
own lives, in evaluating media information, or in reading research,
students do not regularly arrive at accurate conclusions when the
situation involves issues of statistics or probability (Schwartz &
Goldman, 1996). Instead, students tend to rely on “statistical heur-
istics to reason and make judgments about the world” (Nisbett, Krantz,
& Jepson, 1983, p. 339). Unfortunately, these statistical cognitive
shortcuts are not always useful and may lead to faulty conclusions.
Friedrich et al. (2000) concluded that greater learning in statistics
courses results when methods used to teach statistics highlight
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reasoning, understanding, and interpretation of data rather than
merely the computation of statistical formulas. As research opportun-
ities facilitate both critical and independent thinking (Starke, 1985),
instructors can accomplish the goals outlined by Friedrich et al. by
incorporating research methods into their statistics courses. Con-
versely, statistics education increases reasoning skills across a variety
of domains and thus, may facilitate the study of research methods
(Kosonen & Winne, 1995).

In addition, Thompson (1994) recommended that teachers include
research as a fundamental component of any statistics course. How-
ever, he stressed that students generate their own data for analysis as
opposed to being passive recipients of pre-existing data sets. He also
emphasized that involvement in the collection of data and the devel-
opment of specific research questions for testing generates greater
excitement for learning statistics (see also ASA, 2005; Bradstreet,
1996; Cobb & McClain, 2004; Jowett & Davies, 1960; Rumsey,
2002; Singer & Willett, 1990; Stallings, 1993; Tanner, 1985;
Thompson, 1994). We will discuss this topic more in subsequent
chapters.

Student Populations

The far-ranging heterogeneity of undergraduate statistics students
provides a wonderful backdrop for discussion, exploration, and learn-
ing of new course content. However, such diversity also creates
challenges. The most commonly noted concerns for teachers include
variability in mathematical ability, cognitive abilities and learning
styles, and attitudes and motivation toward learning statistics (Schutz
et al., 1998; Tremblay, Gardner, & Heipel, 2000).

Mathematical ability

Quantitative literacy and statistical literacy are distinct but inter-
related concepts (delMas, 2004; Moore, 1998). Research examining
the development of students’ statistical knowledge base in middle
and high school demonstrates that general math courses often ignore
concepts related to statistics and probability (Wilkins & Ma, 2002).
Using data drawn from the national Longitudinal Study of American
Youth study (LSAY: Miller, Kimmel, Hoffer, & Nelson, 2000),
Wilkins and Ma documented the progressive rate of student learning
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related to algebra, geometry, and statistics during middle and high
school. The LSAY followed a cohort of 3,116 middle to high school
students over a period of 6 years from 12 different geographic areas.
Each year, students completed measures of mathematics achieve-
ment, mathematics attitude and self-concept scales, and other back-
ground information. Using hierarchical linear modeling, Wilkins and
Ma measured patterns of growth for each student related to math-
ematical learning. They found that learning rates related to statistics
literacy lag far behind the other two content areas. For example, the
growth rate of algebra learning is three times that of statistics at
the high school level. Wilkins and Ma (2002) hypothesized that, at
the secondary school level, concepts related to statistics and prob-
ability topics are often in the “back of the book” (p. 296) and thus
rarely covered.

As a result, many undergraduate students arrive on college cam-
puses unprepared to study advanced mathematics or statistics (Brown,
Askew, Baker, Denvir, & Millett, 1998; Mulhern & Wylie, 2004;
Phoenix, 1999; Tariq, 2002). Additionally, high school seniors in
the United States lag behind students in other countries on measures
of mathematical literacy (Mullis, Martin, Beaton, Gonzalez, Kelly,
& Smith, 1998). The lack of mathematical ability among many
incoming students may haunt them in future statistics courses given
the reported positive correlations between highest mathematical grade
level completed, mathematical achievement, and performance in an
introductory statistics course (Lalonde & Gardner, 1993).

Unfortunately, the situation may be worsening. Mulhern and
Wylie (2004) argued that mathematical competencies are uniformly
decreasing at the college level. In a comparison of two psychology
undergraduate cohorts, 1992 and 2002, they found significant re-
ductions in mathematical competencies for all six of the components
that they measured (calculation, graphical interpretation, algebraic
reasoning, probability and sampling, proportionality and ratio, and
estimation). This finding is important because research consistently
underscores the relationship between mathematical skills and per-
formance in statistics courses (e.g., Elmore & Vasu, 1980; Elmore &
Vasu, 1986; Feinberg & Halperin, 1978; Schutz et al., 1998; Woehlke
& Leitner, 1980).

Although some researchers paint a less than stellar picture of
mathematics, and in particular, statistical literacy and learning at the
post-secondary level, the GAISE project (ASA, 2005) is much more
optimistic. It noted that the number of students taking advanced
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placement (AP) statistics has grown from 7,500 in 1997 to over
65,000 in 2004. They also report that enrollments in introductory
statistics courses on the community college level have increased sub-
stantially. Mills (2004a) examined student attitudes towards stat-
istics with the Survey of Attitudes Toward Statistics (SATS: Schau,
Stevens, Dauphinee, & Del Vecchio, 1995). She administered the
survey to 203 undergraduate psychology students and found that
their attitudes tended to be more positive than negative in relation to
statistics. Students agreed with items such as, “I like statistics” and
“Statistics should be a part of my professional training” and disagreed
with items such as “I feel insecure when I have to do statistics
problems” (2004a, p. 361). She credited the statistics education
reform movement for improved student attitudes towards statistics.

Although there is some positive news at the college level regarding
statistics education, the GAISE (ASA, 2005) project introduced an
important caveat. Current statistics students exhibited great variabil-
ity in quantitative abilities and motivational levels. Consequently,
statistics instructors need to begin developing strategies to address
the increasing diversity among statistics students. Schutz et al. (1998)
recommended the use of pre-tests to identify potential at-risk students.
With proper identification, students may receive remedial assistance
related to math competencies and assistance in developing highly
effective, alternative learning strategies aimed at increased under-
standing of statistics as well as other content in other courses. This
early work can help establish and build feelings of confidence and
self-efficacy leading to greater motivation in the course. Schutz et al.
also found that individuals of different ability levels working together
during the course helps all achieve a higher level of performance.

Cognitive ability and learning styles

Researchers have also studied levels of cognitive ability and learning
styles in relation to learning statistics. For example, Hudak and
Anderson (1990) examined the hypothesis that students operating
below Piaget’s level of formal operations would have more difficulty
learning and conceptualizing statistical methods. At the beginning of
the semester, they tested students in both statistics and computer
science classes for level of cognitive ability using the Formal Opera-
tional Reasoning Test (FORT: Roberge & Flexer, 1982) by comparing
final course grades to performance on the FORT. They discovered
a positive correlation between formal operational reasoning ability
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and successful course performance for both statistics and computer
science students.

Hudak and Anderson (1990) also tested learning styles, specific-
ally concrete experience and abstract conceptualization using Kolb’s
(as cited in Hudak & Anderson) Learning Style Inventory. They
found that both sets of students exhibiting a high level of abstract
conceptualization skills performed better than did students reliant
on a high level of concrete experience. Forsyth (1977) also found
students differed on measures of cognitive ability, most notably the
factors related to Guilford’s (1959) defined categories of memory,
intellectual ability, divergent thinking, and convergent thinking.
Forsyth found lower performance on each measure was associ-
ated directly with poorer performance in a statistics and research
methods course.

Teachers may need to provide some students with concrete learn-
ing experiences to facilitate understanding of statistical concepts par-
ticularly as those concepts increase in difficulty. Involving students
in direct experimentation and data collection is one potentially effec-
tive method for providing students such concrete experience.

Self-efficacy and motivation

Levels of self-efficacy and motivation also differ among students,
potentially having a significant impact on their course performance.
For example, Lane, Hall, and Lane (2004) studied the relationship
between performance in a statistics class and self-efficacy. They meas-
ured self-efficacy using the Self-efficacy Towards Statistics Question-
naire (STSQ; Lane, Hall, & Lane, 2002) at the beginning and the
middle of the course. The researchers found a positive correlation
between self-efficacy and final performance in the class, particularly
the mid-course measure. They recommended that teachers use the
STSQ to identify students at the beginning of the course who may be
at risk of poor performance due to low self-efficacy.

Mills (2004a) found a relationship between high statistical self-
efficacy and positive attitudes about learning statistics. Of course,
students may have a low level of self-efficacy based on their realistic
self-assessment of their mathematical skills. As such, a math pre-test
in addition to the STSQ may be beneficial in isolating the source of
low self-efficacy. Lane et al. (2004) also recommended that instructors
gradually provide the means for students to establish an adequate
level of statistical competency early the course. Such shaping of
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statistical competency would simultaneously enhance student’s con-
fidence in their abilities. As part of this process, Lane et al. encour-
aged instructors to design the course to first increase student interest
in statistics before attempting to teach highly complex tasks that
might threaten students’ self-efficacy.

Student motivation is also an important factor to consider in teach-
ing the course. For example, Harris (1974) met individually with
students who performed poorly (received a grade of D or F) in a
statistics course. Harris found that students’ low performance res-
ulted from several factors ranging from failing to understand a
major concept to lack of studying and missed classes. He continued
to work with students the following semester and concluded that
motivational factors played a significant role in the majority of the
students’ poor experiences. Harris used group review sessions to
address these motivational issues rather than individual tutoring
sessions. At retesting, the majority of the students passed the class.

Schutz et al. (1998) systematically studied the role of motivation
in relation to performance in a statistic course. They broadly defined
motivation using the learning beliefs, elaboration, and test anxiety
scales of the Motivated Strategies for Learning Questionnaire (MSLQ:
Pintrich, Smith, Garcia, & McKeachie, 1991) and included whether
students spent additional time using alternative learning strategies
such as relating the material studied to other coursework, visualiza-
tion, and the development of analogies. The results confirmed earlier
findings (e.g., Elmore & Vasu, 1986; Feinberg & Halperin, 1978;
Presley & Huberty 1988; Woehlke & Leitner, 1980) demonstrating
that students with higher pre-statistics mathematical abilities per-
formed better than did students with lower math and statistics pre-
scores. However, Schulz et al. found some students with low pre-test
scores who were successful in learning statistics. The major differ-
ence between the two groups of students with low pre-test scores
was motivation and effort. Students who performed well in statistics
regardless of whether they had prior knowledge of math and stat-
istics used very different learning strategies than those students who
did not do well in the course. Those who performed well used the
traditional methods of reading, highlighting, memorization, and
working sample problems. However, they also sought out tutoring,
read other textbooks related to statistics, completed programmed
instructional texts, used visualization, rewrote notes into their own
words, and engaged in regular daily studying. Students who pre-
formed poorly in the class used the traditional studying methods but
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did nothing more. They reported feeling more overwhelmed and lost
in the course. These students relied heavily, if not solely, on rehearsal
and repetition strategies, highly unproductive strategies when aimed
at learning to “know how” (Evans, 1976).

Tremblay et al. (2000), extended the socio-educational model of
Lalonde and Gardner (1993), and examined the role of motivation
in statistics learning. Tremblay et al. defined motivational intensity
as “the amount of effort students expend in learning statistics” (2000,
p. 43). They found a positive correlation among motivational intens-
ity, final exam performance, and students’ positive attitudes towards
the teacher. Although a correlational design, these results highlight the
potential role that teachers may play in students’ motivation and the
importance of factors such as listening, humor, and student–teacher
rapport.

Gender

Some researchers have pondered whether there is a gender difference
related to learning statistics. Although Mulhern and Wylie (2004)
found that men performed significantly better on a series of tests of
mathematical abilities, Brooks (1987) found women had higher overall
grades than did male students over the previous decade of his course.
Similarly, Elmore and Vasu (1986), in a study of 188 students en-
rolled in a statistics class, found that women performed at a signific-
antly higher level than did their male counterparts. However, Buck
(1985) in an analysis of 13 semesters of both introductory and
advanced undergraduate statistics course grades, found no gender
differences related to performance in a statistics course.

In a meta-analysis of 13 articles, Schram (1996) examined the
relationship of gender to performance in a statistics class, and deter-
mined that when the evaluation criterion was an exam, men per-
formed better than did women. However, when the evaluation
criterion was the total overall performance in the course, women
outperformed men. In relation to attitudes, Mills (2004a), in her
study of 203 undergraduate statistics students, found that women
had more negative attitudes towards statistics than did men.

The question of whether gender differences exist in mathematical
ability is a hotly contested issue. For example, Dr. Lawrence H.
Summers, President of Harvard University from 2001–2006,
initiated a maelstrom of controversy when he suggested at the
National Bureau of Economic Research Conference on Diversifying
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the Science and Engineering Workforce that gender differences in
math and science were primarily due to genetics (Summers, 2005).
On the other hand, Spencer, Steele, and Quinn (1999) asserted that
math differences between men and women largely result from stereo-
type threat versus genetically rooted sex differences. Subsequent
studies have confirmed the role of stereotype threat as one explana-
tion for gender differences in mathematics (e.g., Martens, Johns,
Greenberg, & Schimel, 2006; Marx & Roman, 2002; McIntyre,
Paulson, & Lord, 2003; O’Brien & Crandall, 2003). Although the
question of gender differences in mathematics is still unresolved, it is
likely that the issue is much more complex than simply who gets the
highest grade at the end of the term.

Helping Your Students Survive Statistics

There are many ways that teachers can help their students survive
and even thrive as they make their way through a semester of in-
troductory statistics. Given the tendency for math anxiety to drive
students’ perceptions of statistics, instructors should assure students
that statistics is not primarily a math class. Indeed, as noted by the
GAISE Project (ASA, 2005), it is important to foster conceptual
understanding as opposed to simply procedural understanding of the
material. Nonetheless, a look of panic on students’ faces at the first
glimpse of a formula or a table practically assures that conceptual
learning will be lost given the negative correlation between learning
and statistics anxiety (Lalonde & Gardner, 1993; Onwuegbuzie &
Seaman, 1995; Onwuegbuzie & Wilson, 2003; Tremblay et al., 2000;
Zanakis & Valenza, 1997; Zeidner, 1991). Consequently, teachers
must incorporate strategies aimed at reducing math anxiety and
enhancing self-efficacy in the course structure from the first day of
class. We will discuss strategies aimed at reducing statistics anxiety
and increasing self-efficacy in greater depth in Chapter 4.

Instructors can also teach students to self-monitor their learning
process during the course. For example, Lan (1996) tested the effects
of self-monitoring on class performance. Lan assigned students
to one of three groups: self-monitoring, instructor-monitoring, and
control. Students in the self-monitoring group kept a daily log
documenting the time they spent using various learning strategies
(e.g., group discussion, tutoring, problem solving), the amount of time
they spent studying a particular statistical concept, and they recorded
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their confidence level in understanding the material. Students in the
instructor monitoring condition had the same list of statistical con-
cepts but evaluated the instructor’s teaching. Lan found that students
in the self-monitoring group performed at a significantly higher level
than the other two groups and demonstrated a better ability to
organize and understand course content. Relative to the other two
groups, the self-monitoring group also engaged in a higher number
of self-regulatory learning strategies such as environmental structur-
ing, review of previous work, and self-evaluation. However, Lan
noted that students’ self-regulatory behavior declined when they faced
complex learning tasks, particularly when those tasks required an
increased focus on the processing of the new information. Lan found
no difference in motivation levels among the groups, suggesting that
the self-monitoring was equally beneficial for all students.

In some small measure, encouraging self-monitoring behavior
facilitates students’ use of good study habits. Hastings (1982) and
Schutz et al. (1998) stressed the importance of good study habits
and keeping up with the material. Students who self-monitor may be
quicker to realize that they are in need of tutoring, including peer
tutoring, both of which can be beneficial for students in statistics
courses (Conners, Mccown, & Roskos-Ewoldsen, 1998; Ward, 1984).
In addition, students and instructors can use self-monitoring to
recognize the warning signs of future trouble and as a guide to
adopt new learning strategies or seek assistance.

Finally, students’ motivation increases when they recognize the
practical benefits of a course. Students entering graduate school with
weak statistical and methodological training are at greater risk for
dropping out than well-prepared students (Jannarone, 1986). Clough
(1993) argued that employers expect that potential employees with
undergraduate psychology training have skills in both statistics and
methodology. Unfortunately, alumni do not appear to recognize the
benefit of these skills, or perhaps, that they even have these skills
(Grocer & Kohout, 1997).

If students avoid quantitative methods coursework and view it
as having little relevance, then such biases will most likely shape
and limit their future career choices as well. Exposing students to
exciting careers possibilities that require knowledge of methodology
and statistics can help reverse this trend. For example, Beins (1985)
described a statistics class project whereby students contacted
companies and requested data related to studies mentioned in advert-
ising claims. Through such creative projects, students can discover
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that statistics have real world usefulness and context. With greater
emphasis on the opportunities available to students with a back-
ground in quantitative methods, students will begin to incorporate
such ideas into their own thinking, studying, and potential career
opportunities.

Conclusion

Statistics can be a challenging, engaging, and positive educational ex-
perience for students. However, to realize this potential, instructors
need to pay particular attention to the design of the course to
maximize the learning experience. Specifically, instructors need to
attend to a host of details from selection of teaching strategies aimed
at anxiety reduction to the selection of activities designed to max-
imize the development and assessment of students’ statistical literacy,
thinking, and reasoning skills. To make informed choices about the
best methods to teaching statistics, instructors need to be familiar
with the growing literature on statistics education. Ideally, the jour-
ney through statistics is much like a well-planned, but oft repeated,
road trip. The route remains relatively the same but the company
and process of exploration are dynamic and interactive with each
journey. Thus, the trip is never dull.

Note

1 From “Core terms in undergraduate statistics,” by R. E. Landrum, 2005,
Teaching of Psychology, 32, p. 250. Copyright 2005 by Taylor & Francis
Ltd. Adapted with permission.
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Chapter 2

Nuts and Bolts of
Teaching Statistics

The mediocre teacher tells. The good teacher explains. The
superior teacher demonstrates. The great teacher inspires. –
William Arthur Ward

Texts devoted to assisting novice and seasoned educators improve
their teaching skills highlight a similar theme—it is never too early
to begin planning and preparing your course (Buskist & Davis, 2006;
Dunn & Chew, 2006; Forsyth, 2003; Lucas & Bernstein, 2005).
According to McKeachie (2002), “for teachers, courses do not start
on the first day of classes. Rather a course begins well before you
meet your students” (p. 9). In this chapter, we will discuss course
development including topics such as syllabus creation, textbook or
study guide selection, and the possible use of an electronic bulletin
board, Java applets, and/or Flash exercises during lecture. To max-
imize the success of your course, and consequently your students’
success, you need to tackle each topic well before the first day of class.

The goal of this chapter is not to tell you which textbook, study
guide, calculator, online tutorial or Web animation to use for your
course. Rather, we aim to provide you the necessary tools to make
an informed choice. To that end, we have created several online
appendices for use with this chapter. Appendix A contains a listing
of nontraditional and electronic undergraduate statistics textbooks.

A Guide to Teaching Statistics: Innovations and Best Practices.  Michael R. Hulsizer and Linda M. Woolf  
© 2009 Michael R. Hulsizer and Linda M. Woolf.  ISBN: 978-1-405-15573-1
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Appendix B is an analysis of traditional psychologically oriented
undergraduate introductory statistics textbooks. A listing of Web sites
hosting useful interactive applications such as Java applets, Flash
animations, tutorials, and simulations is in Appendix C. All online
materials are available at our Web site at www.teachstats.org.

Syllabus Construction

The syllabus is often a student’s first introduction to any course and
the statistics course is no exception. In fact, some students download
available syllabi prior to or immediately following registration. For
courses where syllabi are not available prior to the course, Pan and
Tang (2005) recommended that instructors send students an orienta-
tion letter a week before the beginning of a term. Such a letter may
include information about the textbook, the level of math knowledge
required for the class, and available student resources (e.g., tutoring
services). In addition to ameliorating student fears, the instructor
can utilize an orientation letter to convey warmth and genuine interest
in student success. In turn, students’ positive attitudes toward stat-
istics teachers positively correlated with lower class anxiety and higher
performance (Tremblay et al., 2000).

In their analysis of over 200 course syllabi, from a variety of
disciplines, Parkes and Harris (2002) posited three basic functions of
a course syllabus. The first purpose is to provide a contract between
the instructor and student. The contract should clearly delineate
course goals, outcomes, methods, and expectations for the students.
As part of that process, instructors need to construct syllabi that
unambiguously outline the course requirements with applicable dates
for the entire semester. In addition, teachers should detail policies
regarding attendance, late assignments, make-up exams, incompletes,
plagiarism, and special accommodations. A well-constructed stat-
istics syllabus provides a clear roadmap of course expectations and
requirements, which can be instrumental in reducing first day jitters
among anxious students.

The second function of a syllabus is as a permanent record of the
course goals, outcomes, and assessment techniques (Parkes & Harris,
2002). The recent focus on assessment in academia has resulted in
institutional pressure for instructors to communicate clear goals on
their syllabi and detail how various assignments and exams allow
students to reach these goals. Indeed, accrediting agencies, such as
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the North Central Association Commission on Accreditation and
School Improvement may request syllabi, complete with goals and
measured outcomes, for each course offered in a particular discipline.
Parkes and Harris also pointed out that tenure and promotion com-
mittees may request course syllabi to assess course content, the degree
to which the assignments, exams, etc. are appropriate for the course
level, and as a measure of the instructor’s attitudes towards students.
In addition, students often need to provide undergraduate syllabi,
particularly for statistics and research methods courses, to graduate
institutions to demonstrate educational exposure to a particular sub-
ject matter.

According to Parkes and Harris (2002), the final function of a
syllabus is to serve as a learning tool. They asserted that a learning-
centered syllabus provides students with information on how to
develop self-management skills, expresses clear expectations regard-
ing the amount of effort students need to expend mastering the
subject matter, and details whether students have the skills necessary
for success. For example, statistics teachers may find it useful to
address math concerns in the syllabus. Our introductory statistics
syllabi often include the phrase “No prior statistical knowledge is
required for this class” to reassure students. In addition, we also
include information as to where students can find assistance outside
of class. Parkes and Harris suggested instructors include information
about the availability of tutors, useful Web sites, and contact infor-
mation for student services on the course syllabus. A learning-centered
syllabus can also provide students with a sense of context as to
where the course fits within their discipline (Parkes & Harris, 2002).
Such contextual information is particularly important in an under-
graduate statistics course in psychology given the tendency for
students to view the discipline as primarily human interest in focus
(Rajecki et al., 2005).

Regardless of how well you craft your syllabus, you should recog-
nize that not all students will attend to every aspect of the syllabus.
Becker and Calhoon (2000) had students rate the degree to which
they attended to 29 syllabus items. They found that students paid
the most attention to exam and assignment due dates and the least
amount of attention to general course information, withdrawal dates,
and details about assigned readings. First-year students were more
apt to pay attention to prerequisites, late assignment and dishonesty
policies, and support services as compared to continuing students.
Nontraditional students rated course goals, type of assignments, and
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details about assigned readings higher than did traditional students.
All students tended to focus less attention on syllabus items as the
semester ended, suggesting that instructors may need to reiterate
aspects of the syllabus pertinent to the last portion of the class.

Teachers should strive to create a syllabus that conveys a positive
attitude towards statistics. A reduction in anxiety and the presence
of positive instructor attitude are both associated with increased
student performance in a statistics course (Onwuegbuzie & Wilson,
2003; Pan & Tang, 2005; Tremblay et al., 2000). To reduce anxiety,
teachers may insert some humor into their syllabi and lectures. Lomax
and Moosavi (2002) stated that inserting humor into a statistics
course reduced statistics anxiety, motivated students, facilitated a
deeper understanding of the material, and made for a more engaging
classroom (see our Web site at www.teachstats.org for suggestions
on incorporating humor in your courses).

Creating an effective statistics syllabus takes considerable time
and effort. Indeed, you will likely be tweaking the syllabus each time
you teach the course. However, there are several recent resources
devoted to teaching psychology that include a section on the creation
of course syllabi to help reduce future edits and rewrites (e.g., Buskist
& Davis, 2006; Forsyth, 2003). Additionally, Lucas and Bernstein’s
(2005) guide to teaching psychology has an excellent chapter entitled
“Preparing Your Course” that includes advice on syllabus creation,
setting up a grading system, and communicating with students in
person and via email.

Textbook Selection

A textbook is your students’ at-home window into the world of
statistics. As such, its selection is an important consideration when
preparing to teach any quantitative methods course. Although there
are several notable publications devoted to aid instructors in select-
ing an introductory psychology textbook (e.g., Koenig, 2006; Woolf,
Hulsizer, & McCarthy, 2002a, 2002b), there are no such resources
available for statistics instructors in psychology. The lack of resources
is surprising given the fact that three major publishers alone cur-
rently market almost two dozen introductory statistics texts for use
in psychology departments.

The lack of statistics textbook evaluation aids is not unique to
psychology. Although several journals in education and mathematics
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routinely publish reviews of recently published statistics textbooks,
these evaluations are typically very subjective, lack any theory-based
rationale, and fail to compare and contrast among existing texts
(Harwell, Herrick, Curtis, Mundfrom, & Gold, 1996). Cobb (1987)
was one of the first authors to compare and contrast statistics texts
used in the fields of education and mathematics. In his evaluation of
16 statistics texts, Cobb rated each book on: (a) technical level and
quality of exposition; (b) topics covered; and (c) the type of data sets
and quality of the exercises present in the text. Although Cobb’s
analysis was subjective, the criteria he developed became the basis of
several more advanced analyses of statistics textbooks in these fields
(e.g., Halvorsen, 2000; Harwell et al., 1996; Huberty & Barton,
1990). We based the following statistics textbook evaluation criteria
on the guidelines used by Griggs (2006) in his analysis of introduc-
tory psychology textbooks and the approaches advocated by Cobb
(1987) and Hayden (2000) in their analyses of education and math-
ematics statistics texts.

Conceptual orientation

When selecting a statistics textbook, instructors need to be cognizant
as to whether the text is primarily conceptual or computational in
nature. Research suggests that the conceptual approach to teaching
undergraduate statistics is more pedagogically sound than focusing
solely on calculation. Guttmannova, Shields, and Caruso (2005) sug-
gested that teachers refrain from focusing on computational formu-
las in a statistics course. They noted that most computational formulas
bear little resemblance to the theory at the core of each statistical
technique. Consequently, students may become good at computing a
particular statistic but have little understanding as to its meaning.
Instead, Guttmannova et al. argued that coursework should focus
on definitional or theoretical formulas. Not only can students use
theoretical formulas to compute a statistic, but more importantly,
these formulas reinforce the underlying theory behind the statistic.
Unfortunately, Guttmannova and colleagues found that only a few
of the textbooks reviewed highlighted definitional as opposed to
computational formulas.

Layne and Huck (1981) examined whether computational proced-
ures facilitated student’s ability to read and understand empirical liter-
ature using two sections of a research methods class. The researchers
provided the experimental group with information concerning the
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computation of traditional introductory statistical techniques (e.g.,
Pearson’s product moment correlation coefficient, independent t-tests).
The control class was identical in content with the exception that the
researchers did not provide computational procedure information.
Students in both classes completed exams at the end of the term
evaluating their ability to read and comprehend statistical informa-
tion including tables photocopied from professional journals. The
researchers used pre-course math tests as a covariate. They found no
significant differences between the two groups’ ability to read and
interpret journal information. It appeared, at least in relation to
journal interpretation, that students experienced no benefit from
learning to compute statistical techniques by hand.

Paradoxically, textbooks that focus exclusively on theory are some-
times the perfect choice for students with math phobias. A con-
ceptual approach allows the instructor to focus less on math and
more on logical reasoning, thus reducing anxiety and better enabling
students to learn the material. This approach can be particularly
successful when coupled with statistical software packages (e.g., SPSS)
which further remove students from working with raw data (and
therein may lie the root of their anxiety troubles). It was not until
relatively recently that instructors had the tools available (e.g., com-
puter SPSS labs) to shift from time-consuming hand calculations to
computer programs. In fact, psychology departments now routinely
use computers in about 70% of their introductory statistics classes
(Bartz & Sabolik, 2001). Moreover, it is unlikely that students will
ever compute the vast majority of statistics by hand when conducting
research. Consequently, researchers have argued that it is pedago-
gically unsound for teachers to continue to focus largely on hand
computations in light of current computer methodologies (Bear, 1995;
Guttmannova et al., 2005).

Despite the growing body of literature supporting the conceptual
approach to teaching statistics, there still appears to be a market for
textbooks that emphasize computation. One potential explanation
for this incongruity is the fact that many of those teaching under-
graduate statistics have very little training in statistics (Hayden, 2000).
As a result, instructors may avoid entering into a lengthy discussion
of statistical theory because they are less sure of their ability to convey
such information to their students in an understandable fashion. In
addition, instructors may encounter a classroom composed of students
with a low need for cognition (Cacioppo, Petty, Feinstein, & Jarvis,
1996) when it comes to statistical reasoning. In this situation, students
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may only be interested in getting the final answer and extremely
resistant to any discussion of why a particular theory or approach
works. The existence of these factors may predispose instructors to
believe that they have no choice but to devote the majority of class
time to computation.

Level of difficulty

As the march to the end of the semester quickens, statistics instruc-
tors only have a finite amount of time to devote to any one topic in
their courses. Unfortunately, some students will need to spend addi-
tional time digesting the material. In these situations, students will
need to rely on the text to provide supplementary instruction. Con-
sequently, it is crucial for instructors to choose a textbook that best
matches the mathematical background of their students. “No one
enjoys being ambushed by a textbook whose technical arsenal turns
out to be more powerful than expected” (Cobb, 1987, p. 322).

To determine the true difficulty level of a statistics textbook, Cobb
(1987) suggested that researchers avoid relying solely on the author’s
own assessment (often provided in the Preface). Instead, Cobb recom-
mended that researchers also assess the degree to which the author’s
use of formulas obscures (or focuses attention) on the relevant basic
concepts. In addition, researchers need to judge the extent to which
the author relies on algebra to make connections among concepts.

Initially, there were relatively few texts designed for students that
traditionally struggle with mathematics. Historically, small publishing
companies such as Pyrczak Publishing produced texts appropriate
for this population. However, recently larger psychology publishers
have been more active producing textbooks in this area (see online
Appendix A at www.teachstats.org for a listing of nontraditional
statistics texts). These texts use a variety of techniques, most often
humor, to take the focus off math and instead emphasize the ideas
behind the numbers. It is important to note that some of these texts
may not be appropriate as preparation for a graduate or postgradu-
ate career in psychology given they may not cover more advanced
topics. However, they can be very good at preparing students to
become good consumers of scientific information.

The diverse mathematical abilities of psychology majors have
resulted in authors creating statistics textbooks appropriate at the
intermediate level. As a result, these textbooks are a nice fit for most
introductory statistics courses at community and four year colleges
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and universities. Unfortunately, a high proportion of intermediate
level texts focus on computation versus the theoretical underpin-
nings of statistical reasoning. According to Griggs (2006), the deci-
sion to adopt an intermediate versus a more advanced text hinges on
the extent to which you wish to challenge students. In addition,
instructors who add supplemental readings may wish to use an in-
termediate text given the fact that the text will not be the sole focus
of the course. Finally, instructors need to consider the extent to
which they want to add material during lecture versus asking stu-
dents to skip material in their book.

There are only a handful of textbooks appropriate for advanced
undergraduate students. Advanced level texts cover the basics as well
as more advanced topics such as logistic regression and repeated
measures analyses of variance. The focus is often more theoretical
than computational. Some psychology departments offer an intro-
ductory statistics course as well as an upper level statistics course for
students who wish to pursue graduate coursework. Advanced texts
can be a very good preparation for graduate school, particularly if
coupled with a data analysis program (see Chapter 7). Although
having students take an introductory statistics course followed by an
advanced course results in some significant content overlap, most
students can use this refresher to sharpen their statistical skills for
graduate work.

Chapter topics and organization

We reviewed the contents of 30 statistics textbooks published since
2000 (see online Appendix B at www.teachstats.org). All the texts
included several sections devoted to descriptive statistics including
chapters on central tendency, variability, and the normal curve. In
addition, all texts had at least one chapter devoted to correlation
and regression. Furthermore, all the textbooks included a chapter
introducing inferential statistics (central limit theorem, sampling dis-
tributions, confidence intervals etc.) as well as chapters devoted to
the one sample t-test, two sample t-test (independent and pairwise),
and the analysis of variance (ANOVA). All textbooks discussed
nonparametric tests; many had a separate chapter devoted to the
chi-square statistic.

Although most authors included some discussion of advanced stat-
istics, the extent to which these analyses were included as separate
chapters varied. For example, although 87% of textbooks included
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a discussion of power analyses, only 38% of those textbooks
included the material as a separate chapter. Similarly, although
70% of the textbooks included a chapter on factorial ANOVA,
only 43% included a chapter on repeated measures analysis of
variance (several of these chapters were in the appendices or online).
A small handful of authors elected to go beyond simple regression
and include a chapter on multiple regression (13%). Finally, only a
few authors included a substantive discussion of analysis of covariance
(ANCOVA), multivariate analysis of variance (MANOVA), logistic
regression, factor analysis, and structural equation modeling. Despite
the popularity of meta-analysis in psychological research, not one
book covered the topic in any detail. Note, though, that several
resources exist to assist instructors who want to infuse specific ad-
vanced statistical methods into their courses (e.g., Grimm & Yarnold,
1995, 2000; Tabachnick & Fidell, 2007). Consequently, instructors
that wish to discuss, for example, analyses of covariance in their
courses, should not feel obliged to select a text that covers this topic
in detail.

Core formulas and vocabulary

Another issue instructors need to consider when selecting a statistics
text involves the extent to which they are comfortable with the
formulas and symbols used in the text. The symbols authors use to
represent statistical concepts (e.g., standard deviation) vary from
text to text. Likewise, computational and conceptual formulas differ
among the various statistics texts. Consequently, it is important for
instructors to review the formulas highlighted by the author prior to
using the text in the classroom. We have found that the use of
alternative formulas in the classroom can result in particularly pain-
ful results for the students as well as instructor. A strong student
might rise to the challenge of learning alternative approaches to
answering a question. On the other hand, a student struggling with
the material may be further confused (to the point of helplessness)
when exposed to yet another formula.

Paradoxically, a university tutoring center can sometimes create
confusion by assigning tutors from business or mathematics to work
with psychology students seeking help in their statistics course.
Although the tutors may be very competent, we have found that
they sometimes insist on using personally familiar methods versus
the formulas the student has encountered in lecture and their text.
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A similar issue often arises when students borrow a friend’s book to
use while taking your class.

Texts also differ in their presentation of key terms and concepts.
Landrum (2005) conducted an analysis to determine the top 100
statistics terms and concepts (see Table 1.1 for the complete list). He
used a convenience sample of three statistics textbooks to create a
list of 374 terms. Landrum reported that only 44 terms appeared in
all three books. Although statistics texts may share similar chapter
titles, the results of Landrum’s analysis suggested that the content
within each chapter is markedly heterogeneous.

Type of data sets/quality of the exercises

Cobb (1987) recommended that when evaluating a statistics text,
instructors should examine whether the text (a) contains real data
(versus contrived data); and (b) contains exercises in which the solu-
tions answer realistic questions. In other words, the data sets and
accompanying problems need to involve more thinking than number
crunching. A growing body of research supports Cobb’s suggestions.
For example, Lutsky (1986) required students in his introductory
psychology class to develop research questions, navigate, and analyze
a previously collected data set using SPSS. The experience resulted in
students reporting less anxiety about using and interpreting stat-
istics. Students also reported a deeper understanding of the complex-
ities associated with conducting scientific research in psychology.
Similarly, Thompson (1994) produced a realistic data set in his
introductory statistics class using the Student Information Question-
naire (SIQ). When given a choice between an artificial data set and
the SIQ data, most students found the data set created in class to be
more interesting. In addition, students revealed that the SIQ data set
made it easier to learn statistics.

Given the focus on data calculation, instructors might expect that
textbooks with a computation orientation would be more apt to use
real data sets and exercises than books with a more conceptual
approach. However, in her analysis of 15 mathematics statistics
texts, Halvorsen (2000) examined the nature of the exercises and
examples and found the opposite pattern. She found that theoretical
texts were more likely to use real data or provide exercises that
had a realistic setting than texts that were more computational in
orientation. Theoretical statistics books were also more likely to cite
from newspaper, magazine, or journal articles than computational
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textbooks. Cobb’s (1987) statement that instructors should “judge a
book by its exercises, and you cannot go far wrong” is particularly
relevant in light of the current research (p. 339). See Chapter 7 for
additional information on the use of data sets in statistics education.

Traditional Versus Electronic Textbooks

College textbook prices have increased twice the general rate
of inflation since the academic year 1987–1988 (US Government
Accountability Office, 2005). Predictably, students and parents have
become increasingly more vocal in their protests over the high costs
of college texts. Consequently, in April 2006, Virginia Governor
Timothy M. Kaine (D) signed legislation that required public col-
leges in his state to develop policies aimed at minimizing the cost of
texts (Walters, 2006). Lawmakers have championed similar meas-
ures in other communities and states around the country. One pos-
sible solution to rising textbook costs involves the use of electronic
texts (see online Appendix A at www.teachstats.org). Many of these
texts are either free or charge a nominal access fee. Unfortunately,
only a few studies have examined whether electronic statistics texts
are effective pedagogical tools.

Utts, Sommer, Acredolo, Maher, and Matthews (2003) compared
a traditional statistics course to a hybrid course on such measures
as student performance, satisfaction, and the amount of time the
instructor put into the course. Students in the traditional course met
regularly with the instructor three times a week and during an hour-
long discussion session. The instructor required a standard statistics
text for all students taking the traditional course. In contrast,
the hybrid course required that students meet in person with the
instructor once a week for 80 minutes to take a quiz. The instructor
used the remaining time to provide an overview of the upcoming
material and provide some demonstrations of relevant material.
Students in the hybrid course used a traditional statistics text, as well
as CyberStats, an online statistics text from Thomson Learning. The
groups did not differ on test performance. In addition, there was no
difference between the traditional and hybrid course in the total
amount of time spent by the instructor on each course. However,
students in the traditional class were more satisfied with the course
organization, pace, and expectancies as compared to students in the
hybrid course.
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Symanzik and Vukasinovic (2003) compared three popular elec-
tronic textbooks—ActivStats (www.datadescription.com), CyberStats
(www.thomsonlearning.com), and MM*Stat (www.quantlet.com/
mdstat). All three of these books contain features typically found in
an introductory statistics textbook (e.g., theoretical concepts, com-
putational formulas, exercises). ActivStats and CyberStats target
undergraduate students whereas MM*Stat is aimed at advanced
statistics courses. In addition, the statistics authors have integrated
a data analysis application into each textbook. Symanzik and
Vukasinovic (2006) discussed some of the issues they encountered
when teaching a “Web-enhanced” version of an introductory stat-
istics course. Unlike the Utts et al. (2003) study, students in the Web-
enhanced course described by Symanzik and Vukasinovic only used
one text, CyberStats, but did so during three face-to-face 50-minute
lectures each week throughout the semester. The course took place
in a computer lab to allow each student access to their online text
during the lecture period. According to the authors, teaching with
an online text like CyberStats sometimes created unique challenges,
most of them related to technology glitches. Other issues revolved
around the electronic text medium—not having a printed copy of
the text was at times an issue for the instructor and students. For
example, Symanzik and Vukasinovic reported that it took several
steps through online links to find definitions. In addition, some stu-
dents did not have Internet access at home, which impaired their
ability to study and complete homework assignments. Consequently,
many students eventually printed out the online material.

In spite of these issues, electronic texts do offer some distinct
advantages. The primary advantage is cost. Many electronic text-
books are available at no cost or a fraction of the cost of traditional
texts. In addition, electronic texts can incorporate multimedia fea-
tures such as animation, Java applets, and interactive applications
that are not possible via print media. Finally, electronic texts may be
ideal for distance education and individualized instruction.

Supplemental Materials

When selecting a text it is important to examine what supplemental
resources are available for students. In fact, we often use the avail-
ability of supplemental materials as the “tie-breaker” when trying to
decide which text to adopt. However, it is important to recognize
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that not every student will need or want to take advantage of these
tools. Consequently, we tend to shy away from bundling these
resources with the text (unless it does not increase the cost of the
text), choosing instead to have them available as optional purchases.
Additionally, instructors should assign study guides and other ancil-
lary materials judiciously. If students use these aids as a means to
assess their learning and strengthen specific skills and knowledge,
they may benefit from their use (Dickson, Miller, & Devoley, 2004).
However, if misused largely as a means to memorize information,
study guides result in little benefit and may detract, in fact, from
time spent studying more wisely (Gurung, 2003). As noted by Dickson
et al. (2004), “not all study time is equal; time spent learning must
be actively used and students need to engage in productive activities
that correspond to the testing method” (p. 38). Therefore, students
may need instruction as to how best to use various ancillary course
materials.

Study guides

Study guides, paper-bound and electronic versions, are available for
the majority (67%) of the traditional statistics texts reviewed in
online Appendix B. The typical study guide consists of a combina-
tion of chapter outlines, learning objectives, glossary of statistics
terms, flash cards, and most importantly, additional multiple-choice,
essay, and problem solving questions. Although the pedagogical tools
provided in most study guides are limited, some students benefit
from the additional problems and seem to find comfort in the flash
cards. However, instructors may need to warn students that the test
questions in the study guide may bear little resemblance to the exam
questions used in the course (Christopher, 2006) and this disparity
may impact test performance (Dickson et al., 2004). Regardless,
these guides are likely to remain popular because they are relatively
cheap to produce and they are tremendously appealing to anxious
statistics students.

Companion Web sites

Increasingly, text authors and publishing companies are creating com-
panion Web sites for students. Indeed, 63% of the texts we examined
provided online resources. Although the vast majority of companion
Web sites are just simple versions of study guides, a small percentage
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contain multimedia exercises, multimedia demonstrations, additional
Web chapters, and links to additional Web resources. For example,
Portier, Hermans, Valcke, and van den Bosch (1997) created an
“electronic workbook” for students to use as a supplement to their
course. Others have created class Web pages with interactive exercises,
PowerPoint lecture notes, and other resources for students to use as
a supplement to class lecture and the text (e.g., Couch, 1997). Given
the fact that Web sites are relatively inexpensive to create and main-
tain, the number of text authors providing Web materials will likely
continue to increase. However, the challenge facing publishers and
authors is to make these supplemental Web sites pedagogically sound.

Computer tutorials

There has always been an interest in facilitating the ability of students
to learn the material after they leave the classroom, particularly
using computer-based applications. For example, Dixon and Judd
(1977) described the advantages associated with requiring students
to use a computer-managed instruction (CMI) system. The primary
advantage was the fact that instructors could now require that students
learn specific areas of inquiry outside the classroom using the CMI
system versus relying on a traditional lecture in class. Consequently,
instructors would have more time to discuss additional topics.

Previously, researchers advocated the use of audio-tutorials as an
adjunct to an introductory statistics course (Carter & Cooney, 1983).
Students equipped with audiotapes and a corresponding workbook
performed significantly better in statistics courses than those students
studying notes and the textbook. Today, statistics instructors have
implemented a variety of innovative strategies aimed at utilizing
electronic media outside of the classroom (see online Appendix C at
www.teachstats.org for a representative list). For example, Hurlburt
(2001) created a series of what he termed “lectlets” (p. 15), mini-
lectures delivered via the Internet with audio and graphic com-
ponents, for use with statistics courses. Each lectlet is relatively short
with the maximum length being approximately 9 minutes. Students
can listen, forward, reverse, and pause the audio-lecture with an
accompanying graphic-text display or download a transcript of the
audio portion of the lectlet.

Aberson, Berger, Emerson, and Romero (1997) described the Web
Interface for Statistics Education support site (WISE; www.wise.
cgu.edu). The WISE site has several online statistics tutorials each
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designed using cognitive learning-based teaching techniques (Romero,
Berger, Healy, & Aberson, 2000). Although the exact content varies
from tutorial to tutorial, students can expect to encounter an over-
view of the topic, sample questions that force the student to elabor-
ate on what they have learned and monitor their progress, interactive
Java-based exercises, downloadable follow-up questions, and lecture
suggestions for instructors. Britt, Sellinger, and Stillerman (2002)
introduced the Estimating Statistics (ESTAT) tutorial as a means of
introducing students to statistics using a variety of activities such as
graphics, eyeball estimating procedures, and data analysis techniques.
Following the use of the program, most students responded that
ESTAT was interesting, engaging, and helped their understanding of
statistics. Students also encouraged instructors to continue to offer
this program in future classes.

Ben-Zvi (2000) described several online simulation or “micro-
worlds” that were useful for high school and undergraduates in
introductory statistics courses. For example, Ben-Zvi introduced Prob
Sim, a Macintosh program designed to teach probability via simu-
lations to grades 6–13 (www.umass.edu/srri/serg/software/probsim.
html). Sampling Distributions is another Macintosh-based microworld
intended to assist high school and undergraduates develop an under-
standing of sampling distributions via graphics and visual feedback
(www.tc.umn.edu/∼delma001/stat_tools/). Ben-Zvi also introduced
several tutorials designed to improve students’ knowledge of a
wide variety of statistical concepts. Examples included ActivStats
(www.datadesk.com/products/mediadx/activstats/), ConStats (www.
constats.atech.tufts.edu/), and The Authentic Statistics Project (ASP;
Lajoie, 1997).

There are several advantages associated with the development of
computer-based tutorials for students’ use outside of the classroom.
First, tutorials may improve student understanding of the material.
Marcoulides (1990) found that students given the opportunity to use
computer-assisted instructional (CAI) programs outside the class-
room scored significantly higher on a statistics achievement test than
did students who only received lecture. Second, many of the mater-
ials are self-paced, enabling students to spend as little or as much
time needed to develop mastery of a specific information module.
Third, additional materials that utilize a variety of learning modalities
may be useful to students with special needs. For example, tran-
scripts can be helpful for English as a Second Language (ESL) students
and the pairing of visual-auditory information may benefit those
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with various learning disabilities. Fourth, students can focus their
study on shorter chunks of information during a single study session
to maximize learning. Finally, adjunct materials can help foster in
students independent study skills and an increased sense of respons-
ibility for learning of statistics. Indeed, Stockburger (1982) found
that introductory statistics students who participated in the com-
puter simulations (e.g., means, normal curve, correlation coefficient)
attempted significantly more exercises with greater success than stu-
dents that did not make use of the simulations. For additional infor-
mation on supplemental materials such as CD-ROMs and calculator
selection, see our Web site at www.teachstats.org.

Electronic Discussion Boards

We all have that rare lecture that seems to fall flat. While discussing
a topic, you look out into a sea of faces and see utter confusion
among many of the students. Asking if anyone has any questions
will sometimes coax some students to voice their concerns. How-
ever, more often than not, we find that confused students will often
leave lecture hoping to achieve clarity by rereading their class notes
or text. Although these techniques can be useful, sometimes it is
more beneficial to have someone re-explain the difficult concept.
Electronic discussion boards can provide students with the opportun-
ity to interact with the instructor and their peers in a safe and non-
threatening atmosphere. However, the research surrounding the use
of electronic bulletin boards is decidedly mixed.

Several researchers have reported benefits associated with computer-
mediated discussion. For example, Harasim (1990) suggested that
online discussions differ from face-to-face sessions in that computer-
mediated discussions allow students to join in on a discussion any-
where they have access to a computer and the Internet. Therefore,
class discussion can continue outside of the formally scheduled class
time. In addition, computer-mediated discussion can be asynchron-
ous. Consequently, students can compose a thoughtful response
without feeling pressured to produce a quick glib response in real
time. Another important aspect associated with electronic discussion
boards is the fact that students can talk among themselves without
feeling pressured to interact with the instructor. Indeed, well-crafted
questions can provoke lively discussions rivaling those experienced
in the face-to-face medium (Duell, 2006).
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Electronic discussion boards have added benefits beyond simply
the extension of classroom discussion. For example, Althaus (1997)
found that students who took part in face-to-face discussions in
class as well as the computer-mediated discussion groups were more
likely to earn higher grades than those students who only particip-
ated in the classroom discussions. Wang, Newlin, and Tucker (2001)
found that the total number of student comments in an electronic
chat room correlated with the final grade students’ achieved in an
Internet-based introductory statistics course. Kahn and Brookshire’s
(1991) results revealed that students who participated in a computer
bulletin board consequently rated themselves as more computer lit-
erate. Of course, these results are correlational and thus, one cannot
assume that the use of the electronic discussion board caused these
benefits. However, Kahn and Brookshire found that electronic dis-
cussion boards freed up more time for in-class discussion, enabled
the instructor to post announcements and examples for student use,
and resulted in the instructor spending less time answering the same
repeated questions. Finally, Newlin and Wang (2002) suggested that
Web-based computer-mediated communication encouraged contact
between faculty and students, facilitated cooperation among students,
allowed instructors to provide prompt feedback, gave students a
sense of how far along they should be on a particular assignment,
and allowed faculty to establish their course expectations.

Unfortunately, Kahn and Brookshire (1991) found that despite
the advantages, many students did not utilize electronic bulletin
boards. The researchers speculated that the lack of student involve-
ment was due to many factors including a lack of computer avail-
ability, a preference for oral communications versus written prose,
and the perception that instructors were not rewarding student par-
ticipation on the board with sufficient academic credit. In addition,
the authors posited that instructors sometimes responded too quickly,
not allowing students sufficient opportunity to respond, ultimately
inhibiting student responses. Pena-Shaff, Altman, and Stephenson
(2005) found that students sometimes refrained from participation
due to fear that other students would view their posts as ignorant
or unintelligent. In addition, the researchers reported that some
students felt that the instructor forcing them to participate made the
process a chore and many resented the fact that the discussions were
graded. Other students reacted negatively when they received insuf-
ficient feedback and viewed the other postings as personal commun-
ication without any merit.
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Sain and Brigham (2003) reported that students required to use an
electronic bulletin board reported levels of satisfaction less than those
taking a traditional class section of introductory psychology. The
researchers concluded that “adding an interactive Web component is
not sufficient to increase satisfaction and academic performance in a
college course” (p. 428). In addition, a poorly run discussion board
can cause many headaches for the instructor. One of the most sig-
nificant problems that can develop is the emergence of discussion
that gets off topic and fosters a dysfunctional environment. Finley
(2006) suggested that there is also the potential for the misinterpre-
tation of simple comments due to the lack of nonverbal behavior
and/or proper “netiquette” (e.g., avoid writing in capital letters, as
this is equivalent to shouting in the online environment). Conse-
quently, the instructor should routinely monitor all material and keep
the discussion centered on statistics. Instructors can also be proactive
and routinely introduce applied statistical topics for discussion.

There are several tools available to set up a discussion board.
However, it is important to maintain the privacy of the participants
such that names and e-mail addresses are private (consequently
listservs are not appropriate). In addition, instructors should con-
struct the forum so that students have the choice of opting into the
board versus initially enrolling all students in the group (and then
having to opt out if desired). There are several easy to use free tools
available to create electronic discussion boards including Google
Groups and Yahoo! Groups. In addition, discussion boards are also
a part of popular online teaching applications such as Blackboard
and WebCT. Finally, your school or college may have their own
software portal that allows for the creation of discussion groups.

Multimedia Tools

Technological advances since the mid-1990s have allowed for the
introduction of interactive technologies into statistics classrooms.
Applications such as PowerPoint, Java applets, Macromedia Shock-
wave and Flash, and HTML have greatly enhanced the ability of
instructors to make statistics come alive in the classroom. In their
review of the research literature, Ludwig and Perdue (2005) reported
that multimedia tools in the classroom raised interest levels, enhanced
understanding, and increased encoding and retrieval. A growing body
of research suggests that employing multimedia instructional methods,
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if done well, facilitates student performance (e.g., Eskicioglu & Kopec,
2003; Forsyth, 2003; Mayer, 2001; Velleman & Moore, 1996).
For example, Erwin and Rieppi (1999) compared traditional and
multimedia classes on a range of psychology topics (e.g., human
development, abnormal, and statistics). Students in the multimedia
classrooms, regardless of the topic, obtained significantly higher exam
scores than those students in traditional courses.

Although there are many benefits associated with multimedia tools,
there are some notable disadvantages associated with their use in
educational settings. For example, Briggs and Sheu (1998) cautioned
that Java applets available on the Internet are not always available
for use due to Internet congestion, Web site reorganization, faculty
migration, and lack of funds or continued interest. In addition, there
is no way to get the coding for Java applets, Flash, and Shockwave
without contacting the author (HTML sources can be viewed in
your browser). Another issue that instructors need to address is the
amount of time they wish to devote to developing multimedia tools
for lecture. Some programs, like HTML and Java, are relatively easy
to learn but instructors should keep online tutorials and reference
texts handy. Others programs, like Shockwave, take considerable
time and effort to master. Consequently, Huelsman (2006) suggested
that instructors find someone with a strong computer application
background to assist in the creative process.

Educators need to avoid becoming infatuated with the use of
multimedia to teach statistical concepts. Despite grand expectations
over the years, technology-centered approaches to multimedia learn-
ing have not lived up to the hype (Mayer, 2005). The failure of this
approach was the result of forcing people to “adapt to the demands
of cutting-edge technologies” rather than taking the more learning-
centered approach of “adapting technology to fit the needs of human
learners” (Mayer, p. 9). Before considering whether to incorporate
multimedia tools into lecture, instructors need to make sure that
multimedia content is essential to the understanding of the topic at
hand and does not serve as a distraction (Lucas & Bernstein, 2005).

Presentation technology

Microsoft PowerPoint and other presentation software (e.g., Corel’s
Presentations) have permeated all aspects of college teaching. Increas-
ingly, it seems as though students are more likely to attend classes
taught entirely via PowerPoint than traditional lectures involving a
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lectern and an overhead projector. So, does it make sense to teach
statistics using presentation software such as Microsoft PowerPoint?

According to Mayer (2001), the extent to which students retained
new information, integrated it into an existing knowledgebase, and
were able to use this information to solve novel problems depended
to a large degree on the how text, pictures, and animation were used
in conjunction with spoken word. Specifically, retention increased
when instructors presented text accompanied by images, graphics,
or animation—as one would do in a typical PowerPoint lecture.
However, Mayer noted that is important to avoid burdening slides
with extraneous sounds, animation, and words. In addition, trying
to make the material fit into an electronic medium such as PowerPoint
may lead instructors to dumb down the material to ensure the slide
is visually appealing.

Mayer (2001) also noted that not all material is suitable for visual
representation. For example, although it might be very useful to
demonstrate the theory behind linear regression using multimedia
tools such as Java applets, it would be inappropriate to walk stu-
dents through, slide after slide, the process of solving a regression
formula. Simply showing students a completed regression problem is
much less effective than having students interact with each other and
the professor as the problem unfolds in real time. Accordingly, Mayer
stated that students benefit greatly from hearing a professor discuss
a topic. The worst retention occurs when an educator merely reads
the bullet points or a formula presented in PowerPoint.

When presenting your slides, Zhu and Kaplan (2002) recommend
that instructors face the class, use the slides as guides for discussion,
do not turn out the lights, and avoid putting the students in a
passive mode by combining the presentation with other activities
such as writing on the board. Lucas and Bernstein (2005) recom-
mended that instructors pass out handouts of slides prior to lecture
to encourage active learning. Finally, Huelsman (2006) suggested
that instructors using PowerPoint have a hard copy backup handy in
the event technology fails (which inevitably will happen).

Interactive applications: Java applets, Flash,
Shockwave, and HTML

A Java applet is a software application that provides interactive
features within an existing program such as a Web browser. Java
applets offer several distinct advantages for instruction in education.
According to Saucier (2000), Java applets can incorporate sound,
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text, animation, and graphics into the final product. In addition,
although Java applets load slower than other Web applications (e.g.,
Macromedia Flash), they will cache in most browsers resulting in
quick load times when an individual returns to that particular Web
site. Finally, but most importantly, Java applets can be used on
virtually any platform including Windows, Unix, Mac OS, and Linux.
In addition, viewers do not need any special plug-in software. Briggs
and Sheu (1998) suggested that Java is also very useful for educators
because the program comes equipped with toolkits and built-in sup-
port to aid instructors who are not experienced in Web animation.

Several Web sites offer Java applets covering a wide variety of
statistical topics (see online Appendix C at www.teachstats.org for a
representative list). For example, Romero and colleagues (2000) de-
scribed the Java applets provided on the Web Interface for Statistics
Education site (WISE; www.wise.cgu.edu). Included on the site are
applications that address concepts such as the sampling distribution
of the mean, correlation and regression, and statistical power. Malloy
and Jensen (2001) developed the Utah Virtual Lab using Java applets
(www.psych.utah.edu/learn/statsampler.html). The lab, which is one
tool in the University of Utah Department of Psychology’s StatCenter,
allows instructors to: (a) create a statistical virtual reality environ-
ment; (b) link theory and data; and (c) define independent, depend-
ent, and predictor variables for a particular area of interest. Instructors
can then have their students research the topic, develop hypotheses,
design a study, collect and analyze data, and interpret their results.
In addition, the StatCenter contains additional Java applets cover-
ing topics such as effect size and the normal probability curve. It
contains a tool that allows instructors to create homework, quizzes,
and exams. The site also contains Macromedia Flash interactive
tools addressing ANOVA and the relations among alpha, beta,
and power.

Macromedia Shockwave and Flash (recently acquired by Adobe)
have great potential use in a statistics class. Shockwave, originally
designed to provide multimedia content for CD-ROMs, can add
movies, sound, and animation to a presentation. Flash, a newer
application created for use on the Web, is a very popular tool for
adding mouse-overs, animation, and special effects to presentations.
Wender and Muehlboeck (2003) created five Macromedia Flash
animations for use in a statistics course. These included the multi-
plication of two matrices, covariance, least squares in linear regression,
the interconnectedness of Type I and II errors, and effect strength.
When the researchers compared students exposed to a static versus



48 Nuts and Bolts of Teaching Statistics

an animated presentation, they found that the animation of the
aforementioned statistical concepts was beneficial to student reten-
tion and performance.

Although both programs provide an excellent means to add multi-
media content to a statistics presentation, they do differ from each
other in several important ways. For example, Saucier (2000) re-
ported that Flash animation is much quicker to load than Shockwave,
is easier to learn for the novice, and produces smaller files. Shockwave,
on the other hand, is more versatile and better suited for complex
tasks. Macromedia applications require a free plug-in to view con-
tent. Nonetheless, over 54% of U.S. computers have the Shockwave
player and almost 99% have the Flash player on their computer
(Macromedia, 2007). Indeed, the ubiquitous presence of Flash makes
it a powerful tool for the traditional multimedia-equipped classroom
as well as online statistics courses.

HyperText Markup Language (HTML) aids in the creation of
Web pages by defining the content of a Web page and establishing
how to display the page in a Web browser such as Internet Explorer
or Firefox. Although HTML is not difficult to learn, there are hosts
of programs available that allow the user to create Web pages with
little or no knowledge of HTML. Koch and Gobell (1999) used
HTML to create a dynamic set of decision charts for use in an intro-
ductory statistics or methodology course illustrating the intercon-
nectedness among scales of measurement, methodology, and statistical
analyses. They found that students using the charts were more accur-
ate, confident, and found the problems easier when using the HTML
tutorial. In addition, practice on these tutorials improved the ability
of these students to solve future problems. These results parallel the
work of Schau and Mattern (1997) who demonstrated the learning
benefits associated with the use of concept maps in a statistics course.

Multimedia simulation programs

There is considerable promise associated with the use of multimedia
in the teaching of undergraduate statistics. The use of multimedia
simulation packages enables students to become active learners, pro-
vides a visual medium to assist student comprehension, and encour-
ages students to apply statistical concepts to real-world problems
(Velleman & Moore, 1996). For example, Hatchette, Zivian, Zivian,
and Okada (1999) created an interactive computer program (STAZ)
that enabled instructors to illustrate statistical concepts that were
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difficult to express verbally (e.g., central limit theorem). Similarly,
the Friendly Introductory Statistics Help (FISH) program provides
the scaffolding necessary for students to conceptualize statistical con-
cepts (Brooks & Raffle, 2005). Fathom (Key Curriculum Press, 2007a)
is a dynamic classroom statistics package that students can use to
explore simulations, create sampling distributions, and conduct data
analyses. For additional examples of simulation programs, see our
Web site at www.teachstats.org.

Researchers have found that the classroom use of multimedia simu-
lation programs can enhance student learning. For example, Meletiou-
Mavrotheris (2003) concluded that the use of Fathom in the classroom
promoted greater student understanding of key concepts related to
statistical inference. Mills (2004b) determined that computer simu-
lation methods (CSMs) improved student understanding of abstract
statistical concepts. Although these are promising results regarding
the use of simulations in the classroom, computers are unlikely to
replace human instructors anytime in the near future. Rather,
instructors should use multimedia simulations to free themselves
from tasks better suited for a machine to focus instead on inter-
action, motivation, and assessment (Velleman & Moore, 1996).

Conclusion

Garfield (1995) examined research in the areas of psychology, statistics,
and mathematics education to formulate general principles by which
students learn statistics. She asserted that students learn statistics by
constructing relevant knowledge via active involvement in learning
activities. As instructors, we need to facilitate student learning by
providing an environment that allows students to reach their potential.
The syllabus and textbook establish the personality of class. Con-
sequently, instructors need to create a syllabus that strikes the right
tone and select a text that best matches student abilities. There are a
number of technological tools at the statistics instructor’s disposal to
create an active learning environment. Choices range from CD-ROMS,
electronic discussion boards, and PowerPoint lectures to Java applets
and Flash animation. However, too much multimedia can overwhelm
content. Instructors need to be judicious when infusing multimedia
content into a statistics course. There is “no substitute for the motiva-
tion and encouragement that a teacher can provide . . . technology
should serve content and pedagogy” (Moore, 1997, p. 134).
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II

Theoretical and
Pedagogical Concerns
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Chapter 3

Educational Reform
in Statistics

Lottery: A tax on people who are bad at math. – Author
unknown

Science fiction author H. G. Wells in 1903 stated, “Statistical think-
ing will one day be as necessary for efficient citizenship as the ability
to read and write” (Mallows, 1998, p. 2). Wells was quite prophetic
as the ability to think and reason about statistical information is not
a luxury in today’s information and technological age. Students who
lack fundamental statistical literacy, reasoning, and thinking skills
may find themselves unprepared to meet the needs of future em-
ployers or to navigate information presented in the news and media
(Bryce, 2002; Ritter, Starbuck, & Hogg, 2001).

The National Assessment of Adult Literacy (NAAL) Report de-
fined quantitative literacy as:

the knowledge and skills required to perform quantitative tasks—to
identify and perform computations, either alone or sequentially, using
numbers embedded in printed materials. Examples include balancing
a checkbook, computing a tip, completing an order form, or deter-
mining the amount of interest on a loan from an advertisement.
(National Center for Education Statistics, 2003, p. 14)

At the highest level, the report cited the ability to compare, by
ounce, the cost of grocery items as an example of the proficient level.
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Unfortunately, despite a general increase in quantitative literacy over
the past 10 years, the report painted a bleak portrait of literacy in
the United States. Specifically, the NAAL Report documented that
quantitative literacy skills of the U.S. population were at approx-
imately the following levels: 22% below basic, 33% basic, 33%
intermediate, and 13% proficient. Although the NAAL Report was
specific to quantitative literacy, it is reasonable to assume that stat-
istical literacy, reasoning, and thinking may be lacking within the
United States given the fact that these concepts involve knowledge
and abilities that extend far beyond the skills required to balance
one’s checkbook (delMas, 2002; Garfield, 2002; Rumsey, 2002).

Fortunately, students are taking more statistics classes than ever at
the high school and undergraduate level. In 1997, the College Board
offered the first Advanced Placement (AP) test in statistics. At that
time, 7,667 students registered for the exam. Since 1997, an addi-
tional 364,703 students have taken the test with 75,668 students
completing the exam in 2005 (AP College Board, 2006). On the
college level, Loftsgaarden and Watkins (1998) estimated that over
236,000 students register for statistics courses each semester in
departments of mathematics and statistics. Garfield, Hogg, Schau, and
Whittinghill (2002) argued that this number underestimates current
enrollments for two reasons. First, they noted that the number of
students taking statistics course continues to rise each year and sec-
ond, the figure excludes students taking statistics courses in depart-
ments such as psychology, business, and economics.

Educational Reform

Although students are taking more statistics classes than ever before,
there remain two questions. First, do students take more than one
course in statistics? Second, are students benefiting from the courses
they are taking? In 1999, the American Statistical Association (ASA)
launched the Undergraduate Statistics Education Initiative (USEI;
Amstat News, 1999). The USEI focused on several aspects of stat-
istics education including curriculum guidelines for an undergraduate
major and minor in statistics, employer needs related to statistical
literacy in future employees, and educational reform within intro-
ductory statistics courses.

One major concern raised by the USEI concerned the possibility that
many students had a negative experience when taking introductory
statistics such that “few desire a second course or make subsequent
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use of what they have been exposed to” (Bryce, 2002, p. 7). Scholars
in the field of statistics education also questioned what students
were learning in many statistical methods courses (Butler, 1998;
Garfield, et al., 2002). They argued that heavily lecture-based courses,
with a focus on computations and discrete methods, fail to teach
adequately statistical literacy, thinking, and reasoning and leave
students unprepared in today’s data-driven world. Butler (1998),
one of the most vocal critics of traditional methods of teaching
statistics, argued that students are frequently unable to take what
they have learned in statistics courses and apply that knowledge in
the workplace. According to Butler, when former students attempt
to use statistical methods in their jobs, often “the results are a
shambles” (p. 84).

Both the American Statistical Association (ASA) and the Math-
ematical Association of America (MAA) issued a call for educational
reform in statistics (ASA, 2005; Cobb, 1992). In 1991, the MAA
convened the Curriculum Action Project including the Focus Group
on Statistics Education headed by George Cobb. The Focus Group’s
final report, Heeding the Call for Change, included three primary
recommendations for educational reform in statistics—an emphasis
on statistical thinking, a greater use of real data, and active learning
(Cobb, 1992). The report argued against lecture as the primary
method of statistics education stating that students must experience
statistics in a research context as opposed to passively receiving
statistics education. Following this report, statistics scholars and
educators endorsed the call for reform arguing for change through-
out the undergraduate curriculum (e.g., Bryce, Gould, Notz, & Peck,
2001; Cannon, Harlaub, Lock, Notz, & Parker, 2002; Higgins, 1999;
Hogg, 1999; Moore, 1997; Moore, 2001a; Roiter & Petocz, 1996;
Snee, 1993; Tarpey, Acuna, Cobb, & De Veaux, 2002).

In an effort to evaluate progress within statistics education reform,
Garfield (2000) surveyed over 300 statistics instructors to assess
their current methods of teaching. This research, funded by the
National Science Foundation, sampled not only teachers of statistics
within mathematics and statistics departments but included instruc-
tors from other disciplines such as psychology, sociology, and busi-
ness. Survey results highlighted improvement in statistics education
particularly related to the use of technology and the analysis of real
data. Indeed, two-thirds of all instructors surveyed reported that
over the past few years, they had made significant changes to their
courses. In addition, approximately half of the respondents reported
specific substantive changes to teaching methods and course content.
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Although the report documented positive efforts towards reform in
overall instructional strategies, Garfield noted that instructors still
were reporting lecture and traditional assessment measures such as
quizzes, homework, and in-class exams as the most frequently used
teaching and assessment methods.

As part of the ongoing reform effort, the ASA funded the Guide-
lines for Assessment and Instruction in Statistics Education (GAISE)
Project in 2005. This project focused on two separate domains
of statistics education: K-12 and introductory statistics courses at
the undergraduate level. The GAISE College Report (ASA, 2005)
contained six recommendations related to the teaching of an intro-
ductory statistics course on the undergraduate level (see Chapter 1).
Unlike other studies highlighting a topical approach to what teachers
should include in a statistics course (e.g., Giesbrecht et al., 1997;
Landrum, 2005), the GAISE Report focused on broader methods of
instructional practice.

The GAISE College Report represented “ASA-endorsed guidelines
for assessment and instruction in statistics” (ASA, 2005, p. 1). In
relation to proposed reforms, Garfield et al. (2002) commented,

While many statistics instructors have readily adopted some of these
reform suggestions, there are others teaching statistics, particularly in
the biological and social sciences, business, and engineering as well as
mathematics, who are harder to reach. We must find ways to inform
and support these other teachers of statistics, so that they may learn
about and implement ways to improve their courses. (p. 13)

In this and subsequent chapters, we will discuss the research related
to these recommendations and provide information to enable in-
structors to integrate these reforms into the classroom. Although we
will discuss each of the recommendations separately, be aware that a
great deal of overlap exists between each of the recommendations.

Statistically Educated Students

In a discussion of learning goals and outcomes, the GAISE report
(ASA, 2005) argued that the primary goal of statistics education is
to “produce statistically educated students” (p. 5). The report defines
statistically educated students as those who are both statistically
literate and who can think statistically. Although not specifically
discussed in the GAISE Report, scholars in the field of statistics
educational reform also have highlighted the importance of statistical
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reasoning as a fundamental goal within a statistics education
(Ben-Zvi & Garfield, 2004; Cobb & McClain, 2004; delMas, 2004;
Garfield, 2003; Jones, Langrall, Mooney, & Thornton, 2004;
Tempelaar, Gijselaers, & Schim van der Loeff, 2006). To engage in
the development of instructional practices and assessment measures,
scholars must more fully explore and define these terms.

Numerous statistics education researchers such as Ben-Zvi and
Garfield (2004), Chance (1997), Cobb and McClain (2004), delMas
(2004), Hogg (1992), Jones, Langrall, Mooney, and Thornton (2004),
Pfannkuch and Wild (2004), Rumsey (2002), Schield (2005a), and
Utts (2003) have discussed concepts related to statistical literacy,
thinking, and reasoning. Although all agree that these abilities are
important, there is less consensus about the use or operationalization
of each term (Ben-Zvi & Garfield, 2004; delMas, 2004). Indeed
there appears to be much overlap among the terms and some re-
searchers use the terms interchangeably (e.g., thinking and reasoning
are not differentiated). Nonetheless, there is a consensus that students
must become effective consumers of statistics and learn how to
reason, think about, and critically question statistical information.
Moreover, the next generation, particularly students involved in the
sciences, need to be able to appreciate the role of statistics in the
scientific process.

Effective instructional practices and assessment rest on the
bedrock of clearly articulated goals and learning outcomes for each
statistics course (Gal & Garfield, 1997). Given statistical literacy,
thinking, and reasoning are fundamental learning goals in an intro-
ductory statistics course, it is imperative that we define and work to
conceptualize these abilities and processes. delMas (2002) provided
a good introductory schemata highlighting the three primary instruc-
tional domains of interest to statistics educators (see Table 3.1).

Table 3.1 delMas’ (2002) model of statistical literacy, reasoning, and
thinking1

Basic Literacy Reasoning Thinking

Identify Why? Apply
Describe How? Critique
Rephrase Explain Evaluate
Translate (The Process) Generalize
Interpret
Read
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Although researchers often approach literacy, reasoning, and think-
ing as separate but overlapping domains, delMas (2002) argued that
basic literacy is the overarching ability with reasoning and thinking as
overlapping abilities subsumed within literacy. Therefore, students can-
not be considered statistically literate if they have not also developed
statistical reasoning and thinking skills. This schematic provides a
useful framework as we discuss further the concepts of statistical liter-
acy, thinking, and reasoning. Table 3.2 contains a partial list of sample
learning goals and outcome from the GAISE Report (ASA, 2005).

Table 3.2 Sample learning goals from the GAISE College Report

Goals for Students in an Introductory Course: What it Means to be
Statistically Educated

Students should believe and understand why:

• Data beat anecdotes.
• Association is not causation.
• Statistical significance does not necessarily imply practical importance,

especially for studies with large sample sizes.

Students should recognize:

• Common sources of bias in surveys and experiments
• How to determine when a cause and effect inference can be drawn

from an association, based on how the data were collected (e.g., the
design of the study).

Students should understand the parts of the process through which
statistics works to answer questions, namely:

• How to obtain or generate data.
• How to graph the data as a first step in analyzing data, and how to

know when that’s enough to answer the question of interest.

Students should understand the basic ideas of statistical inference:

• The concept of statistical significance including significance levels and
p-values.

• The concept of confidence interval, including the interpretation of
confidence level and margin of error.

Source: ASA (2005, pp. 6–7).
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Statistical Literacy

Statistical literacy represents the minimum ability and knowledge
needed by individuals traveling today’s information superhighway.
Whether one is reading a crime report in a newspaper or a research
journal, the ability to use any of delMas’ (2002) basic literacy skills
is fundamental. However, it is important to differentiate between the
basic literacy skills needed by the public and those abilities expected
of undergraduate students, particularly those students completing
advanced statistics courses. Teachers need to be cognizant of the
exact literacy skill sets and domains of knowledge required for their
specific statistics courses. Ultimately, teachers should link objectives,
instruction, and assessment. Therefore, although delMas’ goals may
underlie all of statistical literacy, the specific degree of knowledge
may vary depending on the level of statistics education. At the more
advanced level, teachers need more specific and broader definitions
of statistical literacy to complement the definition provided by delMas.
The literature on statistics education contains several definitions and
approaches to the study of statistical literacy. For example, Ben-Zvi
and Garfield (2004) highlighted “basic and important skills that
may be used in understanding statistical information or research
results” (p. 7). Wallman (1993) included “the ability to appreciate
the contributions that statistical thinking can make in public and
private, professional and personal decisions” (p. 1). Utts (2003) identi-
fied a list of skills and ideas associated with statistical literacy such
as knowledge of variability, the difference between “no statistically
significant effect” and “no effect,” and issues of causality (p. 75).

Regardless of the list or definition used, there is consensus about
two overall abilities that underlie statistical literacy (Gal, 2004;
Rumsey, 2002). First, students should be active consumers and evalu-
ators of the broad range of statistical information they encounter on
a daily basis. They should be able to interpret and critically evaluate
statistical information. Second, students should possess and be able
to communicate a basic understanding of the statistical terms, con-
cepts, and approaches needed to make sense of data. It is not enough
that students can read and interpret statistical information; they also
should be able to discuss, relate, and articulate informed positions
regarding data.

Gal (2004) presented a more detailed model of statistical literacy
(see Table 3.3). This model is useful in further defining goals and
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Table 3.3 Gal’s (2004) model of statistical literacy2

Knowledge elements Dispositional elements

Literacy skills
Statistical knowledge Beliefs and attitudes
Mathematical knowledge Critical stance
Context knowledge
Critical questions

outcomes within a statistics course. He conceptualized the model
into two broad categories of elements necessary for the development
of statistical literacy. One particularly useful element of Gal’s model
is that it breaks down statistical literacy not only into those know-
ledge elements necessary within a literate individual but also those
dispositions that facilitate the individual’s use of those skills and
knowledge.

Knowledge elements

The first knowledge element inherent within Gal’s (2004) formula-
tion of statistical literacy is general literacy. Frequently, we watch
students struggle with statistics and the cause may not be the result
of specific deficits related to the learning of statistics but rather more
general literacy deficits. Gal argued that for statistical literacy, indi-
viduals must be literate in a variety of abilities. According to Kirsch,
Jungeblut, and Mosenthal (1998), literacy is composed of three
abilities—prose literacy, quantitative literacy, and document literacy.
Prose literacy is the ability to understand the written and spoken
word. Quantitative literacy involves basic numeracy skills and the
ability to perform computations. Document literacy is the ability to
read and make sense of charts, graphs, and tables that may accom-
pany text sources such as newspapers or journal articles as well as
primarily non-text sources such as advertisements. Students lacking
in any of these general literacy skills will have trouble developing
statistical literacy and may need remedial coursework before taking
a statistics course.

The second knowledge element required for statistical literacy is stat-
istical knowledge. Students are most likely to achieve this knowledge
base from careful attention to the material presented in statistics



Educational Reform in Statistics 61

courses and textbooks. However, statistical knowledge should extend
beyond the basic terms and ideas of probability or descriptive and
inferential statistics. According to Gal (2004) and others involved in
the reform movement of statistics education, statistical knowledge
must extend to an understanding of the broader research context—
why and how data are produced.

The third knowledge element required for statistical literacy is
mathematical knowledge. However, leaders in the field of statistics
education and reform have argued about the degree of mathematical
knowledge required for an introductory statistics course (Cobb, 1992;
Cobb & Moore, 2000; Gal, 2004; Moore 1998). On the one hand,
Friel, Russell, and Mokros, (1990) argued that students learn many
ideas such as averages, margin of error, and significant difference
intuitively. According to this argument, it may be more important
for students to focus on an understanding of basic statistical ideas
such as those related to the concepts of variability and the process of
data production than mathematical processes such as the derivation
of formulas. This point is particularly true, given most individuals
around the globe will never take a college-level statistics course
(UNESCO, 2000). Consequently, basic numeracy skills taught to chil-
dren and young adolescents may be fundamentally a more important
element of statistical literacy than knowledge of more advanced quan-
titative procedures. On the other hand, according to Gal (2004), if
students are to use statistical concepts with precision and demon-
strate an ability to evaluate research data, they need a broader level
of quantitative skills and abilities. For more information concerning
the relationship between quantitative literacy and statistical literacy,
visit our Web site at www.teachstats.org.

The fourth knowledge element required for statistical literacy is
context knowledge. According to Gal, “Proper interpretation of stat-
istical messages by adults depends on their ability to place messages
in a context, and to access their world knowledge” (2004, p. 64).
The GAISE Report (ASA, 2005) argued that teachers and students
should use real data within the context of statistics instruction. Arti-
ficially produced numbers presented without a context do not facil-
itate the development of statistical literacy. Gal (2004) asserted that
such examples do not enhance the development of statistical literacy
and may instead serve to confuse and misinform students. After all,
researchers produce data in real-world contexts and statistical lit-
eracy includes an ability to evaluate the context and methods of data
collection as a fundamental component of data interpretation.
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The final knowledge element required for statistical literacy is
what Gal (2004) referred to as critical questions. We need to teach
our students to arm themselves with common questions that they
ask themselves when evaluating any statistical conclusion. The extent
of critical evaluation can range from basic questions to comprehen-
sive critiques. At a basic level, statistically literate individuals should
ask questions when presented with statistical information numeri-
cally or in graph form (Gal, 2004). For example:

1. Who are the researchers and is there any potential for conflict of
interest or bias?

2. How did the researchers collect their data?
3. How did the researchers design their study (e.g., experimental,

quasi-experimental, correlational, survey)?
4. Who were the participants and how did the researchers find

their sample? Was the sample representative of the population?
5. Did the researchers use instruments and procedures that are

reliable and valid?
6. Did the researchers use appropriate statistical procedures to

analyze these data?
7. Do the results make sense? Are there alternative explanations

for the research findings?

These sorts of questions should be in the forefront of anyone’s mind
when evaluating data. Of course, students can learn more compre-
hensive methods of critiquing studies based on threats to internal
validity, external validity, statistical conclusion validity, and con-
struct validity (e.g., Shadish, Cook, & Campbell, 2001).

Dispositional elements

The first dispositional element discussed by Gal (2004) involves indi-
viduals’ beliefs and attitudes about the value of statistics and their
ability to use statistics. Gal stressed that individuals need to appreci-
ate the “power of statistical processes” (p. 70). Individuals need to
believe that statistical information is a powerful decision-making
tool. Additionally, individuals need to view themselves as efficient
and effective consumers of statistics. Such an appreciative stance
may make them more likely to engage in problem solving and crit-
ical evaluation of statistical information.

The second dispositional element discussed by Gal (2004) involves
the development of a critical stance. The phrase “lies, damned lies,
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and statistics” is attributed to a variety of authors including Mark
Twain, Benjamin Disraeli, Henry Du Pré Labouchère, Leonard H.
Courtney, and Cornelia Augusta Hewitt Crosse. The longevity and
popularity of the phrase reflects the need for a critical stance when
evaluating statistical data. Gal (2004) noted that it is not only im-
portant that individuals ask critical questions, but they must possess
a dispositional stance that predisposes them to ask the tough ques-
tions when evaluating information. Gal (2004) further argued that
individuals often fail to take a critical stance due to their lack of
perceived familiarity with statistical issues and fear of embarrass-
ment when discussing statistical matter that they perceive to be over
their heads.

Milo Schield (2005a), Director of the W. M. Keck Statistical
Literacy Project, argued that instructors have the responsibility to not
only teach basic statistical competence but to become “evangelists”
(p. 1) for statistical literacy. He argued that we should develop intro-
ductory statistics courses that attract students because students find
the material enjoyable and beneficial. To foster statistical literacy,
teachers and students must discuss and argue everyday, real-world
examples of statistics from the media, news, and journal studies. As
a result, the ultimate course evaluation should consist of measur-
ing students’ “appreciation for the value of statistics in everyday
life” (p. 4).

Unfortunately, within the field of psychology, very few researchers
have examined the concepts of statistical and quantitative literacy.
For example, a search of PsycInfo of both terms yielded only 12
total citations. Moreover, only one citation, Walker (1951), dis-
cussed teaching statistical literacy within the social sciences.

Statistical Thinking

In delMas’ (2002) original schemata, statistical thinking involved
the processes of application, critique, evaluation, and generalization.
In general, statistical thinking involves the understanding of the big
picture from research conceptualization to completion. However,
the literature on statistics education contains several definitions and
approaches to the study of statistical thinking. For example, Ben-Zvi
and Garfield (2004) included “an understanding of why and how
statistical investigations are conducted and the ‘big ideas’ that underlie
statistical investigation” (p. 7). Melton (2004) highlighted “a philo-
sophy of learning and action based on the following fundamental
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principles: 1) all work occurs in a system of interconnected pro-
cesses, 2) variation exists in all processes, and 3) understanding and
reducing variation are keys to success” (p. 1).

Pfannkuch and Wild (2004) presented a detailed model of stat-
istical thinking that encompasses four dimensions. These dimen-
sions may be useful when developing instructional practices and
assessment measures relevant to statistical thinking and learning out-
comes. According to Pfannkuch and Wild, it is necessary to address
all four dimensions when teaching and modeling statistical thinking.
Any instructional approach that fails to include all four dimensions
may lead students to inaccurate or incomplete conclusions. Ultimately,
they argued that individuals taught to think in a more comprehen-
sive statistical fashion would make better decisions in both everyday
life and research.

The first dimension discussed by Pfannkuch and Wild (2004) was
investigative cycle. Students must learn that the research process, as
a fundamental component of statistical thinking, involves the follow-
ing steps: problem, plan, data, analysis, and conclusions. Students
who do not see the connection between data and the research proc-
ess may develop faulty or incomplete statistical thinking.

The second dimension involves thinking strategies. Pfannkuch and
Wild (2004) subdivided these strategies into two categories: general
strategies and strategies fundamental to statistical thinking. General
strategies included strategic thinking and modeling. They considered
five strategies fundamental to statistical thinking. First, students must
recognize the need for data as well as an appreciation for data. Too
often, individuals make decisions based on a “feeling” when data
and an evaluation of these data would lead to more informed deci-
sions. Second, students should be able to engage in “transnumeration”
(p. 18). This term refers to the process of transforming real world
situations into statistical/design questions and then applying that
information back to the real world. Students who have learned the
strategy of transnumeration can: (a) convert a real-world problem
into something measurable; (b) collect, analyze, and represent data
via graphs, tables, or statistical summaries; and (c) present statistical
information in a manner that is understandable by others. Third,
students must develop an appreciation and understanding of vari-
ation as it affects measures and the research process. Fourth, students
should be able to think about and apply statistical models to re-
search. Finally, students should be able to integrate the conceptual
and the contextual. They should be able to take statistical information
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and evaluate that information from within a research or real-world
context.

Pfannkuch and Wilds’ (2004) third dimension was the inter-
rogative cycle. Students should be able to ask questions and offer
critiques throughout the process. The goals are to generate, seek,
integrate, critique, and judge. In part, the interrogative cycle
involves students: (a) anticipating questions, problems, and alter-
native explanations; (b) integrating new data and information col-
lected throughout the research process; (c) incorporating new ideas
into existing schemas; and (d) engaging in ongoing critique and
evaluation.

Dispositions make up Pfannkuch and Wilds’ (2004) fourth dimen-
sion. They identified eight dispositions that make up this dimension:
“skepticism, imagination, curiosity and awareness, openness, a pro-
pensity to seek deeper meaning, being logical, engagement, persever-
ance” (p. 19). Similar to Gal’s (2004) dispositional elements, these
attitudes and cognitive predispositions propel much of their outline
of statistical thinking.

Instructors may also place statistical thinking in the broader con-
text of critical thinking across disciplines. For example, Halpern
(2002) discussed the issue of critical thinking in relation to psycho-
logy instruction. She asserted that instructors should:

1. Explicitly teach the skills of critical thinking.
2. Develop the disposition for effortful thinking and learning.
3. Direct learning activities in ways that increase the probability of

transcontextual transfer (structure training).
4. Make metacognitive monitoring explicit and overt (p. 95).

Teaching the skills associated with critical thinking, questioning,
and skepticism for data are at the core of quality statistical instruc-
tion (Chance, 2002; Melton, 2004; Wild, 1994; Wild & Pfannkuch,
1999). Additionally, teachers must develop in students an appreci-
ation for the value and effectiveness of statistics as a tool for decision
making, (Gal, 2004; Pfannkuch & Wild, 2004) and they must stress
the importance of deep or structural learning as opposed to surface
learning (Broers & Imbos, 2005; delMas, Garfield, & Chance, 1999;
Pfannkuch & Wild, 2004; Quilici & Mayer, 2002). Finally, students
must develop self-monitoring and self-regulatory abilities as a corol-
lary to their statistical thinking skills (Begg, 1997; Chance, 1997;
Onwuegbuzie & Leech, 2003).
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Table 3.4 McGovern’s (2002) learning outcomes

Thinking level Verbs used to communicate assignment

Knowledge State, list, name, define
Comprehension Explain, identify, discuss, describe
Application Apply, demonstrate, illustrate
Analysis Analyze, compare and contrast, distinguish
Synthesis Create, hypothesize, design, compose
Evaluation Evaluate, criticize, judge, value

In relation to broader cognitive objectives, McGovern’s (2002)
general course outcomes based on Bloom’s taxonomy (Bloom,
Englehart, Furst, Hill, & Krathwohl, 1956) may also be used when
developing learning goals and outcomes relevant to instructional
practices and assessment of statistical thinking within psychology
courses (see Table 3.4). Ideally, students should come to realize that
statistics involves a broad scope of skills, abilities, and dispositions
that move beyond “number crunching” and that such skills can lead
to more informed decision making in their research as well as every-
day lives.

Statistical Reasoning

“Statistics is an interpretive science” (Kelly, Sloane, & Whittaker,
1997, p. 90). delMas (2002) described statistical reasoning as the
examination of the underlying process of statistical procedures and
research—the why, how, and explanation of the process. It is not
enough for someone to be able to compute a probability but they
should be able to apply that reasoning to everyday life and situ-
ations involving probabilistic thinking in the real world. Garfield and
Chance (2000) defined statistical reasoning as:

The way people reason with statistical ideas and make sense of statis-
tical information. This involves making interpretations based on sets
of data, representations of data, or statistical summaries of data.
Students need to be able to combine ideas about data and chance,
which leads to making inferences and interpreting statistical results
(p. 101).



Educational Reform in Statistics 67

Although the terms “thinking” and “reasoning” are often confused
or used interchangeably in everyday discourse (Galotti, 1989), the
literature on statistics education tends to draw heavily on Garfield
and Chances’ definition.

Statistical reasoning is a primary learning outcome for any intro-
ductory statistics course (Gal & Garfield, 1997). Students need to
develop an understanding of the underlying processes involved in
research methods and statistics and learn to ask questions that chal-
lenge their reasoning about these processes. One of the goals of the
GAISE Report (ASA, 2005) was that teachers should “stress concep-
tual understanding rather than mere knowledge of procedures” (p. 1).
We will discuss this issue more directly in Chapter 4 but the message
is relevant to the discussion of statistical reasoning. Without an
understanding of the underlying concepts related to statistical proced-
ures, students will not be able to apply reason effectively or engage
efficiently in statistical problems and solutions (Schau & Mattern,
1997).

It is important to recognize that statistical reasoning is not only a
learning outcome but also a necessary process used by students to
learn statistics (Tempelaar et al., 2006). As such, teachers should
model and apply statistical reasoning in the classroom. Addition-
ally, assignments and assessment practices should have a reasoning
component.

delMas (2004) provided an extensive list of human reasoning
errors and noted that individuals tend to reason better in situations
in which they have a high degree of familiarity. Unfortunately, for
most students, the world of statistics is not a highly familiar domain.
As such, students often will attempt to make up rules rather than
rely on underlying statistical reasoning. They may reason less about
the underlying methods and assumptions of a problem and instead
try to match up surface similarities as a cue to what procedure they
should use (Quilici & Mayer, 2002). If instructors test students
using problems similar to their homework exercises, they will do
fine. However, any deviation from the practice problems will result
in incorrect answers as the student may use rule-based as opposed
to reasoning-based learning (Hubbard, 1997). Indeed, students may
often ask for additional practice problems in an attempt to learn
by rote and utilize memorized responses. Unfortunately, researchers
have correlated such strategies with lower levels of performance
(Onwuegbuzie & Leech, 2003; Tempelaar et al., 2006). If students
ask for additional study problems, it is beneficial to provide dissimilar
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problems, which challenge students underlying reasoning and thinking.
Moreover, teachers need to stress the importance of reasoning about
data as opposed to the process of simply plugging numbers into for-
mulas to get specific results (Chance, 1997; Cobb & McClain, 2004).

Often students who complete an introductory course in statistics
can describe, but not justify, their answers, do not understand the
concepts underlying their statistical solutions, and cannot recognize
their own errors or understand why they have come up with an
ineffective statistical solution (Kelly, Sloane, & Whittaker, 1997).
This problem is often due to rote learning, the creation of faulty
statistical rules, and surface recognition as opposed to a deeper
understanding. According to Kelly et al., teachers need to recognize
that students construct meaning relative to the statistical concepts
they are learning. Therefore, it is important for teachers to listen
carefully to what students are saying. Are they just using words
mindlessly based on memorized phrases in an attempt to create an
impressive answer or do their comments demonstrate learning? Kelly
et al. cautioned that teachers should be alert to answers that sound
perfect. They also asserted that teachers should make sure that stu-
dents discuss their answers and apply similar reasoning to other
problems. “It is not enough to be able to ‘do’ the routine (either by
hand or on the computer); one must know why one has chosen it,
what its applications tells one, and what limitations one must place
upon its conclusions” (p. 90).

Jones, Langrall, Mooney, and Thornton (2004) argued that stat-
istical reasoning is not an either-or skill but rather undergoes levels
of development. They stated that we could apply several models of
cognitive development to an understanding of statistical reasoning.
Consequently, researchers have grounded their models on the results
of clinical studies, structured interviews, and classroom studies
involving primarily elementary and middle schoolchildren (e.g., Jones
et al., 2000; Jones et al., 2001).

Jones et al. (2000) and Mooney (2002) presented similar models
of statistical reasoning and placed students’ abilities at one of four
levels: Idiosyncratic, Transitional, Quantitative, and Analytical. At
the Idiosyncratic level, predictions and reasoning are disorganized,
inaccurate, or irrelevant. Students cannot explain the reasoning
behind their answers and appear to be randomly guessing at solutions
to problems. At the Transitional level, students will often draw on
their own personal anecdotal experiences, use a variety of heuristics
and evidence all sorts of biases in their responses. Additionally, they
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are unable to draw connections between inferences and data. At the
Quantitative level, students can make predictions and inferences based
on specific data sets but do not have an understanding of broader
comparisons. Their answers may appear to be rule-based, thus demon-
strating lower levels of statistical reasoning. Unfortunately, students
are unlikely to make accurate inferences in comparable but some-
what dissimilar situations. At the Analytical level, students engage in
deeper levels of statistical reasoning, make good inferences, and are
able to see comparisons to other situations.

If teachers plan to facilitate the development of statistical reason-
ing skills, they need to be aware of each student’s developmental
reasoning level. Teaching the more advanced levels of statistical
reasoning is unreasonable for students operating at the lower levels
of reasoning abilities. Jones et al. (2004) recommended the use of a
constructivist approach aimed at teaching reasoning. In part, students
must learn to recognize the structural similarities between problems
as opposed to surface similarities (Quilici & Mayer, 2002). Simula-
tions and concept maps can help students form the cognitive sche-
mata necessary for conceptual understanding of statistics (Broers &
Imbos, 2005; delMas, Garfield, & Chance, 1999; Quilici & Mayer,
2002). Even the simple use of handouts emphasizing the role of
selection skills related to the use of appropriate statistical procedures
may improve performance (Ware & Chastain, 1991).

Teachers need to be aware of students’ level of statistical reason-
ing as it influences not only the student but also the classroom as a
learning community (Cobb, 1999). It is particularly important that
teachers do not exclude or marginalize students at the lower levels of
statistical reasoning. Additionally, teachers should coordinate group
or dyadic exercises to facilitate movement towards more developed
levels of statistical reasoning. Matching students of different levels
of ability has been found to be beneficial to both the student at the
lower level of ability as well as the higher performing student
assigned as tutor (Ward, 1984).

Derry, Levin, and Schauble (1995) developed a course that focused
specifically on the development of statistical reasoning as distinct
from a traditional introductory statistics course. The focus of the
course was on increased statistical authenticity as a means to help
students develop the necessary abilities and tools needed in today’s
information-driven age. Derry et al. conceived of their course on
two orthogonal dimensions: cultural relevance and social activity.
Cultural relevance referred to the degree of meaningfulness in relation
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to real world problems and situations. Data collected on issues of
relevance to students would have a high degree of cultural relevance
whereas numbers simply provided or contrived to perform a specific
statistical analysis with no grounding in research would be of low
cultural relevance. Social activity described the degree of active
participation or learning required on the part of the student. The
design, collection, analysis, and interpretation of data related to a
specific student generated research question would involve a high
level of social activity whereas lecture with no student interaction
would be low social activity. Ideally, a course high in statistical
authenticity would be high on both social activity and cultural
relevance. Such a course enhances students’ statistical reasoning
abilities (Derry et al., 1995).

One does not need to design an entire course focused on the goal
of statistical reasoning development. Lawson, Schwiers, Doellman,
Grady, and Kelnhofer (2003) provided students with information (a
handout) concerning statistical reasoning and engaged students in
practice related to problems involving statistical reasoning. A stat-
istical reasoning quiz demonstrated improved reasoning skills in stu-
dents who had received the reasoning information compared to the
control group. Gains in statistical reasoning appear to be long-term
and levels of reasoning remain high upon retesting (Cobb, McClain,
& Gravemeijer, 2003).

Misconceptions Impacting the Development of
Literacy, Thinking, and Reasoning

Researchers agree that statistical literacy, thinking, and reasoning
move well beyond the ability to crunch numbers and complete home-
work problems. Indeed, there is general agreement that traditional
learning approaches associated with practice and conventional in-
struction are not particularly effective when teaching courses associ-
ated with statistics or mathematics (Cooper & Sweller; 1987; Paas,
1992; Quilici & Mayer, 2002; Sweller, 1988; Sweller, Chandler,
Tierney, & Cooper, 1990).

The statistical reform movement argued that it is imperative that
teachers of statistics focus on teaching underlying process or reason-
ing skills (ASA, 2005). Unfortunately, if courses are technique driven,
students may not see the big picture or develop basic literacy, think-
ing, or reasoning skills. Rumsey (2002) identified three common
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misconceptions related to the teaching of statistics: (a) “Calculations
demonstrate understanding of statistical ideas;” (b) “Formulas help
students understand the statistical idea;” and (c) “Students who can
explain things in statistical language demonstrate their understand-
ing of a statistical idea” (pp. 5–6). Thus, students completing statistics
courses founded on such misconceptions may be able to demon-
strate some statistical knowledge, but not statistical understanding
or literacy. Indeed, such rote, formula-based approaches to the learn-
ing of statistics results in limited transfer of learning (Onwuegbuzie
& Leech, 2003).

Garfield (2002) studied the relationship between grades in stat-
istics and statistical reasoning and found that students who do well
on homework, exams, projects, etc. do not always score high on stat-
istical reasoning measures. She argued that traditional homework
problems may only lead to improved surface understanding of statis-
tics but do not facilitate the development of deeper levels of learning
that involve reasoning skills. Tempelaar et al. (2006) examined the
relationship between course grades, amount of work on homework
assignments, and statistical reasoning. They found a slight positive
correlation between overall course grades and reasoning, but a weak
negative correlation between effort on homework assignments and
statistical reasoning. Thus, simply working harder or effort alone
does not guarantee improvements in statistical reasoning.

Nicholson, Ridgeway, and McCusker (2006) argued that one of
the reasons why we fail to teach statistical reasoning is the focus on
univariate and bivariate data and techniques. Such representations
do not represent the complexity of interactions as they occur in the
real world and fail to take into account the messiness of most data
(Moore, 1998). Fortunately, today’s computer applications do not
limit statistics instructors to such simple representations of data
(Nicholson et al., 2006).

A cookbook approach to the teaching of statistics may make
the material more assessable to students. Edirisooriya (2003) nicely
diagramed this process. Students need to decide what to bake (what
to study), collect the ingredients (data collection), prepare the ingre-
dients (data preparation), prepare the dish (data analyses), finish pre-
paring the dish (interpretation of the results), and present the food
to one’s guests (publication/presentation). Although such an approach
may connect students with the research process, others argue that this
metaphor is too linear (Singer & Willett, 1990). Cobb and McClain
(2004) argued that a cookbook approach to statistics assumes that
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statistical reasoning is fundamentally the same as mathematical
reasoning. Problems of type X, Y, or Z require an X, Y, or Z
procedure to achieve the appropriate answer. However, this strategy
belies that fact that in statistics, data are not always neat or pre-
cise and researchers can use more than one procedure to explore a
problem.

Cobb and McClain (2004) highlighted that a detective metaphor
may be more appropriate when teaching statistics. They argued that
researchers act as detectives working to provide juries with evidence
that will meet particular levels of certainty. Regular viewers of vari-
ous court television programs such as Law & Order or Judge Judy
are likely familiar with levels of certainty in the courtroom such as
preponderance of the evidence, beyond a reasonable doubt, or even
greater levels of surety as translated from the realm of probability.
Therefore, as students work to understand research, they can learn
to view data collection as part of a process of evidence collection
subject to all of the messiness, variability, and potential sources of
bias that exist in the real world. They may learn to view statistics as
grounded in a real-world process as opposed to a definitive result
encapsulated by a belief that “numbers do not lie.” For more discus-
sion on the distinction between statistics and mathematics, see our
Web site at www.teachstat.org.

Final Thoughts on Statistical Literacy,
Thinking, and Reasoning

We have discussed a number of ideas regarding statistical literacy,
thinking, and reasoning and argued for careful consideration of these
issues when developing instructional practices. The GAISE Report
(ASA, 2005) provided the following general suggestions for teachers
when considering these issues:

1. Model statistical thinking for students, working examples and
explaining the questions and processes involved in solving stat-
istical problems from conception to conclusion.

2. Use technology and show students how to use technology effect-
ively to manage data, explore data, perform inference, and check
conditions that underlie inference procedures.

3. Give students practice developing and using statistical thinking.
This should include open-ended problems and projects.
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4. Give students plenty of practice with choosing appropriate ques-
tions and techniques, rather than telling them which technique
to use and merely having them implement it.

5. Assess and give feedback on students’ statistical thinking. (p. 8)

In Chapter 4, we will discuss a range of instructional and assessment
strategies aimed at the development of statistical literacy, thinking,
and reasoning skills. Methods commonly used to develop and assess
these skills include case studies, authentic tasks, concept maps, cri-
tiques of journal articles or news reports, minute papers, writing
assignments, and specific reasoning assessment measures (ASA, 2005;
Garfield, 2002).

Assessment

“Will this be on the test?” How many instructors have heard this
mantra and inwardly sighed? Students often appear to be studying
for the test as opposed to studying for learning. However, teachers
also must work to insure that they are not fostering such an atti-
tude—they should teach for understanding and not simply to pre-
pare students for testing (Begg, 1997). Requests for study guides and
queries such as the above may mean that instructors are not effect-
ively creating clear linkages for students between learning outcomes,
instructional practices, and methods of assessment. Additionally, stu-
dents may view assessment solely as summative (e.g., grades) and
therefore, not see the beneficial role that formative assessment plays
in their learning. In this section, we will discuss the role of assess-
ment in statistics education.

What is the role of assessment?

Before 1990, few researchers studied or examined the role of assess-
ment in statistics education (Gal & Garfield, 1997). However, edu-
cation shifted after 1990 from a teaching-centered model to a
learning-centered model of statistics education (Barr & Tagg, 1995).
When classes operate from a teacher-centered testing model, students
may perceive grades as rewards or punishments given out by instruc-
tors. However, when student learning drives assessment, it not only
guides what students learn, but if developed properly, also drives
how they learn. In addition, a major component of student learning
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is self-assessment. Students need to ask themselves what they have
learned and find ways with which to demonstrate their learning
(Dunn, McEntarffer, & Halonen, 2004). This paradigmatic shift
from a teacher-focused to a learner-focused model emphasizes the
interactive and collaborative nature of education and the interrela-
tionship among course outcomes, student learning, course instruc-
tion, content, context, and assessment (Hubbard, 1997; Onwuegbuzie
& Leech, 2003).

One thing is clear from a review of the statistics assessment litera-
ture—teachers need to assess everything that they want students to
know (Chance, 1997; ASA, 2005). Ideally, assessment should focus
on the development of statistical literacy, thinking, and reasoning
skills (Chance, 1997) and be both summative and formative (Chance,
1997; Garfield & Ben-Zvi, 2004). Summative assessment, epitomized
by final course grades, involves the evaluation of prior learning.
Formative assessment is an interactive process whereby teachers and
students assess what they have learned but also use that information
to facilitate future teaching and learning (Osborne & Wagor, 2004).
Students should receive feedback that informs them of their weak-
nesses and strengths, motivates and challenges them to think and
reason in new ways, and assists them in developing tools for enhanced
learning and new schemas (Chance, 1997; Onwuegbuzie, 2000;
Osborne & Wagor, 2004). Ideally, students should be actively engaged
in assessment, and hence, motivated to learn (Colvin & Vos, 1997).

As teachers develop learning outcomes and goals, they should view
formative assessment as an integral part of the process. Teachers
need to develop focused course learning outcomes and goals, de-
velop instructional and assessment measures that will lead to those
outcomes and goals, and use assessment as a means to revise teach-
ing strategies continuously to achieve those goals (Garfield & Ben-
Zvi, 2004). Ideally, formative assessment can serve as a diagnostic
tool informing teachers about concepts and skills that students have
not yet learned or perhaps, have misunderstood. Teachers can then
use this knowledge to make informed decisions about what material
to reintroduce and the selection of appropriate methods of instruc-
tion (Onwuegbuzie, 2000; Osborne & Wagor, 2004).

What is the role of authentic assessment?

Authentic assessment “emphasizes that the assessment task should
be as true to life as possible” (Bosack, McCarthy, Halonen, & Clay,
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2004, p. 141). Onwuegbuzie and Leech (2003) argued that courses
that focus on authentic statistics must of necessity also use authentic
assessment—evaluation methods that would most closely mirror the
real-world application of concepts learned in a classroom. An exam-
ple of authentic assessment in a statistics course might include stu-
dents’ involvement in and evaluation of the design and implementation
of a research study. Another example would be students’ evaluation
and critique of research articles. The key to authentic assessments is
that they are highly applied in nature. Can students demonstrate
that they can apply what they have learned in a real-world context?
Authentic assessments have the benefits of active learning, student
ownership of the material, increased independent learning, increased
student sense of responsibility, and the development of higher-order
thinking skills (Baron & Boschee, 1995; Derry, Levin, Osana, Jones,
& Peterson, 2000; Onwuegbuzie & Leech, 2003). Authentic assess-
ments also have the added benefit of increasing student motivation
levels, particularly if students see the connection to real-world use-
fulness (Chance, 1997).

Colvin & Vos (1997) outlined the difficulties that teachers
must address when moving from a traditional performance-based
method of assessment to authentic assessment. First, it is challeng-
ing to develop appropriate assessment measures and methods of
scoring such measures. Additionally, teachers must address issues
of reliability and validity when developing new measures. Finally,
students and colleagues may be resistant to new methods of assess-
ment. According to Onwuegbuzie (2000), students rate performance
assessment higher than other forms of assessments. With traditional
methods of testing and grading, students can perform well in their
statistics course, but unfortunately still demonstrate low levels of
statistical reasoning (Garfield & Chance, 2000). On the other hand,
authentic assessment results in higher levels of statistical reason-
ing and thinking (Onwuegbuzie, 2000) and promotes active learning
(Cobb, 1993). Therefore, although a change to authentic assess-
ment may be challenging, it has long-term benefits for student
learning.

Assessment and learning outcomes or goals

Assessment is not possible with ill-defined or ambiguous learning
outcomes or goals (Colvin & Vos, 1997). As such, it is imperat-
ive that statistics teachers have clear learning goals and outcomes
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articulated to enable linkages between instructional techniques,
assessment, and learning (Gal & Garfield, 1997). According to the
APA Guidelines for the Undergraduate Psychology Major (Amer-
ican Psychological Association, 2006), “current best practices in higher
education rely on setting clear expectations for student learning,
aligning curricula with these expectations, assessing student attain-
ment, and using assessment results to effect changes to promote
better student learning” (p. 3). In their discussion of introductory
statistics courses, Roiter and Petocz (1996) stated, “Having clearly
defined goals that the students see as relevant and attainable is the
most important aspect of course design. If relevance or attainability
of goals is missing, the course will not be effective” (p. 2).

Scholars within the field of statistics have recommended different
learning outcomes and goals, many of which focus directly on the
development of statistical literacy, thinking, and reasoning skills.
For example, Begg (1997) argued an approach to assessment based
not on statistical topics but broader learning outcomes such as prob-
lem solving, reasoning, communicating, making connections, and
using tools. Hogg (1992) recommended that students should be able
to ask appropriate research questions, know the fundamentals of
data collection, have the ability to summarize and interpret data
collected, and know how to evaluate their methods and statistical
inferences. Garfield and Chance (2000) proposed seven learning goals
for students of statistics. Students should be able to “understand the
purpose and logic of statistical investigations; understand the pro-
cess of statistical investigations; learn statistical skills; understand
probability and chance; develop statistical literacy; develop useful stat-
istical dispositions; and develop statistical reasoning” (pp. 100–101).
As previously discussed, the GAISE Report (ASA, 2005) included a
broader set of learning goals. Ultimately, however, each teacher must
select the learning goals and outcomes best suited for their student
population and educational program. These goals and outcomes will
affect the instructional and assessment strategies selected.

Teachers should also assess students’ attitudes and beliefs due to
the impact they have on statistics learning and education (Gal,
Ginsburg, & Schau, 1997). Attitudes and beliefs affect the process
(the actual learning of statistics), the outcome (what students think
about the course and the material once the course is complete and
whether they will use the material in their everyday lives), and access
(whether students pursue further coursework in statistics and re-
search methods).
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Conclusion

Educational reform is a driving force in the field of statistics today.
Scholars in statistics education have made substantial progress to-
wards elucidating the needed reforms and designing strategies aimed
at implementing and studying these reforms (ASA, 2005; Garfield,
2000). Researchers have focused many of their efforts on the study
of statistical literacy, thinking, and reasoning (e.g., Cobb & McClain,
2004; delMas, 2004; Jones et al., 2004; Pfannkuch & Wild, 2004;
Rumsey, 2002) as well as assessment (e.g., Garfield & Ben-Zvi,
2004; Onwuegbuzie, 2000; Osborne & Wagor, 2004).

Unfortunately, two issues remain. First, much of the work related
to educational reform has been largely theoretical in nature. Re-
searchers are working to define and operationalize terms with an eye
towards empirical testing but this research is still in its infancy.
Early research related to educational reform in statistics is promising
and thus far supportive of the underlying hypotheses associated with
educational reform. Nonetheless, researchers need to engage in more
testing within the classroom. This is particularly true in relation to
the teaching of statistics at the college level, as researchers have
conducted much of the work examining the development of statist-
ical literacy, thinking, and reasoning at the pre-college levels (i.e.,
elementary, middle, and high school levels).

Second, most of the work related to educational reform has come
from the field of statistics. Few scholars within disciplines outside of
statistics have been involved in studying and researching issues re-
lated educational reform or to teaching and statistical literacy, think-
ing, and reasoning. As such, we must engage in greater efforts to
incorporate this research into the teaching literature beyond the dis-
cipline of statistics. On the bright side, these domains of study fall
squarely within the purview and intersection of cognitive psychology
and the scholarship of teaching. Therefore, a world of opportunities
exists for researchers and teachers who want to study teaching and
statistical processes such as thinking or reasoning.

Notes

1 From “Statistical literacy, reasoning, and learning: A commentary,” by
R. C. delMas, 2002, Journal of Statistics Education, 10(3). Copyright
2002 by the American Statistical Association. Reprinted with permission.
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2 From “Statistical literacy,” by I. Gal, 2004, in D. Ben-Zvi & J. Garfield
(Eds.), “The challenge of developing statistical literacy, reasoning, and
thinking” (p. 51), Dordrecht, The Netherlands: Kluwer Academics. Copy-
right 2002 by Wiley-Blackwell Publishing. Adapted with permission.
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 Chapter 4

In the Classroom

Of course, I’m communicating; I lecture every day. – Wulff &
Wulff, 2004, p. 92

Lecture remains the most frequent instructional method used by
undergraduate statistics teachers on the undergraduate level (Garfield,
2000). Yet both the American Statistical Association (ASA) and
the Mathematical Association of America (MAA) have argued against
a traditional lecture approach (ASA, 2005; Cobb, 1992). Tradi-
tional methods, such as lecture, tend to facilitate rote learning, poor
transfer of learning, and inadequate statistical literacy, thinking, or
reasoning skills except with the brightest students (Butler, 1998;
Cooper & Sweller, 1987; Garfield et al., 2002; Paas, 1992; Sweller,
1988). As such, the ASA-funded Guidelines for Assessment and
Instruction in Statistics Education (GAISE) Project (2005) proposed
educational reforms directly applicable to the classroom. The recom-
mendations outlined in the report included the promotion of con-
ceptual learning, the use of active learning strategies, and a focus on
real data.

A Guide to Teaching Statistics: Innovations and Best Practices.  Michael R. Hulsizer and Linda M. Woolf  
© 2009 Michael R. Hulsizer and Linda M. Woolf.  ISBN: 978-1-405-15573-1
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Conceptual Learning, Active Learning,
and Real Data

Moore (1998) argued that anyone with a laptop could do statistics.
Unfortunately, students may become quite competent at computing
statistics but remain clueless as to understanding the when, how,
and why of statistics. Layne and Huck (1981) compared students
trained in computational methods and a control sample; they found
no difference between the two groups in relation to their ability to
read and interpret research articles. The computation of examples
did not enhance students’ understanding of statistics nor the role of
statistics in the research process. Conversely, Lesh, Amit, and Schorr
(1997) presented students with real-world information and found
that they could extrapolate to the types of needed analyses based on
the presentation of conceptual models. They also found no correla-
tion between an understanding of conceptual models and math-
ematical ability. Schwartz and Martin (2004) presented students with
novel problems related to descriptive statistics and had them work
toward inventing solutions. They found that students given the novel
task paired with lecture demonstrated significant gains in learning.
Thus, instructors may best serve students by focusing on developing
statistical thinking and reasoning skills as opposed simply to teach-
ing computational techniques. Additionally, if instructors approach
the course conceptually, the material may be more relevant to
students (Dillbeck, 1983).

Conceptual learning versus rote memorization

Rote memorization is a particularly ineffective and inefficient means
of learning statistics. Students lacking confidence in their ability to
understand the abstract nature of statistics often attempt to learn
through rote memorization (Broers & Imbos, 2005). As long as the
surface elements of a problem remain the same, these students can
successfully complete the course. However, if the surface elements
are changed, they will typically fail due to limited transfer of learn-
ing (Onwuegbuzie & Leech, 2003). Students who memorize material
may perform well on formula questions but may do poorly on word
problems that require deeper levels of learning (Hansen, McCann,
& Myers, 1985; Myers, Hansen, Robson, & McCann, 1983).
Surface similarities between problems also may mislead students
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towards false conclusions and analyses. As such, instructors need to
facilitate students’ recognition of and focus on the structural concep-
tual similarities between problems and teach students to ignore the
surface similarities (Quilici & Mayer, 2002).

Rote learning does not help students developmentally as they
progress in their ability to think and reason statistically (Broers &
Imbos, 2005). Students must develop effective cognitive schema in
relation to statistical ideas and methods. According to Broers and
Imbos, the appropriate use of self-explanations is the key to enhanced
learning. Students need to answer questions correctly but also be
able to explain their underlying thinking and reasoning relevant to
the completed problem. To assist struggling students, teachers should
break down their lectures and examples into discrete elements that
guide students through relevant steps and concepts. Initially, students’
knowledge is fragmented but through directed teaching, students may
come to develop integrated schemata and informed self-explanations.
Melvin and Huff (1992) recommended that students learn to ask
themselves whether their answers make sense. Students, as part of
the self-explanatory process, need to develop the conceptual under-
standing that enables them to recognize absurd answers.

Gardner and Hudson (1999) found that students had difficulty
knowing what and when certain statistical analyses were appro-
priate. They developed a quiz consisting of research scenarios repre-
senting different statistical concepts and potential analytic procedures.
Students found the selection and justification of their choices to be a
difficult task. Gardner and Hudson noted the inclusion of words
identified with particular procedures stimulated incorrect answers—
a measure of surface learning. For example, if the scenario included
the word “association,” students often appeared to have simply
guessed “correlation” despite this answer being an incorrect response.
They recommended the use of concept maps, portfolios, a focus on
the identification of variables, workshop exercises, experimentation,
and appropriate examples as a way to foster deeper levels of con-
ceptual learning and selection skills.

In addition to rote memorization, students may attempt to
develop rules that do not rely on underlying statistical reasoning.
Unfortunately, rule-based as opposed to reason-based learning will
often produce incorrect answers (Hubbard, 1997). Often students
using a rule-based approach will ask for a series of additional prob-
lems to practice their rule-based learning. Unfortunately, high effort
may not result in greater learning or better performance.
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Guttmannova et al. (2005) argued that instructors should only
teach statistics using definitional formulas to enhance students
understanding of concepts and reasoning abilities. Unfortunately,
Guttmannova et al. found, in a review of 12 commonly used intro-
ductory statistics texts, that each emphasized the computational
formula when introducing various statistical techniques.

Active learning

“Learning is situated in activity. Students who use the tools of their
education actively rather than just acquire them build an increas-
ingly rich implicit understanding of the world in which they use the
tools and of the tools themselves” (Bradstreet, 1996, pp. 73–74).
Students learn statistics best when they are engaged in active learn-
ing—they learn by doing as opposed to being passive recipients of
information (Begg, 1997; Christopher & Marek, 2002; Moore, 1997;
Sedlmeier, 2000). Active learning can take many forms, including
the development of concept maps, the use of examples and demon-
strations, and student involvement in research projects. Learning
moves the focus from teacher as fountain of all information to learner
as active educational participant. Petocz, Gordon, and Reid (2006)
presented a model with lecture at the teacher-centered end and con-
ceptual change at the learner-centered end of a continuum. They
proposed that active learning is a balance between the two. Instruc-
tors direct student learning but allow for the exploration of topics.
According to Miserandino (1999), “active learning demands chang-
ing our role of sage on stage to guide on the side” (p. 110).

Sedlmeier (2000) reported that students learned best when actively
engaged in exploring topics. However, this research supported
the hypothesis that the highest and most robust degree of learning
occurred when students were engaged in active learning that in-
cluded diagrams or other forms of pictorial representation (e.g.,
grids). This finding suggests that a visual or graphical representation
of data may be important component to include in active learning
exercises.

Active learning is a fundamental corollary to authentic assessment
(Barr & Tagg, 1995). Begg (1997) asserted that assessment begins on
the first day of class with discussions of what students want to learn;
what their interests are; and what ideas and perhaps, misconcep-
tions, they already have about the topic. The integration of students’
interests and ideas on that first day of class, with active learning
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throughout the semester, can be a powerful motivational tool.
Teachers can also use active learning for both formative and sum-
mative assessments (Moore, 1997). However, it is imperative that
active learning exercises be well designed with goals and methods of
assessment considered before implementation (Miserandino, 1999).

Instructors often express two concerns related to active learning.
First, active learning may take more time in the classroom and,
second, active learning approaches may be difficult with large classes.
Moore (1997) noted that although the teacher may cover less mater-
ial in a class using active learning techniques, students actually learn
and retain more information. Zacharopoulou (2006) noted that large
class sizes do not preclude the use of active learning. Group work
with peer teaching and many demonstrations work best with large
numbers of students (e.g., teaching random sampling). Additionally,
instructors may benefit from large class sizes to generate data for use
in demonstrations (ASA, 2005).

Real data

Data and statistics do not exist in a vacuum. Students need to learn
to reason about data as opposed simply to learning how to compute
formulas (Cobb & McClain, 2004). Ideally, students will learn about
the entire data-analytic process and discover that the numbers used
in formulas do not just magically appear. Thus, statistics educators
and researchers have argued for the use of real data as a means to
enhance statistical reasoning and thinking skills (e.g., ASA, 2005;
Cobb & McClain, 2004; Gourgey, 2000; Rumsey, 2002). The
national curriculum guidelines related to the teaching of statistics
in the United Kingdom, South Africa, Australia, and New Zealand
all highlight the importance of using real data within a broader
research context (Connor & Davies, 2002). Additionally, Holmes
(2002) argued that real data should be integral to assessment as well.

The use of real data increases what Rumsey (2002) referred to as
“data awareness” (p. 4). Data awareness involves three factors: (a)
the omnipresent nature of data; (b) understanding the misuse of
data; and (c) the importance of using data appropriately to ensure
good decisions. Thompson (1994) described a class project in which
students developed their own “Student Information Questionnaire”
(p. 41). Students generated questionnaire items designed to obtain
demographic and attitudinal information. Thompson stressed that
each class may develop new questionnaire items based on their unique
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interests. This exercise not only generated real data but also got
them thinking about the type and form of questions asked to gener-
ate appropriate data. Students may find such data particularly motiv-
ating due to the relevance to their own lives (ASA, 2005; Snee,
1993; Thompson, 1994). Jacobs (1980) suggested passing out a simple
short questionnaire for students to complete the first day of class
with items such as “how may brothers they have” and “how many
children they would like to have” (p. 242). Collecting real data, par-
ticularly data directly applicable to students’ interests, can serve to
reduce anxiety and increase the desire to explore statistics (Harlow,
Burkholder, & Morrow, 2006; Mvududu, 2003; Pan & Tang, 2005;
Scuitto, 2002).

Gourgey (2000) stated, “Statistics is by nature an experimental
discipline, and it should be taught that way as much as possible”
(p. 3). By grounding a statistics course in the practice of statistical
authenticity (e.g., real data and experimental studies), students see
the connection of the data generation process to research and dem-
onstrate greater levels of statistical reasoning (Derry et al., 2000;
Groth, 2006). Cobb and McClain (2004) further asserted that stu-
dents needed to engage in and recognize that researchers conduct
data analyses within specific contexts. Students must understand
that investigators aim research and accompanying analyses at spe-
cific audiences to address specific questions.

Instructional Techniques

Despite calls for educational reform, many statistics instructors
have been slow to change their teaching methods (Garfield, 2000).
Indeed, some instructors use the same classroom methods as their
teachers did creating a perpetuating pedagogical stagnancy (Lomax
& Moosavi, 2002). Changing one’s usual method of teaching a course
can be a daunting task. Therefore, whether in relation to assessment
or active learning, instructors may want to change their courses one
step at a time (ASA, 2005; Chance, 1997; Garfield, 1994).

When thinking about change, instructors should consider care-
fully what active learning strategies they plan to use and why they plan
to use them. As part of that process, instructors should consider
their course objectives, proposed outcomes, and issues of assessment
(Miserandino, 1999). Rossman and Chance (1999) provided a “top
ten” (p. 297) list of teaching outcomes for statistics with a focus on
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the development of statistical reasoning. For example, they asserted
that students should be able to differentiate between “no significant
difference” and “no effect.” Ideally, instructors may create their
own “top ten” list of broad goals for the course and then create
active learning exercises that will facilitate student development
towards these goals.

Lecture

According to Benjamin (2002), “lecture is the Velveeta of teaching
methods” (p. 57). Like many comfort foods, lectures are secure,
familiar, and predictable, and we often reach for this old standby in
our refrigerator of instructional strategies. Unfortunately, lecture may
not be the healthiest choice if not balanced by other methods (Garfield,
2000). Halpern (2004) argued that lecture does not lead to good
transfer of learning. Therefore, although lecture may be the most
popularly used statistics teaching method, it may be the least effect-
ive method.

Nonetheless, instructors can learn to use lecture quite effectively.
Benjamin (2002) outlined some key elements of quality lectures.
First, passion is critical to the lecture. The enthusiasm that a teacher
has for the course material can be infectious. Benjamin commented
that instructor enthusiasm and passion lead to greater student ex-
citement about the material and increased course satisfaction. Second,
teachers must carefully prepare their lectures using clearly delineated
goals. These goals should be obvious to the student and the end of
the lecture should include a summary of the main points. Finally,
teachers should focus on depth as opposed to breadth in their lec-
tures. More is not always better. Rumsey (2002) argued that instruc-
tors should only lecture on the most important concepts. Instructors
may elect to make better use of valuable class time by omitting
minor concepts, particularly those not fundamental to an under-
standing of the big issues.

In relation to statistics, instructors can transform lecture into an
active learning experience using several strategies. Teachers can present
problems and then change elements of the problems to examine the
impact on the results and conclusions (Larsen, 2006). For example,
instructors may change the probability level or the values used in the
problems. The instructor should be prepared to think aloud and
make mistakes when teaching. Thus, they demonstrate the use of
active reasoning and thinking in front of the class. Consequently,
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students come to view statistics as a process and see themselves as
part of a team and not distinct from the instructor (Bradstreet,
1996). Instructors also may convert note taking into an active learn-
ing experience by requiring students to turn in their notes for feed-
back. Students who exhibit poor noting behavior often perform less
well on testing (Lambiotte, Skaggs, & Dansereau, 1993).

The use of questions

Instructors may use questions as an important adjunct to the lecture
(Larsen, 2006; Rumsey, 2002). Teachers should routinely ask students
to apply concepts, explain how these concepts are important, pro-
pose solutions to problems, and provide rationales for their pro-
posed solutions. In addition, instructors may ask directive questions
that lead students towards self-explanations of concepts (Broers,
Mur, & Bude, 2004). This process may lead students to correct
answers and improved statistical thinking and reasoning. Although
students may initially chaff at instructors selecting them to answer
questions, the method of randomly asking students to respond to
questions is pedagogically sound. McDougall and Granby (1996)
found that compared to a group of voluntary questioners, students
enrolled in an introductory statistics course in which the instructor
would call on them at random to answer questions, read more of the
required readings prior to class, demonstrated greater knowledge of
the material, and were more confident when responding orally to
questions.

It is not only important to ask questions but it is also important to
listen to what students have to say (Wulff & Wulff, 2004). Dolinsky
(2001) devoted several class periods to student-generated questions.
She noted that it was important to let students attempt to answer
and discuss the questions first as opposed to the teacher just provid-
ing the answers. Benedict and Anderton (2004) described the use of
Just-in-Time Teaching (JiTT) as an approach to help students organ-
ize what they know and for instructors to be aware of what students
need to know. The instructor posted questions online for students to
respond to before class (at least 2 hours). They used the answers to
assess what students knew and what additional information the in-
structors needed to stress again during class. Students could read the
other students’ responses and each student received a graded copy of
their response. Thus, the JiTT served also as a means of formative
assessment. Students who used the JiTT method performed better on
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the final exam and expressed satisfaction with the course. Unfortu-
nately, Benedict and Anderton commented that this method required
additional time on the part of the instructor and was difficult for
some students who did not have easy access to the Internet.

Practice problems and examples

Examples and practice problems are a mainstay in statistics educa-
tion (Chew, 2007). Unfortunately, the traditional method of examples
followed by practice problems may not be conducive to the develop-
ment of underlying statistical schemas (Sweller, van Merriënboer, &
Paas, 1998; van Merriënboer & Sweller, 2005). The increased cog-
nitive load associated with learning a new statistical technique, learn-
ing how to use the formula, computing the problem, and interpreting
the results may be too high, and hence, lead to decreased learning
(Chew, 2007; Paas, 1992; Sweller & Cooper, 1985). Teachers may
opt to present partially or fully worked examples to the class, thereby
decreasing cognitive load. Students who work partially completed
problems or study fully worked problems demonstrate greater con-
ceptual learning of statistics and increased abilities aimed at transfer
of learning to new problems (Paas, 1992; Sweller & Cooper, 1985).

Although instructors may want to know the best order to present
information, the research findings are contradictory. Hong and O’Neil
(1992) found that students learned best when teachers introduced
conceptual information to students before procedural or quantita-
tive information. Conversely, Kester, Kirschner, and van Merriënboer
(2004) ascertained that students learned best when teachers pre-
sented procedural information first followed by supportive informa-
tion during the working of problems. These seemingly contradictory
findings may simply suggest that reducing cognitive load is import-
ant when teaching statistics and that examples and problems work
best when the instructor teaches computations separately from the
underlying concepts.

Quilici and Mayer (2002) reported that direct instruction (e.g.,
schema-building exercises and lecture) with completed examples high-
lighting the structural features of a problem aids with transfer of
learning. They tested students by having them sort problems based
on an identification of the appropriate statistical method for use
with each problem. Students previously taught to ignore the story
and focus instead on the structural elements of each example (e.g.,
type of study or variables) performed better on the sorting tasks
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than students who had not received such training. Teachers may
facilitate transfer of learning by using highly variable examples (Paas
& van Merriënboer, 1994; Quilici & Mayer). The use of varied
examples forces students to move beyond surface learning towards
an identification of underlying concepts and structural elements.

If instructors assign homework problems, it is imperative that they
provide students with solutions to the problems and discuss why
particular answers are incorrect or incomplete (Chance, 1997). Chance
also noted that student presentations of homework problems to the
class could further facilitate learning and discussion of statistical
concepts.

Teachers also may use examples from the news media that may
have high relevancy for students. Instructors may use these articles
as examples in class, discussion starters on-line, or components
of peer-reviewed projects. Additionally, instructors may use news
articles to assess, either formatively or summatively, statistical think-
ing and reasoning (Chance, 1997; Watson, 1997). The Journal of
Statistics Education has a regular feature entitled “Teaching Bits:
Topics for Discussion from Current Newspapers and Journals” that
may be useful to instructors looking for such items (see http://
www.amstat.org/publications/jse/).

Journal assignments

Instructors may also use the reading and evaluation of journal art-
icles as a useful adjunct to any statistics course. Oldenburg (2005)
found that 22.7% of undergraduate statistics courses included read-
ings from primary sources. Christopher and Walter (2006) had
students read and evaluate pre-selected student-published research
articles. Their criteria for article selection included its relationship to
the material discussed in class, whether the article was within the
students’ range of abilities, and the length of the selection. Christopher
and Walter developed questions to guide students through the ana-
lysis of the articles. The assignment reinforced learning of the course
material and drew immediate connections between the concepts
learned in class and the world of psychological research.

Rossi (1987) had students find articles with summary information
from which students could compute t-tests or ANOVAs. Students
evaluated the articles and recomputed the statistics. On several occa-
sions, students discovered that data analyses presented in the ori-
ginal article were wrong. Rossi used this information to promote the
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idea of researcher and statistician as detective and to highlight the
importance of critically reading results sections in journal articles.

Ware, Badura, and Davis (2002) recommended having students
evaluate statistical results from student-published research in jour-
nals such as the Psi Chi Journal of Undergraduate Research; Journal
of Psychological Inquiry; and The Journal of Psychology and the
Behavioral Sciences. They recommend these journals, as they tended
to be more accessible and consisted of shorter studies or experiments,
which instructors could easily translate for use in class. Moreover,
the use of student-generated research may open the door for students
to pursue their own research projects (Christopher & Walter, 2006).

Activities and demonstrations

Instructors can include activities and demonstrations as a means to
promote active learning. Gnanadesikan, Scheaffer, Watkins, and
Witmer (1997) discussed information concerning an activity-based
statistics course. They presented a range of activities that instructors
could use to promote active learning on topics ranging from central
limit theorem to factorial designs. For example, the authors described
a method using coins of various value and minted year to demon-
strate sampling distributions. The exercise was interactive and visual
to enhance learning of the concept. Gnanadesikan et al. provided
many examples of activity-based learning exercises using coins, beads,
tennis balls, and a host of other ideas. They noted that each activity
must be carefully thought out, constructed, and assessed or students
may become bored, confused, or fail to see the point of the activity.

Many researchers have written articles or books inclusive of sample
active learning exercises or experiments (e.g., Gelman & Nolan,
2002; Hunter, 1977; Scheaffer, Gnanadesikan, Watkins, & Witmer,
1996; Lindquist & Hammel, 1998; Mackisack, 1994; Smith, 1998).
For example, Martinez-Dawson (2003) developed a lab manual that
instructors can use with science majors in the teaching of statistics.
Fischer (1996) described a lab-based statistics course for sociology
students. Sowey (2001) provided 30 demonstrations catalogued by
subject that instructors could use to make statistics learning memor-
able. Albert (2002) described a statistics course taught entirely from
a baseball perspective.

Fiorini, Miller, and Acusta (1998) included an activity in which
students placed a range of weights in cans and then studied the
number of balloons needed to enable the cans to rise. Based on the
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data from the various weights and numbers of balloons, the students
then predicted and tested the number of balloons needed to lift the
instructor. The journal Teaching of Psychology regularly includes
active learning exercises that instructors can integrate into a stat-
istics course (e.g., Harlow, Burkholder, & Morrow, 2006).

Morgan (2001) used obituaries to teach a variety of concepts and
facilitate active learning. She provided a set of approximately 50
obituaries for students to code and record (e.g., age, gender, number
of children). Instructors may address a number of topics based on
these data. For example, instructors may highlight the messiness of
real data as obituaries often contain missing elements (e.g., age).
Additionally, instructors may address the issue of outliers as the
deaths of infants or children are outside the norm. Morgan sug-
gested that teachers could introduce inferential statistics through an
examination of gender and age of death. Students could also com-
pute correlations between number of children and age of death.
Morgan cautioned instructors to warn students about the use of
obituaries in advance in case a student may have experienced a loss
in recent weeks and suggested that perhaps obituaries from a differ-
ent decade or city might prevent some of these issues.

Writing assignments

Instructors may use writing as a process to help students learn
(e.g., Nodine, 1999; 2002). However, many students might respond
to a writing assignment with the following question, “You want us
to write in a statistics class?” Students may have the underlying
assumption that statistics is a math class comprised only of formulas
and numbers. Although most students do not find introductory stat-
istics mathematically difficult, the conceptually complex interpreta-
tions may leave students befuddled. Adding a writing component to
a statistics course may facilitate students’ deeper understanding of
statistical concepts.

Beins (1993) tested the impact of writing on students’ learning of
statistics, specifically their computational abilities, conceptual under-
standing of the course material, and their interpretive skill in com-
municating the results of data analyses. He used three formats to
teach students. In the traditional-emphasis class, students learned
statistics without any added writing component. In the moderate-
emphasis class, students spent time in class working on interpreta-
tion and explanation of the results of their data analyses. In the
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high-emphasis class, students had the opportunity of extra credit
assignments involving the creation of a press release based on ana-
lyses performed in class. The goal of the press release was for students
to communicate the results in a non-statistical format to a general
audience. As part of the process, students may discover areas of
knowledge about which they are unclear. Thus, instructors can build
a self-monitoring component into the assignment. Although, the study
found no differences among the groups on the final test of concep-
tual understanding, students in the writing intensive class performed
significantly better at computations and demonstrated better inter-
pretive skills.

Dunn (2000) recommended a unique writing assignment involving
student letter exchanges. Dunn paired students with peers taking
another section of the course and provided students with the follow-
ing instructions:

Your goal is to write a letter in which you explain one thing you have
learned about statistics . . . that you find interesting, compelling, con-
fusing, or otherwise noteworthy. Tell why it was important to have
learned it, and explain why it is important for students of psychology
to know it. Finally, discuss whether students outside of psychology
would benefit from this knowledge, as well. (p. 129)

Students could write on a range of topics and send their letters by
either hard copy or e-mail. Dunn instructed the peer receiving the
letter to respond and the original sender could reply with further
clarification. Dunn graded the letters based on quality of topic pre-
sentation, quality of writing, and peer interaction. The writing assign-
ment provided peers the opportunity to “teach” by responding to
letters providing feedback, clarification, suggestions, corrections, etc.
The interaction was beneficial to both the initial letter writing and
the peer respondent. Dunn commented that these peer communica-
tions also could take place via a class discussion list or chat room.

Dolinsky (2001) recommended the use of a learning journal. About
every two weeks, Dolinsky asked students to respond to varying
questions related to their attitudes towards the course, the learning
of statistics, and their study strategies. The instructor used the
journals to monitor students learning and difficulties. Additionally,
students used the journals to monitor their own learning and course
progress. Students can effectively use journals to begin and explore
the process of self-assessment (Chance, 1997).
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Sciutto (2002) described and studied the use of student port-
folios. Sciutto provided students at the beginning of the term a list
of required (e.g., measures of variability, one-way ANOVA) and
optional topics (e.g., reliability and validity). For each topic, students
wrote a maximum 3-page entry concerning material presented
in lecture, readings, and laboratory assignments. The point of the
assignment was for students to organize the material in a manner
useful to them for future reference and potential research ideas gen-
eration. Sciutto did not allow students simply to reiterate the lecture
or reword their notes. In fact, he rated the portfolios on “unique-
ness” (p. 214) as well as readability and future value to the students.
Sciutto found a positive correlation between ratings of the portfolio
and performance on the final exam. In addition, he noted that, when
reviewed regularly, the portfolio was an effective formative assess-
ment tool to identify students who are having difficulty explain-
ing concepts or have faulty reasoning and ideas. When students’
writings resembled the book or lecture, Scuitto noted that students
were less likely to have mastered the material. He commented that
effective use of portfolios enhanced students’ understanding of the
material.

Gore and Camp (1987) had students complete research projects
and presented their studies via poster sessions, which gave students
the opportunity to communicate to others the entire context of their
experiments including methods and results in text, table, and graphic
form. Students were able to see the context of their statistics, explain
their results to other students, and receive feedback. Chance (1997)
also advocated for the use of lab write-ups and oral presentations.
Dunn (1996) recommended the use of peer review of student-written
articles both before the completion of a project and at the end.

Students may be concerned that there is a “correct” way to
communicate statistical information and hence the statement, “I don’t
know how you want me to say this.” Students should recognize
that there is not an explicit set of rules for the communication of
statistical results. Rather, instructors should teach students that the
goal is to make analyses interpretable to individuals reading about
a research project. Consequently, Dunn (1996) argued for the col-
laborative writing of studies. Such collaborations might enable
students to share ideas, clarify areas of confusion, and learn from
one another without the pressure of a right or wrong way to com-
municate ideas.
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Concept maps

Instructors may find concept maps to be particularly useful for students
who are struggling with statistics or who have less developed verbal
skills (Lambiotte, Skaggs, & Dansereau, 1993). Concept maps may
help students develop a “connected understanding,” which is funda-
mental to the development of statistical thinking and reasoning (Schau
& Mattern, 1997, p. 91). Instructors should avoid discrete presenta-
tions of information as such methods may lead to disconnected
learning and thinking. Fortunately, concept mapping can help detect
the development of inaccurate schemas and serve as a method of for-
mative assessment. Structural awareness is a necessary component in
the development of concept maps or mental modeling (Quilici &
Mayer, 2002).

Lambiotte et al. (1993) compared student learning and found
a significant interaction between type of student and method of
learning. Confident students performed better when provided lists
of statistical ideas and concepts. These students tended to take
good notes and included extensive annotations on their lists. Such
behaviors correlated with good performance in the class. How-
ever, less confident students performed better with concept maps.
Instructor-provided concept maps may give students an organiza-
tional framework for their thinking. Unfortunately, less confident
students who took fewer notes and failed to annotate their concept
maps still performed poorly on tests. Therefore, concept map use
alone may not improve performance.

Hong and O’Neil (1992) presented students with varying condi-
tions: separate or simultaneous training and descriptive information
or diagrams in a study of mental models. Students given diagrams of
various concepts learned better than with descriptive information.
Moreover, students presented conceptual information before the
introduction of the diagrams performed the best. The researchers
hypothesized that students who learned the conceptual reasoning
behind techniques followed by diagrams were better able to con-
struct mental models. They noted that students demonstrated an
ability to transfer the concepts they had learned to novel problems
sets. Dyck & Mayer (1989) also found students learned best when
instructors presented conceptual information first.
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Cooperative learning

Cooperative learning can greatly facilitate students’ understanding
of course material and concepts (Halpern, 2004). In relation to stat-
istics, students in cooperative learning structured classes performed
better on tests of learning in statistics than students in lecture-based
courses, exhibited greater retention, and possessed better attitudes
about the course (Dietz, 1993; Giraud, 1997; Keeler & Steinhorst,
1995; Potthast, 1999; Shaughnessy, 1977). Although Courtney,
Courtney, and Nicholson (1994) did not find a difference in student
performance, their research demonstrated improved attitude, increased
motivation, increased cohesiveness within the group, and increased
levels of self-efficacy. Additionally, Palincsar and Brown (1984) found
that cooperative learning helped develop metacognitive skills associ-
ated with self-questioning one’s knowledge, focused students’ atten-
tion to the most salient feature under discussion, and highlighted
areas of confusion.

Giraud (1997) randomly assigned students to one of two condi-
tions: cooperative learning class and traditional lecture class. Within
the cooperative learning class, the instructor randomly assigned stu-
dents to learning groups to ensure that students at various levels
were represented within each group. Across groups, students with
greater conceptual understanding of the material were able to assist
students at lower levels. Consequently, students in the cooperative
learning class performed better on the exams. Most importantly,
Giraud found that those cooperative learning students who were
most at risk at the beginning of the semester had higher test scores at
the end of the semester than at-risk students from the lecture class.
Cumming (1983) reported that mixed ability groups were not neces-
sarily beneficial for high functioning students but very beneficial for
those students who had trouble with statistics.

Peer tutoring is a beneficial form of cooperative learning. Mill
et al. (1994) found that tutorial sessions helped improve students’
reasoning and critical thinking abilities compared to students in a
lecture course. Finn (1983) reported that students responded posi-
tively to a peer tutoring method and that students felt a sense of pride
at working with and helping others. Students who received assist-
ance also responded positively as they did not feel the same levels of
worry or self-consciousness about asking for help. Even with the
use of individualized learning approaches such as the Personalized
System of Instruction (PSI: Keller, 1968), Finn reported that peer
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tutoring groups fostered accountability and assisted students in avoid-
ing procrastination.

Rumsey (2002) encouraged students to work in teams and rotated
team membership during the semester. She found that over time, her
students developed their own language and approaches to concepts
that were different from the instructors but nevertheless correct. She
argued that this added a richness and collaborative spirit to the class
that more closely mimicked the workplace situation where indi-
viduals must work in teams. Perkins and Saris (2001) used a “jigsaw”
approach to cooperative learning in groups. As many problems have
multiple steps, the instructors assigned each group to work on a spe-
cific aspect of the problem. In the end, students brought the pieces
together for completion of the overall problem. Perkins and Saris
reported increased student learning of the material, better use of
class time, and students commented that they benefited from the
experience. For a variety of suggestions related to cooperative learn-
ing exercises in statistics, see Garfield (1993).

Projects

Research projects are an invaluable means to increase both statistical
authenticity and authentic assessment. To be effective, however, stat-
istics projects must have carefully defined objectives (Starkings, 1997).
For longer projects, instructors may subdivide and explain the steps
of the task (Jolliffe, 1997). Additionally, Low (1995) reported that
although data collection is important, continuous feedback concern-
ing each step of the research process might be more important. The
researchers placed students in continuous, partial, or no feedback
conditions. Students in the continuous feedback groups performed
significantly higher on a task measuring their understanding of
statistical concepts than the partial or no feedback groups. Starke
(1985) had students participate in a research practicum and reported
that students liked the hands-on experience and collaborative pro-
cess involved in serving as research assistants.

Instructors may be concerned that there is not enough time in
class to cover the material, let alone conduct research projects. Gore
and Camp (1987) provided two counterarguments to this concern.
First, they argued that the projects themselves might increase students’
understanding of statistics and thus, reduce the amount of time
teachers spend in class re-explaining ideas. Second, they noted that
the assignments could be relatively simple projects in terms of design
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and implementation. For example, Smith (1998) described his course
in which students completed six projects and presented the results of
their projects in both written and oral presentations. Smith provided
a list of 20 projects that instructors could use to teach topics ranging
from descriptive through inferential (ANOVA) statistics.

Instructors may effectively integrate projects into their statistics
courses in myriad ways. Stallings (1993) described student research
projects involving the growth of radishes. Radishes apparently grow
quickly and student researchers do not need Institutional Review Board
approval to study them. Bradstreet (1996) described a workshop-
based course in which students worked together on projects to test
notions such as whether “Ballpark Franks plump larger” (p. 74) and
if pizza was an effective treatment for the chicken pox (it is not).
Nolan and Speed (1999) described a model of integrated lab exer-
cises they used to supplement classroom experience in statistics. They
argued that such work is necessary for students to study the material
in depth. Student feedback regarding the exercise was positive. In
fact, some student reported using their lab reports as part of their
submitted portfolios when applying for jobs.

Melton (2004) had students collect data about customer service at
local fast food restaurants. The students created a list of variables
and data they wanted to collect and determined whether to observe
another person’s or their own transaction. Melton commented that
this method highlighted the role of variability in the data collection
process. Consequently, he used these data throughout the class when
discussing various analytic techniques.

Truran and Arnold (2002) added a service-learning component to
their class and had students involved in statistical consulting projects
with real clients. Students developed a listener questionnaire and
survey method for a radio station. Students not only learned a real-
world application but also came to understand that statistics is part
of a process involving client meetings, study planning, data col-
lection and analyses, and communication of the results back to the
client. However, Truran and Arnold commented that this project
required a great deal of time, communication, and effort on the part
of the faculty member. Brakke, Wilson, and Bradley (2007) also
advocated for a service-learning project with students. They paired
statistics students with social psychology students who were required
to complete a research project in their course. Students in statistics
class gained valuable hands-on experience while the social psychology
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students received important assistance with their project. The authors
described it as a “‘win-win-win’ situation” (p. 120). For more teach-
ing statistics tips, including the use of minute papers, case studies,
and simulations, see our Web site at www.teachstats.org.

Assessment

Instructors should view assessment as both instructive and evalua-
tive. Goals for assessment include improvement of instructional strat-
egies, motivating students, providing feedback to students concerning
areas of needed work and mastery, developing diagnostic tools to
identify what the instructor needs to reemphasize, and measuring
student performance (Onwuegbuzie, 2000). Traditional methods of
quizzes and exams are unlikely to meet all of these goals. Therefore,
instructors also should evaluate the context of the course, their ped-
agogical style, and course content (Onwuegbuzie & Leech, 2003).
Such an evaluation will provide instructors the direction needed for
the development of appropriate assessment tools.

Instructors may use a variety of alternative assessment strategies
in their courses such as portfolios, reflective journals, peer writing,
evaluation of research articles, group projects (research collected and
presented), press releases, critiques of media articles, quizzes, exams,
and other assignments. Garfield and Chance (2000) discussed several
assessment strategies including “authentic tasks” and “concept maps”
(p. 103). Garfield (1994) outlined 17 different methods of assess-
ment ranging from quizzes to portfolios and projects. As with active
learning techniques, instructors should incorporate only one new
assessment technique at a time to their courses to enable better
evaluation of the method and its effectiveness (ASA, 2005; Chance,
1997; Garfield, 1994).

Principles of effective assessment

Instructors should integrate assessment methods throughout their
courses. Moore (1997) argued that instructors should assess any-
thing that they want their students to know or accomplish. Osborne
and Wagor (2004) outlined a five-step process for the development
of assessment methods within a course to promote assessment as an
ongoing and developmental process (pp. 130–131):
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1. Defining what skills and capacities students most need to
acquire from the course or program.

2. Deciding what level of expectation there is for those skills and
capacities.

3. Detailing what faculty will do to provide instruction in and
practice with those skills and abilities and identifying what stu-
dents will do to demonstrate those skills and abilities.

4. Discovering whether students are sufficiently demonstrating those
skills and abilities.

5. Determining what changes to make if students do not demon-
strate skills or abilities at desired levels.

Statistics education researchers have outlined general principles for
the effective assessment of a statistic course (Begg, 1997; Chance,
1997; Colvin & Vos, 1997; Onwuegbuzie & Leech, 2003). First,
instructors must outline and assess statistics education content. They
should use assessment tasks that focus directly on the material taught.
Second, instructors must develop assessment techniques that enhance
learning. Third, instructors must use assignments that encourage
student self-assessment and statistical reasoning. Fourth, instructors
should use assessments that take into account individuality and the
developmental levels of the learners. Fifth, instructors should use
multiple assessments and a range of assessment methods. Sixth,
instructors must work to insure that all methods of assessment are
consistent, fair, and open.

Consistent with the principles outlined above, students should
know the scoring criteria before they attempt any task and when the
task is completed they should receive timely and responsive feed-
back. To facilitate this process, instructors should create rubrics to
use in evaluating tasks, assignments, and projects (Colvin & Vos,
1997; Onwuegbuzie & Leech, 2003). For example, Bosack et al.
(2004) outlined developmental levels that instructors could use to
assess statistical reasoning.

Mastery learning

Conners et al. (1998) recommended mastery learning as a possible
technique to increase student motivation and success in statistics.
Within the context of mastery learning, students learn the criteria
associated with the successful completion of an information module
and then study the module. When students believe that they have
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successfully mastered the content of that module, they take a test
over the material. If the student does not pass the test demonstrating
sufficient knowledge, teachers provide feedback about the student’s
performance highlighting what they know well and where there are
knowledge deficiencies. The student, armed with this feedback, again
studies the material, and then retakes the exam. This process con-
tinues until they have demonstrated a mastery of the information.
Once completed, the student moves on to the next module of informa-
tion. Conners et al. asserted that mastery learning worked to insure
that students attempt no concept before fully understanding the
statistical building blocks of the prior section. Moreover, students
who experience evaluation apprehension associated with learning
quantitative methods may particularly benefit from the mastery learn-
ing approach. Friedman (1987) also recommended the use of repeat
exams as a means to master learning and reduce test-taking anxiety.
Of course, multiple testing requires a time commitment on the part
of the instructor to create and grade multiple versions of a test.

Confronting Fear and Anxiety

Statistics anxiety is a multidimensional concept with many factors
affecting students’ anxiety levels including dispositional, environ-
mental, and situational factors (Onwuegbuzie & Wilson (2003).
Unfortunately, there is a negative correlation between statistics anxi-
ety and performance in a statistics course (Lalonde & Gardner,
1993; Onwuegbuzie & Seaman, 1995; Zanakis & Valenza, 1997).
Conversely, Vanhoof et al. (2006) found a positive correlation be-
tween positive attitudes towards statistics course and final statistics
exam grades. With leaders in mathematics education recommending
the inclusion of statistics at the pre-college level (e.g., National Council
of Teachers of Mathematics, 2000), Mills (2004a) asserted that
student attitudes might become more positive over time. Until that
happens, instructors need to address issues of statistics anxiety in the
classroom.

It is important to note that math anxiety and statistics anxiety
are not synonymous concepts (Onwuegbuzie & Wilson, 2003) and
researchers should study these concepts separately. For example,
Townsend, Moore, Tuck, and Wilton (1998) found that students
who worked in cooperative learning groups performed better and
had more confidence in their ability to handle statistics problems but
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math anxiety remained unchanged. Fortunately, there are several
measures of statistics anxiety and attitudes towards statistics. They
include:

• Attitudes Toward Statistics (ATS) Scale – Wise (1985). Shultz
and Koshino (1998) found the scale to be a reliable and valid
measure for students’ attitudes towards statistics. They cautioned
that instructors and researchers should use different norms for
undergraduate versus graduate students.

• Statistics Attitude Scale (SAS) – Roberts and Bilderback (1980).
• Statistics Anxiety Inventory (SAI) – Zeidner (1991).
• Survey of Attitudes Towards Statistics (SATS) – Gal et al. (1997).

Instructors may use these measures to assess students’ attitudes
before taking a statistics course or as a form of assessment follow-
ing students’ completion of a course.

Pan and Tang (2005) identified four factors that contribute
to anxiety in statistic students. They are “math phobia, lack of con-
nection to daily life, pace of instruction, and instructor’s attitude”
(p. 209). The authors tested and found three methods to reduce
anxiety. First, instructors may use multiple methods of instruction
and assessment, particularly those connected to real world data and
direct relevance to students. Second, instructors may demonstrate
real concern for and connection to the student. Third, instructors
may eliminate traditional exams and elect for alternative testing
and assessment strategies (e.g., mastery learning, projects, writing
assignments).

In a cross-cultural study, Mvududu (2003) found that U.S. stu-
dents particularly benefited from the teaching of statistics using real-
world data. Students who learn using active learning techniques, the
use of student-generated data, and data directly applicable to their
lives experience reduced anxiety levels (Harlow et al., 2006; Mvududu,
2003; Scuitto, 2002).

Pan and Tang (2005) argued that instructors’ attitude also plays a
significant role in students’ anxiety levels. They provided an orienta-
tion letter to students before the beginning of the semester. Students
responded positively to the letter and reported that it gave them a
sense that the instructor cared about them as individuals. Dillon
(1982) argued for discussing anxiety with the class and presenting
information specifically on the topic of anxiety management. Sgoutas-
Emch and Johnson (1998) used journal writing as a means to reduce
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anxiety. Teachers instructed students in the writing group to keep a
regular journal. As part of that journal, students wrote about their
thoughts, feelings, concerns, and summarized each daily lecture. The
instructor provided students class time each day to write in their
journal. Students in the journal writing group reported lower anxi-
ety levels and performed better on tests. Onwuegbuzie (2004) found
that students with high anxiety tended to procrastinate more when
completing assignments. Therefore, instructors may want to break
up tasks to counter this trend in high anxiety students.

Assessment also can be a source of statistics anxiety. Researchers
have found that learning activities (e.g., projects) are less anxiety-
provoking than tests, with timed tests related to the highest levels of
anxiety (Onwuegbuzie, 2000). Onwuegbuzie and Seaman (1995)
found that both high and low anxiety students performed better on
final exams when untimed. They randomly assigned high- and low-
test anxiety students either to the timed examination condition or to
an untimed exam condition. Both high- and low-anxiety students
performed better in the untimed condition with the high anxiety
students exhibiting the greatest benefit. In fact, the difference for
high anxiety students was an entire letter grade. Onwuegbuzie and
Seaman noted that statistics test anxiety might be greater than test
anxiety for other courses. In statistics, the level of anxiety affects
students’ test performance, sense of self-efficacy and motivation, and
overall attitude toward the course. Onwuegbuzie (2000) reported
that untimed tests, open book tests, or tests that allow for some
access to course material result in the highest levels of performance,
lowest levels of anxiety, and greater demonstration of statistical
reasoning. Consequently, Conners et al. (1998) argued for the elim-
ination of exam pressure to reduce anxiety and for the use of peer
tutoring. For more teaching statistics tips, including first day activities
and the use of humor, see our Web site at www.teachstats.org.

Conclusion

Johnson and Dasgupta (2005) surveyed students over a 5-year period
who had completed an introductory statistics course. They found
that students tended to prefer nontraditional courses (e.g., coopera-
tive learning, active learning-based, distance learning) versus tradi-
tional courses. However, students who preferred large classes preferred
lecture format. Therefore, Johnson and Dasgupta concluded that
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due to the variability in responses, it is best to use a myriad of
approaches to teach statistics. Fortunately, there is an over abun-
dance of novel ways that instructors can approach the teaching of
statistics.

Some instructors, however, may find it unappealing or daunting
to change their approach to teaching, particularly if they have experi-
enced some student success in the past with their current methods.
Therefore, the GAISE Report (ASA, 2005) suggested that instructors
make changes slowly—implement one new teaching or assessment
strategy at a time. Through gradual change, instructors may find
educational reform less overwhelming and enable better assessment
of the each newly added technique.

Regardless of what new strategies an instructor may implement in
teaching statistics, it is evident that statistics education is improving
due to reform efforts. Such efforts foster an active learning environ-
ment that is exciting and challenging for both the student and the
instructor. Certainly, the classroom has come a long way since the
time of Cohen and Firestone (1939) who wrote:

The good teacher is half actor, half scholar. The competent statisti-
cian is rarely the sparkling captivator who keeps students from slumber
through the sheer power of personality. Accordingly, the classroom
becomes, more often than not, the abode of boredom, however con-
scientious the instructor may be. Timidity keeps the student from the
temptation of asking a question to clear up a difficulty and terror ties
his [sic] tongue if he is called upon to recite. The brilliant instructor
sets the tempo of his class to the tastes of the clever students, while
the slow learners lag dismally in their mire. The thorough teacher
drills, pounds, and repeats until his [sic] incessant bombing penetrates
even the thickest of skulls, but alas the clever chap chafes at the
restraint. (p. 714)
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Chapter 5

Descriptive Statistics and
Bivariate Distributions

There are three kinds of lies: lies, damned lies, and statistics. –
Benjamin Disraeli1

Prior to setting out on a nature walk with a group of 6-year-olds, du
Feu (2005) wondered, “How old must children be before they can
learn about statistics?” (p. 34). Much to his surprise, he found that
the children were able to engage in statistical comparisons between
two species of flowers across different habitats. du Feu’s experiences
mirrored the recommendations of the National Council of Teachers
of Mathematics (NCTM, 1989, 2000) which encouraged K-12
instructors to teach students to collect, organize, display, and analyze
data using descriptive and inferential statistics.

The NCTM (2000) justified the inclusion of the Data Analysis
and Probability Standard in K-12 mathematical education because
students needed to be able to reason statistically to make sense of
the massive amount of data available on any given topic. However,
instruction in descriptive statistics and bivariate distributions does
not end upon the completion of high school. Introductory statistics
instructors at the college level also need to remind students as to the
promises and pitfalls associated with statistics as they appear in real
world contexts. Specifically, instructors need to make students aware
that businesses, politicians, marketers, and other special interest
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groups may misuse statistics to sway or misrepresent public opinion
(NCTM, 2000; Weaver, 1989).

For example, Kosslyn (1994) provided a chapter in his book on
graph design devoted to lying with graphics. He provided numerous
examples of misleading graphs and discussed the principles that helped
explain why these graphs were “successful” at projecting misinfor-
mation. Hertzberg (2003) reported that President George W. Bush
had asserted that his economic stimulus package, which contained
numerous tax cuts and incentives, would result in Americans saving
an average of $1,083. Hertzberg pointed out that the typical Amer-
ican taxpayer would only get a few hundred dollars whereas the
richest would receive well over $300,000. Clearly, it pays to under-
stand the impact of outliers on measures of central tendency.

Statistical educators have consistently cited the importance of de-
veloping a thorough understanding of statistical concepts and appli-
cations (Weaver, 1989). Students need to develop the ability to reason
logically about statistical concepts before engaging in memorizing
computational formulas or tables (Anastasi, 1985). To achieve lasting
comprehension of statistical concepts such as descriptive statistics
and bivariate distributions, statistics scholars have encouraged in-
structors to use hands-on activities.

Graphing Data

The effective use of graphs is an essential tool for communicating
research results (Cleveland, 1984a; Pittenger, 1995). Well-constructed
graphs can convey descriptive information, quantitative patterns,
trends, relationships, and are critical tools for understanding main
effects and complex interactions. According to Latour (1990), graphs
are powerful due to the fact they are easily understood, amenable to
a variety of phenomena, readily manipulated (i.e., scale can be
changed) to convey novel connections, easily transported and repro-
duced, and most importantly, extremely persuasive.

Although psychology textbooks regularly expose students to graphs,
there is a paucity of literature on teaching students how to create,
read, and interpret graphs (Pittenger, 1995). In addition, textbooks
only present students with the most common, and sometimes least
effective, means of presenting data. For example, Peden and
Hausmann (2000) found that only five types of graphs were present
in their sample of introductory psychology textbooks—with line and



Descriptive Statistics and Bivariate Distributions 107

bar graphs being most common. Butler (1993) reported that text-
books contain mostly pictures, journals tend to have an abundance
of data graphs, whereas conceptual graphs (e.g., Venn diagrams) are
largely absent from psychological literature. Moreover, most text-
books only review a limited set of graphing options, without any
substantive discussion of the qualities that make graphs effective
(Pittenger, 1995).

The ability to create effective graphs has become an increasingly
important skill given the availability of computerized data and the
ability of statistical software to conduct more sophisticated and com-
plex analyses. Software applications (e.g., Microsoft Excel) have made
the creation of graphs much simpler—students are merely a point
and click away from a polished graph. However, Goldman and
McKenzie (2002) remarked that such applications “make it all too
easy for the neophyte to produce a striking but often misleading or
unhelpful display” (p. 96).

Over 20 years ago, Cleveland (1984a) proposed five areas in the
field of graphical communication that lacked sufficient empirical
support: (a) evidence of how people use graphs; (b) guidelines for
effective graphs; (c) how people process graphical information; (d)
the types of graphing methods available; and (e) development of
graphing software. Although there has been modest growth in these
areas since Cleveland’s seminal paper, very little of this research has
found its way into lecture or statistics textbooks—particularly in the
behavioral and social sciences (Friedrich et al., 2000; Pittenger, 1995;
Wilkinson, 1999).

The use of graphs in science

Graph use varies throughout the sciences. For example, Cleveland
(1984a) examined the fraction of journal space devoted to graphical
communication among 57 journals from 14 disciplines, including
four psychology journals. He found that journals in the natural
sciences tended to devote more space to graphical communication
than journals in the social sciences. For example, Journal of Geo-
physical Research had a fractional graph area (FGA) of .310 whereas
the Journal of Experimental Psychology was approximately .08.

To explore further this relationship, Smith, Best, Stubbs, Johnson,
& Archibald (2000) rated the “hardness” of the disciplines and
examined whether graph usage varied as a function of disciplinary
hardness. They found results similar to those reported by Cleveland
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(1984a). Journal articles from the “hard” sciences (e.g., chemistry,
physics) contained a higher FGA than those in the “soft” sciences
(e.g., sociology, psychology). Smith et al. (2000) then examined
whether the FGA in 25 APA journals differed as a function of the
hardness attributed to each psychology subfield. Those journals that
represented areas of psychology that raters had designated as hard
psychology subfields (e.g., Behavioral Neuroscience) had a higher FGA
than soft psychology subfield journal articles ( Journal of Counseling
Psychology).

However, Smith, Best, Stubbs, Archibald, and Roberson-Nay (2002)
noted that the lack of graphs within the softer areas of psychology
did not correspond to a deficiency in quantitative information. In
fact, they reported an inverse relationship between statistical proced-
ures and the hardness of the psychology subfield. Softer areas in
psychology were more apt to use inferential statistics than harder
subfields. Smith et al. asserted that these findings support the notion
that “graphs constitute a distinct means of inference in their own
right and thus represent an alternative to statistical inference, not a
mere complement to numerical methods” (pp. 757–758). Indeed,
Wilkinson (1999) provided an excellent overview of graphical ex-
ploration, inference, and presentation in counseling psychology.

Elements of good design

Cleveland (1984a) conducted a detailed analysis of every graph pub-
lished in one volume of the journal Science. He focused on four
types of errors: poor construction, degraded image, poor explana-
tion, and difficulty discriminating between graph items. Cleveland’s
analysis revealed that 30% of the graphs in that particular volume
had errors. Unfortunately, it is highly unlikely this error rate was
unique to Science.

To assist researchers create effective graphs, the American Psycho-
logical Association (APA) recently published two practical guides to
creating tables (Nicol & Pexman, 1999) and figures (Nicol & Pexman,
2003) as companion pieces to the APA Publication Manual (2001).
Nicol and Pexman’s (1999) guide for creating tables provided
sample tables for virtually every statistic a researcher might utilize.
Examples ranged from tables appropriate for descriptive statistics,
correlations, chi-squares, and ANOVAs to tables for complicated
statistics such as factor analysis, logistic regression, MANOVA, and
structural equation modeling.
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Nicol and Pexman’s (2003) guide to creating figures provided
numerous examples of bar graphs, line graphs, plots, and pie graphs.
They also provided a set of general guidelines to assist researchers in
producing effective figures that comply with APA style guidelines.
First, all figures must play a key role in the manuscript. Second,
images need to be as clear and simple as possible. Cleveland (1984a)
asserted lines and lettering should be large enough to survive reduc-
tion for publication. Third, graphs should have clear concise labels
with font consistent with the manuscript text. Fourth, quantitative
information and units of measurement should be readily apparent.
In addition, Wilkinson and the Task Force on Statistical Inference
(1999) recommended that all figures include confidence intervals.
Fifth, unless the graph is for a poster or PowerPoint presentation,
authors should avoid the use of color because the vast majority of
scientific journals are printed in black and white. Sixth, figures need
to contain all the necessary information to interpret the figure with-
out distracting from the image itself.

Instructors should consider adding these guidelines to their lec-
tures on graphing. Additional guidelines, plus good and bad exam-
ples of a variety of graphs from actual research studies, are available
in numerous books (e.g., Cleveland, 1993, 1994; Kosslyn, 1994;
Nicol & Pexman, 1999; Nicol & Pexman, 2003). Instructors should
also consider examining current journal volumes for interesting art-
icles with poorly constructed graphs to present in class.

Human graphical perception

“Reading graphs is a skill that requires practice, not unlike riding a
bicycle. Once acquired, such skills can be performed quickly and with
little cognitive effort, however ‘cognitively complex’ they turn out to
be in the laboratory” (Smith, Best, & Stubbs, 2003, p. 819). Accord-
ing to Cleveland (1993), the process of creating a graph involves the
transformation of quantitative and categorical information into the
chosen graphical medium. The accuracy with which the reader decodes
the graph’s content is the measure of success. However, some graph-
ical mediums are easier to decode than other displays.

Over the past 20 years, there has been a growing body of research
on graphical perception. For example, researchers have concluded
that line graphs, scatter plots, and dot charts are easier to interpret
than bar, histogram, and pie charts (Cleveland, 1984b; Cleveland,
1994; Cleveland & McGill, 1984; Kosslyn, 1994). Similarly, Carswell
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and Ramzy (1997) found that when participants interpreted visual
displays, line graphs were superior to other graphing methods (e.g.,
table, bar graphs) regardless of the size of the data set. Cleveland
(1984b) encouraged researchers to use dot charts instead of bar
graphs (particularly when presenting error bars), full scale breaks
over partial breaks, and consider using multibased logarithmic trans-
formations when applicable.

Meyer and Shinar (1992) reported that the inclusion of a regres-
sion line in a scatter plot draws the reader’s attention to the data
and increases the likelihood that the viewer will perceive a correla-
tion between variables. Furthermore, they found that correlation
estimates were higher for shallow regression line slopes as opposed
to steeper slopes. Meyer and Shinar theorized that the increased
density of the data points for the shallow slope biased their partici-
pant’s responses. Consequently, instructors may want to demon-
strate the effect of slope on perceived correlation.

Computer software has made it easy to create three-dimensional
graphs to capture readers interest (Wilkinson, 1994). Although such
graphs are tempting, research suggests that participants exposed to
two-dimensional graphs were more accurate and confident in their
data interpretations than participants exposed to three-dimensional
graphs (Barfield & Robless, 1989). The deficits associated with three-
dimensional graphing were most apparent with line graphs (Carswell,
Frankenberger, & Bernhard, 1991). Shah and Carpenter (1995) found
that undergraduate and graduate student participants were generally
unable to integrate information about three continuous variables
projected onto a three-dimensional line graph.

Available graphing methods

According to Pittenger (1995), textbook authors tend only to in-
clude a handful of graphs in statistics textbooks: bar graphs, his-
tograms, line graphs, and scatter plots. Pittenger also noted that text
coverage of this topic is typically descriptive with little attempt to go
much beyond a cursory discussion of graphing techniques. Wilkinson
et al. (1999) discussed the need to have more boxplots, stem-and-
leaf plots, and kernel density estimates in psychological research. Yet,
less than 40% of the instructors surveyed by Friedrich et al. (2000)
spent more than one hour discussing these specific topics. Fortu-
nately, several educators have published activities and material for
introducing graphs into the classroom.
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For example, Callaert (2000) presented students with a particu-
larly poor graph of European Union socioeconomic data (something
his Belgium students were interested in examining) and then dis-
cussed how the graph could be improved—eventually deciding on a
dot plot. Marshall and Swan (2006) reported that students could use
M & Ms to visualize graphs. The authors placed students into groups
of four and provided each group with 50 M & Ms. Students then
created several different graphs (e.g., bar graph, pie graph) plotted
as a function of M & M color. Although this exercise was originally
designed for children, the demonstration could also be used to
reduce anxiety (i.e., everyone loves M & Ms) and introduce the
concept of graphing to college students.

Statistics educators have also published material related to the
teaching of specific graphs. For example, Perks and Prestage (2000)
provided a means to introduce students to the concepts of scale and
proportion when creating bar and pie charts. Farnsworth (2000)
presented an exercise to encourage discussion of the limitations and
pitfalls associated with the histogram. Perry et al. (1999) proposed
that instructors use collectable stuffed animals called Beanie Babies
to teach stem-and-leaf plots. Students looked up the “birthdays” of
their favorite Beanie Babies and created a stem-and-leaf plot. Fol-
lowing the creation of the stem-and-leaf plot, students compared this
plot to other graphs (e.g., pie graph, bar graph). Several authors
have focused on newer exploratory data analysis graphing tools. For
example, Benjamini (1988) discussed several variations of the boxplot
to convey information about the density of the values in a data set.
Doane and Tracy (2000) introduced beam-and-fulcrum displays as a
complement to the boxplot and Cohen and Cohen (2006) discussed
the sectioned density plot as a means to combine the abilities of the
boxplot with the histogram.

Software design

There are numerous software applications available for the produc-
tion of statistical graphs. Although some statistics educators have
created their own graphing applications and modules (e.g., Cham-
bers, Cleveland, Kleiner, & Tukey, 1983), the majority of researchers
and educators use commercial statistical applications (e.g., Excel,
Minitab, SPSS). However, these software packages are not uniform
in their ability to generate appropriate graphs. For example, Frigge,
Hoaglin, and Iglewicz (1989) noted that various computer applications
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(e.g., Minitab, SAS, SPSS, SYSTAT) all produced boxplots in a slightly
different fashion. Consequently, they urged increased standardiza-
tion across these statistical packages. Until that happens, Frigge et
al. urged users to investigate which algorithms each program used to
create graphical displays.

Goldman and McKenzie (2002) examined the displays generated
by Microsoft Excel, Minitab, and SPSS to determine which pro-
gram was most effective at generating effective graphs. They detailed
exactly what types of one-, two-, and three-dimensional displays
were available through each of these applications and assessed the
extent to which each display followed the guidelines established by
Cleveland and McGill (1984) and Tufte (2001). Goldman and
McKenzie concluded that researchers and instructors should use soft-
ware specifically designed for statistical analysis (Minitab and SPSS).
They reported that the display options in Excel often “violated prin-
ciples of good graphical practice” (p. 99). Goldman and McKenzie
recommended that software developers: (a) better organize the graph-
ing commands; (b) include sophisticated guidance based on accepted
guidelines; (c) provide more associated categorical displays; and (d)
enable users to customize displays to better fit their needs.

Normal Distribution

Students need to develop an understanding of the relevance and use
of the normal distribution in order to succeed in an introductory
statistics course. Batanero, Tauber, and Sánchez (2004) asserted that
a thorough understanding of the normal distribution is important
because various types of phenomena from the natural and social
sciences can be modeled using the normal distribution. In addition,
when there is a large enough sample, the central limit theorem can
assure a normal distribution even when the samples are from a non-
normal population distribution. Investigators can also use the nor-
mal distribution to approximate other distributions such as the t
distribution under certain conditions. Finally, many statistical proced-
ures require the normal distribution.

Although there is uniform agreement as to the importance of the
normal distribution in teaching statistics, there has been a paucity
of research investigating students’ understanding of the concept.
Much of the existing research has examined students’ mispercep-
tions about the normal distribution. For example, Huck, Cross, and
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Clark (1986) presented two errors regarding students’ conceptions
of the normal distribution as related to z-scores. They found that
some students believed all z-scores would lie between −3 and +3.
Other students believed that there was in fact no limit to the size of
z-scores. In these cases, students likely overgeneralized from text-
book examples (e.g., figures showing a curve with −3 to +3 range)
and lecture material (e.g., distribution tails are asymptotic) regarding
the normal distribution. Wilensky (1997) presented a case study of
graduate students with extensive statistical knowledge exhibiting
confusion regarding the normal distribution. He termed this con-
fusion “epistemological anxiety” (p. 172). The individuals he inter-
viewed could solve textbook problems regarding the normal
distribution but could not explain why they used the normal distri-
bution versus some other concept.

Batanero et al. (2004) conducted research to examine students’
understanding of the normal distribution by assessing student per-
formance on five different tasks that employed the normal distribu-
tion. Students had to fit a curve to a histogram, approximate the
binomial distribution, and find the sampling distribution of the mean.
Researchers tested them on their use of symbols, words, and graphs
to represent the normal distribution using paper-and-pencil, verbal,
and computer tools. Students also computed probabilities, standard
scores, and critical values; provided definitions of statistical concepts
related to the normal curve; and demonstrated an understanding of
relevant informal arguments and proofs. Batanero et al. concluded
that the normal distribution is a truly complex concept. Student
success was dependent on their ability to integrate previously learned
statistical concepts such as probability, spread, skewness, and his-
tograms. As was the case with previous research, Batanero et al.
reported that students had difficulty differentiating between theoret-
ical models and empirical data.

There are limited published demonstrations devoted to illustrating
the normal curve. Shatz (1985) used a simulated Greyhound bus
strike to illustrate normal and skewed distributions. He assigned
groups of students to represent either the labor or the management
positions in the strike. Shatz provided each group with salary data
for the employees as well as drivers from three rival companies.
Students used the data to create a basis for each of their positions.
After the exercise, students reported that they felt that the demon-
stration enabled them to make use of the statistical concepts they
had learned in a fashion that was more than just computing statistics.
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Weaver (1999) used medical growth charts to illustrate the z-scores
and the normal distribution (many different growth charts are avail-
able online). Some charts plot the weight of newborns from birth
to 36 months, others combine height and weight plots, and still
other charts include head circumference. Weaver had students com-
pare the weights of newborns with 36-month-old toddlers and
determine weights associated with certain percentiles using z-scores.
Fernald and Fernald (1990) had students flip 15 pennies and chart
the number of times they obtained heads. They encouraged instruc-
tors to use other variables to create a normal distribution such as
height, time estimation, and academic ability. For more exercises
related to the teaching of the normal distribution, see our Web site
at www.teachstats.org.

Measures of Central Tendency

Elementary, middle school, and high school teachers are increasingly
teaching students about measures of central tendency (Konold &
Pollatsek, 2002). According to the National Council of Teachers
of Mathematics (NCTM, 1989, 2000), instructors should expose
elementary school students to informal conceptualizations of central
tendency. By the time students complete high school, they should be
adept at using measures of central tendency. Unfortunately, as many
instructors can attest, some introductory statistics students have re-
tained only the most basic information about central tendency (e.g.,
how to compute the mean) from their high school education.

There are numerous proposed explanations to account for the
inability of some elementary and secondary school students to retain
statistical knowledge regarding central tendency. For example, Quinn
(1996) asserted that the teaching methods used by K-12 mathem-
atics teachers might be partly to blame. He suggested that the current
group of mathematics teachers tend to use the same approach that
was used when they were taught statistics—the traditional com-
putational method (e.g., cookbook approach). Indeed, Lappan and
Zawojewski (1988) suggested that many junior high school students
have only mastered the computational process and have not achieved
the depth of knowledge necessary to understand the conditions under
which this statistic is the appropriate choice. For example, Lappan
and Zawojewski felt it was unlikely that these students understood
the impact of outliers on the median and mean.
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In addition, textbook authors tend to focus on computation
versus comprehension. Interestingly, some authors have asserted that
the existing conceptual material available in textbooks may not be
completely accurate. For example, von Hippel (2005) described a
common rule of thumb presented in statistics textbooks regarding
the positioning of the mean, median, and mode in skewed distribu-
tions. He demonstrated that this heuristic was unreliable under a
variety of conditions (e.g., discrete data).

Since the NCTM (2000) recommended that K-12 instructors teach
central tendency measures and related concepts, there has been a
critical examination of the methods used by statistics instructors.
Konold and Pollatsek (2002) discussed the four primary means by
which instructors introduce measures of central tendency. The fair
share approach (e.g., how to divide fairly quantities of an item that
someone previously distributed unequally) is common in elementary
school. Instructors typically do not refer to the mean when present-
ing the solution to the fair share approach. The typical value
approach is more common in secondary schools and suggests that
the mean is a tool to find out how most people would respond in a
particular situation.

According to Konold and Pollatsek (2002), during high school
and into college, the data reduction strategy is prominent. In this
approach, educators are introducing measures of central tendency as
tools to reduce a set of numbers down to one value. However,
Konold and Pollatsek recommended that instructors introduce meas-
ures of central tendency as the signal (i.e., stable feature) within the
noise (i.e., variability) of individual data points. They asserted that
this signal in noise approach is suitable for students age 8 and
above. Implicit in this strategy is the notion that variability is equally
as important as central tendency. Konold and Pollatsek reported
that students taught using this perspective developed a richer, much
more nuanced view of central tendency that is more adaptable to
situations removed from the original learning environment.

Statistics educators have also been calling for increased use of
activities, simulations, and other active learning approaches to facil-
itate student understanding of these concepts beyond mere computa-
tion. For example, Tyrrell (2003) described a novel way of illustrating
income data—he linked an individual’s height to their income level.
Tyrrell represented someone making the average income as being
almost 6 feet tall. Someone making the minimum wage was only
9 inches tall as opposed to the richest individuals who stood at over
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230 feet tall. Tyrrell used a public UK income database and images
available through Microsoft Excel to create this illustration. He
reported that the technique proved useful when he discussed the
impact of outliers on income data.

Bakker and Gravemeijer (2006) encouraged instructors to learn
about the historical phenomenology of the mean and median prior
to addressing the topic of teaching central tendency in class. The
authors charted the evolution of the mean and median beginning as
far back as 500 bc and proceeding up through modern times. Bakker
and Gravemeijer then used those historical examples to design instruc-
tional activities. For example, they used stories from Thucydides’
History of the Peloponnesian War (e.g., Homer’s battleship crew
estimates) to challenge students to develop and use intuitive meas-
ures of central tendency. As a result, students were able to walk in
the footsteps of these historical figures to aid in their conceptualization
of central tendency.

Bragger and Freeman (1999) used a discussion of research ethics
to illustrate measures of central tendency. They presented students
with five controversial psychology studies, such as Milgram’s (1963)
obedience study, and then asked them to rate the costs and benefits
of each study on separate 100-point scales. Students then computed
the average student opinion of the costs/benefits for each study and
discussed the role of the Institutional Review Board in making those
decisions. Following the completion of the exercise, students reported
that the exercise was an effective means to help them understand
central tendency and recommended that the instructor continue to
use the exercise to teach statistics in the future.

Schumm et al. (2002) described how instructors could use pub-
licly available data on three historical events––the 1986 space shut-
tle Challenger explosion, the attack at Pearl Harbor in WWII, and
the sinking of the Titanic in 1912––to teach descriptive and inferen-
tial statistics. For the Challenger disaster, students could examine
the temperature at the time of launch and the rate of O-ring failure
from previous shuttle launches. Students could also examine the
year of commission for U.S. Naval vessels destroyed at Pearl Harbor
versus those sent away prior to December 7, 1941, to explore the
revisionist hypothesis that the U.S. government had advance warn-
ing of the attack and only acted to get the newest ships out of
danger (e.g., Stinnett, 2000). Finally, students could explore whether
Titanic survivors and casualties varied as a function of gender and
social class. According to Schumm et al., students rated the course
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very highly, appreciated the hands-on learning, and evidenced low-
ered anxiety because of these exercises. For additional exercises
related to the teaching of central tendency, see our Web site at
www.teachstats.org.

Measures of Variability

Variation, or variability, is a critical component in statistics educa-
tion (Ben-Zvi, 2004). Indeed, “if there were no variation in data
sets, there would be no need for statistics” (Watson & Kelly, 2002,
p. 1). Unfortunately, statistics courses tend to overemphasize central
tendency and minimize the importance of variability (Reading &
Shaughnessy, 2004). Indeed, Gould (2004) remarked, “The con-
ceptualization of data as ‘signal versus noise’ . . . teaches students
that the central tendency, however it’s measured, is of primary
importance and variability is simply a nuisance. A noisy one at
that” (p. 7).

Despite the tendency for some instructors to emphasize measures
of central tendency, variation is a fundamental component of several
models of statistical thinking and reasoning (e.g., Moore, 1997;
Pfannkuch & Wild, 2004). For example, Wild and Pfannkuch (1999)
included consideration of variation as one of five types of statistical
thinking. They introduced four aspects of variation: (a) noticing and
acknowledging the omnipresence of variation; (b) measuring and
modeling variation for the purposes of prediction, explanation, or
control; (c) explaining and dealing with variation to examine its
impact on design and sampling; and (d) investigative procedures to
examine the properties of variation.

Reading and Reid (2005) mapped the above components of vari-
ation onto four organizing themes (e.g., exploratory data analysis,
probability, sampling distributions, and inferential statistics) from
an introductory statistics course and assessed the impact of Wild
and Pfannkuch’s (1999) variation-oriented approach on student learn-
ing through an examination of minute papers (i.e., short in-class
papers that focused on the curriculum themes). Following the com-
pletion of the course, the vast majority of students reported that
their understanding of variation had improved since the beginning
of semester.

To facilitate student understanding of statistical concepts such
as variation and measures of variability, statistics educators have
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encouraged instructors to move beyond teaching mere calculation
and develop instructional strategies that promote the concept itself
(Ballman, 1997). Unfortunately, the majority of instructors continue
to emphasize computation over comprehension (delMas & Liu, 2005).
However, there is some good news. The recent adoption of the
National Council of Teachers of Mathematics (NCTM, 1989, 2000)
standards has focused increased attention on teaching variability in
primary and secondary schools. Instructors should consider applying
many of these teaching strategies aimed at younger students to the
discussion of variability in college classrooms.

For example, Weaver (1999) encouraged instructors to use
medical growth charts to illustrate the concept of variability. Prior
to introducing the growth chart, Weaver asked students to find out
their own birth weights and then estimate the range of weights for
newborns and 36-month-old children. He then asked whether
newborns would have a larger distribution of weights than those of
the older children. Weaver reported that most students felt that
older children had the most variability. He then distributed a simple
weight growth chart and discussed the fact the newborn weights are
in fact more variable. Students rated the exercises very high with
respect to purpose, presentation, and interest level.

Lillestøl (2000) had students examine data from an actual fraud
case at a supermarket where a cashier deliberately entered the wrong
amount into the register, had a manager unknowingly correct only a
portion of it, which allowed the cashier to pocket the remaining
amount. Lillestøl presented students with the actual data and had
the class compute means and standard deviations for the 16 cash-
iers—including the criminal cashier. The class then had to estimate
how much the criminal cashier stole from the supermarket. Given
there was no way of determining the exact sum (i.e., the cashier was
less than forthcoming about the amount she stole from the super-
market), the class used the normal distribution and standard devi-
ations to plot probable amounts. In the actual case, the prosecutor
examined the various estimates provided by Lillestøl and chose one
that seemed most appropriate.

Several educators have presented examples in which the students
were key components in the exercise. For example, Connor (2003)
proposed that instructors use students’ bodies and the physical lay-
out of the classroom to illustrate variability. Students positioned
themselves on a numbered line according to how they responded to
an opinion question (e.g., how do you feel about chocolate?). Connor
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asserted that this exercise helped make the concept of variation more
concrete, which would in turn improve student retention of the
material. Similarly, Barbella and Siegel (2001) had students simulate
standing in line at a bank teller to determine which line strategy
(e.g., one line for all tellers vs. a line for each teller) would result in
the shortest wait for customers. The instructor assigned each student
a time to arrive and indicated how long the transaction should take
to complete. Barbella and Siegel reported that students first focused
on the mean time it took for them to receive service. However, with
some prodding, the students began to appreciate the information
they could glean from the standard deviation.

There are also numerous articles regarding the computation of the
standard deviation. For example, Hurlburt (1993) developed eyeball-
estimation techniques for standard deviation to enable students to
get a general sense of their data prior to beginning calculations. He
reasoned that such techniques: (a) allowed students to demonstrate
they understand the statistic; (b) permitted students to explore the
data prior to computation; (c) were inherently interesting; (d) were
much faster than statistical computations; and (e) could enable a
student to spot their mistakes. In addition, Primavera and Gorman
(1994) presented a thorough analysis of the formula for computing
variance and the standard deviation. Croucher (2004) and Petocz
(2005) presented rules of thumb that students could use when deter-
mining whether their calculation of the standard deviation was accur-
ate. Finally, Joarder and Latif (2006) discussed how one could
compute variance without a calculator if the sample size was small
(e.g., 3 or 4 data points) and observations were integers. For more
exercises related to the teaching of variability, see our Web site at
www.teachstats.org.

Correlation

Correlation plays an important role in scientific inquiry (Goldstein
& Strube, 1995). Consequently, it is critical for instructors to pro-
vide students with the necessary knowledge to understand how cor-
relation coefficients measure the degree to which two variables are
related. In addition, instructors need to review the situations when
the correlation is not the appropriate statistical analysis, given the
data and stated research goals. Unfortunately, correlation coeffi-
cients may be so popular precisely because:
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[T]hey eliminate the need for having any sense of direction in the
research. They allow the investigator as well as the statistical consult-
ant, to avoid making any decisions about whether y depends on x or
vice versa. The investigator is then liberated from doing any scientific
thinking. (Freeman, 1977, p. 308)

As instructors, we need to ensure that students are engaging in
statistical thinking and reasoning when considering the use of
correlations to explore the relationship between two variables.
Indeed, the NCTM (2000) recommended that instructors provide
students with the tools to understand the relationship among vari-
ables, including scatterplots for younger students (e.g., grades 6–8)
and correlation and regression for older students (e.g., grades 9–12).

Goldstein and Strube (1995) indicated that when they discuss
correlations in class they review some of the issues that affect the
size of the correlation (e.g., curvilinear relations, outliers). Chance
and Rossman (2001) asserted that any lecture on correlation coeffi-
cients must include a discussion of the distinction between causation
and association. Unfortunately, the scientific literature, news outlets,
and the popular media are replete with examples of individuals,
many of whom should know better, inferring causality when report-
ing correlations (Rigby, 2000). Consequently, statistics educators
have encouraged instructors to develop “hands-on and minds-on”
exercises that promote active learning to better assist students de-
velop an understanding of correlation coefficients and the situations
in which they are appropriate tools for data analysis (Goldstein &
Strube, 1995, p. 205).

For example, Quinn (2006) proposed a correlation example that
utilized several publicly available statistics associated with golfers on
the Professional Golf Association (PGA) tour. He suggested that
students examine the relationships between driving accuracy and
driving distance, putts per round and putting average, and putts per
round and greens in regulation. In addition, he recommended that
students examine how some of the above factors affect adjusted
scoring average. Finally, Quinn provided a personal account of how
these variables played out on his recent trip to the greens.

Rajecki (2002) encouraged instructors to use personal advertise-
ments in the local newspaper as a convenient means of illustrating
correlation. Specifically, Rajecki had the class examine whether men
and women prefer partners who are similar to their own age. The
majority of students reported that the personal ads increased their
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understanding of the r statistic. In addition, over 90% of the
students were successful on the computational portion of the final
exam. Dollinger (2004) used data generated by his students to illus-
trate the relationship between personality traits and behavior. Ear-
lier in the semester, he had students complete a personality measure
(Big Five Personality model) and a 15–20-item checklist of behaviors
a student may engage in at some point in their college career (e.g.,
pulled an all-nighter to complete an assignment). When it came time
to discuss correlations, Dollinger instructed students to form groups
and predict the behavioral correlates of the personality traits. Fol-
lowing this discussion, he provided students with a correlation
matrix based on the behavior checklist and the Big Five Personality
measure. The class then examined the results, explored any errone-
ous predictions, and discussed anomalous findings. Students reported
that they enjoyed the interactive aspect of the exercise and felt it
enhanced their understanding of the material.

Several educators have reported examples that used the students
themselves to illustrate correlations. For example, Connor (2003)
created a human scatterplot to illustrate correlation and regression.
She had students position themselves in a row according to their
height and then move forward until they reach the point on the
second variable that corresponded to their shoe size. Connor reported
that she typically did this exercise separately for men and women.
After the scatterplot was complete, the class discussed the results,
noted any outliers, and formulated a regression line. Similarly, Sullivan
(1993) reported forming a human scatterplot using measurements
from students’ own bodies—width of the shoulder and length of
one’s arm.

The teaching literature is also a good source for finding demon-
strations or techniques designed to highlight a particular element
critical for computing Pearson’s r. For example, Peden (2001)
described an activity in which he provided students with four data
sets with identical correlation coefficients to illustrate the role scat-
terplots play in data analysis. Students entered the data into SPSS,
calculated Pearson’s r, generated scatterplots, and wrote a para-
graph on each data set discussing the appropriateness of conducting
Pearson’s r. Although each of the four data sets had identical corre-
lation coefficients, plotting the data revealed only one was appropri-
ate for a correlation analysis—the others were curvilinear or contained
influential outliers. Meyer and Shinar (1992) provided a detailed
examination of the ability of individuals to estimate correlations
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from scatterplots. They concluded that perceptual cues (e.g., regres-
sion line) biased participant estimates. In addition, formal statistical
training did not influence estimates. For more exercises related to the
teaching of correlation, see our Web site at www.teachstats.org.

Statistics educators have also reported numerous exercises designed
to illustrate mistakes or misconceptions associated with correlations.
For example, Cramer and Jackson (2006) illustrated the association
between the winner of the U.S. Presidential election and the home-
game winner of the Washington Redskins professional football game
just prior to the election. Prior to the 2004 election, there was a
perfect correlation between these events. Whenever the Redskins
won the home game prior to the election, the Presidential incumbent
won. Cramer and Jackson hypothesized that this relationship would
be an effective means to capture students’ attention, discuss the
distinction between causation and prediction, and illustrate the fact
that some relationships merely exist—there is no explanation. Sim-
ilarly, Matthews (2000) examined the folk tale that storks deliver
babies to the expecting household. He found that, at least in Europe,
there is a statistically significant relationship (r = 0.62) between the
number of breeding pairs of white storks and the birth rate of chil-
dren across 17 European countries. Interestingly, Wirth (2003) pro-
posed that Matthews’ finding might be due to the influence of extreme
observations. Specifically, Poland and Turkey have very large stork
populations. When he removed these outliers, the relationship was
no longer significant, dashing the hopes and dreams of all fairy tale
enthusiasts.

Simple Linear Regression

Jones, Hagtvedt, and Jones (2004) remarked that simple linear re-
gression is anything but simple to many introductory statistics stu-
dents because they must grapple with several challenging concepts
(e.g., slope, intercept, true residuals, observed residuals) in order to
develop a sophisticated understanding of the procedure. To avoid
overwhelming students early in the course, Chance and Rossman
(2001) recommended that instructors introduce regression using
descriptive methods to lessen the computational burden. Similarly,
Stanton (2001) suggested that instructors begin the section on regres-
sion with a brief history of how Galton originally derived and applied
linear regression to heredity.
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To assist students with the computation of linear regression,
Weldon (2000) recommended that instructors make use of computa-
tional shortcuts (e.g., standardized variables) to reduce student anxi-
ety and increase comprehension. For example, Chance and Rossman
(2001) suggested that instructors present the formulas for the least
squares slope and intercept using means, standard deviations, and
the correlation coefficient between the two variables. Gibson (2000)
suggested that instructors introduce the “three Rs of regression”
when discussing this analysis. The first R is the importance of
randomizing the data collection process to ensure there is not any
systematic bias that would confound the results. The second R refers
to the importance of replicating the experiment to establish the reli-
ability of the results. The third R is the importance of conducting a
thorough analysis of the residuals to ensure that they are consistent
with the model.

Lorenz (1987) stated that most introductory statistics courses and
textbooks only included a cursory discussion of regression assumption
violations—nonlinearity, heteroscedasticity, and outliers. Although
these are important issues, Lorenz felt that educators needed to place
greater importance on influential data points. He recommended that
instructors utilize Cook’s distance D (Cook, 1977; 1979) as a sum-
mary measure of influence. Lorenz asserted that Cook’s distance is
both conceptually and computationally easy to introduce and is avail-
able as part of SPSS and SAS. To illustrate the effect of influential
data points, he recommended that instructors take advantage of
Anscombe’s (1973) classic set of four data sets that each produced
the same correlation coefficient but very different scatterplots. In
fact, two of these data sets illustrate an outlier and extreme data
point. In his conclusion, Lorenz highlighted the importance of good
examples and effective graphical displays for highlighting the pro-
cess and issues surrounding simple linear regression.

Statistics educators have devised a number of exercises to illus-
trate linear regression. For example, Richardson and Gabrosek (2004)
presented a classroom activity that examined the relationship among
the frequency of letters in the English language, the percentage of
Scrabble game tiles that corresponds to each letter, and the points
that each Scrabble game tile is worth. To find the frequency of
letters in the English language, students examined journal articles of
300 words to count the frequency of each letter of the alphabet.
Students then constructed a scatterplot illustrating the relationship
between the frequency of letters in the English language and the
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percentage of scrabble tiles for those corresponding letters. Richardson
and Gabrosek suggested that instructors then have students con-
struct a regression line and use this equation to predict the percent-
age of scrabble tiles associated with letters not mentioned in the
previous lecture (e.g., L and W). Richardson, Gabrosek, Reischman,
and Curtiss (2004) presented a similar exercise that examined the
relationship between a letter’s frequency in English text and Interna-
tional Morse Code units.

As discussed earlier, Connor (2003) proposed that instructors form
a human scatterplot to illustrate the relationship between shoe size
and height. She then had the class create a regression line by having
students at relevant points on the scatterplot raise their hands. The
class was then able to use the human scatterplot and regression line
to predict the shoe size for an individual of a particular height.
Connor suggested that instructors with small classes try this activity
using different opinion questions (e.g., the number of hours per
week they watch sports on television). Armero and Ferrándiz (2002)
provided a simulation exercise using data collected by groups of
students to illustrate the least squares approach to regression. du
Feu (2001) provided the blueprints for a physical apparatus to illus-
trate a least squares regression line using a pin board, thumbtacks, a
magnetized rubber band, and a metal rod for the regression line.

The literature on teaching regression includes several articles in
which educators have created a means to illustrate a specific aspect
of linear regression. For example, Barrett (2000) introduced a strat-
egy for teaching students the nature of the coefficient of determina-
tion as it applies to correlation and regression (i.e., r2 and R2).
Samaniego and Watnik (1997) presented an illustration of the sepa-
ration principle using a Major League Baseball (MLB) example
whereby the number of wins for MLB teams is regressed against
team payrolls. Dunn (1989) encouraged instructors to emphasize
graphical methods when teaching regression. He recommended this
approach because: (a) recent developments in statistics have emphas-
ized the role of graphics in data analysis; (b) the graphical approach
is easier for students to comprehend; and (c) it empowers researchers
to engage in interactive and exploratory data analysis. Marasinghe,
Duckworth, and Shin (2004) presented a collection of highly inter-
active instructional modules to assist students and instructors dis-
cuss regression analysis. The teaching literature also offers methods
to introduce alternatives to the popular OLS approach to regression.
For example, Eisenhauer (2003) introduced regression through the
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origin (RTO) and discussed the situations in which this analysis is
an appropriate alternative to the OLS approach. For more exercises
related to the teaching of linear regression as well as regression to
the mean, see our Web site at www.teachstats.org.

Computer Applications

There is a growing body of literature demonstrating that technology
(e.g., spreadsheets, Java applets, statistical software), if used appro-
priately, can enhance student understanding of statistical concepts
and applications. For example, Morris, Joiner, and Scanlon (2002)
examined what specific aspects of computer-based activities con-
tributed to students’ overall understanding of statistical concepts.
They found that computer-based activities that involved the direct
manipulation of data were most beneficial to students—particularly
for measures of central tendency. Wender and Muehlboek (2003)
demonstrated that animation diagrams were particularly useful for
explaining abstract concepts. However, instructors need to be cau-
tious when using technology to teach statistics. For example, Wender
and Muehlboek suggested instructors not to use too many animated
graphics during a lecture as they might become a distraction and
might actually inhibit student performance.

Several comprehensive computer applications exist that are dir-
ectly applicable to teaching descriptive statistics and bivariate dis-
tributions. For example, Fathom (Key Curriculum Press, 2007a),
TinkerPlots (Key Curriculum Press, 2007b), FISH (Brooks & Raffle,
2005), and ESTAT (Britt et al., 2002) are all designed to assist
students learn introductory statistics material. Morris (2001) described
the computer application Link, which she created to assist students
in their understanding of correlation. The application utilized data
from actual research studies in psychology to address student mis-
conceptions about correlations. To assess the effectiveness of Link,
Morris compared pre- and post-test scores for those students ex-
posed to Link, presented with paper-based instructional materials,
and a control group. She found that the use of Link helped in
students’ conceptualization of correlation. The addition of the Link
program also ameliorated misconceptions about correlations for some
of the students.

Statistics educators have also encouraged instructors to use com-
mercial data analysis programs such as Matlab, Minitab, SPSS, and
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SYSTAT to illustrate introductory statistical concepts such as graph-
ics and linear regression (Armero & Ferrándiz, 2002; Dunn, 2004;
Hubbard, 1992; Laviolette, 1994). Many commercial applications
include interactive visualization tools that enable students to see the
shape and the impact of manipulating data for themselves. For ex-
ample, Hammerman and Rubin (2004) explored the use of Tinker-
Plots (Key Curriculum Press, 2007b) in the classroom. They found
that students gained a better understanding of statistical concepts
such as variability. However, they cautioned that instructors needed
to experience these programs as learners to prepare themselves for
the types of questions they will no doubt receive as instructors.
Bajgier, Atkinson, and Prybutok (1989) introduced LINEFIT, a soft-
ware application that enabled students to fit a regression line to a
data set displayed as a scatterplot. Students were also able to com-
pare their regression line to that created by the program using OLS
criterion. Bajgier et al. asserted that the LINEFIT program improved
student learning and retention.

Statistics educators are also advocating the use of spreadsheets
as a tool for teaching descriptive statistics, the normal distribution,
correlations, and regression analyses (e.g., Forster, 2006, 2007a;
Hall, 1995; Hubbard, 1992; Whigham, 1998; Wood & O’Hare,
1992). For example, Jones et al. (2004) developed VisualRegression,
a Visual Basic for Applications (VBA) tool that runs within Microsoft
Excel. The application enables students to enter relevant parameters
(e.g., min/max sample size, standard deviation), examine the result-
ant scatterplot, and view the OLS regression line. In addition, the
program can resample the data using the initial parameters each
time the student presses a key. After using the tool, students re-
sponded that the application was a user-friendly, valuable teaching
tool, which enabled them to understand OLS regression. Jones et al.
commented that another benefit of using Microsoft Excel was the
fact many students were already familiar with this program due to
the ubiquity of the Microsoft Office suite.

Instructors can also turn to the Internet to find Java applets to
illustrate a wide range of topics from graphing, correlation, and
regression (Briggs & Sheu, 1998; Wender & Muehlboeck, 2003;
West & Ogden, 1998) to trend analysis (Forster, 2007a, 2007b).
Indeed, Forster (2006) reported that dynamic graphs created through
Java applets were particularly useful for teaching least squares re-
gression. Statistics educators have also created their own computer
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simulation programs using programming language (e.g., BASIC, FOR-
TRAN, C++) to illustrate a statistical concept or application (e.g.,
Bradley, Hemstreet, & Ziegenhagen, 1992; Goldstein & Strube, 1995;
Hassebrock & Snyder, 1997; Mitchell & Jolley, 1999). For more
simulation exercises related to descriptive statistics, see our Web site
at www.teachstats.org.

Conclusion

The adoption of the National Council of Teachers of Mathematics
(NCTM, 1989, 2000) Principles and Standards for School Math-
ematics has increased the likelihood that introductory statistics stu-
dents at the college level are knowledgeable about proper graphing
techniques, measures of central tendency, variability, the normal
distribution, correlation, and regression. Unfortunately, there is vari-
ability in the level of instruction students receive during K-12 math-
ematics courses (Lappan & Zawojewski, 1988). Specifically, K-12
instructors may have focused solely on computation versus compre-
hension. Consequently, it is imperative that college introductory stat-
istics instructors ensure that students receive exemplary education in
these areas of statistics education.

There is a growing body of literature devoted to assisting instruc-
tors create the best possible classroom environment to ensure
students have every opportunity to develop a thorough under-
standing of descriptive statistics and bivariate distributions. For
example, numerous articles on teaching correlation and regression
exist for instructors at all levels of academia. However, there is a
paucity of material related to the teaching of the normal distribu-
tion. Curiously, there is a rich body of literature on statistical
graphing, but much of it exists in the mathematics and statistics
fields—very little has entered into more psychologically-orientated
introductory statistics textbooks. Similarly, the concept of variability
has been the subject of numerous articles and models on statist-
ical literacy and reasoning. However, much of this material has
not yet found its way into the psychological literature. Statistics
textbook authors and instructors in the field of psychology need
to reach out to other fields (e.g., statistics, sociology, education) to
develop teaching material related to descriptive statistics and bivariate
distributions.
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Note

1 Scholars have attributed this phrase to Walter Bagehot, Leonard
Henry Courtney, Cornelia Augusta Hewitt Crosse, Benjamin Disraeli,
Robert Giffen, William Abraham Hewitt, Henry Du Pré Labouchère,
and Holloway Halstead Frost. A complete analysis can be found at
www.york.ac.uk/depts/maths/histstat/lies.htm
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Chapter 6

Teaching Hypothesis
Testing

Do not put your faith in what statistics say until you have
carefully considered what they do not say. – William W. Watt

Students in today’s society are living in an era characterized as the
“age of information” where an ability to conceptualize, manage,
and evaluate statistical data is no longer a luxury (Higgins, 1999).
They are likely to encounter scientific research findings through a
wide array of print and online sources (Utts, 2003). In addition, an
increasing number of media outlets are presenting sophisticated
statistical results. Unfortunately, “most citizens, and even many re-
porters, do not have the knowledge required to read them critic-
ally” (Utts, 2003, p. 74).

Although the majority of students will never actually analyze their
own data, instructors should be preparing students to read, under-
stand, and analyze published research (Lauer et al., 2006; Utts, 2003).
The Task Force on Undergraduate Psychology Major Competencies
(APA, 2006), appointed by the Board of Educational Affairs (BEA)
of the American Psychological Association, recommended that in-
structors work to ensure that students understand how to interpret
statistical results, distinguish between statistical and practical signifi-
cance, describe effect size and confidence intervals, and critically
examine the conclusions presented in research studies.

A Guide to Teaching Statistics: Innovations and Best Practices.  Michael R. Hulsizer and Linda M. Woolf  
© 2009 Michael R. Hulsizer and Linda M. Woolf.  ISBN: 978-1-405-15573-1
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Several researchers, using a variety of methods, found that the
majority of surveyed departments required statistics as part of their
psychology curriculum (e.g., Friedrich et al., 2000; Perlman &
McCann, 1999). Unfortunately, when Friedrich et al. examined the
content of statistics courses offered in psychology undergraduate
programs, they found that the majority of courses continued to
stress “traditional approaches” to data analysis—specifically the ana-
lysis of variance (ANOVA). Instructors often provided little more than
cursory coverage to themes and techniques, such as confidence inter-
vals, effect size, and meta-analyses, highlighted in the American Psy-
chological Association’s Task Force on Statistical Inference (Wilkinson
& the Task Force on Statistical Inference, 1999).

Rossman and Chance (1999) created a “Top Ten” list to assist
instructors teaching statistical inference. They encouraged instruc-
tors to present p-values versus rejection regions, promote the use of
confidence intervals, and discuss the importance of non-inferential
techniques. In addition, they recommended that instructors discuss
the distinction among significant, insignificant, and no effect when
examining research results. They also suggested that instructors re-
mind students: (a) to consider elements of good experimental design
and utilize effective visual displays; (b) to encourage students to
present research findings in scientific and lay terms; and (c) to assist
students explore the interconnections between statistical inference
techniques and concepts.

Statistics educators have consistently encouraged instructors to
utilize hands-on demonstrations to convey basic ideas of inference
and use technology to explore the properties of inference. There are
many books devoted, at least in part, to teaching statistics (e.g.,
Albert, 2003; Gelman & Nolan, 2002; Moore, 2001b; Ware &
Brewer, 1999; Ware & Johnson, 2000). Unfortunately, many of
these texts provide demonstrations related to inferential statistics in
piecemeal format (i.e., a compilation of previously published demon-
strations) without the range or depth of topics typically covered in a
psychology statistics course. We have organized this chapter accord-
ing to the commonest topics discussed within the inferential statistics
portion of an introductory statistics psychology class.
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Samples, Sampling Distributions, and the
Central Limit Theorem

The central limit theorem is the foundation for statistical inference
(Pierce, 1983). Indeed, students who gain a thorough understanding
of this principle can more readily grasp statistical sampling, hypo-
thesis testing, and other core statistical concepts (Aberson, Berger,
Healy, Kyle, & Romero, 2000; Dambolena, 1984). Statistics educa-
tors have examined the best strategies for teaching these topics for
K-12 (e.g., Watson, 2004), undergraduate (e.g., Chance, delMas, &
Garfield, 2004), and graduate students (e.g., Fecso et al., 1996).
The National Council of Teachers of Mathematics’ (NCTM) Prin-
ciples and Standards for School Mathematics (2000) stated that as
students move through the grade levels, they should be increasingly
able to define a sample, collect data, and make reasonable inferences
from the data. Specifically, the NCTM recommended that children
in grades 3–5 should begin learning about statistical inference and
students in grades 6–8 should address the ideas of sample selection.
Eventually, students should leave high school as critical consumers
of research data.

The process of educating students about the importance of scient-
ific sampling does not end with high school. Indeed, most psycho-
logy undergraduates are required to take a course in statistics—the
vast majority of which cover statistical sampling and the central
limit theorem. Wybraniec and Wilmoth (1999) asserted that the
ability to differentiate between population, sample and sampling dis-
tribution is a key step in developing an understanding of inferential
statistics. Unfortunately, students do not always grasp the import-
ance of sampling (Dimitrova, Persell, & Maisel, 1993; Zerbolio, 1989)
and many have difficulty understanding the central limit theorem
(Chance, delMas, & Garfield, 2004; Johnson, 1986).

Wybraniec and Wilmoth (1999) reviewed 25 introductory stat-
istics textbooks from the social sciences, education, and statistics to
examine how each author approached sampling. They found most
texts introduced the topic with figures and explanatory text. Very
few provided techniques that promoted active learning. Wybraniec
and Wilmoth also found that only a paucity of research existed on
techniques for teaching sampling techniques, distributions, and the
central limit theorem within academic teaching journals. However, a
more recent review of the literature revealed several demonstrations
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relevant to these topics. For example, Zerbolio (1989) described
how he used imaginary marbles, chips, and bags to teach students
about populations, samples, and sampling distributions. First, he
depicted a raw score population as a bag of marbles. Instructors can
also discuss probabilities and z-scores using the same initial bag of
marbles. To create a sampling distribution, Zerbolio repeatedly
scooped out a glass full of imaginary marbles from the fictitious bag
of marbles. Next, he determined the mean number of marbles in
each glass and noted this on a chip. Finally, he placed all of the
chips in a new imaginary bag labeled the sampling distribution of
the mean. The author described similar procedures for the distribu-
tion of the difference between independent means as well as cor-
related means. Zerbolio did not recommend the use of actual bags,
chips, and marbles because their use would “imply a finite limit to
theoretical populations” (p. 209).

Although several researchers have cited Zerbolio’s (1989) demon-
stration as a useful technique, most have commented that students
would benefit from a more hands-on approach (e.g., Dyck and Gee,
1998). Wybraniec and Wilmoth (1999) asserted that sampling dem-
onstrations should have the following characteristics: (a) involve
students in the process of sampling, calculating means, and verifying
the sampling distribution; (b) take into consideration the needs of
small and large classes; and (c) take place in a single class period.

For example, Singleton (1989) asked students in his research methods
class a series of questions (e.g., number of siblings, gender) and then
used the data set to illustrate the distinction between populations
and samples, create a sampling distribution, and compute the stand-
ard error. He also used the data set to illustrate types of sampling
strategies such as stratified random sampling. Dyck and Gee (1998)
used M & Ms to illustrate the concept of the sampling distribution
of the mean to students. Midway through a lecture on the sampling
distribution of the mean, they gave one class the M & Ms demon-
stration, and the other class received the textbook demonstration.
The authors asked students taking part in the M & Ms demonstra-
tion to open their candy packages, record the number of candy
pieces of each color, and then consume the M & Ms. Dyck and Gee
then randomly chose five students, asked each to reveal the number
of blue M & Ms in their candy package, and instructed the class to
compute the mean for the five students. They repeated this process
20 times and then had the students compute the mean of the sampling
distribution of the mean. Accordingly, Dyck and Gee reported that



Teaching Hypothesis Testing 133

the mean of the population was typically very similar to the mean
of the sampling distribution of the mean. Following the exercise,
students who experienced the M & Ms demonstration reported that
they learned more, enjoyed the class more, and felt more positive
about the demonstration than did students exposed to the textbook
illustration.

Wybraniec and Wilmoth (1999) provided students with a bag of
numbered wooden blocks, had each student draw samples from the
bag, and calculate the mean and standard deviation of their sample.
After all samples were drawn, the class computed the mean of the
sampling distribution of the mean and discussed the importance of
the central limit theorem. Similar demonstrations have appeared in
the literature using slips of numbered paper in place of wooden
blocks (e.g., Johnson, 1986; Potter, 1995). Although student test
scores did not significantly change as a function of this exercise,
Wybraniec and Wilmoth noted that students performed better in
class and on the written portion of the exam—suggesting a more
intuitive understanding of the material.

Ryan (2006) presented an exercise in which students constructed
null-true and null-false sampling distributions by selecting samples
(numbered slips of paper) from a series of bags containing populations
in which the null hypothesis was either true or false. According to
Ryan, previously reported exercises designed to facilitate student
understanding of sampling distributions (e.g., Dyck & Gee, 1998;
Johnson, 1986) did not provide students the opportunity to create
null-true and null-false sampling distributions. He reasoned that
students given the opportunity to create both sampling distributions
would better understand the distinction between a distribution of
scores and a distribution of sample means. Following the exercise,
the majority of Ryan’s students reported that they understood
sampling distributions better because of their participation in the
exercise. Furthermore, students who took part in the exercise achieved
higher exam scores than students in the control condition. For more
exercises related to the teaching of samples, sampling distributions,
and the central limit theorem, see our Web site at www.teachstats.org.

Confidence Intervals

Confidence intervals have become increasingly popular as criticism
regarding null hypothesis significance testing (NHST) has grown.
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Callahan and Reio (2006) stated that confidence intervals “offer
researchers and laypersons a rich source of information in addition
to the simple yes/no dichotomy of NHST” (p. 166). Wilkinson et al.
(1999) recommended that researchers present effect sizes and confid-
ence intervals when reporting research results in psychology journals.

However, Callahan and Reio (2006) asserted that simply encour-
aging researchers to use confidence intervals when presenting results
was not enough to create enduring change. Instead, they stated that
statistics instruction needed to involve teachers who are committed
to presenting this material in a coherent and unbiased fashion.
Textbook authors also need to explain the use and misuse of null
hypothesis significance testing, effect sizes, and confidence intervals.
Unfortunately, the “authors of introductory statistics textbooks have
largely ignored the 1999 Task Force report and the 2001 APA Pub-
lication Manual recommendations regarding confidence intervals”
(Kirk, 2007, p. 35).

The concept of confidence intervals is often difficult for students
to understand. According to Robinson-Cox (1999), the root of stu-
dent difficulties lies in the fact that confidence intervals address our
“confidence in a process rather than the interval produced” (p. 81).
Consequently, students need engaging examples and activities to
help them understand what it means to have confidence in a process.
To help students understand this concept, Gelman and Glickman
(2000) suggested that instructors ask students at the beginning of
class to write their weight on a slip of paper. After all of the papers
have been collected, each student selects four slips at random and
computes a 90% confidence interval for the average weight of all
students in the class. The instructor presents the resultant confidence
intervals on the board as horizontal segments with a vertical line
representing the average weight of the class (of course, asking for a
student’s height to the nearest tenth of an inch might be less threaten-
ing). Anderson-Cook (1999) used a similar approach for illustrating
confidence intervals by having students provide subjective, followed
by objective, confidence intervals in response to various demographic
questions (e.g., percentage of the U.S. population in cities). She re-
ported that students responded positively to the demonstration and
were better able to verbalize these concepts on the exam.

To achieve a more interactive version of this exercise, Gelman and
Glickman (2000) adapted a demonstration first reported by Johnson
(1997), in which students play volleyball with an inflatable globe in
an attempt to estimate the proportion of the earth covered by water.
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However, for this version, the teacher instructs students to toss
the ball around, strike the globe with their index finger, and shout
“water!” or “land!” depending on where they struck the globe. Stu-
dents then used the results to construct a 90% confidence interval
for the proportion. Gelman and Glickman encouraged instructors to
discuss how to interpret the interval, the role of sampling variability
in the results, possible biases in the sampling procedure, and the
applicability of this procedure to other practical situations.

Robinson-Cox (1999) suggested that instructors take a chalkboard
covered with a film of chalk dust and have students toss tennis balls
at a vertical line (i.e., population mean) on the board. After all the
tosses have been made (e.g., five), each student creates an interval by
extending a 15 or 20 cm line to the left and right of the center of the
mark created by each tennis ball. According to Robinson-Cox,
instructors can use this exercise to stimulate a discussion of the
means by which the class could improve the accuracy of the proced-
ure (e.g., automating the process, reducing the distance to the board,
extending the interval width).

Richardson and Haller (2003) reported a similar interactive activ-
ity to illustrate the properties and construction of confidence inter-
vals using Hersheys Kisses. For this activity, the instructor divides
students into groups, hands them 10 Hershey Kisses in a plastic cup,
and assigns the group several tasks. Each group tosses (i.e., spills)
the cup of kisses 5 times onto a table and records the number of
chocolate kisses that land on the base (i.e., the flat portion of the
kiss). Following the end of the exercise, each group constructs a
90% confidence interval for the proportion of base landings from all
five tosses. The instructor then collects the class set of confidence
intervals and displays the data on an overhead transparency with the
baseline of 35% (based on previous data) as the comparison line.
Richardson and Haller recommended that instructors ask the class
to compute 80% and 99% confidence intervals for the proportion of
base landings and write statements addressing the impact of raising
or lowering the confidence levels.

Introduction to Null Hypothesis Testing

An introductory statistics course would not be complete without an
introduction to hypothesis testing. Indeed, Maret and Ziemba (1997)
asserted that “early exposure to statistical hypothesis testing as a
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rigorous method of comparing experimental results to predictions
helps students understand the role of statistics in science” (p. 285).
The introduction of hypothesis testing in a statistics course provides
a useful gateway for the discussion of more sophisticated concepts in
inferential statistics. When presented discretely, without proper con-
text, advanced concepts such as p-values, effect size, power, and
error rates, are difficult for student to master and apply (Seier &
Robe, 2002). Consequently, researchers have recommended that edu-
cators introduce a real-world example or research question to frame
subsequent discussions of hypothesis testing and related advanced
topics in inferential statistics (Seier & Robe, 2002). Not only can
this approach highlight the interrelatedness of these concepts, it may
also serve to reduce anxiety and facilitate active learning (Goernert,
1995; Wiseman, 2004).

For example, Goernert (1995) motivated student interest in hypo-
thesis testing by making use of a popular television advertisement
where consumers took part in a blind taste test. The advertisement
reported the percentage of individuals who chose a particular product
—but not the sample size. Goernert had students conduct signifi-
cance tests using several potential sample sizes (e.g., 100, 1000) to
demonstrate the role of sample size in hypothesis testing. Students
reported that the exercise enhanced their understanding of this con-
cept and demonstrated the relevance and application of statistical
procedures to everyday issues. Magel (1998) presented two class
exercises using different brands of chocolate chip cookies to illus-
trate hypothesis testing. In the first exercise, students counted the
number of chocolate chips in each cookie to determine if the amount
of chocolate chips varied as a function of brand. In the second
exercise, students examined whether there were any taste differences
between the brands of cookies. Following each exercise, students
analyzed their results using a computer software package and then
answered questions (e.g., regarding assumptions, statistical results)
on accompanying worksheets. Magel reported that students enjoyed
the activities, practiced statistical analyses on the computer, and
interpreted their results correctly.

Nordmoe (2004) described how instructors could utilize material
from Milne’s (1928) The House at Pooh Corner to create a class-
room discussion of hypothesis testing, significance, and p-values.
Specifically, he described passages from the book where Pooh
devises an experiment to examine which fir cones will travel the
fastest down a river. Nordmoe took the trial data described in the
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book, developed null and alternative hypotheses, examined the data
using a one-sample z-test, and discussed some of the data limitations.

In another creative use of literature to illustrate hypothesis testing,
Revak and Porter (2001) adapted an exercise originally designed by
Simons and Irwin (Bolt, 1996) to demonstrate the effect imagery has
on memory. In the Revak and Porter version, the instructor assigned
students to rate a series of vivid sentences (e.g., The lanky leprechaun
wore lavender leotards) on: (a) how easily they can pronounce these
passages to themselves or (b) how easily they can form a vivid
mental image of the portrayed event. Students were blind to the
conditions. After the instructor read aloud a list of 20 sentences,
students answered a series of questions designed to assess memory
(e.g., Who wore lavender leotards?), calculated relevant statistics,
determined whether there were significant differences, and displayed
the data accordingly. Revak and Porter encouraged instructors to
build in time for class discussion of the experimental design, sam-
pling techniques, and whether statistical assumptions were met for
this sample.

Hong and O’Neil (1992) conducted a mental model analysis for
hypothesis testing to determine the most effective way to teach this
concept. They found that students performed better on a subsequent
skills test when given conceptual material prior to procedural instruc-
tion rather than a combined approach. Furthermore, participants
performed better and developed fewer misconceptions if the research-
ers utilized a diagrammatic presentational style versus a descriptive
presentational style. In other words, students did best when the
instructor discussed conceptual and procedural material separately
using a visual presentational style. For example, Loosen (1997) used
a frame containing wooden curves, each on separate axes, to repre-
sent the distributions associated with the null hypothesis, alternative
hypothesis, and the true state of reality. Additionally, he used vertical
rods to define specific rejection region(s) and convey the inter-
connectedness of these concepts. Instructors wedded to Microsoft
PowerPoint may feel uncomfortable using a physical apparatus to
teach statistics. However, Loosen asserted that his device is more
flexible, easier to use, and more visually appealing than comparable
computer programs. He also reported that students were more
enthusiastic, motivated, and developed a greater understanding of
the basic concepts when this apparatus was utilized. For more
exercises related to introducing the null hypothesis, see our Web site
at www.teachstats.org.
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Additional Introduction to
Hypothesis Testing Concepts

Many of the statistical concepts associated with inferential statistics
are difficult for some students to understand (Looney, 2002).
Although the vast majority of introductory statistics textbook authors
discuss the concept of power, effect sizes, and Type I and II errors,
the depth of coverage varies. Textbooks designed for introductory
classes tend to provide a more cursory discussion (e.g., Spatz, 2008)
whereas more advanced textbooks offer theory and computational
guidance (e.g., Howell, 2007). Consequently, difficulties regarding
power, effect size, and Type I and Type II error are some of the most
frequent issues that instructors and statistical consultants hear about
from students and researchers in the social sciences (Kraemer, 1985;
Looney, 2002). The reason for these queries, according to Kraemer,
is quite simple—students and researchers have received too little
training. For example, Friedrich et al. (2000) found that the major-
ity of instructors surveyed reported spending only an hour or less of
class time on power analysis and effect size.

Power

The reason why so little time is devoted to a discussion of more
advanced inferential concepts, such as power, lies in the time con-
straints inherent in an introductory statistics course. Kraemer (1985)
asserted that, “it is difficult enough to introduce researchers to the
uses of the normal, central-t, χ2, and F-distributions essential to use
of standard statistical tests, much less those of noncentral distribu-
tions necessary to power calculations” (p. 173). Her solution to this
issue was to take the multiple power tables presented in Cohen
(1988) and distill them into one multiuse table. She suggested in-
structors teach power: (a) by introducing the general concept; (b) by
presenting students with the single power table; and (c) by reinforcing
the concept and use of the table through exercises and problem sets.

Additional shortcuts to the computation of power are available
for use in the classroom. For example, Cohen (1992) offered some
simple rules of thumb for power analyses and provided a table
detailing the sample sizes needed to achieve sufficient power (e.g.,
80%) for small, medium, and large effects sizes. Dunlap and Myers
(1997) provided additional shortcuts for simple correlations, tests of



Teaching Hypothesis Testing 139

the difference between two group means, and chi-square analyses for
2 × 2 contingency tables. However, given the difficulties associated
with hand calculations, Gatti and Harwell (1998) argued that,
“students who are learning to estimate power are better served by
using computer software designed for this task than by the more
traditional Pearson and Hartley power charts” (para 24). Pittenger
(2001) created a free program, Power Calculator, which instructors
and students can use to conduct power analyses on a host of statist-
ical tests and procedures (e.g., correlation, multiple regression,
chi-square, two-sample independent groups t ratio, ANOVA). The
program will also calculate critical values for various inferential
statistics, generate random numbers, convert inferential statistics into
indices for use with meta-analysis, and conduct Monte Carlo studies
of the ANOVA.

Regardless of the means by which researchers conduct power ana-
lyses, it is imperative that instructors convey that such calculations
should take place prior to data collection for planning purposes
(Wilkinson et al., 1999). Unfortunately, “there is a large, current
literature that advocates the inappropriate use of post-experiment
power calculations as a guide to interpreting tests with statistically
nonsignificant results” (Hoenig & Heisey, 2001, p. 19). The authors
asserted that the inappropriate use of these calculations ignores sev-
eral major shortcomings associated with the use of power analyses
as data analytic tools (e.g., observed power, detectable effect size).
Hoenig and Heisey called for introductory statistics instructors to
reduce this confusion by emphasizing the appropriateness of power
analyses in the planning stage, encouraging the use of confidence
intervals, and deemphasizing the importance of hypothesis testing.

Wiseman (2004) presented an exercise to assist instructors when
conveying the interrelationships that exist among level of signific-
ance, sample size, and power. He took advantage of a common
advertising technique whereby one product brand asserts superiority
over another competing brand (e.g., Pepsi vs. Coke). The major
networks have research and documentation standards that advert-
isers must meet prior to the broadcast of any commercial that makes
superiority claims. For example, NBC requires that for comparisons
between two products there needs to be a minimum of 300 subjects
tested and that a statistically significant proportion (95% confidence
level) of the sample must prefer the advertised product (NBC, 2007).
Wiseman provided students with the basics of these standards and
instructed students to determine the sample size needed to find
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significant differences among hypothetical product comparisons, the
likelihood a researcher could substantiate superiority claims given
various sample sizes and true percentage differences, and the costs
that would be incurred by the advertising company to achieve these
differences.

In a more hands-on demonstration of power, Gelman and Glickman
(2000) had two student volunteers each throw 20 tennis ball into a
trash can to determine which student is the better shooter. The
authors reported that the difference between the shot percentages
was typically not significant. However, according to Gelman and
Glickman, the lack of significance provided the ideal opportunity to
introduce the notion of statistical power (i.e., how many tries are
necessary to get significance). After the class completes the requisite
power calculations, the instructor may open up the discussion to
explore the implications of making important conclusions based on
small sample sizes (e.g., medical research) or large sample sizes (e.g.,
census data).

Nguyen (2005) used chicken soup to demonstrate the role of sam-
ple size when determining the accuracy of a public opinion poll or
survey. First, he provided students with several public opinion polls,
with random samples between 1,000–1,500 participants, and then
asked the extent to which the students believed the polls were accur-
ate representations of the population (e.g., U.S. adult population,
voters in a city). As expected, most students indicated that the sam-
ple size was too small—particularly when examining a large popula-
tion. Next, he assigned students to cook chicken soup for varying
numbers of guests (e.g., 4, 14, 40) using one of three different size
pots (e.g., small, large, very large). Following the demonstration, he
found that students accurately concluded that regardless of the amount
of soup produced, a tablespoon of soup, if the cook properly stirred
the pot, would be a sufficient means to test the quality of the soup.
In other words, the absolute sample size (i.e., tablespoon of soup) is
more important for determining the accuracy of a poll than relative
sample size (i.e., the ratio between the teaspoon of soup and the
amount of soup in the pot).

Effect sizes

The lack of instructional coverage devoted to effect sizes (Friedrich
et al., 2000) is surprising given the increased popularity of meta-
analyses, for which effect sizes form the foundation (Callahan &
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Reio, 2006; McGrath & Meyer, 2006). In addition, researchers have
called for the use of effect sizes to differentiate between statistical,
practical, and clinical significance (e.g., Thompson, 2002a).

Cohen’s (1988) operationalization of small, medium, and large
effect sizes has made it much easier for researchers to use effect size
to compute power and compare obtained results to previous findings.
Unfortunately, instructors may be simply presenting students with
Cohen’s basic rules of thumb and ignoring the complexity underly-
ing the use of effect sizes (Thompson, 2002b). The rigid use of
Cohen’s effect size benchmarks is problematic because the most
effective means to understand effect sizes is within the context
of underlying theory, previous research findings, and the current
sample (Callahan & Reio, 2006; Thompson, 2002b). In addition,
the choice of an effect size index (e.g., Cohen’s d or Hedge’s g) is a
critical decision given the fact that each statistic is differentially
sensitive to the base rate or variance of the relevant variables
(McGrath & Meyer, 2006). Indeed, Kirk (2005) recently published
a list of 72 measures of effect magnitude. Clearly, students need to
understand the complexity of effect sizes; they “cannot be under-
stood in a vacuum” (McGrath & Meyer, 2006, p. 399).

Type I and Type II errors

Like many of the concepts associated with hypothesis testing, Type I
and Type II errors are difficult for many non-statisticians to grasp
(Hauptman, 2004). Consequently, several statistics educators have
proposed the use of analogies to assist student understanding of
these concepts. For example, Looney (2002) encouraged instructors
to use hypothetical student test scores plotted on a continuum from
strong to weak knowledge about the subject matter. By manipulat-
ing a pass/fail cutoff (e.g., 70/100), the instructor is able to demon-
strate the relationship between alpha levels and the likelihood of a
Type I or Type II error.

In our classes, we use a courtroom analogy similar to that pro-
vided by Looney (2002) in which the jury is charged with rendering
a guilty or non-guilty verdict for a capital crime based on the
evidence provided. We often use the “ripped from the headlines”
approach popularized on the long-running NBC series Law and
Order to find criminal examples with which students can readily
identify during our discussion. In some situations, the jury is given
very stringent instructions for determining guilt or innocence (e.g.,
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only convict if an extremely reliable eyewitness was present at the
crime). In other scenarios, the judge provides the jury with a less
stringent set of instructions (e.g., convict if the evidence is even
marginally convincing). By manipulating the judge’s instructions to
the jury, students are able to get a better understanding of the
interconnectedness of Type I and Type II error rates.

Analysis of Variance

A sizable body of literature exists devoted to the teaching of analysis
of variance (ANOVA) in introductory statistics. Educators have de-
veloped this material with the goal of making ANOVA understand-
able to introductory students through the use of real-world analogies
and active learning exercises (e.g., Johnson, 1989; Rajecki, 2002;
Refinetti, 1996). However, a handful of articles (e.g., Eisenhauer,
2006; Saville & Wood, 1986) found primarily in mathematics and
statistics journals have introduced teaching strategies to illustrate the
relationship between multiple regression and ANOVA—establishing
analysis of variance as a part of the general linear model (Keith,
2006). Unfortunately, according to Cobb (1984), “this compara-
tively transparent approach seems too abstract for many biologists
and social scientists who need to learn ANOVA but whose math-
ematical background does not go much beyond high-school alge-
bra” (p. 120). Indeed, Friedrich et al. (2000) found that the majority
of surveyed introductory statistics instructors in psychology did not
devote any class time to discuss the relationship between ANOVA
and regression. Nonetheless, the vast majority of advanced statistics
instructors reported spending at least an hour of class discussion to
the general linear model. In time, this approach may trickle down to
introductory level courses.

Introduction to ANOVA

Several statistics educators have proposed methods to introduce
students to the analysis of variance. For example, Johnson (1989)
described a technique to increase student understanding of between-
and within-groups variance for a one-way ANOVA. Following a
standard introduction to the analysis of variance, Johnson presented
students with a series of four data sets. Each data set was composed
of small numbers (e.g., 1, 2, 3). By manipulating the data within
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each hypothetical data set, Johnson illustrated between- and within-
groups variability as well as the effect of these concepts on the F
ratio. Students reported that the instructor should use the technique
again in future classes. However, students also reported that they
“had doubts as to whether their understanding of ANOVA would
ever be ‘considerable’” (p. 68). Although Johnson dismissed these
student concerns, they are consistent with arguments stating that
such disconnected presentations of data can lead to faulty reasoning
(e.g., Gal, 2004; Pfannkuch & Wild, 2004).

Rajecki (2002) proposed that instructors use personal advertise-
ments as a convenient sample to examine the relationship among a
variety of variables using statistical analyses. Specifically, Rajecki
had the class examine whether men and women, from different age-
based cohorts (e.g., 20s, 30s), have different age preferences in their
prospective partners. Previous research (Rasmussen et al., 1998) had
suggested that men preferred younger partners, whereas women
preferred older partners. However, these differences disappeared as
individuals aged resulting in both sexes seeking younger compan-
ions. Rajecki used subjective (e.g., student opinion questionnaires)
and objective measures (e.g., exam scores) to assess whether this
exercise enhanced students’ understanding of ANOVA. The majority
of students reported that the personal ads were interesting subject
matter (88%) and increased their understanding of the F statistic
(63%). In addition, over 90% of the students were successful on the
computational portion of the final exam. Rajecki suggested that
instructors should consider having students examine additional
aspects of personal ads (e.g., appearance, personality) for use in a
classroom exercise.

Violating ANOVA assumptions

In addition to presenting the mechanics of the analysis of variance,
instructors have a responsibility to describe the conditions under
which the use of the analysis of variance is appropriate. Unfortu-
nately, according to Buck (1990), there was little coverage of this
topic in statistics textbooks. A decade later, Friedrich et al. (2000)
reported that the majority of surveyed instructors devoted only an
hour or less to this issue. Nonetheless, a growing number of statistics
educators have proposed exercises to illustrate the consequences
of violating the assumptions necessary for conducting an analysis of
variance. For example, Refinetti (1996) presented a demonstration
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designed to illustrate the effect of non-normality and heterogeneity
of variance on the analysis of variance. At the heart of the demon-
stration was a software program, developed by Refinetti, which would
conduct 1,000 ANOVAs on various hypothetical data sets. Each
data set consisted of three groups with 10 data points per group.
Data sets varied in the extent to which they violated the assumption
of normality and heterogeneity of variance. As expected, the ANOVA
is generally robust enough to handle violations of normality and
heterogeneity of variance when groups have equal numbers of par-
ticipants. However, groups with unequal numbers of participants
resulted in a significant number of Type I errors. Rheinheimer and
Penfield (2001) obtained similar results when they examined the
ability of the analysis of covariance to handle non-normality and
heterogeneity of variance. Refinetti suggested that working firsthand
with the data better enabled students to understand the impact of
assumption violations on the analysis of variance.

Factorial ANOVA

The factorial ANOVA has become a fixture in introductory statistics
courses in the behavioral and social sciences. Indeed, the majority of
introductory statistics textbooks include a chapter on factorial
ANOVA (see online Appendix B at www.teachstats.org). According
to Friedrich et al. (2000), most statistics instructors devoted at least
one hour of instruction time to factorial between-subjects ANOVA
designs. In addition, statistics educators have introduced several
teaching strategies and illustrations to facilitate student understand-
ing of the factorial ANOVA.

For example, Cohen (2002) presented an alternative formula for
calculating the factorial ANOVA. In contrast to the traditional raw
score method, which relied on individual scores, his approach only
required the mean, standard deviation, and cell size. Cohen asserted
that his formula was easier for students to calculate, provided in-
structors with an excellent teaching tool, and enabled students to
determine effect sizes when reading published research. To produce
data for use in a factorial design, Simonite (2000) developed an
exercise for which data collection was quick, real, and the resultant
outcome was interesting to students. Participants completed two
quizzes, each consisting of 20 questions, about pop music in the
1960s and 1990s. She found a significant interaction between
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participant age (student vs. staff) and music era (1960s vs. 1990s).
She felt that students found the task entertaining and educational.
Indeed, one student responded, “It was good to take part rather
than just being given results” (p. 60).

Developing an understanding of main effects and interactions
is an integral part of becoming an educated research consumer.
Unfortunately, students sometimes have difficulty grasping the con-
cept of an interaction. Sturm-Beiss (2005) introduced a Java applet
to assist students visualize a two-way ANOVA. The applet enabled
students to explore the features of a factorial ANOVA by mani-
pulating parameter values and viewing the impact of these changes
on significance levels for main effects and interactions. Richardson
and Segal (1998) created an interactive computer program to help
students understand factorial ANOVAs. For each problem, the pro-
gram provided students with a summary table, factorial matrix, and
graphs. In addition, students had the option of running the program
in the Demo (examples of several factorial ANOVAs), Quiz Me
(students are quizzed on the analysis), or What If (witness the cumu-
lative impact of changes to the design or data) modes. Strube and
Goldstein (1995) introduced a similar interactive program, written
in QuickBASIC, which allowed students to become familiar with the
differences between main effects and interactions.

General linear model

Most basic statistics textbooks introduce the ANOVA as an exten-
sion of the t-test (Eisenhauer, 2006). However, few introductory
statistics textbooks designed for psychology students conceptually
tie the ANOVA to regression. Three approaches for introducing
students to the general linear model appear in the literature. Some
statistics educators suggest teaching students the mathematical theory
underlying the general linear model (e.g., Saville and Wood, 1986).
Other researchers advocate primarily for the use of applied examples
to illustrate the connections between regression and ANOVA (e.g.,
Eisenhauer, 2006). Still other researchers, mindful of the diverse
mathematical background of students, but driven to provide a the-
oretical foundation, encourage instructors to find an approach that
bridges theory with application (e.g., Cobb, 1984; Gaito & Shermer,
1985). For additional discussion on teaching the general linear model,
see our Web site at www.teachstats.org.
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The Debate Surrounding Null Hypothesis
Significance Testing

Although null hypothesis significance testing (NHST) has been dom-
inant in psychology for well over 70 years, there has been continuing
discussion as to the logic and usefulness of this approach (e.g., Cohen,
1994; Falk, 1986; Federer, 1978; Loftus, 1993). Nickerson (2000)
captured much of this debate in his excellent historical review of the
topic. He described the major positions in the debate, discussed
common misconceptions, and provided alternative procedures and
supplements to NHST.

According to Schmidt (1996), it is apparent that researchers have
begun to shift away from NHST and towards newer quantitative
methods such as casual modeling, confirmatory factor analysis, and
meta-analysis. However, Schmidt noted, “Our younger generations
of upcoming researchers are still being inculcated with the old,
discredited methods of reliance on statistical significance testing”
(pp. 127–128). Indeed, Friedrich et al. (2000) found instructors still
teaching traditional inferential statistics at the expense of newer
quantitative methods. In addition, Kirk (2007) noted that only 25%
of the introductory statistics books he sampled mentioned the NHST
controversy. Consequently, the call for change at the instructional
level has become more vocal (e.g., Estes, 1997; Falk, 1986; Schmidt,
1996; Taylor & Muncer, 2000).

Nonparametric Statistics

Most statisticians would point to the late 1930s and 1940s as the
formative years for the development of nonparametric statistics
(Noether, 1984). During that time, Hotelling and Pabst (1936)
introduced rank correlation, Wolfowitz (1942) coined the term non-
parametric statistics, and Scheffé (1943) proposed the theoretical
framework and submitted a list of statistical procedures for con-
sideration as nonparametrics. Although the field of nonparametric
statistics had grown considerably, many still viewed the procedures
as “synonymous with shortcut, rough-and-ready, and quick-and-
dirty methods” (Noether, 1984, p. 176). Psychology has been par-
ticularly slow to accept nonparametric measures despite the fact that
psychological data are often nominal or ordinal in nature (Buckalew,
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1983). Indeed, Siegel remarked that nonparametric statistics were
“uniquely suited to the data of the behavioral sciences” (Siegel and
Castellan, 1988, p. xv).

Recently, however, a growing number of statisticians have
embraced nonparametric statistics, introductory textbooks tradition-
ally include a chapter on the field, and 50% of surveyed psychology
statistics instructors reported spending two or more hours lecturing
on the chi-square test (Friedrich et al., 2000; Noether, 1984).
In addition, Coakley (1996) provided a nonparametrics course
template, including an annotated bibliography, course schedule, list
of projects, and Minitab macros. Although these developments are
noteworthy, there still exists the perception that nonparametric tech-
niques are “inferior alternatives to more desirable tests” (Buckalew,
1983, p. 448). For example, the majority of text authors place
the nonparametric chapter at the end of the book, fail to integrate
nonparametric statistics with earlier material, and focus on only a
few well-known tests used for hypothesis testing (Buckalew, 1983;
Noether, 1984). Similarly, the majority of surveyed psychology stat-
istics instructors spend less than an hour of instructional time on
nonparametric tests other than the chi-square such as the Mann-
Whitney U test (Friedrich et al., 2000). Buckalew asserted that
“Modern psychology, in its push for enhanced respectability and
reliance on tradition, has continued viewing as inferior the use and
efficacy of nonparametric treatments” (p. 447).

Despite the reluctance of modern psychology to embrace non-
parametric statistics, statistics educators have provided instructors
with lecture suggestions and materials. For example, Katz and
Tomazic (1993) identified several primary and supplemental text-
books, conceptual and applied journal articles, and computerized
statistical packages (e.g., SPSS) that instructors can use to augment
their discussion of nonparametric statistics. The best examples are
those that simultaneously tap into previously learned, discipline-
specific knowledge and promote active learning. For example, Kneidel
(1996) introduced a chi-square demonstration for biology students
that used dihybrid corn that scientists had bred to produce different
yields (e.g., purple smooth, purple wrinkled). By coupling previously
learned material (e.g., Mendelian genetics) with good visual stimuli
(e.g., frequency distributions), Kneidel was able to introduce the chi-
square table, discuss p-values, and describe Type I and Type II errors.

Allen (1981) proposed that instructors use Weber’s Law, a concept
that ideally should be familiar to psychology students, to introduce
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the Pearson χ2 statistic for testing goodness-of-fit. He encouraged
instructors to begin discussion by describing absolute thresholds and
difference thresholds. Next, to set the stage for the Pearson χ2 stat-
istic, he recommended that instructors introduce Weber’s Law ex-
pressed as a ratio, and provide an example for students to complete.
Allen’s students readily followed the progression from difference
thresholds, which measure differences in magnitude, to the Pearson χ2

statistic, which detects the difference between observed and expected
event frequencies. The introduction of each respective formula also
enabled students to see the similarities and differences between the
two concepts. Allen found that students exposed to the Weber’s Law
ratio were more apt to remember the chi-square formula.

White (2001) presented students with a sports-related exercise to
demonstrate the chi-square test of independence. He used a hypo-
thetical basketball team’s win/loss record to demonstrate if the team’s
performance was independent of whether it played at home or on
the road. In addition, by manipulating the number of games played,
White demonstrated the impact that a larger sample would have on
the significance levels. However, according to Suich and Turek (2003),
instructors need to go beyond simple coverage of the chi-square test
of independence and discuss the distinction between the concepts of
independence and prediction. They found that surveyed students
were confused as to the meaning of independence between categor-
ical variables. Suich and Turek attributed much of this confusion to
a “misunderstanding between the concepts of independence and pre-
dictive association” (p. 88) and recommended that instructors intro-
duce proportional reduction in error measures (PRE) such as the
Goodman-Kruskal gamma to clarify this distinction (Suich & Turek,
1989; Turek & Suich, 1999).

Despite the inclusion of an increasingly wide variety of
nonparametric statistics in textbooks, there is still a paucity of re-
search devoted to the teaching of nonparametric statistics other than
the chi-square statistic. For example, psychology instructors inter-
ested in developing methods to teach the Mann-Whitney U and/or
Kolmogrov-Smirnov tests need to look to the field of quantitative
geology to find teaching suggestions. Kemmerly (1990) introduced
geology students to these statistical procedures by describing the two
procedures and applying them to various geological samples. Next
his students selected a published study that employed these tech-
niques. Students then answered a series of questions regarding the
study methodology, sampling techniques, assumptions, reasons the
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author chose a nonparametric statistic, and the conclusions that the
author drew from the results. Although Kemmerly’s article is specific
to geology, instructors can apply the above methods to the teaching
of introductory statistics for psychology students.

Computer Applications

Instructors have numerous computer applications at their disposal
to augment the teaching of hypothesis testing within the classroom
or as a student supplement. For example, Lee (1999) developed the
PACE (Projects-Activities-Cooperative Learning-Exercises) approach
to statistical education that provided a framework for incorporating
active learning projects and computer exercises (e.g., Minitab, SPSS)
into introductory statistics courses. However, statistics educators
have begun to recognize that the mere use of computers in the class-
room is not sufficient to enhance student comprehension or statist-
ical reasoning. For example, Meletiou-Mavrotheris, Lee, and Fouladi
(2007) reported that students exposed to the PACE method were
more motivated, had more exposure to the practical applications of
statistics, and reported appreciating statistics more than those stu-
dents who were exposed to a traditional class environment. Unfortu-
nately, the researchers also found that students in the PACE
environment were not significantly different from their traditional
counterparts with respect to their understanding of statistical con-
cepts. According to Meletiou-Mavrotheris et al., these results suggest
that the mere introduction of computers into the classroom may not
be “effective in building student intuitions and fundamental statist-
ical ideas such as sampling distributions and statistical inference”
(p. 77). However, the use of computer applications in the teaching
of statistics is not a bankrupt approach. Researchers are constantly
developing new programs that emphasize active student learning
over rote calculations.

For example, Fathom (Key Curriculum Press, 2007a) is a dynamic
classroom statistics package that students can use to explore simu-
lations, create sampling distributions, conduct data analyses, and
display the results. Meletiou-Mavrotheris (2003) conducted an
in-depth qualitative analysis of five introductory statistics students
using this program to explore whether the use of Fathom in the
classroom encouraged the construction of a coherent mental model
of key concepts related to statistical inference (e.g., sampling
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distributions). Dynamic programs such as Fathom differ from tradi-
tional data analysis packages (e.g., Minitab, SPSS) by virtue of the
fact that they promote statistical learning versus simply enabling
students to conduct statistical analyses. Meletiou-Mavrotheris sug-
gested that the use of Fathom enabled her students to develop
a “fairly coherent mental model” of statistical inference concepts
(p. 265).

The literature contains several computer software applications
designed by educators to address specific statistical procedures (e.g.,
sampling, central limit theorem, confidence intervals). For example,
Dimitrova et al. (1993) created ISEE (Introduction to Sampling
Error Experiments) to assist instructors who sought to add a compu-
ter application to enhance student understanding of sampling errors.
Chang, Lohr, and McLaren (1992) designed SURVEY, a computer
program that creates population data, including nonresponsive house-
holds, for a fictitious county in the United States. The program
allows students to access population data, create samples using a
variety of strategies (e.g., simple random, stratified), and apply the
resultant data set to class assignments and exams.

Java applets have become an increasingly popular means to demon-
strate various statistical procedures. For example, Aberson et al.
(2000) endorsed the WISE (Web Interface for Statistics Education)
Java applet tutorial as an effective means to assist students in devel-
oping an understanding of sampling distributions. The authors stated,
“Interactive computer-based tutorials can provide an effective sup-
plement, or even replacement, for traditional classroom lectures”
(p. 291). Several researchers have used Java applets to facilitate
student understanding of a variety of statistical analyses. A list of
representative Java applets is available at online Appendix C at
www.teachstats.org.

The ubiquity of Microsoft Excel has made this application an
attractive option for instructors who desire to add an interactive
component to their course. Educators have reported using Excel to
demonstrate Type I and Type II errors (Hauptman, 2004) and statist-
ical power (Horgan, 1999). Mitchell (2002) suggested that instruc-
tors take advantage of the many features unique to Excel (e.g.,
open-endedness, formulas, design tools) to create an active learning
environment in which students can create learning playgrounds.
Students created these playground tutorials in order to teach novices
about a specific statistical procedure—the ANOVA. According to
Mitchell, students found that the exercise was engaging, fun, and an
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excellent opportunity to channel their creativity. However, most
importantly, students felt that the exercise enabled them to develop
a deeper understanding of ANOVA procedures.

Mills (2002) provided a review and critical analysis of computer
simulation methods (CSM) used to teach a wide variety of statistical
concepts. She concluded that instructors used CSMs to teach stat-
istical concepts that range from introductory (e.g., frequency histo-
grams) to more advanced procedures (e.g., ANCOVA). Furthermore,
the vast majority of authors suggested that these CSMs appeared to
facilitate students’ understanding of the material. Unfortunately, Mills
reported that there is very little empirical evidence demonstrating
the effectiveness of computer simulation models and recommended
future research focus on determining whether CSMs offer any measur-
able advantages over traditional classroom approaches.

Conclusion

Hypothesis testing is a major element of any introductory statistics
course in the behavioral and social sciences (Friedrich et al., 2000).
Consequently, it is imperative that psychology students become well
versed in the theory, computation, and applications of these proced-
ures. Unfortunately, students often view the introduction to stat-
istics course with a mixture of fear, anxiety, and uncertainty. It is
against this backdrop that instructors need to find a way to get
students excited, involved, and ultimately knowledgeable about
hypothesis testing.

The literature reveals a growing body of material devoted to
enhancing student understanding of hypothesis testing using engag-
ing demonstrations, simulations, and computer applications. How-
ever, there are still areas of concern. First, much of the material
published on the teaching of inferential statistics is not empirical
(Becker, 1996). For example, few statistics educators have attempted
to compare whether students exposed to demonstrations and active
learning techniques have a greater chance of success than classmates
exposed to a more traditional approach to teaching hypothesis test-
ing. Second, there is uneven coverage of inferential statistics con-
cepts in the literature. For example, although there was an abundance
of information available on ANOVA procedures, there was a pau-
city of material on the teaching of ANCOVA and post-hoc analyses.
Third, introductory statistics textbook authors and instructors need
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to incorporate criticism of null hypothesis significance testing into
the discipline (Schmidt, 1996). Fourth, instructors need to incor-
porate statistical software applications, Java applets, and other com-
puter simulations into statistics courses alongside other active learning
techniques to maximize their impact on students (Hawkins, 1997).
Nonetheless, there are numerous exciting approaches to teaching
hypothesis testing available for instructors who wish to overhaul
their introductory statistics course.
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IV

Advanced Topics and
Approaches
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Chapter 7

Data Analysis in
Statistical Education

During my 18 years I came to bat almost 10,000 times.
I struck out about 1,700 times and walked maybe 1,800 times.
You figure a ballplayer will average about 500 at bats a season.
That means I played seven years without ever hitting the ball. –
Mickey Mantle

Scholars in the field of statistics have been calling for a change in
both the content and delivery of statistical education for several
years (e.g., Cobb, 1992; Moore, 1997; Snee, 1993). On the content
side, the consensus among experts is that statistical education should
emphasize statistical thinking used in solving real-world applications
versus mathematical and probabilistic computations (Snee, 1993).
When it comes to the delivery of statistical education, instructors
across disciplines have begun heeding the calls of their respective
national organizations to employ active learning techniques when
teaching statistics. For example, in 1992, the joint curriculum com-
mittee of the American Statistical Association (ASA) and the Math-
ematical Association of America (MAA) recommended that instructors
emphasize statistical thinking through active learning, utilize more
actual data and statistical concepts, and rely on computers rather
than computational recipes (Cobb, 1992).

The strongest impetus for the shift from traditional lecture-based
statistical instruction to more interactive teaching strategies has been

A Guide to Teaching Statistics: Innovations and Best Practices.  Michael R. Hulsizer and Linda M. Woolf  
© 2009 Michael R. Hulsizer and Linda M. Woolf.  ISBN: 978-1-405-15573-1
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technological advances in statistical analysis software (Forsyth, 2003;
Moore, 1997). Instructors now have the ability to use statistical
software within the classroom. Moreover, students typically have
ready access to statistical or spreadsheet software tools such as SPSS,
SAS, Minitab, or Excel to work on statistical problems outside of
the classroom (e.g., home, library, or on-campus labs). Indeed, many
of these programs come bundled with statistics textbooks or are
preloaded on computers.

Increasingly, statistics teachers are taking advantage of software
tools in their courses. For example, in their analysis of 243 statistics
courses, taught in a variety of disciplines, Garfield, Hogg, Schau,
and Whittinghill (2002) found that approximately one-half of the
surveyed faculty required students to use a statistical software pro-
gram to complete course-related material. In addition, Garfield et al.
reported that two-thirds of respondents planned to make moderate
to major revisions in their course. The most common change cited
by instructors was increased use of technology in course content.
Garfield et al. also found that the majority of faculty respondents
anticipated future changes in their courses as technology changed or
became more available.

The increased use of sophisticated statistical software tools for
the classroom has resulted in calls for assessment (e.g., Forsyth,
2003; Garfield, 1995). Unfortunately, there is relatively little empirical
research investigating the effectiveness of statistical instruction. In
her review of the ERIC, PsycINFO, and ACAD databases, Becker
(1996) found that only 30% (N = 56) of the available research cited
in these databases (N = 171) was empirical—the rest was largely
anecdotal. Regrettably, an even smaller percentage of empirical (3.5%)
and non-empirical (18%) research examined by Becker were devoted
to computer software evaluation. The lack of empirical research on
statistical software is worrisome given Moore’s (1997) assertion that
“software designed for doing statistics is not necessarily well struc-
tured for learning statistics” (p. 131). Fortunately, in the decade since
Becker’s analysis, researchers have begun to investigate the effective-
ness of the various major software packages for use in the classroom.

Teaching with Statistical Software Tools

The late 1960s and 1970s saw the emergence of several statistical
software programs (e.g., BMDP, Minitab, SAS, SPSS, SYSTAT) for
use on mainframe computers. The initial use of these programs in



Data Analysis in Statistical Education 157

statistics education was primarily limited to computer-based data
analysis courses (e.g., Thisted, 1979). However, the introduction of
affordable personal computers in the mid-1980s made it easier for
instructors to use computer programs within the classroom to teach
basic statistical concepts (e.g., Lehman, 1987; Ware & Chastain,
1989). In a regional analysis of computer use by undergraduate psycho-
logy departments, Stoloff and Couch (1987) found that over 50% of
psychology departments used computers in their course offerings.
Couch and Stoloff (1989), in a national survey of academic psycho-
logists, found that 66% of departments reported using computers in
statistics courses. Additionally, 31% of departments required students
to use a statistical package such as SPSS.

The trend towards increased computer use within introductory
statistics instruction became more pronounced after the release of
Microsoft Windows 95 compatible statistical data analysis programs
(e.g., SPSS/PC), the increased availability of less expensive student
versions of software programs (often packaged with introductory
statistics texts), and the use of Microsoft Excel for statistical analyses.
For example, Bartz and Sabolik (2001) recently surveyed psychology
departments and found that almost 70% of departments that offered
their own introductory statistics course used computers—and the
majority (59%) utilized SPSS.

However, there is evidence suggesting that not all statistics in-
structors are enamored with using data-analysis programs to teach
basic statistical concepts. Bartz and Sabolik (2001) reported that
31% of departments did not use data analysis software within their
introductory statistics courses even though 90% of the departments
sampled used such programs somewhere else in their curriculum.
Chris Spatz, in an interview published in Teaching of Psychology,
suggested that professors might be “reluctant to have beginning stu-
dents rely on computers because they think it will thwart students’
understanding of statistical tests” (Dillon, 1999, p. 234). Rosen,
Feeney, and Petty (1994) used SPSS/PC in an introductory statistics
course and found that students believed there was too much empha-
sis placed on computers and not enough time spent discussing theory.
In addition, students indicated that the introduction of the computer
did not reduce their anxiety and they were somewhat ambivalent
about the helpfulness of the computer.

In contrast, supporters have asserted that using statistical software
to teach statistical concepts has enormous benefits. First, students
are freed from “computational drudgery” (Smith, 2003, p. 276) and
are instead able to spend more time learning statistical theory (Forsyth,
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2003). Lehman (1987) reported that the introduction of the computer
into his statistics and research design course allowed him to expand
coverage of traditional topics and introduce advanced topics without
any negative impact on student performance. In fact, students gained
an appreciation of the role of statistics in research, experienced greater
confidence in their computer skills, and were satisfied with what
they learned in the course. In addition, Lehman argued that the use
of computers in introductory classes allows instructors the freedom
to use examples more representative of reality (e.g., data sets with
over 100 cases) versus more artificial problems with restrictive sam-
ples due to the time constraints imposed by hand calculations.

Second, students learn data analysis skills in computer-enhanced
classes that will be useful later in their academic and professional
career (Oswald, 1996). Tromater (1985) asserted that students in
traditional statistics courses have difficulty applying material learned
in earlier classes to subsequent advanced classes such as experi-
mental psychology. According to Tromater, their “recall is poor and
their computational skills worse” (p. 225). However, Rosen et al.
(1994) stated that students do not yet have the sophistication and
background to appreciate fully the importance of computer-assisted
data analysis when taking their first statistics course. Consequently,
some researchers have advocated the use of two interdependent
courses that integrate statistical instruction and data-analysis tech-
niques (Hewett & Porpora, 1999; Tromater, 1985). Although this
approach increases the number of courses that students need for
graduation, supporters suggest that students develop a deeper under-
standing of statistical theory and application.

Third, students become more familiar with computers and
computer-assisted data analysis. For example, Ware and Chastain
(1989) found that students who used a mainframe computer in their
introductory statistics course developed a more favorable attitude
towards computers and statistics than did those students in tradi-
tional statistics courses.

Data Analysis Packages

SPSS

Statistics instructors currently have a wide variety of statistical
software programs to use for instructional purposes. However, the
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majority of published research examining the utility and effective-
ness of statistical software programs have focused on SPSS. For
example, soon after the introduction of SPSS for Windows, Karp
(1995) provided several pedagogical tools (lectures, papers, presen-
tations, and SPSS exercises) for incorporating SPSS into an upper
division statistics course in sociology. Karp asserted that the intro-
duction of SPSS into the classroom provided students with a tool
that “enhances their learning experience by allowing them to engage
the material actively and analytically” (p. 240).

Dolinsky (2001) reported several strategies using SPSS to encour-
age active learning in an introductory statistics course. First, she
encouraged students to examine data using SPSS. The goal was to
give students the opportunity to independently discover and master
statistical principles using real-world data. Second, the class spent
time completing inductive reasoning exercises such as understanding
SPSS-generated scatterplots. Third, all assessment measures (e.g.,
exams, assignments) required that students examine and interpret a
meaningful set of data. Students reported that they spent less time
memorizing facts and more time understanding the material. In
addition, students reported increased self-confidence due to their
ability to solve statistical problems using SPSS.

However, not all courses that benefit from SPSS are statistical
in nature. For example, Anderson (1990) utilized SPSS to enhance
his introduction to sociology course. He created six assignments
designed to accent specific aspects of the course (e.g., sex role differ-
ences, attitudes towards abortion, urbanization). By creating a custom
shell and BASIC interface, Anderson minimized the learning curve
associated with this early version of SPSS. After three semesters of
this course, Anderson found that students had less computer anxiety
and were more apt to create innovative variable analyses when given
unstructured assignments.

One of the primary reasons why instructors attempt to incor-
porate SPSS into their introductory statistics courses is the desire to
create an active learning environment. However, this goal can be
difficult to achieve. Instructors need to spend considerable time and
effort creating assignments, finding data sets, and developing class
exercises designed to foster active learning. Fortunately, educational
software developers have created programs designed to assist in-
structors meet these goals. ActivStats (www.datadesk.com/products/
mediadx/activstats/) is a multimedia software package on CD-ROM
designed for introductory statistics students. The creators have
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designed the program to complement any introductory statistics course
that also requires a data-analysis package such as SPSS, MINITAB,
Excel, or JMP (a division of SAS). The CD-ROM contains interact-
ive activities using narratives, animation, video, simulation, and the
Web to encourage active learning.

Mills and Johnson (2004) reviewed ActivStats for SPSS using some
of the same criteria (content, computing technology, and exercises)
utilized in the statistics education literature (e.g., Cobb, 1987; Harwell
et al., 1996; Huberty & Barton, 1990; Morris, 2001). They con-
cluded that ActivStats for SPSS was an “engaging multimedia soft-
ware presentation” that supported the “goals of the statistical reform
movement” (p. 257). Mills and Johnson felt the program was appro-
priate for students as a supplement to the introductory course or as
a tutorial for students in need of review. Taub (2003), in his review
of ActivStats for SPSS, concluded that the program was a “worth-
while investment for the instructor who is interested in using multi-
media instruction to facilitate students’ learning” (p. 293).

Microsoft Excel

The ubiquity of the Microsoft Office suite (Hamm, 2006), plus the
steep learning curve associated with using commercial data analysis
packages such as SPSS and SAS (Ostrowski, 1988; Tabachnick &
Fidell, 1991), has led some instructors to implement Excel into their
introductory statistics courses. Mitchell (1997) utilized Excel to
incorporate active learning into a graduate-level education course on
computer-based approaches to learning statistics. He required stu-
dents to create six educational worksheets, each designed to instruct
a novice about specific statistical procedures, over the course of the
semester. According to Mitchell, the use of Excel enabled students
to: (a) utilize multiple representations of statistical measures; (b)
create mini-simulations to demonstrate a statistical procedure; and
(c) create a story line using text, sound, and graphics. Although this
approach may be better suited for more advanced statistics courses,
Mitchell asserted that “asking students to teach others seems espe-
cially useful as a method for increasing student understanding and
maintaining high student motivation to learn” (p. 221).

Warner and Meehan (2001) used Excel in their introductory stat-
istics course because (a) students need data analysis and spreadsheet
skills for future employment; (b) the intuitive nature of Excel enables
students to focus on the material versus the software program;
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(c) students can send assignments electronically; and (d) most students
have ready access to Excel without incurring additional cost. Warner
and Meehan had students complete five Excel assignments during
their introductory statistics course. Students rated the assignments as
useful, not too demanding, but important for the development of
creativity and critical thinking skills. Christensen and Stephens (2003)
obtained similar results when they incorporated Excel into a prob-
ability and statistics class for high school juniors and seniors.

Instructors can also utilize spreadsheets, such as Microsoft
Excel, as a teaching aid by providing individualized tasks or assign-
ments for student assessment (Hunt, 2005). In addition, instructors
can take advantage of Excel and other spreadsheet programs to
illustrate concepts and procedures such as the central limit theorem,
confidence intervals, Type I and II errors, probability, correlation,
linear regression, and ANOVA (Ageel, 2002; Bradley, 1989; Johnson
& Drougas, 2004; Lee & Soper, 1986; Mills, 2003a). However,
before Excel users can take advantage of the statistical features of
the program, they need to install the Analysis Toolpak (this free
add-in program comes with Excel). The Analysis Toolpak enables
the user to perform descriptive statistics, correlation, regression,
t-tests, single and two factor ANOVAs, as well as some graphing
functions.

Despite the promise associated with using Excel in the classroom,
there has been growing concern that the program itself is flawed
(e.g., Nash & Quon, 1996). McCullough and Wilson (1999) tested
the reliability of the statistical procedures used in Excel 97 across
three areas—estimation, random number generation, and statistical
distributions. Given Excel’s performance in all three areas was inad-
equate, the authors concluded, “persons desiring to conduct statistical
analyses of data are advised not to use Excel” (p. 27). In a sub-
sequent analysis, the authors reported many of the same problems
from Excel 97 still existed in Excel 2000 and Excel XP (McCullough
& Wilson, 2002). In fact, the authors reported that some of the fixes
put into place by Microsoft actually made the initial problems worse.
Additionally, Goldman and McKenzie (2002) reported that display
options (e.g., table, figures) in Excel often “violated principles of
good graphical practice” (p. 99), suffered from poor documentation
regarding the creation of displays, and offered relatively few display
options as compared to SPSS and Minitab.

In their review of Excel 2003, McCullough and Wilson (2005)
reported mixed results. Microsoft addressed some of the earlier
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complaints, did not fix other problems, and in some cases, intro-
duced new problems. McCullough and Wilson concluded, “Excel
2003 is an improvement over previous versions, but not enough
has been done that its use for statistical purposes can be recom-
mended” (p. 1244). Apigian and Gambill (2004–2005) reached a
somewhat different conclusion in their review of Excel 2003. They
compared Excel 2003, Excel XP, Minitab 14, and SPSS 11.5 using
the three areas originally proposed by McCullough and Wilson
(1999). Apigian and Gambill concluded that Microsoft had adequately
addressed many of the problems associated with Excel XP and that
Excel 2003 generated results comparable to the other statistical pack-
ages they examined. However, the authors did find examples of
statistical inaccuracies and noted that Excel 2003 is still lacking
more complete data analysis tools (e.g., factor analysis).

Other commercial data analysis programs

There is a paucity of research on teaching statistics with commercial
data-analysis packages other than SPSS. Although we found a few
articles that discussed SAS and SYSTAT (e.g., Walsh, 1991, 1993),
they primarily dealt with very specific applications (e.g., constructing
questionnaire data using SAS) rather than an analysis of teaching
introductory statistics with that particular software program. The
lack of literature on these programs may in part be because the
majority of departments that offered their own computerized intro-
ductory statistics course utilized SPSS (Bartz & Sabolik, 2001;
Tabachnick & Fidell, 1991).

There is some research investigating the use of Minitab in teaching
statistics—primarily in mathematics and business journals. Spinelli
(2001) reported that students who took a Minitab enhanced statis-
tics course were more likely to find Minitab helpful in understanding
statistics, preferred taking the exams in the Minitab lab (where they
were able to use the program), and were more likely to choose the
same type of class in the future than students who took the tradi-
tional statistics class. Hubbard (1992) reported that Minitab was
particularly well suited for the classroom because it is an educational
aid rather than a data analysis tool. Consequently, instructors can
easily use Minitab to generate simulations and demonstrate statist-
ical concepts and procedures. Webster (1992) examined the strengths
and weakness of Minitab as compared to textbook-related software
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such as Easystat and found that Minitab performed as well as the
textbook-related software programs.

Comparing data analysis programs

Instructors can utilize many commercially available data analysis
programs in their classrooms. However, choosing a program that
best fits your needs can be difficult. SPSS is the most popular data
analysis program but a well-cited liability is the program’s complex
user interface (Bartz & Sabolik, 2001; Ostrowski, 1988). Excel is
probably most familiar to your students but has limited data ana-
lysis capabilities and there are questions about the reliability of the
results (McCullough & Wilson, 2005; Warner & Meehan, 2001).
SAS, SYSTAT, and Minitab are good data analysis programs but do
not appear to be widely used in the social sciences, resulting in little
support material. Which one should you choose? Fortunately, several
researchers have compared how well these programs work in the
teaching environment.

Lock (1993) examined the student versions of SPSS, Minitab,
SYSTAT, Execustat, and Statistix. He found that “under the right
circumstances, any of the five packages . . . might be just what you
need” (p. 145). The author recommended the student version of
SPSS for students who will likely be using similar packages in the
future and Statistix was most useful for instructors seeking an easy
menu-driven package. According to Lock, the student version of
SYSTAT was best suited for instructors concerned about cost and
Minitab was typically associated with good textbook support. Lock
reported that Execustat was a nice program for graphics. Unfortu-
nately, Wadsworth has not distributed a new version of Execustat
since the mid-1990s.

Proctor (2002) examined the impact of two popular statistics pro-
grams (SPSS and Excel) on student conceptual knowledge, computa-
tional knowledge, and student perceptions of statistical understanding
within an introduction to statistics course for criminal justice stu-
dents. Proctor randomly assigned students (N = 22) in a summer
statistics course to a lab session using either SPSS or Excel. Students
exposed to Excel scored significantly higher on all three of these
measures than those students who used SPSS in lab sessions. Proctor
attributed these differences to the ability of Excel to replicate hand
calculation procedures.
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Prvan, Reid, and Petocz (2002) examined SPSS, Excel, and Minitab
within the context of a statistics laboratory used by introductory
statistics students. They examined how well the packages performed
on three specific laboratory tasks: descriptive statistics, inferential
statistics, and linear regression. Aspects examined included frequency
tables, cross-tabulations, graphics, data manipulation, and the abil-
ity to perform requisite tests. The authors concluded that Minitab
and SPSS were better packages for statistical testing but Excel had
superior spreadsheet capabilities. Prvan et al. recommended that
Minitab would be best for most students, particularly those in sci-
ence, engineering, and medicine. Excel was best suited for business
students given the fact that Excel is the spreadsheet program stu-
dents will encounter often in their profession. The authors recom-
mended SPSS as a primary statistics package for those students
in psychology, social science, or education. However, despite the
differences among the packages, the authors concluded, “All three
packages could be used successfully within an introductory statistics
course” (p. 74).

Feinberg and Siekpe (2003) compared the student user-friendliness
of SPSS and Minitab by measuring three criteria: self-efficacy, engage-
ment, and perceived disorientation. Over a two-day period, instructors
introduced students to SPSS and Minitab during an introductory
and intermediate business statistics class. The order of package pre-
sentation was counterbalanced. There were no significant differences
between SPSS and Minitab on student user-friendliness as measured
by these criteria.

In summary, SPSS appears to be the dominant data-analysis pack-
age in the social sciences (Bartz & Sabolik, 2001; Prvan et al.,
2002). In addition, the student version is readily available for use in
the classroom (and may already come bundled with the course text-
book). Excel appears to be a useful tool for teaching introductory
statistics—particularly in business (Proctor, 2002; Prvan et al., 2002;
Warner & Meehan, 2001). However, there is a growing body of
literature questioning the accuracy and utility of the program
(Goldman & McKenzie, 2002; McCullough & Wilson, 2005; Warner
& Meehan, 2001). Minitab is popular in math and science-based
statistics courses. The program has good data analysis capabilities
(Prvan et al., 2002), visual displays (Goldman & McKenzie, 2002),
and is well suited for classroom instruction (Hubbard, 1992). How-
ever, the decision as to which data-analysis software program is
best suited to your classroom ultimately depends on your own
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assessment of ease of use, capabilities of the program, and institu-
tional support (Butler, 1986).

Data Analysis Software Textbooks

The increased popularity of data analysis software packages in
introductory statistics courses has resulted in the growth of supple-
mental books aimed at introducing students to these software applica-
tions. Mills (2003b) surveyed teachers and researchers who were
members of the American Educational Research Association as to
their statistical software and software textbook selections. Of the 37
respondents, 81% reported using SPSS in the classroom with almost
half (40%) using a supplemental software textbook. The remaining
respondents reported using their own SPSS handouts. Approximately,
53% of teachers reported using the supplement to teach mechanics,
40% of respondents indicated that they used the SPSS text to rein-
force statistical concepts, and 13% indicated using the SPSS text to
teach concepts.

Given the popularity of SPSS, Mills (2003b) examined 11 SPSS
textbooks. She reported that all the authors appeared to follow the
recommendations of the American Statistical Association (ASA) and
the Mathematical Association of America (MAA) that instructors
emphasize active learning, incorporate more actual data and stat-
istical concepts in the classroom, and rely on computers rather than
computational recipes (Cobb, 1992). Mills reported that the major-
ity of books provided systematic instructions and illustrations for
topics typically presented in an introductory statistics course. In
addition, all the textbooks often provided guidance for interpreting
data analysis output.

Mills (2003b) evaluated each text on three criteria (mechanics,
content, and classroom activities) based on previous reviews of
introductory statistics textbooks (Cobb, 1987; Harwell et al., 1996;
Huberty & Barton, 1990). Although Mills did not provide a ranked
listing of best to worst SPSS supplements, she did report the strengths
and weaknesses of each text. The most popular book among the
teachers and researchers was by far (40%) Green and Salkind (2003).
Approximately, 13% reported using Kirkpatrick and Feeney (2003)
and 13% adopted Norusis (2002). Online Appendix D at www.
teachstats.org contains a representative listing of data analysis soft-
ware texts and supplemental materials.
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There are also a few supplemental texts based on other data analysis
programs—most notably Excel. Rosenberg’s (2007) text entitled The
Excel Statistics Companion 2.0 comes packaged with a CD-ROM
full of demonstrations, sampling experiments, and problem solving
exercises. The accompanying manual contains traditional, albeit brief,
content with links to the CD-ROM material. Rosenberg stated that
he designed the manual/CD-ROM not to teach students how to
analyze data with Excel but rather to use Excel as a tool to under-
stand statistics. In contrast, Meehan and Warner (2000) designed
a supplement entitled Elementary Data Analysis Using Microsoft
Excel to allow introductory-level students the opportunity to con-
centrate more on concepts and applications and less on the mech-
anics of statistical analyses. However, they encouraged instructors
to use SPSS for advanced courses that would benefit from a more
sophisticated data analysis program.

Using Data Sets in the Classroom

The use of data within the classroom is a technique that rarely
works exactly as planned the first time around. According to Ballman
(2000), “it is impossible to create the ideal example from scratch
. . . Furthermore, the success of an example is somewhat dependent
upon the personality of the class” (p. 12). Nonetheless, Ballman
offered several steps to develop an effective data-based example.
First, identify the general goal of the assignment (e.g., explore the
effect of an outlier on measures of central tendency). The goal needs
to be broad enough to lend itself to several potential data sets.
Second, select a data set that best matches your general goal. Third,
develop subgoals to refine your search for an appropriate data set.
Ballman stated, “subgoals are by nature more fluid than goals. Goals
are more closely tied to the course syllabus, whereas subgoals reflect
lessons that are important, but whose precise placement in the course
is less critical” (p. 13). Fourth, once the data set is chosen, state all
goals and subgoals that will be put into the lesson plan. Fifth,
develop the background information and discussion questions to guide
students through the process. Instructors should take care to ensure
the process involves active learning for the students. Questions should
emphasize relevant statistical concepts without stifling student dis-
cussion. Although the implementation of the data-driven exercise
will take several trials to perfect, much of the success of the exercise
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depends on the data set. Fortunately, there are many resources avail-
able to assist in the selection of an appropriate data set. Online
Appendix D at www.teachstats.org contains a listing of publicly
available data sets.

Artificial data sets for the classroom

Technological advances have given instructors the means to create
their own artificial data sets with relative ease. For example, Carmer
and Cady (1969) described eight FORTRAN programs that instruc-
tors could use to generate sets of data according to preset para-
meters thus eliminating the “tedious search for ‘real-life’ research data”
(p. 33). Walsh (1992) described a FORTRAN program to generate
nonnormal data sets. Cake and Hostetter (1986) encouraged the use
of the DATAGEN program for assessment purposes (i.e., home-
work, lab exercises) in introductory statistics classes to generate a
unique data set and accompanying text for each student. A similar
approach was utilized by Vaughan (2003) using an Excel macro
written in Microsoft Visual Basic.

As the technology improved, programmers have designed data
set programs to produce data well suited for specific analyses. For
example, Miller (1999) introduced AnoGen, a PC compatible pro-
gram for automating the process of developing data sets for use in
ANOVA problems. Using the program, the instructor is able to set
the means, variability, and effect sizes associated with the sub-
sequent analyses. Similarly, Strube and Goldstein (1995) described
a QuickBASIC program that provided students with data sets to
match different main effect and interaction combinations in a 2 × 2
design. Day, Marshall, and Rubin (1998) introduced DYASIM, a
FORTRAN program that generates a large number of random dyads
from an existing set of didactic data.

In his review of GENSTAT, a commercial data generation pro-
gram, Halley (1991) cited several benefits associated with artificial
data sets: (a) complete data sets without the confusion of missing
cases; (b) the size of the data set is controlled by the instructor; (c)
programs that generate artificial data can create unique data sets for
students to use during exams; and (d) data sets can be tailored to
produce significant results. In addition, artificial data sets, when
coupled with simulation programs, can illustrate a variety of statistical
concepts. For example, Bradley et al. (1992) reported that Datasim,
a data simulator, was able to illustrate sampling distributions, the
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central limit theorem, Type I and Type II errors, power, the impact
of violating statistical assumptions, and the distinction between
orthogonal and nonorthogonal contrasts.

Reality-based data sets

Despite the advantages associated with the use of artificial data sets,
critics assert that the use of these simulated data sets does more
harm than good. Singer and Willett (1990) cautioned that the use of
step-by-step computational formulas coupled with contrived data
sets perpetuates the misconception that statistics is dull and boring.
Additionally, such approaches seduce students into believing that
“statistical analysis was always confirmatory, never exploratory, and
that it could be reduced to a set of predefined steps conducted by a
robot” (p. 224). The use of artificial data sets removes students from
the challenge of constructing a research design to answer a meaning-
ful question, the thrill of collecting their own data, and the know-
ledge of how to interpret their results and apply them to other
settings (Singer & Willett, 1990). Thompson (1994) asserted that
the use of artificial data fosters the illusion that data collection and
analysis are not interconnected. Consequently, although students may
learn how to compute a statistical test, the use of artificial data
sets makes it less likely that students will become passionate about
data analysis.

There are several benefits associated with the use of an authentic
data set. First, students working with real data sets tend to be more
motivated due to the fact they find the data more intrinsically inter-
esting (Singer & Willett, 1990; Thompson, 1994). Bradstreet (1996)
asserted, “Students will remember the statistical methods as those
that were used to solve a real world problem instead of memorizing
a list of isolated formulas that they memorized for, and forgot shortly
after, a test” (p. 71). Second, the use of real data sets in the class-
room is an excellent instructional opportunity. Students can assume
the role of the researcher, responding to issues that commonly arise
(e.g., outliers, missing data) when preparing data for statistical analysis
(Singer & Willett, 1990). Third, the use of authentic or student-
generated data sets also serves to reduce anxiety associated with
statistical instruction (Stedman, 1993). Fourth, active learning tech-
niques, such as the use of real data collected by students, can
improve student retention—particularly among students with average
or below average scores (Kvam, 2000).
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According to Singer and Willett (1990), a real data set needs to
have several pedagogical characteristics to be effective. First, the
data set should be authentic. Cobb (1987) stated that “a dataset
should not only be real, it should feel that way” (p. 331). The use of
authentic data may lead students to ask relevant questions regarding
how the researcher collected the data, whether outliers were present,
etc. These questions are critical when analyzing real data. Students
are less apt to raise such questions when data are obviously artifi-
cial. Second, sufficient background information must accompany any
presentation of real data. Although a good data set has a purpose
that is readily apparent to students (Cobb, 1987), instructors should
include supporting evidence, relevant hypotheses, participant demo-
graphics, methodology, and validity concerns (Singer & Willett, 1990).

Third, according to Singer and Willett (1990), instructors need to
select a data set that enables students to address relevant research
questions through a variety of statistical techniques. Not only do
students learn the advantages and disadvantages of various statist-
ical analyses, they also gain a better appreciation of the different
insights provided by each analysis. Fourth, the data set should pro-
vide students with the opportunity to engage in substantive learning.
By selecting data sets with a story to tell, students learn something
new about the world around them, and consequently, may discover
the importance of statistical analysis. “If you want students to look
for meaning, you cannot give them data sets that feel meaningless”
(Cobb, 1987, p. 332). Fifth, the data set must be interesting and
relevant to students. Singer and Willett suggested that instructors
seek out topical (e.g., racism on campus), controversial (e.g., effec-
tiveness of stem cell research), or historical data (e.g., Cyril Burt’s
data on the IQs of identical twins).

Finding appropriate reality-based data sets

In his review of statistics textbooks, Cobb (1987) hoped he had
seen the last of “XYZ Corporation,” “Hospitals A, B, and C,” and
patients “suffering from a certain disease,” among the examples used
by statistics textbook authors (p. 331). Fortunately, researchers have
published many ingenious means to acquire and/or create real data
sets. In addition to specific scholarly articles on the use of data in
statistics education, several books, journal appendices, and Web sites
containing real data are available. In addition, every issue of the online
publication of the American Statistical Association, the Journal of



170 Data Analysis in Statistical Education

Statistics Education, contains a section devoted to interesting data
sets that instructors can use in the classroom. Online Appendix D at
www.teachstats.org contains a listing of publicly available data sets.

Large public data sets. A relatively simple means to use real data in
the classroom is by accessing a large public data set. Many large
data sets (e.g., State Lottery results, Census Bureau publications,
Gallup Organization) are free or available for a nominal fee and
easily accessed via the Internet (Pachnowski, Newman, & Jurczyk,
1997). For example, Holmes (2002) discussed the use of the large
international CensusAtSchool program data set to introduce students
to develop and evaluate students’ statistical understanding. The
CensusAtSchool Web site (www.censusatschool.ntu.ac.uk/) enables
teachers and students to access data (e.g., demographics, physical
measurements, opinion surveys) collected from children in the United
Kingdom, Queensland, South Africa, New Zealand, South Australia,
or Canada. Similarly, Brosnan, Eriksen, and Lin (2002) described
how to teach research methods and statistics for nursing students
using large public-use data sets available on CD-ROMs for a nominal
fee ($20) from the National Center for Health Statistics (NCHS).

Most commercial statistics programs such as SPSS come with sam-
ple data sets. For example, using the SPSS sample data set, Dolinsky
(2001) had her students explore who was most likely to watch X-
rated movies. They were surprised to learn that the percentage of
individuals who reported watching pornographic movies was lower
than expected. Further analyses revealed that college-aged men were
more likely to view X-rated films than older men and women.

Many peer-reviewed journal articles and published conference pro-
ceedings have relevant data sets included in the appendices. In addi-
tion, several authors have published collections of real data (e.g.,
Andrews & Herzberg, 1985; Hand, Daly, Lunn, McConway, &
Ostrowski, 1994). Unpublished doctoral dissertations are also excel-
lent sources of data. Singer and Willett (1990) provided an extensive
annotated bibliography of published data sets in scientific journals
and statistics textbooks.

Ripped from the headlines data sets. One means to engage students
in statistics is to draw from real events that have publicly available
data. Yu, Chan, and Fung (2006) used publicly available Severe
Acute Respiratory Syndrome (SARS) data to introduce students to a
variety of statistical techniques (e.g., descriptives, chi-square, linear



Data Analysis in Statistical Education 171

regression) in three different statistics classes (introductory statistics,
demography course, time series class). The authors provided six
different exercises appropriate for students with varying statistical
backgrounds. For example, students computed whether age was a
risk factor in SARS, examined why Hong Kong had the highest
fatality rates, and analyzed the economic impact of SARS. According
to Yu et al., students who worked with the SARS data learned more
about the event, engaged in active learning, and had the opportunity
to use a statistical program (e.g., SAS).

Morgan (2001) collected approximately 50 obituaries from the
local paper for use in her research methods class. The resultant
obituary data set was rife with problems normally encountered when
collecting “live” data such as incomplete information and outliers
(e.g., children). In addition, students answered meaningful questions
(e.g., gender x age of death comparisons) using a variety of stat-
istical techniques. However, given the possibility of triggering an
emotional backlash, Morgan noted that instructors should give
students ample notice and opportunity to withdraw from taking
part in the exercise. She also recommended instructors should con-
sider drawing their obituaries from another city.

Professional sports are a ripe source of data for use in statistics
courses. For example, Cholkar and Deshpande (2004) had students
examine the results of the 10th Men’s Hockey World Cup Tourna-
ment to illustrate correlations and explore questions such as whether
the team that scores first has a better chance of winning the game.
Wiseman and Chatterjee (1997) used Major League Baseball (MLB)
salaries, regularly published in USA Today and online, to create a
data set for use in an introductory statistics course. Students used
the data set to examine measures of central tendency, variability,
and the impact of outliers. Given the importance of statistics in the
game of baseball, and the fact such data are readily available in the
daily newspaper or via Internet rotisserie (i.e., fantasy) baseball
leagues, it is only natural that instructors have used baseball to teach
statistics. In fact, Albert (2003) has written a very creative book
devoted to teaching statistics using baseball. The text demonstrates
how to use box scores, individual batting (e.g., Cal Ripken) and
pitching data (e.g., Roger Clemens), team statistics, and analyses of
specific record-breaking events (e.g., Barry Bonds’ single season home
run record) to illustrate statistical theory (e.g., probability, statistical
inference) and applications (e.g., correlations, regressions, Markov
Chain).
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Case study approach. Although many instructors would like to give
students the opportunity to collect real data, time and/or resource
constraints limit their options. Consequently, some instructors use
a case approach for incorporating real data into their course. For
example, Nolan and Speed (1999) incorporated published data into
their statistics course by developing case studies for use in an
undergraduate statistics laboratory. The authors provided students
with background material, specifics on the data set, specific questions
regarding the data, and statistical theory and applications relevant
to the lab. Students reported that the labs helped them better
understand statistical theory and see the relevance of the material to
the real world. Carlson (1999) and Sharpe (2000) also used the case
study method for teaching statistics to business and economics
students with similar results.

Student-as-participant data sets. A popular procedure for collecting
real data with which students are intimately familiar with involves
having students become research participants (e.g., Hettich, 1974;
Jacobs, 1980; Low, 1995). For example, Stedman (1993) divided his
introductory statistics class into two groups based on their response
to a questionnaire that assessed whether the students were morning
or evening people. Over the course of the semester, the class calculated
measures of central tendency, variability, and performed t-tests to
determine if the groups differed on television watching, GPA, etc.
Schacht and Stewart (1992) presented students with one of two
hypothetical situations where a police officer pulls over a youth (delin-
quent or preppy) in a stolen vehicle. Students then respond as to
what punishment the youth should receive. After the exercise is
completed, students examine the raw data, compute relevant statistics
(e.g., measures of central tendency, variability, and t-tests), and discuss
statistical concerns. Sullivan (1993) created seven exercises that
addressed a variety of different statistical concepts (scales of measure-
ment, probability, central limit theorem, correlation) by collecting
data from fellow classmates.

Bolstad, Hunt, and McWhirter (2001) surveyed students in their
introductory statistics class on issues that are of universal interest for
college students—sex, drugs, and Rock n’ Roll. Students were asked
the number of past sex partners they had, the most recent time they
smoked marijuana, and their choice of the greatest Rock n’ Roll singer
of all time. The authors protected student privacy by using an anonym-
ous questionnaire coupled with a randomization procedure whereby
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students responded to either the real question or a dummy question
(approximately one-third of the responses). Students were eager to
participate, motivated to explore the data set, and gained an under-
standing of randomization techniques often used in clinical drug trials.

Student-as-researcher data sets. Students are typically not involved
in the formation of the hypothesis, choice of measures, and collection
of the data in the techniques described above. According to Thompson
(1994), “To derive full benefit from real data, students must be the
researchers (not the subjects in the study), and they must collect
the data themselves or assist in the design of the data-collection
instrument” (p. 41).

To facilitate the use of students-as-researchers, Thompson (1994)
introduced the Student Information Questionnaire (SIQ) to provide
a skeleton framework that both instructors and students can easily
modify to fit their needs. After the class decided on a hypothesis,
students modified the SIQ, collected the data from other classes,
entered the data into a computer spreadsheet, and analyzed the data.
Thompson reported that students preferred the SIQ data to hypo-
thetical data whenever he introduced new statistical procedures
during the semester. In addition, students noted that the use of the
SIQ data made the class more interesting, and as a result, found it
easier to learn statistics.

Halvorsen and Moore (2000) had students in small groups
conduct their own research projects using publicly available data,
observational data collection strategies, or experimental approaches.
Students chose a research project, developed a proposal, collected
data, conducted statistical analyses, and presented the results of their
study. The authors asserted that this approach fosters active learning
and kept students’ interest because they were investigating topics
they chose to examine. According to Halvorsen and Moore, students
reported that although the project was “a lot of work,” it was “one
of the most useful parts of the class” (p. 32).

There is no end to the topics that students can investigate to
generate data for use in the classroom. Smith (1998) provided a list
of 20 projects (observational, survey, experimental) that students
conducted within the confines of an introduction to statistics course.
Hunter (1977) listed 32 experiments performed by students in his
statistics course including investigations of the spreadability of cara-
mel candy, how to knock down the most bowling pins, and the yield
of popcorn kernels. Stern (1999) had students collect data from
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10 men and 10 women to investigate the effect of gender on the num-
ber of shoes owned. After the class created an aggregated data set,
students produced descriptive statistics, graphed the data, and tested
for differences between means.

Marek, Christopher, and Walker (2004) created a theme-based
research methods course with a statistics laboratory. The authors
reported that the theme-based course was particularly well suited for
small liberal arts schools with limited library resources and no sub-
ject pool. Over the course of the semester, the class became familiar
with the theme-based material (e.g., procrastination, Protestant work
ethic, and personality), developed hypotheses, discussed the relevant
questionnaires, prepared an informed consent form, and proceeded
to each collect data from five respondents (class data were later
aggregated). During the statistics lab session, students learned to
conduct data analyses using SPSS and created an APA-style results
section that included a variety of statistical analyses (e.g., chi-square,
t-test, ANOVA). Although the theme-based course did not give
students the opportunity to develop their own research ideas,
students evaluated the class favorably and recommended including a
theme-based class project for future classes.

The School Spirit Study Group (2004) was a particularly exciting
project that involved 21 different instructors from 20 different schools
all working together to create a joint data set that allowed students
to examine how their school compared to others on several dimen-
sions. Instructors from each school had students in their courses
collect data on school spirit such as (a) percentage of students wear-
ing school uniform: (b) percentage of cars on campus with school
stickers; (c) alumni donation rate; (d) spirit ratings by The Sporting
News; and (e) attitudinal measures of pride. Participating instructors
responded very positively to the project, commenting that the exer-
cise enhanced students’ conceptual and practical understanding of
course concepts (94%), demystified the process of doing research
(61%), increased student engagement (56%), improved student learn-
ing (39%), and enhanced their ability to teach statistics (39%).

Drawbacks to using real data sets

Despite the advantages associated with using real data sets in teach-
ing statistics, there are some drawbacks. According to Singer and
Willett (1990), instructors need to be aware that finding or creating
real data sets greatly increases the amount of time needed for class
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preparation. In addition to problems locating and acquiring data
sets, instructors need to find manageable data sets that they can
easily download and format for use on their preferred data analysis
program (Sieber & Trumbo, 1991). Furthermore, using a real data
set to illustrate specific statistical procedures necessitates that instruc-
tors conduct preliminary analyses to identify potential problems.
Consequently, the instructor may need to examine several data sets
before finding one that best illustrates relevant concepts or produces
desired results.

Whenever collecting data from human participants, regardless of
intent (i.e., research purposes or classroom exercise), instructors need
to keep in mind the ethical issues that bear on the situation. Con-
sequently, Stern (1999) recommended that instructors contact their
school’s Institutional Review Board (IRB) to determine the best course
of action. Instructors need to plan their activities well in advance of
the scheduled implementation date in the event of a delay in the IRB
approval process.

Although collecting student data is a quick and easy way to get
students invested in data analysis techniques, the procedure limits
the type of analyses that students can perform on the data due to
small sample sizes (Thompson, 1994). According to Singer and Willett
(1990), the use of small data sets “creates a false impression as to
what constitutes adequate sample size in practice” (p. 225). In addi-
tion, the desire to have a significant outcome when presenting
students with a new analysis may result in the selection of data sets
with large effect sizes. Unfortunately, this procedure “builds a false
anticipation” (p. 225) of the likelihood of encountering such effect
sizes in everyday life (Singer & Willett, 1990).

One means to avoid the problem of small sample sizes is to collect
data from semester to semester using the same stimulus materials.
Alternatively, instructors who teach at an institution with an intro-
ductory psychology participant pool might be able to access the
collective data set for demonstration purposes. For example, Lutsky
(1986) used previously collected data sets to demonstrate research
methods and statistical procedures in his introductory psychology
course. Using a five-page handout detailing the purpose, methodo-
logy, data analysis possibilities, and specific instructions for con-
ducting analyses in SPSS, student were given two weeks to complete
the assignment. Lutsky reported that students found the project valu-
able, were less anxious about statistics, and were more confident
using a computer.
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Similarly, instructors can use the American Psychological Associ-
ation’s Online Psychology Laboratory (OPL: http://opl.apa.org/) to
enable students to take part in psychology experiments. Instructors
can then access the data from their class, as well as data from other
classes, to examine the results of the study. Instructors can download
data into Excel spreadsheets or import the data into a commercial
data analysis program such as SPSS.

Conclusion

The emergence of sophisticated computerized data analysis tools,
such as SPSS, has given statistics instructors the opportunity to bet-
ter engage students in the process of learning (Ben-Zvi & Friedlander,
1997). Students in classes that use programs like SPSS are free from
the drudgery of hand calculations (Smith, 2003), able to spend more
time learning statistical theory (Forsyth, 2003), learning a skill that
may be useful later in their academic and professional career (Oswald,
1996), and may develop a more favorable attitude towards com-
puters and statistics (Ware & Chastain, 1989). However, the suc-
cessful integration of data analysis programs into statistics courses
is dependent on how we ultimately use these programs in the class-
room. Hawkins (1997) cautioned, “Technology can enhance the
processes of teaching and learning statistics. However, not all tech-
nology is fit for this purpose, and the use we make of this techno-
logy is not always appropriate” (p. 2). Consequently, instructors
need to review all available software packages, design exercises that
encourage active learning, and provide adequate support material.

Although there is controversy regarding the utility of integrat-
ing commercial data analysis programs into statistical education
(Hawkins, 1997), scholars are generally unanimous in the assertion
that interesting data can infuse life into any statistics course. Cobb
(2000) proclaimed, “Almost any course in statistics can be improved
by more emphasis on data and concepts, at the expense of less
theory and fewer recipes” (p. 3). In addition, the overwhelming
consensus in the statistical education literature is that instructors
should use authentic or real data (Ballman, 2000; Cobb, 1987; Singer
& Willett, 1990). According to Ballman, there are several advant-
ages associated with the use of real data in the statistical education.
First, instructors can use real data to convey the importance and
practicality of statistics. The course is not just an academic hurdle
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on the way towards graduation. Second, real data can teach students
new information about other subject matter that they normally may
not encounter. In other words, they may learn something other than
statistical theory. Third, real data are messy. There are outliers,
incomplete cases, and biased responses in real data sets. By using
real data, students may come to appreciate statistics is not simply
doing calculations but rather involves critical thinking skills.
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Chapter 8

Endings and Beginnings

While nothing is more uncertain than the duration of a single
life, nothing is more certain than the average duration of a
thousand lives. – Elizur Wright

Statistics instructors have a significant amount of information to cover
in a single semester. Nonetheless, statistics educators have recom-
mended that topics such as advanced data analytic techniques (e.g.,
multivariate), ethics, and diversity issues be integrated into the course.
To accommodate high-level statistics, Brakke et al. (2007) encour-
aged instructors (a) to streamline their traditional introductory
statistics course by removing material that psychology students are
unlikely to encounter or (b) to offer a second course in statistical
methods that addresses advanced topics such as multivariate stat-
istics. Although students may receive more in-depth coverage of
this material and other topics on the graduate level, statistics edu-
cators recommend that instructors offer at least a conceptual over-
view of additional topics such as ethics, MANOVA, structural
equation modeling and meta-analysis (Friedrich et al., 2000; Lesser
& Nordenhaug, 2004). This recommendation is particularly important
because most students may take only one statistics course in their
entire academic career (Giesbrecht et al., 1997).
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Multivariate Statistics

The advent of sophisticated statistical software has produced an
explosion of multivariate statistics in social science research. Grimm
and Yarnold (1995) examined the number of articles that used at
least one multivariate analysis in the Journal of Consulting and
Clinical Psychology ( JCCP) and the Journal of Personality and Social
Psychology ( JPSP). They found that the number of such articles
from 1976 to 1992 in JCCP increased from 9% to 67%. Similarly,
the number of JPSP articles that used multivariate analyses rose
from 16% to 57%. Sherman, Buddie, Dragan, End, and Finney
(1999) examined the statistical techniques used in research studies
published in Personality and Social Psychology Bulletin (PSPB) and
the Journal of Personality and Social Psychology ( JPSP). They noted
a similar increase in multivariate statistical analyses (e.g., MANOVA,
multiple regression, factor analysis, structural modeling) from the
late 1960s to 1996.

The increasing prevalence of multivariate statistics in psycholo-
gical research underscores the importance of advanced statistical
education in psychology. Harraway and Barker (2005) surveyed
students from New Zealand who had graduated with advanced
degrees in psychology between 1995 and 2000 to determine how they
were using statistics in the workplace. Graduates were most apt to
use statistics to read about published research as well as to design,
conduct, and write about their own research. In addition to basic
descriptive and inferential statistics, psychology graduates also
reported the moderate use of multiple, nonlinear, nonparametric,
and logistic regression, MANOVA, factor analysis, power analysis,
and meta-analysis techniques.

The burden of teaching multivariate statistical analyses has tradi-
tionally fallen to graduate programs in psychology. Consequently,
there has been a rise in graduate-level teaching materials related to
multivariate statistics. For example, there has been an increase in
textbooks devoted to multivariate analyses (e.g., Keith, 2006; Kline,
2005; Tabachnick & Fidell, 2007; Thompson, 2004). Katz and
Tomazic (1990) presented a list of source materials for an applied
graduate course in multivariate statistics including several texts and
relevant journal articles.

Unfortunately, researchers have reported that graduate institutions
are not adequately preparing graduate students in the theory or
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application of multivariate statistics. For example, Aiken et al. (1990)
surveyed PhD programs in psychology across the United States and
Canada and found that few programs responded that most or all of
their students were competent to perform a variety of multivariate
statistical analyses: MANOVA (18%), alternative OLS regression
analyses (3%), confirmatory factor analysis (2%), and other multi-
variate procedures (11%). Aiken et al. suggested that the potential
inability of graduate students to perform multivariate analyses might
be due to insufficient training. For example, 40% of the graduate
programs that responded to Aiken et al’s. survey reported that stu-
dents had received no training in multivariate procedures. Muthén
(1989) asserted that the poor training of past educational psycho-
logy graduate students in topics such as structural equation modeling
(SEM) had resulted in a large number of poorly conducted SEM
analyses in the scientific literature. Interestingly, Harraway and Barker
(2005) found that graduate students were aware that they needed
additional training in advanced statistical methods. They gave Masters
and PhD students the opportunity to nominate courses or workshops
they felt would be most beneficial for post-graduate employment—
the top requested topic was multivariate methods.

To remedy the above deficiencies in multivariate statistical train-
ing for psychology graduate students, Aiken et al. (1990) suggested
that graduate statistical education focus on “proficiency” for those
statistics students will typically use and strive towards “acquaint-
ance” with the underlying theory for those procedures that the stu-
dent may encounter later in their given profession. “We should no
longer assume that each graduate student must be trained to per-
form all of his or her own analyses” (Aiken et al., p. 731). Munley
(2002) presented an approach to teaching multivariate statistics to
graduate-level counseling students that emphasized conceptually versus
computational-orientated readings. For example, as a supplement to
the assigned research design text, Munley had students read selected
material from Grimm and Yarnolds’ (1995, 2000) conceptually-
orientated multivariate statistics texts and discussed original research
articles from the Journal of Counseling Psychology.

Despite the increased attention placed on graduate-level multivariate
statistical education within psychology, relatively little attention has
been paid to these techniques within an introductory statistics course
at the undergraduate level (Alder & Vollick, 2000; Friedrich et al.,
2000) which is unfortunate given the likelihood that students will
encounter this material as undergraduates. In addition, more advanced
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training at the undergraduate level, even if only a conceptual over-
view of multivariate statistics, would greatly assist graduate-level
instructors by reducing the need to provide remedial statistical
instruction (Aiken et al., 1990; Friedrich et al., 2000).

However, introducing students to descriptive, inferential, and
multivariate statistical analyses in one undergraduate course may be
too much for students to comprehend, let alone retain following the
completion of the course. Consequently, some statistics educators
at the undergraduate level have recommended that instructors
develop a second, more advanced, statistics course to supplement
the traditional introductory statistics course. For example, Friedrich
et al. (2000) suggested that educators consider offering a hybrid
course that combines tests and measurement issues (e.g., reliability
and validity) with sophisticated statistical techniques (e.g., general
linear model, confidence intervals, power analysis, and exploratory
displays). In addition, they advocated for the conceptual treatment
of basic causal modeling and meta-analysis to assist students when
they encounter these topics in current psychological research. A similar
advanced course, proposed by Brakke et al. (2007), covered advanced
ANOVA techniques and multiple regression but did not include other
advanced statistical techniques present in the psychological literature
(e.g., causal modeling, factor analysis, and meta-analysis).

Regardless of the approach, researchers have argued that instruc-
tors should not create an advanced statistics course with the sole
intent of preparing undergraduates to go to graduate school in psy-
chology. Although graduate school preparation is an important
issue, advanced statistical instruction can also increase the likelihood
that students will succeed in subsequent undergraduate coursework,
research projects, community work, and career development (Friedrich
et al., 2000).

Multiple regression

There is a considerable amount of published literature on the teach-
ing of multiple regression—much more so than other multivariate
topics. For example, Timmerman (2000) presented an exercise
designed to facilitate students’ understanding of multiple regres-
sion research reported in the scientific literature. The focus of this
activity was on comprehension versus computation. Following lectures
on correlation, simple regression, multiple regression, and survey
methods, Timmerman assigned students to an activity group or control
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group. He divided students in the activity group into small sub-
groups and asked each group to generate five questions that could
predict individual performance on the previous exam. Timmerman
combined the survey items generated by each subgroup into one ques-
tionnaire. After students completed the questionnaire, Timmerman
calculated the relevant statistics, and the class discussed the results.
Although there was no significant difference between the activity
and control groups on the subsequent test, students in the activity
group scored higher on the regression portion of the exam than did
control group participants. Students reported that the activity was
worthwhile and that the instructor should use it again in future
sections of the course.

García and García (2004) presented a hands-on exercise for teach-
ing multiple regression. Specifically, students predicted whether they
would like an upcoming film using a regression equation based on
published movie critic reviews of films they had seen and rated in
the past. The students constructed several different regression models
(e.g., forward, backwards, and stepwise) using SPSS. García and
García suggested the same approach could work with other media
such as books, songs, and video games. Sachau (2000) created a
three-dimensional model using the classroom walls and floor as axes
and fishing bobbers suspended from the ceiling as data points. Using
the model, he was able to illustrate the centroid, multivariate nor-
mality, mahalanobis distance, and multivariate outliers. Students
exposed to the model did well on a surprise quiz one week later,
reported that the exercise helped them understand multiple regres-
sion, and felt the three-dimensional model was more effective than a
two-dimension illustration. Sachau reported that this approach
worked because it lowered anxiety and deemphasized the role of
mathematics.

Several statistics educators have presented exercises designed
to illustrate particular aspects of multiple regression analyses. For
example, Kowalski (1995) provided an overview of moderated mul-
tiple regression and illustrated six steps that instructors might use to
introduce students to multiple regression. Specifically, she recom-
mended instructors: (a) introduce dummy coding for categorical vari-
ables; (b) discuss how the interaction term is calculated; (c) conduct
the hierarchical multiple regression; (d) present how main effects of
continuous and categorical variables are interpreted; (e) determine
the form of significant interactions using conditional regression equa-
tions; and (f) conduct additional regression analyses as needed.
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Aguinis, Petersen, and Pierce (1999) examined the incidence of
violations of the homogeneity of error variance assumption for mod-
erated multiple regression across three applied psychology journals
during a 12-year period (1987–1999). They found that researchers
violated this assumption in 40–60% of the moderated multiple
regression analyses in which they were able to retest. To assist
researchers and aid instructors, Aguinis et al. created a computer
program to assess whether the data violated the error variance
assumption and for computation of an alternative statistic, if neces-
sary. Serlin and Levin (1985) presented a set of procedures designed
to simplify the process of coding qualitative variables for use in
multiple regression analyses. Vaughan and Berry (2005) presented
an in-class Monte Carlo demonstration to illustrate the effect
of multicollinearity on regression coefficients. For more exercises
related to the teaching of multiple regression, see our Web site at
www.teachstats.org.

Logistic regression

Logistic regression has become the preferred tool for predicting
dichotomous outcomes in the health and social sciences because it is
more flexible than other related techniques such as discriminant
analysis, multiway frequency analysis, and multiple regression
(Tabachnick & Fidell, 2007). However, Lottes, Adler, and DeMaris
(1996) contend that there is still confusion as to the conditions
under which logistic regression is an appropriate choice. To assist
instructors in teaching logistic regression, they encouraged instruc-
tors to highlight the similarities between ordinary least squares (OLS)
and logistic regression, present contingency tables as illustrations,
and utilize computer outputs in SPSS and SAS when discussing inter-
pretation strategies. Walsh (1987) presented a simplified overview
of the statistic including the rationale, examples, and guidelines
for interpretation. To illustrate logistic regression, Morrell and Auer
(2007) presented an in-class activity in which students examined the
impact of three explanatory variables (distance, orientation of a trash
can, gender) on the ability to toss a ball into a trash can (outcome
measure). They encouraged instructors to use pre- and post- activity
homework to ensure the activity was optimally effective.

Simonoff (1997) proposed that instructors could use data associ-
ated with the sinking of the Titanic to illustrate logistic regression.
Specifically, he suggested students use published data to investigate
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the link between economic status, age, and gender on the likelihood
of surviving the disaster. Simonoff (1998) also proposed instructors
use the 1998 McGwire/Sosa home run race to illustrate logistic
regression by modeling whether the probability of McGwire or Sosa
hitting a home run varied as a function of other variables. Souhrada
(2006) created a logistic regression example based on the season two
episode All’s Fair (#218–31) of the CBS series Numb3rs in which
the main character, Charlie, used logistic regression to determine
which criminal suspect would strike next. In the classroom activity,
students use provided information to determine whether a suspect is
male or female.

Additional multivariate techniques

The bulk of the literature on teaching multivariate statistics comes
from the mathematics and statistics fields. Much of this material is
limited to advanced regression techniques such as multiple regres-
sion and logistic regression. However, researchers have numerous
multivariate procedures at their disposal, such as structural equation
modeling (SEM), meta-analysis, multivariate analysis of variance
(MANOVA), canonical correlation, factor analysis, and path ana-
lysis. Unfortunately, there is a paucity of literature on teaching these
advanced topics.

For example, structural equation modeling (SEM) has grown
considerably over the past two decades into one of the dominant
multivariate techniques in psychological research (Hershberger, 2003;
Tremblay & Gardner, 1996). Unfortunately, the only resource avail-
able relevant to teaching structural equation modeling was Stapleton
and Leite’s (2005) analysis of SEM syllabi. They collected 55 syllabi
of quarter or semester-long courses on SEM from the fields of educa-
tion and psychology. They reviewed each syllabus and reported on
the presence of a required text or recommended readings, the type of
topics covered, software applications utilized, and assessment criteria.

There are several good background resources available for
instructors wishing to introduce students to SEM. For example,
MacCallum and Austin (2000) provided an overview of SEM, illus-
trated the many applications of SEM in psychological research, and
discussed some lingering problems associated with SEM. Several good
book chapters (e.g., Klem, 2000; Tabachnick & Fidell, 2007;
Thompson, 2000c) and textbooks (e.g., Hoyle, 1995; Kline, 2005;
Loehlin, 2004; Schumacker & Lomax, 2004) on SEM provide good



186 Endings and Beginnings

background information that may be useful for instructors. In addi-
tion, Hittner and Carpenter (1994) recommended resource material,
such as background articles, textbooks, and representative research
articles for teaching SEM.

Meta-analysis has also become an increasingly important tool
in the behavioral and social sciences (Durlak, 1995; McNamara,
Morales, Kim, & McNamara, 1998). A search of PsycINFO re-
vealed over 2,000 meta-analyses examining a broad range of topics
in psychology. Friedrich et al. (2000) reported that approximately
half of those advanced statistics instructors surveyed reported spend-
ing an hour or more of class time on meta-analysis. Several good
meta-analysis tutorials exist in journals (e.g., Chambers, 2004;
McNamara, et al., 1998; Quintana & Minami, 2006; Robey &
Dalebout, 1998). There are also several texts and book chapters
devoted to meta-analysis (e.g., Becker, 2000; Durlak, 1995; Hunter
& Schmidt, 2004; Lipsey & Wilson, 2001; Schulze, 2004). How-
ever, despite its popularity, there is little research devoted to teach-
ing methods associated with meta-analysis.

Additional background materials are available for instructors
who wish to incorporate other multivariate procedures such as
MANOVA (Huberty & Olejnik, 2006; Weinfurt, 1995), canonical
correlation (e.g., Thompson, 2000d), factor analysis (e.g., Henson
& Roberts, 2006; Thompson, 2004), path analysis (e.g., Klem, 1995;
Wolfle, 2003), and other multivariate procedures (e.g., Grimm &
Yarnold, 1995, 2000; Tabachnick & Fidell, 2007) into a statistics
course. However, as was the case with many of the multivariate tech-
niques discussed above, there is a lack of published research related
to the teaching of these topics. Future research needs to address this
deficiency given the importance of multivariate statistics in the psycho-
logy literature. At the very least, students need to have a conceptual
understanding of these topics to keep abreast of new developments
in the field. As statistics instructors, we have an obligation to develop
the best means to convey this information to students.

Special Topics

The development of statistical reasoning and thinking skills is funda-
mental to a quality statistics education. Statistics educators and
scholars have argued that an understanding of the big picture of
research is a key component of such skills (Ben-Zvi & Garfield,
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2004; delMas, 2002; Pfannkuch & Wild, 2004). Without an under-
standing of ethics and the impact of diversity on research, students’
reasoning and thinking skills will be incomplete.

Ethics

Too often, the words “statistics” and “lies” appear in the same
sentence or even title of a book (e.g., Best, 2004; Huff, 1954).
Schield (2005b) argued that statisticians rarely lie but are more likely
to prevaricate—mislead by omission or the selective use of statistics.
He cited Aaron Levenstein, who compared statistics to beachwear in
that “what they reveal is suggestive, but what they conceal is vital”
(p. 1). In response to concerns regarding ethics, the American Statist-
ical Association (ASA; 1999), the International Statistical Institute
(ISI; 1985), and the United Nations Statistical Commission (UNSC;
1994) each developed and passed ethics codes and guidelines. The
ASA’s Ethical Guidelines for Statistical Practice (1999) also argued
that the ethical principles and guidelines apply to students regardless
of whether they consider themselves future statisticians or not. As
such, instructors need to introduce and discuss ethics in their stat-
istics courses.

Ethics has long been an integral topic in research methods courses
at the undergraduate level. Indeed, educators have written exten-
sively in scholarly publications, textbooks, and teaching resources
concerning teaching ethics in a research context (e.g., Beins, 2004;
Brinthaupt, 2002; Kardas & Spatz, 2007). Unfortunately, many
instructors have not integrated a discussion of ethics into their statis-
tics courses. The omission is most likely the result of two factors.
First, Lesser and Nordenhaug (2004) found that until recently, few
statistics textbooks included sections on ethics. Second, researchers
and instructors have not rated ethics as an important component of
a statistics course (Friedrich et al., 2000; Giesbrecht et al., 1997;
Landrum, 2005). Landrum and Giesbrecht et al. compiled lists of
statistical topics and terms based on an evaluation of research art-
icles and statistics textbooks. The topic of ethics did not appear in
either list or article.

The American Psychological Associations’ (APA) Ethical Prin-
ciples of Psychologists and Code of Conduct (2002) does not directly
address the use of statistics. However, Section 8 in Research and
Publications made two essential points in relation to research
results. First, researchers have an obligation to be as accurate as
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possible and should not fabricate data. Second, if a researcher should
discover errors later in their reported results, they should make an
effort to correct the problem. Additionally, instructors should con-
sider introducing all of the ethical principles related to research
outlined in the APA Ethical Principles (e.g., issues of confidentiality,
deception, informed consent). Statistical scholars and researchers have
argued that instructors must teach statistics within a research con-
text and that students must understand the big picture of the ques-
tions they are asking (e.g., ASA, 2005; Cobb & McClain, 2004;
Gal, 2004; Goddard, 2005; Pfannkuch & Wild, 2004; Rumsey,
2002). Ethics is an essential component of that big picture and
context.

The ASA’s (2007) mission statement enjoined statisticians to use
the “discipline to enhance human welfare” (para. 2). Towards that
aim, the ASA Board of Directors approved the Ethical Guidelines
for Statistical Practice in 1999 and included two broad sections:
Preamble and Ethical Guidelines. The ASA subdivided the Preamble
into three sections: Purpose of the Guidelines, Statistics and Society,
and Shared Values. Instructors may find the Preamble particularly use-
ful in discussing statistical ethics with students. It highlights statistics
as grounded in professionalism, ethics, morality, and emphasizes the
social value of research. The ASA subdivided the Ethical Guide-
lines into eight categories with some of the categories directed prim-
arily towards statistical practitioners and employers. Teachers may
want to address the categories focusing on professionalism, publica-
tions, and responsibilities to both research subjects and colleagues.
Instructors can find the full text of the ASA Ethical Guidelines at
www.amstat.org/profession/.

The International Statistical Institute (ISI) adopted the Declaration
of Professional Ethics in 1985. Instructors may find this broader
statement of statistical ethics a useful adjunct in a statistics course.
The Declaration extends its content beyond a discussion of ethics
solely in relation to the work of statisticians to a broader analysis
of statistics in a research context including information related
to informed consent and confidentiality. Instructors may find the
ISI Declaration and particularly, the extensive bibliography useful
(http://isi.cbs.nl/ethics.htm).

In 1994, the United Nations Statistical Commission (UNSC) passed
the Fundamental Principles of Official Statistics. This document
outlined 10 principles for the ethical use of statistics in an official
capacity and highlighted the essential role that official government
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statistics play in national and international decision-making and policy
planning. The UNSC argued that compilers and users of official stat-
istics have particular ethical obligations to ensure that researchers
collect data professionally, accurately, and according to sound
scientific principles. Moreover, the UNSC asserted that researchers
must protect individuals’ privacy and guard against the misuse of
statistics. The Fundamental Principles of Official Statistics stated,
“Official statistics provide an indispensable element in the informa-
tion system of a democratic society, serving the Government, the
economy and the public with data about the economic, demographic,
social and environmental situation” (Principle 1). Instructors can
find the full text of the Fundamental Principles of Official Statistics
at http://unstats.un.org/unsd/methods/statorg/FP-English.htm. Selzer
(2005) provided a good overview of ethics in relation to official
statistics. He discussed the rationale for ethics in official statistics,
important concerns (e.g., methodology and confidentiality), and
responses to ethical abuses.

Lesser (2007) argued that instructors should teach statistics from
a social justice perspective. He asserted that this perspective not only
puts the issue of statistics within an ethical context but increased the
relevancy of the statistics, which consequently enhanced students’
motivation in the course (ASA, 2005; Snee, 1993; Thompson, 1994).
Instructors can also highlight the role that statistics play when used
to inform and educate a population on social justice concerns. For
example, Lesser discussed issues such as racial discrimination, pov-
erty and pay equity, consumer issues, and health care. He provided
examples that emphasized the role of operational definitions, differ-
ent measures of central tendency, graphs, and inferential statistics
on policy decisions when researchers misused statistics. Lesser and
Nordenhaug (2004) discussed the application of probability to
issues such as the death penalty and racial profiling. To increase the
appeal of this approach, Lesser (2007) provided useful suggestions
for instructors teaching in environments that might not be open to a
social justice approach to teaching statistics.

Instructors can also integrate ethics into statistics courses through
a discussion of the historic misuses of statistics. For example, Seltzer
and Anderson (2001) discussed the role that confidentiality plays
in data collection. They noted that researchers should use care even
with aggregated data, as some individuals or small groups may re-
main identifiable. In this discussion, they highlighted the role that
official statistics have played in historical incidents of forced migration,



190 Endings and Beginnings

internment, and genocide. Of course, within a broader research
context, instructors can discuss the Tuskegee study (Jones, 1993) or
the Nazi experiments in the concentration camps (Woolf, 2001) to
highlight a host of ethical abuses.

Bragger and Freeman (1999) used an exercise to facilitate the
teaching of both ethics and statistics. Students evaluated five com-
monly discussed social psychology experiments (e.g., Milgram, 1963)
and had them rate both the benefits and costs associated with each
study on a scale of 1 (no benefit or cost) to 100 (high benefit
or cost). Students computed the means and standard deviations for
each by gender and reviewed the results. This exercise afforded
students the opportunity to work with meaningful data, the oppor-
tunity to explore ethical concerns, and to get a glimpse into the
potential workings of an institutional review board.

Vardeman and Morris (2003) argued that we should teach stat-
istical ethics as an extension of broader ethical concerns related to
being a responsible human being. For example, instructors should
highlight issues such as working only in areas within which one is
competent, living up to one’s commitments, fully exploring ideas,
avoiding misrepresentation, and being willing to reach unpopular
conclusions. In addition to avoiding misleading results, Goddard
(2005) also argued that all researchers, whether student or profes-
sional, should carefully proofread all their data. Vardeman and Morris
asserted, “At its core statistics is not about cleverness and technique
but rather about honesty. Its real contribution to society is primarily
moral and not technical. It is about doing the right thing when
interpreting empirical information” (p. 21).

Diversity

In 1998, the APA’s Board of Educational Affair’s Task Force
on Diversity Issues at the Precollege and Undergraduate Levels of
Education in Psychology authored a series of articles in the APA
Monitor (www.apa.org/ed/divhscollege.html), which suggested that
an effective approach to making psychology more inclusive would
be to incorporate diversity issues within existing courses in psycho-
logy. Much like ethics, researchers have not listed diversity as an
important component in statistics courses (Friedrich et al., 2000;
Giesbrecht et al., 1997; Landrum, 2005). Statistics have the appear-
ance of being very democratic and hence, perhaps, unaffected by
issues of diversity. Yet, the development of statistical reasoning and
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thinking skills necessitates the understanding of statistics in context
(Cobb & McClain, 2004; Gal, 2004; Pfannkuch & Wild, 2004;
Rumsey, 2002). Therefore, it is incumbent on instructors to address
issues of diversity in statistics courses.

Diversity is a broad-reaching concept that educators often con-
ceptualize as including race/ethnicity, gender, sexual orientation, age,
disability, cross-cultural, international, socioeconomic status, lan-
guage, educational level, religion, marital status, social class/caste,
computer literacy, and physical appearance. Mio, Barker-Hackett,
and Tumambing (2006) noted that there is a recent trend towards
greater use of qualitative approaches when examining issues of
diversity or multiculturalism in psychology. Nonetheless, researchers
still largely use quantitative methods when examining the majority
of domains within psychology including the study of diversity.

Chang and Sue (2005) suggested that the current scientific para-
digm, with its focus on experimental designs, has introduced a bias
in psychology, specifically a focus on internal validity and a devalu-
ation of external validity. They suggested that the overemphasis on
internal validity (i.e., causality) has fostered several problems such
as an overuse of college students as research participants and an
overwillingness to assume research conducted on one population
(e.g., white, middle-class, U.S. citizens) can be generalized to other
groups and situations. This issue is important in a statistics course
due to the positive relationship between internal validity and stat-
istical conclusion validity (Shadish et al., 2001). Researchers may
endeavor to achieve high statistical conclusion validity by using
homogeneous samples with accompanying low error rates. However,
the exclusion of diverse participants does not reflect the diversity
of human experience. Instructors need to make students aware of
external validity issues in relation to the results of their projects and
data analyses.

Although Woolf and Hulsizer’s (2007) discussion of diversity
focused on teaching research methods, much of their discussion is
applicable for use in statistics courses. For example, they presented
issues of sampling, experimenter bias, methodological design con-
cerns, construct validity, and informed consent—each of which are
important topics relevant to development of statistical thinking as
well as statistical ethics (ASA, 1999; Ben-Zvi & Garfield, 2004;
delMas, 2002; ISI, 1985; Pfannkuch & Wild, 2004). They further
discussed the effect of group definition and the impact of omission/
exclusion of groups on research conclusions. Instructors might use



192 Endings and Beginnings

gender data to highlight the difference between statistical signific-
ance and practical significance or include information concerning
illusory correlations during discussions of correlation coefficients. By
placing issues of diversity within the context of statistical thinking,
teachers can assist students with learning the limitations and appro-
priate interpretation of data-analytic techniques and results. Quina
and Kulberg (2003) also highlighted goals and objectives that
accompany the integration of sociocultural context and multicultural
awareness into experimental psychology courses.

For the development of statistical literacy, students must be able
to understand data in context (ASA, 2005; Gal, 2004; Phannkuch
& Wild, 2004). Students should be aware of their method of data
collection and possible non-equivalency of data due to the effect
of diversity. For example, Brislin (2000) asserted that researchers
should understand the influence of three sources of nonequivalence—
translation, metric, and conceptual—when conducting cross-cultural
research. Translation equivalence is necessary when using an experi-
mental measure developed in a different culture. Metric equivalence
involves the ability to compare the specific scores on a scale of
interest across cultures. Conceptual equivalence is the degree to which
theoretical concepts or constructs are the same between two cul-
tures. Instructors can highlight nonequivalence in a variety ways.
For example, instructors can raise the issue of whether clinical or
personality measures are equivalent cross-culturally. In addition,
instructors can stress that even a demographic variable such as “age”
may not be culture-free. For example, the Ju/’hoansi, also known
as the !Kung, use a culturally specific age categorization system
as opposed to thinking of age in chronological years (Hames &
Draper, 2004). Instructors can also highlight the potential for non-
equivalency. For example, researchers have rarely standardized meas-
ures of assessment used in research, particularly those related to
personality assessment and psychopathology, for use with a disabled
population (Elliott & Umlauf, 1995; Pullin, 2002). Instructors who
highlight the context of numbers are facilitating the development of
statistical literacy, thinking, and reasoning skills (ASA, 2005).

In January 2000, the Council of National Psychological Associ-
ations for the Advancement of Ethnic Minority Interests (CNPAAEMI)
produced the Guidelines for Research in Ethnic Minority Commu-
nities. Five ethnic minority associations within the APA worked col-
laboratively to create a document reflecting issues relevant to research
with African-American, Asian-American, Hispanic, and American
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Indian populations. The Guidelines provided a wealth of informa-
tion that statistics instructors might find useful as a course supple-
ment. The Guidelines for Research in Ethnic Minority Communities
(CNPAAEMI, 2000) invited researchers to learn more about the rich
diversity among individuals defined as belonging to a particular race
and avoid treating racial categories as homogenous groups. Instruc-
tors can encourage students to think of diversity as not just a vari-
able of interest but also as a source of variability within seemingly
homogenous populations.

Online Statistical Education

Technological advances in online course delivery software, increas-
ing student demand for accessible college courses, and administra-
tive pressure to offer courses with lower direct and indirect costs
have resulted in a steady increase in online education across academia
(Institute for Higher Education Policy, 1999). Of course, distance
education is not a new concept—only the medium has changed. In
the past, distance educators have utilized radio, television, and more
recently video to offer education to students (Stephenson, 2001).
However, computer technology has allowed instructors flexibility in
both the content and format of the course that was unavailable in
previous manifestations of distance education. Computers facilitate
the incorporation of multimedia applications (e.g., Java applets,
PowerPoint, video) into a lecture—regardless of whether the course
takes place in a physical or virtual classroom. Online education
software also has enabled instructors to offer courses in “real time”
(i.e., synchronous instruction) or at whatever time is convenient for
students (i.e., asynchronous instruction).

Teaching in an online environment can be a challenge (Kreiner,
2006). Instructors should expect to spend considerable time convert-
ing their traditional course to an online environment (Finley, 2006).
According to Harris, Mazoué, Hamdan, and Casiple (2007), instruc-
tors need to take care when selecting course management software
(e.g., Blackboard, WebCT) and ancillary technologies (e.g., Tegrity
Web Learner, Centra Symposium) to insure the course platform
meets their pedagogical needs and student expectations. Following
the creation of the course, Finley warned that instructors should
expect to spend time maintaining links, learning to navigate the
course management software, and interacting with students. Indeed,
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Finley revealed she spent one-third more time interacting with her
online students than with her traditional course students.

One of the primary arguments against online instruction is the
concern that the medium negatively affects the academic rigor of the
course (Brink, 2004; Eaton, 2001). However, Brink (2004) argued
that a good learning experience depends more on the student–teacher
interaction than the means by which the instructor conveys the
material to the student. Indeed, Harris et al. (2007) recommended that
instructors create online courses with an eye towards maintaining,
as much as possible, equivalent processes and outcomes associated
with traditional face-to-face classroom instruction.

Researchers have offered suggestions specific to teaching statistics
in an online environment. For example, Tudor (2006) offered tips
on creating tutorials, self-help quizzes, activities, and exams for the
online environment. She also commented on the importance of group
discussions, statistical software, and supplemental course materials.
Tudor asserted that the key ingredients to a successful online stat-
istics course are organization, active-learning opportunities, student-
to-student communication, and meaningful interaction between
student and instructor. Pedagogy is not medium specific (Markel,
1999). Grandzol (2004) asserted that he approached online instruc-
tion in much the same way he approached the topic in a traditional
class setting. Indeed, some of the tips for teaching a traditional
statistics course that Kirk (2002) presented were similar to the re-
commendations offered by online statistics instructors (e.g., increas-
ing student–teacher interaction, employing active-learning strategies).

Several studies have compared fully online statistics courses to
traditional statistics courses or hybrid classes (i.e., only a portion of
the course is online). Unfortunately, research on the effectiveness of
online statistical education has produced mixed results. For exam-
ple, Summers, Waigandt, and Whittaker (2005) compared students’
final statistics grades and course satisfaction ratings in an online
versus traditional face-to-face statistics course. They found no differ-
ence in students’ final grades between the two instructional ap-
proaches. However, students in the online course were less satisfied
with the instructor, class discussion, class assignments, and grading
than were students in the traditional statistics class. Harrington (1999)
examined the relationship between final course grade, undergradu-
ate GPA, and instructional medium (e.g., traditional or a fully online
statistics course) for MSW students taking a graduate statistics course.
She found that students with high undergraduate GPAs performed
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equally well regardless of instructional method. However, students
with low undergraduate GPAs did significantly worse in the online
course than comparable students in the traditional statistics course.

Utts et al. (2003) compared traditional and hybrid statistics courses
to determine if there were any differences in student performance or
satisfaction. They found no difference in student performance on
test scores and grades, and no difference in overall student satisfac-
tion with the course. However, students in the traditional course
reported more satisfaction with the organization, pace, and expecta-
tions than those students in the hybrid course. Ward (2004) also
found no differences in student performance and overall course satis-
faction between traditional and hybrid statistics courses. However,
she reported that students in the hybrid course perceived their
instructor more favorably than did those students in the traditional
statistics course. Cole and Cole (2005) examined whether students
enrolled in an online or hybrid statistics course would differ as a
function of problem-solving ability and class performance. They found
that students in the hybrid course performed significantly higher on
exams than did students in the online course. In addition, unlike
students in the online course, students in the hybrid statistics class
demonstrated an increase in their mathematical problem-solving
abilities.

Although there is some inconsistency in the literature, it may be
possible to draw some tentative conclusions regarding the effec-
tiveness of online statistical education. Several of the studies found
no differences in student assessment between these three teaching
methods. However, student satisfaction seemed to be highest when
students physically interacted with the instructor (e.g., traditional
face-to-face statistics courses). Because online education remains a
relatively new phenomenon, educational researchers need to exam-
ine more fully the conditions that lead to success with Internet-based
statistics instruction and learning.

Finishing up Any Statistics Course

Instructors need to attend as much to the end of the semester as they
do the beginning of a term. This point is important not only to bring
closure to a course but also to begin preparation for following terms.
Consequently, departments and instructors might elect to engage in
programmatic, summative assessment strategies to ensure that the
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course is meeting curricular needs (Garfield & Chance, 2000).
Assessment and curriculum development can occur at any point in a
term. Departments with many statistics sections may elect to engage
in programmatic assessment before the beginning of a term to ensure
consistency in student learning outcomes. Instructors may engage in
collaborative assessment strategies during a term to test out new
activities and teaching strategies. Finally, departments may engage in
broader assessment to ensure that students meet the departmental
learning goals and outcomes. Regardless of the strategies employed,
Garfield (1994) asserted that instructors should not attempt to
engage in assessment alone but rather should work collaboratively
with colleagues.

Departments may elect to adopt general learning goals and out-
comes for their majors to facilitate uniformity across sections of
various courses if taught by different instructors. These defined learn-
ing outcomes and goals facilitate linkages among instruction, learn-
ing, and assessment (Colvin & Vos, 1997; Gal & Garfield, 1997;
Garfield & Chance, 2000). In relation to statistics, Roiter and Petocz
(1996) discussed four different approaches or paradigms relevant
to the teaching of statistics. These approaches included teaching
statistics as a branch of mathematics, a data-driven or laboratory
approach, a research approach, and a problem-solving approach.
They asserted that each of these approaches involves different teach-
ing strategies as well as differing learning outcomes and goals. For
example, a mathematically-based course would focus heavily on prob-
ability and derivation of formulas, be primarily lecture-based, and
utilize traditional testing strategies. A research-based course would
involve greater use of inferential statistics, be project and active
learning based, and would use assessment strategies that include
non-traditional exams, lab assignments, and research reports.

To begin the curriculum development process, Roiter and Petocz
(1996) recommended that departmental faculty complete a short
assessment quiz aimed at highlighting each instructor’s underlying
assumptions about the goals of a statistics course. Their question-
naire required instructors to rate, on a scale of strongly disagree to
strongly agree, 10 items such as the importance of formula deriva-
tions, the role of course projects, the role of research article cri-
tiques, and the use of data sets. Instructors can use the scores from
the questionnaire to ascertain whether they prefer a mathematical,
problem-solving, research, or data-driven laboratory approach to
teaching statistics. Although there is much overlap with each of
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these approaches, departments and instructors may find it valuable
to assess their areas of commonality and difference with the goal of
developing focused departmental goals, outcomes, and assessment
strategies. Departments may also want to review the APA Guide-
lines for the Undergraduate Psychology Major (adopted in 2006).
The second goal of the Report focused on the learning goal of
research methods and included students’ ability to compute and
correctly interpret data analyses as a recommended outcome. This
inclusion of statistical understanding as a key component of research
methods suggests that educational leaders within psychology lean
toward the “statistics as research design/experimental design”
approach as described by Roiter and Petocz (p. 7).

Roback, Chance, Legler, and Moore (2006) presented an approach
to collaborative study for instructors aimed at improved lesson plans
and quality of teaching. In addition, instructors have successfully
applied the Japanese Lesson Study approach to the teaching of math-
ematics (Curcio, 2002; Stigler & Hiebert, 1999). This approach
includes four steps: regular collaborative meetings with instructors
teaching the course; new lesson plan implementation with observers;
follow-up meeting to discuss the teaching and learning experience;
and revision of the course materials. The process is reiterative with
each instructor benefiting from joint development of lesson plans as
well as feedback. Roback et al. commented that the approach works
best when there are 4–6 instructors who teach the same course and
have comparable learning goals and outcomes. Teachers who took
part in the process noted that it required a relatively large commit-
ment of time but that the process had improved their teaching and
sense of collaboration with colleagues. In addition, instructors found
the approach particularly useful when testing out new active learn-
ing techniques in the classroom. Observers were better able to assess
what worked and what didn’t than the instructor. Ideally, the Japan-
ese Lesson Study approach improves the curriculum, student learn-
ing, and enables instructors to use this method as a research tool
(Garfield et al., 2002; Roback et al., 2006).

To facilitate overall assessment and improvement of the course,
Holmes (1997) recommended the use of outside evaluators. He
asserted that outside examiners might better evaluate the function
of a course in relation to programmatic goals and outcomes. For
example, as compared to the instructor, outside observers may be in
a better position to recognize a discrepancy among the goals outlined
in the syllabus, the structure and methods of instruction in the course,
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and models of assessment. Holmes described a program with learn-
ing outcomes and goals aimed at the development of statistical think-
ing that focused on learning formulas and discrete tasks. Once teachers
implemented projects as a key component of the course, students
experienced improved levels of statistical thinking.

Scepansky and Carkenord (2004) described a method of assessing
students in their senior year for retention of material from statistics
and research methods courses. Students completed a multiple-choice
exam compiled from various research methods and statistics test banks.
Scepansky and Carkenord found no significant reduction in reten-
tion of material suggesting that students had developed an internal
schematization of the material from these courses. They also found
no significant correlation between the amount of time spent studying
and subsequent performance on the assessment measure, suggesting
that students might have developed broader statistical reasoning and
thinking skills as opposed to simply memorizing course materials.

Garfield and Chance (2000) highlighted two assessment techniques
that instructors might use for either summative or program assess-
ment—the Statistics Advanced Placement course materials and exam
and the Statistical Reasoning Assessment (SRA; Garfield, 2003). Stat-
istics Advanced Placement test materials from previous years are
available for download at www.apcentral.collegeboard.com. Instruc-
tors must register with the College Board to have access to the
materials but registration is free. Instructors may opt to not use the
exam as presented but rather use it as a model—tweaking the ques-
tions to make them more applicable to psychology. Instructors can
also administer the SRA to examine the development of students’
statistical reasoning skills (Garfield, 2003). Depending on the goals
of the program, instructors can administer the paper and pencil test
as a pre- and post-test to evaluate the development of reasoning
skills within a specific course. Departments also can use the test as
part of an overall pregraduation evaluation to assess skill retention
and student attainment of departmental learning goals and outcomes.
For more information on approaches to teaching your last statistics
class of the semester, see our Web site at www.teachstats.org.

Final Thoughts

Between the two of us, we have taught well over 100 different
sections of introductory statistics, which begs the question: How do
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you keep your course fresh? Lloyd (1999) noted there are many
ways to keep a course exciting and new. Some of her suggestions
work particularly well in a statistics course. First, instructors should
regularly try out new things. Because statistics is fundamentally about
application and reasoning, instructors can discuss recent news arti-
cles, conduct new experiments with students, and test out novel
active learning techniques. Many statistics educators have written
articles and books highlighting a host of activities and projects (e.g.,
Gelman & Nolan, 2002; Gnanadesikan et al., 1997; Hunter, 1977;
Lindquist & Hammel, 1998; Mackisack, 1994; Scheaffer et al., 1996;
Smith, 1998). Second, Lloyd argued that instructors should keep
learning. Fortunately, statistics instructors will find a wealth of
resources related to teaching that they can explore on a regular
basis (e.g., journals and books). Indeed, the Journal of Statistics
Education is introducing a new feature entitled “From Research
to Practice” specifically aimed at the dissemination of statistics
education research (Miller, 2007). Moreover, there are increasing
opportunities for continuing education at conferences and programs
aimed specifically at promoting teacher education in statistics. The
International Association for Statistical Education makes most of
its conference presentations available online at no cost to those
participants who are unable to attend. In online Appendix E at
www.teachstats.org, we provide a listing of books, journals, organi-
zations, and relevant information for instructors who want to keep
abreast the latest statistics education resources and opportunities.

In the end, we hope that both students and instructors will not
only learn from, but also enjoy, their statistics courses. Although the
knowledge of statistics is imperative for students pursuing an under-
graduate and graduate degree in psychology, it is just as essential for
informed citizenship in today’s data-driven world. We recall the
words of Sir Arthur L. Bowley (1907), “A knowledge of statistics is
like a knowledge of foreign languages or of algebra: it may prove of
use at any time under any circumstances” (p. 4). Now learn, teach,
and have fun!
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