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PREFACE TO THE SECOND EDITION

I was pleased to accept the publisher’s invitation to prepare an enlarged
second edition of my book.

The theory of group representations is a large field, and it was difficult to
decide what topics should fill the additional space that had become
available.

Several colleagues were kind enough to give advice and also to draw my
attention to errors in the first edition. I am particularly grateful to A. A.
Bruen, R. W. Carter, W. L. Edge and G. D. James for their valuable
comments.

However, it was impossible to incorporate all their suggestions. A
selection had to be made: in accordance with the principal aim of this text, I
have continued to place the emphasis on group characters rather than on
the underlying representations.

The new material includes further work on tensor products, arithmetical
properties of character values and the criterion for real representations due
to Frobenius and Schur.

Once again, I should like to express my appreciation to the officers of
Cambridge University Press for their help and understanding during the
somewhat lengthy process of completing my task.

W. Ledermann
April, 1986

vii






PREFACE

The aim of this book is to provide a straightforward introduction to the
characters of a finite group over the complex field. The only prerequisites
are a knowledge of the standard facts of Linear Algebra and a modest
acquaintance with group theory, for which my text [13] would amply
suffice. Thus the present volume could be used for a lecture course at the
third-year undergraduate or at the post-graduate level.

The computational aspect is stressed throughout. The character tables
of most of the easily accessible groups are either constructed in the text or
are included among the exercises, for which answers and solutions are
appended.

It goes without saying that a book on group characters must begin with
an account of representation theory. This is now usually done in the
setting of module theory in preference to the older approach by matrices.
Ifeel that both methods have their merits, and I have formulated the main
results in the language of either medium.

In this book I confine myself to the situation where representations are
equivalent if and only if they have the same character. As soon as this
fundamental fact is established, the emphasis shifts from the representa-
tions to the characters. Admittedly, some information is thereby sac-
rificed, and I had to be content with somewhat weaker versions of the
theorems of A. H. Clifford [4] and G. W. Mackey [15]. However,
character theory is sufficiently rich and rewarding by itself, and it leads to
the celebrated applications concerning group structure without recourse
to the underlying representations.

In the same vein, I have concentrated on the characters of the symmet-
ric group rather than on its representations. The latter are expounded in
the monographs of D. E. Rutherford [20] and G. de B. Robinson [19].
The cornerstone of our treatment is the generating function for the
characters, due to Frobenius [9], whence it is easy to derive the Schur
functions and their properties. On returning to Frobenius’s original
memoirs after many years I came to realise that familiarity with recondite
results on determinants and symmetric functions that were common
knowledge around 1900, could no longer be taken for granted in our
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PREFACE

time. I therefore decided to expand and interpret the classical master-
pieces so as to make them self-contained without, I trust, spoiling the
flavour of the creative power that permeated the early writings on this
subject. In order to avoid unduly long digressions I relegated some of the
auxiliary material to the Appendix.

There is a fairly extensive literature on representation theory, to which
the reader may wish to turn for further instruction. Some of these books
are listed in the Bibliography (p. 224). The substantial works of C. W.
Curtis and I. Reiner [5§] and L. Dombhoff [7] contain excellent
bibliographies, which I do not wish to duplicate here. D. E. Littlewood’s
treatise [14] furnishes a great deal of valuable information, notably about
the symmetric group.

My own interest in the subject goes back to an inspiring course by Issai
Schur which I attended in 1931. This was subsequently published in the
‘Zirich Notes’ [21a]. Occasionally, Schur would enliven lectures with
anecdotes about his illustrious teacher Frobenius, and I may be forgiven if
I have succumbed to a bias in favour of an ancestral tradition.

My thanks are due to the Israel Institute of Technology (The
Technion) at Haifa for permission to use a set of lecture notes prepared by
their staff following a course I gave at their invitation in the spring of
1972.1amindebted to the University of Sussex for allowing me to include
some examination questions among the exercises.

Finally, I wish to record my appreciation of the courtesy and patience
which the Cambridge University Press has shown me during the prepara-
tion of this book.

W.L.
July, 1976



GROUP REPRESENTATIONS

1.1. Introduction

One of the origins of group theory stems from the observation that certain
operations, such as permutations, linear transformations and maps of a
space onto itself, permit of a law of composition that is analogous to
multiplication. Thus the early work was concerned with what we may call
concrete groups, in which the ‘product’ of two operations can be com-
puted in every instance.

It was much later that group theory was developed from an axiomatic
point of view, when it was realised that the structure of a group does not
significantly depend upon the nature of its elements.

However, it is sometimes profitable to reverse the process of abstrac-
tion. This is done by considering homomorphisms

6: G-I,

where G is an abstract group and I' is one of the concrete groups
mentioned above. Such a homomorphism is called a representation of G.
Accordingly, we speak of representations by permutations, matrices,
linear transformations and so on.

One of the oldest examples of a permutation representation is fur-
nished by Cayley’s Theorem, which states that a finite group

G:x((=1),x3...,x,

can be represented as a group of permutations of degree g, that is by
permutations acting on g objects. In this case, the objects are the
elements of G themselves. With a typical element x of G we associate the
permutation

1_‘_(x)=(x1 X2 ... xg); (1.1)

XX XX ... XgX

this is indeed a permutation, because the second row in (1.1) consists of all
the elements of G in some order. More briefly, we shall write

m(x): x;»>xx (i=1,2,...,¢8).

1



GROUP REPRESENTATIONS

If y is another element of G, we have analogously

w(y): x;i=»xy (i=1,2,...,8).

In this book the product of permutations is interpreted as a sequence of
instructions read from left to right. Thus = (x)7(y) signifies the operation
whereby a typical element x; of G is first multiplied by x and then by y on
the right, that is

m(x)m(y): x;i>(xx)y (i=1,2,...,¢).

Since this is the same operation as

ﬂ(xy): xi_)xi(xY) (i=1,2,""g)a

we have established the crucial relationship

m(x)m(y) = m(xy), (1.2)
which means that the map
m G-,

is a homomorphism of G into the symmetric group S, the group of all
permutations on g symbols. This homomorphism, which is the content of
Cayley’s Theorem, is called the right-regular representation of G.

A given group G may have more than one representation by permuta-
tions, possibly of different degrees. Suppose that H is a subgroup of G of
finite index n, and let

G=Ht,UH:,U...UH:,

be the coset decomposition of G relative to H. With a typical element x of
G we associate the permutation

Hy, H:, ... Hi
1 2 n ), (1.3)

a(x)z(Htlx Ht,x ... Htx

in which the permuted objects are the n cosets. As before, it can be

verified that

o(x)o(y)=olxy),
which proves that the map
o:G-S,

1s a homomorphism of G into §,,.



INTRODUCTION

These examples serve to illustrate the notion of a permutation rep-
resentation. For the remainder of the book we shall be concerned almost
exclusively with homomorphisms

A: G- GL,(K), (1.4)

where GL,,(K) is the general linear group of degree m over K, that is the
set of all non-singular m X m matrices with coefficients in a given ground
field K. The integer m is called the degree (or dimension) of the represen-
tation A. We describe the situation formally as follows:

Definition 1.1. Suppose that with each element x of the group G there is
associated an m by m non-singular matrix

A(x)=(al'j(x)) (i,j=192,"-$m)’
with coefficients in the field K, in such a way that
Ax)A(y)=Alxy) (x,yeG). (1.5)

Then A(x) is called a matrix representation of G of degree (dimension) m
over K.

A brief remark about nomenclature is called for: in Analysis we
frequently speak of a ‘function f(x)’, when we should say ‘a function (or
map) f which assigns the value f(x) to x’. We are here indulging in a
similar abuse of language and refer to ‘the representation A (x)’ instead of
using the more correct but clumsy phrase ‘the homomorphism A: G-
GL,,(K) which assigns to x the matrix A (x)’. When it is convenient, we
abbreviate this to ‘the representation A’.

Some consequences of (1.5) may be noted immediately. Letx =y = 1.
Then we have that

{AMPF=AQ).

Since A (1) is non-singular, it follows that
A(M=1,

the unit matrix of dimension m. Next, put y =x~'. Then

A)AGXxH =1,
so that

AT =(Ax) . (1.6)
3



GROUP REPRESENTATIONS

We emphasise that a representation A need not be injective (‘one-to-
one’), thatis it may happen that A (x) = A(y) while x # y. The kernel of A
consists of those elements u of G for which A (u) = I. The kernel is always
a normal, possibly the trivial, subgroup of G [13, p. 67]. The representa-
tion is injective or faithful if and only if the kernel reduces to the trivial
group {1}. For the equation A (x) = A(y) is equivalent to

AXNAW) '=Axy ) =1,

and for a faithful representation this implies that xy~'=1, thatis x =y.

When m =1, the representation is said to be linear. In this case we
identify the matrix with its sole coefficient. Thus a linear representation is
a function on G with values in K, say

A G=>K
such that
A(X)A(y) = A(xy). (1.7)

Every group possesses the trivial (formerly called principal) representa-
tion given by the constant function

Ax)=1 (xeG). (1.8)

A non-trivial example of a linear representation is furnished by the
alternating character of the symmetric group S, (for each n> 1). This is
defined by

1 ifxiseven

‘(")={—1 if x is odd.

The eqoation

£(x){(y)=¢(xy)

expresses a well-known fact about the parity of permutations [13, p. 134].
Let A(x) be a representation of G and suppose that

B(x)=T'A(x)T, (1.9)

where T is a fixed non-singular matrix with coefficients in K. It is readily
verified that

B(x)B(y) = B(xy),

so that B(x), too, is a representation of G. We say the representations
A(x) and B(x) are equivalent over K, and we write

A(x)~B(x).
4



G-MODULES

In the relationship (1.9) the exact form of T is usually irrelevant, but it is
essential that its coefficients lie in K. As a rule, we do not distinguish
between equivalent representations, that is we are only interested in
equivalence classes of representations.

1.2. G-modules

The notion of equivalence becomes clearer if we adopt a more geometric
approach. We recall the concept of a linear map

a: VW

between two vector spaces over K. Under this map the image of a vector v
of V will be denoted by va, the operator a being written on the right. The
map is linear if for all w, ve V and h, k € K we have that

(hu+kvia =h(va)+ k(va). (1.10)

The zero map, simply denoted by 0, is defined by vO=0 for all ve V.

The idea of a linear map does not involve the way in which the vector
spaces may be referred to a particular basis. However, in order to
compute the image of individual vectors, it is usually necessary to choose
bases for V and W. In this book we shall be concerned only with
finite-dimensional vector spaces.

Let
dim V=m, dim W=n,
and write
V=[P1,P2,---,Pm]a W=[q1sq29---aqn] (111)
to express that p,,p2,...,Pm and q,9qa, . . ., q, are bases of V and W
respectively.

The image of p; under a is some vector in W and therefore a linear
combination of the basis vectors of W. Thus we have a system of
equations

pa=5 ayq; (i=12,...,m), (1.12)
j=1

where a;; € K. This information enables us to write down the image of any
ve V by what is known as the principle of linearity ; for if

v= S“.: h:p;,
i=1

5



GROUP REPRESENTATIONS

the linearity property (1.10) implies that

Ya = .Zl h,-p,-a = Z Z hia;,»qi.

i=1j=1

Hence we may state that the m x n matrix
A= (aij)

describes the linear map « relative to the bases (1.11).
If we had used different bases, say

V=[pi,p2- Pk W=[q1q,...,q.] (1.13)

the same linear map a would have been described by the matrix

B = (b/\p.);

whose coeflicients appear in the equations
pra = Zl b.q., A=1,2,...,m). (1.14)
Py

The change of bases is expressed algebraically by equations of the form

m

p: =A§l tLpr ((=12,...,m)
(1.15)
4=73 s.q. (G=12,...,n)
p=1
where T=(t,) and S =(s;,) are non-singular (invertible) matrices of

dimensions m and n respectively. Inverting the first set of equations we
write

p/(=§1 E\iPi (A=1,2,""m)a

where 77! =(f,;). The relationship between the matrices A and B can
now be obtained as follows (for the sake of brevity we suppress the ranges
of the summation suffixes):

pra =Z t}.-p.-a =Z f.,\iaijq,- = Z E;\iaijsjuq L,
i ij iLfrt
whence on comparing this result with (1.14) we have that
B=T'AS. (1.16)
6



G-MODULES

In the present context we are concerned with the situation in which
V=W and a is invertible. Such a linear map

a: V>V

is called an automorphism of V over K. The matrix which describes o
relative to any basis is non-singular; and any two matrices A and B which
express « relative to two different bases are connected by an equation of
the form

B=T1AT. (1.17)

The set of all automorphisms of V over K forms a group which we
denote by

'SdK(V)»

or simply by &/(V), when the choice of the ground field can be taken for
granted. If «, and a, are two elements of & (V), their product a,a; is
defined by operator composition, that is, if ve V, then

v(aia,) = (vaj)a;.

We now consider representations of G by automorphisms of a vector
space V. Thus we are interested in homomorphisms

G>dg(V). (1.18)

This means that with each element of x of G there is associated an
automorphism

a(x): V>V
in such a way that
a(x)a(y)=alxy) (x,yeG). (1.19)

We call (1.18) an automorphism representation of G, with the under-
standing that a suitable vector space V over K is involved.
In order to compute a(x) we refer V to a particular basis, say

V=[psps--  Pml (1.20)

Applying (1.12) to the case in which V = W we find that the action of a(x)
is described by a matrix

A(x)=(a;(x))
over K, where

pa()=3 a,)p, (=1,2,...,m). (1.21)
7



GROUP REPRESENTATIONS

By virtue of (1.19) the matrix function A (x) satisfies
A(x)A(y)=A(xy).
When the basis of V is changed, a(x) is described by a matrix of the form
B(x) =T 'Ax)T,

where T is a non-singular matrix over K which is independent of x. Thus a
representation a(x) gives rise to a class of equivalent matrix representa-
tions A (x), B(x), . . . . Conversely, if we start with a matrix representation
A (x) we can associate with it an automorphism representation a(x) by
starting with an arbitrary vector space (1.20) and defining the action of
a(x) by means of (1.21).

Summing up, we can state that the classes of equivalent matrix
representations are in one-to-one correspondence with automorphism
representations of suitable vector spaces.

It is advantageous to push abstraction one stage further. In an
automorphism representation each element x of G is associated with an
automorphism a (x) of V. We shall now denote this automorphism simply
by x; in other words, we put

vx =va(x), (1.22)

and we say that G acts on V in accordance with (1.22). Formally, this
defines a right-hand multiplication of a vector in V by an element of G. It
is convenient to make the following

Definition 1.2. Let G be a group. The vector space V over K is called a
G-module, if a multiplication vx (ve V, x € G) is defined, subject to the
rules:
(i) vxe V;
(ii) (hv+kw)x =h(vx)+k(wx), (v,weV;h keK);
(i) v(xy)=(vx)y;
(iv) vi=v.

Let us verify that, in an abstract guise, this definition recaptures the
notion of an automorphism representation. Indeed, (i) states that multi-
plication by x induces a map of V into itself; (ii) expresses that this map is
linear; (iii) establishes the homomorphic property (1.19); finally, (iii) and
(iv) imply that x and x ' induce mutually inverse maps so that all these
maps are invertible.

If V is a G-module, we say that V affords the automorphism represen-
tation defined in (1.22) or else the matrix representation A(x) given by

8



CHARACTERS

(1.21), except that we now write p,x instead of p;a(x), thus

piXx = Z aii(x)pj (i=12,..., m). (1.23)
j=1

Representation theory can be expressed either in terms of matrices, or
else in the more abstract language of modules. The foregoing discussion
shows that the two methods are essentially equivalent. The matrix
approach lends itself more readily to computation, while the use of
modules tends to render the theory more elegant. We shall endeavour to
keep both points of view before the reader’s mind.

1.3. Characters

Let A(x)=(a;(x)) be a matrix representation of G of degree m. We
consider the characteristic polynomial of A (x), namely

A—apn(x) —apkx) ... —ap,k)
detAr-AGo)=| T AT e T
—@m1(x) —amax) A=A, (X)

This is a polynomial of degree m in A, and inspection shows that the
coefficient of —A™ ! is equal to

d(x)=an(x)tapx)+...+a,m(x).

It is customary to call the right-hand side of this equation the trace of
A(x), abbreviated to tr A(x), so that

¢(x)=tr A(x). (1.24)

We regard ¢ (x) as a function on G with values in K, and we call it the
character of A(x). If

B(x)=T'A(x)T (1.25)
is a representation equivalent to A (x), then
det(Al — B(x)) = det(Al — A(x)), (1.26)
because
AM-B(x)=T '(AI-Ax))T,

whence (1.26) follows by taking determinants of each side. In particular,
on comparing coefficients of A™ ' in (1.26) we find that

bri(x)+ba(x)+. . . Fbpm(x)=an(x)+az(x)+...+ amm(x),
9



GROUP REPRESENTATIONS

that is, equivalent representations have the same character. Put in a
different way, we can state that ¢(x) expresses a property of the equiva-
lence class of matrix representations of which A (x) is a member; or again,
¢(x) is associated with an automorphism representation of a suitable
G-module. It is this invariant feature which makes the character a
meaningful concept for our purpose.

Suppose that x and y = ¢~ 'xt are conjugate elements of G. Then in any
matrix representation A (x) we have that

Ay)=(A@)TTAX)A@).

On taking traces on both sides and identifying A (¢) with T in (1.25) we
find that

tr A(y)=tr A(x),

that is, by (1.24), ¢(x) = ¢(y). Thus, in every representation, the charac-
ter is constant throughout each conjugacy class of G. Accordingly, we say
that ¢ is a class function on G.

For reference, we collect our main results:

Proposition 1.1. Let A(x) be a matrix representation of G. Then the
character

¢(x)=tr A(x)

has the following properties
(i) equivalent representations have the same character,
(it) if x and y are conjugate in G, then ¢(x) = ¢(y).

1.4. Reducibility

As often happens, we gain insight into a mathematical structure by
studying ‘subobjects’. This leads us to the distinction between reducible
and irreducible representations.

Definition 1.3. Let V be a G-module over K. We say that U is a submodule
of Vif

(i) Uis a vector space (over K) contained in V, and

(i) Uis a G-module, thatis ux € U for allue Uand x € G.
Every G-module V possesses the trivial submodules U=V and U=0.
A non-trivial submodule is also called a proper submodule.

Definition 1.4. A G-module is said to be reducible over K if it possesses a
proper submodule ; otherwise it is said to be irreducible over K.

10



REDUCIBILITY

It must be emphasised that reducibility refers to a particular ground
field. A change of the ground field may render an irreducible G-module
reducible or vice versa.

Let us translate the notion of reducibility into matrix language. Thus
suppose that the G-module V of dimension m possesses a submodule U
of dimension r, where

O<r<m.

Let A (x) be the matrix representation (1.21) afforded by V relative to the
original basis (1.20). We shall now refer V to a new basis, which is
adapted to the subspace U. This process, which is known from Linear
Algebra, consists in first choosing an arbitrary basis for U, say

U=[“1, m,..., l.l,], (1.27)

and then extending this to a basis of V by suitable vectors w;, wa, ..., w,,
where

r+s=m.

Thus V has a basis of the form
V=[u1,u2,“‘ » By wl,w2$“'9ws]‘ (1-28)

The relationship between the bases (1.20) and (1.28) is expressed by a
matrix T asin (1.15) and, when the basis (1.28) is used, the action of x is
described by the matrix B(x) given in (1.25). However, we obtain more
useful information about B(x) if we study the action of x by operating
directly on the vectors in (1.28) in analogy with (1.23). The important
point is that U is itself a G-module. In particular, u;x lies in U. Thus we
have equations of the form

wx =Y c;(x)u;, (i=1,2,...,r), (1.29)
j=1
where ¢;(x) € K. Asregards w,x, we can only state that it is a vector in V
and hence expressible in the form

WpXx = z em‘(x)“j +k§1 dhk(X)Wk, (h = 1, 2, ey S) (1'30)

j=1

where e, (x), di (x) € K. The coeflicients of B(x) can be gleaned from the
right-hand sides of (1.29) and (1.30). Briefly, we infer that

Cx) O )
E(x) D(x)/’

11
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GROUP REPRESENTATIONS

where C(x), D(x) and E(x) are matrices over K of dimensions r X7, s X s
and s Xr respectively. We can now formulate the matrix analogue of
Definition 1.4.

Definition 1.5. The matrix representation A(x) is reducible over K if there
exists a non-singular matrix T over K such that

Cix) O )’

E(x) D(x) (1.32)

B(x)= T_IA(x)T=(

forallxeG.
Since B(x) is a matrix representation, we have that, forall x and y in G,

(gg; g(xy))=(g§3 zo)(x))(gg; g(y))'

Expanding the matrix product on the right and comparing corresponding
blocks on both sides we obtain that

Clxy)=C(x)C(y) (1.33)
D(xy)=D(x)D(y) (1.34)
E(xy)=E(x)C(y)+D(x)E(y). (1.35)

This shows that C(x) and D(x) are themselves matrix representations of
G. The significance of (1.35) is obscure at the moment, but this relation
will play a decisive part later on (p.22).

Reverting to the module point of view we observe that C(x) is the
representation afforded by the G-module U referred to the basis (1.27).
This is made plain by (1.29). But it is more difficult to construct a
G-module for D(x) which is related to U and V in a natural manner. To
this end we consider the quotient space V/U. The reader is reminded that
a vector space is, in particular, an additive Abelian group. Hence U is a
(normal) subgroup of V, and the elements of V/U are all the cosets

v=U+y,
the composition law being
(U+v)+(U+Hvy))=U+(v,+vy). (1.36)
Moreover, V/U is a vector space over K by virtue of the definition
h(U+v)=U+hv (heK). (1.37)
The ‘natural’ map
m V>V/U

12



REDUCIBILITY

assigns to each vector v the coset U + v, in which it lies, that is
vir=U+yv,
The equations (1.36) and (1.37) can now be rewritten as
vim vy = (v, + Vo),
h(vm) = (hv)m,
which imply that 7 is a homomorphism, that is
(hyvy+ havo)m = hy(vym)+ ha(v,m),

where h,, h, € K. The kernel of « is the space U, which is the zero element
of V/U. Hence if 7 1s applied to any relation between vectors of V, those
vectors which lie in U are ‘killed’. For example, suppose that

2u;+4v, =3u,+v,,
where u;, u,€ U. Then
4v,m =V,

Using (1.28) we can readily construct a basis for V/U'; in fact, we assert
that

V/U =[wm, wom, ..., W,m]. (1.38)

For an arbitrary element of V/U is of the form v, where v is a suitable
vector of V, say

(a;, b; € K). On applying 7 we find that
i=1

Hence the vectors (1.38) certainly span V/U’; moreover, they are linearly
independent. For suppose that

5 5
2 ci(wm) =( ) c,-w,-)rr =0.
i=1 j=1
Then ¢c,w; + caw, +. . .+ ¢, w, would lie in the kernel of m, that is in U, say

CyWi+cowy+. . .t w, =du +douna+. . L+ d,.

But such arelation contradicts (1.28), unless all coefficients are zero. This
proves (1.38).

13
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The vector space V/U has one further property, which is of particular
importance in our context: we may regard V/U as a G-module if we
define the action of G by

(U+v)x=U+vwx. (1.39)

First of all, we must check that this rule is ‘well-defined’: the left-hand
side of (1.39) remains unchanged if we replace v by u+v, where un is an
arbitrary vector of U; hence the same ought to be true for the right-hand
side. Indeed,

U+(u+v)x=U+ux+vx =U+vz,

because ux € U. By verifying the conditions of Definition 1.2 the reader
will easily show that V/U is indeed a G-module. We can express (1.39)
more briefly by

(vm)x = (vx)m, (1.40)

which states that # commutes with the action of G. Finally, applying 7 to
(1.30) and using (1.40) we find that

wim)x = 5 due ()W),

which shows that the G-module V/U affords the matrix representation
D(x) relative to the basis (1.38). This answers the query we raised on
p.12.

It may happen that the submodule U is irreducible; if not, it possesses a
proper submodule U’, which, of course, is also a submodule of V.
Continuing in this manner we arrive at an irreducible submodule U, of V.
Alternatively, we might have argued from the outset that, if V is
reducible, it must possess a proper submodule of minimal dimension;
such a minimal submodule is then necessarily irreducible. Thus, without
loss of generality, we may assume that, if A (x) is reducible, there exists a
non-singular matrix T such that

T‘IA(x)T=(

Ailx) 0 ) (1.41)

E(x) D(x)

where A,(x) is irreducible. If now D(x) is reducible, the process can be
continued until we reach the situation described in the following
theorem:

14
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Theorem 1.1. L et A (x) be a matrix representation of G of degree m over K.
Then either A(x) is irreducible or else

Ail(x) O 0 ... 0
Azl(X) Az(X) 0 ... 0

Ax)~] Aj;(x) Apx) Aslx) ... 0 , (1.42)
Al-li-;) 14-12(x) Aplx) ... Alﬁ(;c)

where A (x), A,(x), ..., Ai(x) are irreducible over K.

Proof. We use induction with respect to m. When m = 1, A(x) is certainly
irreducible. Suppose now that m > 1 and that A(x) is reducible. Hence
we may assume that (1.41) holds. If D(x) is irreducible, we have estab-
lished (1.42) with [ = 2. Otherwise, let

dimA,(x)=r, dimD(x)=s.

By induction we assume that there exists a non-singular matrix Sy over K
of degree s such that

Az(x) 0 ... 0
So'D(x)JSo=| An(x) As(x) ... 0 , (1.43)
Aplx) Apx) ... Alx)
where A,(x), As(x), ..., A;(x) are irreducible. On putting
{1 0 )
= (0 So!’
where I is the unit matrix of degree r, we find that

Ai(x) 0 )

§$°T A(x)TS=(salE(x) S31D(x)S,

The proof is concluded by substituting (1.43) in this matrix and partition-
ing So'E(x) as

Azl(x)
Asi(x)

Apnx)

to conform with the grouping of rows in (1.43).

Briefly, this theorem states that every matrix representation can be
brought into lower triangular block form, in which the diagonal blocks are
irreducible.

15
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The module version of the same result runs as follows: if V is a
reducible G-module, there exists a chain of submodules

0=U,cU,cU,c...cUj=V (1.44)

such that U, /U, -, (k=1,2,...,1) is irreducible. The submodules are
said to form a composition series for V. The existence of such a series is
easy to establish. For if V is reducible we can choose a minimal proper
submodule and start with the two-link chain

U, cV.

In analogy with a well-known result on quotient groups [11, p. 71], those
submodules which lie between U, and V are in one-to-one correspon-
dence with the submodules of V/U,. Hence, unless V/U, is irreducible,
there exists a submodule U, such that

UcU,cV.

This process of refinement is continued until a composition series is
obtained. We then choose a new basis for V which is adapted to the
submodules U,, U,, Us,. .. . More precisely, we choose a basis for U,
then augment it so as to obtain a basis for U,, extend it to a basis for Us,
and so on. When the new basis for V has been completed in this way, the
matrix representation will appear in the form (1.42). This is, in fact, the
situation covered by the Jordan-Holder Theorem for ‘groups with
operators’. The most important result is the uniqueness up to iso-
morphism of the quotient modules U,/ U, -,, apart from their order. In
the matrix formulation this means that the diagonal blocks in (1.42) are
uniquely determined by A(x) and K, except for equivalence and re-
arrangement. We do not wish to lean on this theorem, which we have here
quoted without proof, because we shall develop methods that are more
appropriate for the cases we are going to consider in the sequel.

The role of the non-diagonal blocks in (1.42) is less evident, but no
significance is attached to the fact that the zero blocks occur above rather
than below the diagonal. This is related to our convention of writing
operators on the right of the operand. If A(x) is a matrix representation
of G, so is the contragredient representation

ATx)=A'(x""),
where the prime denotes transposition; indeed
A'x)A(y)=A'x"HA' (Y™
=(AQTNAETY =(A(Gy) ™)) =A"(xy).
16
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Clearly,
ATx)= A®K). (1.45)

If A(x) has been reduced to a lower triangular form, then A'(x) appears in
upper triangular form and vice versa. But (1.45) implies that every
representation may be regarded as the contragredient of some represen-
tation.

1.5. Permutation representations

In this section we present a few elementary facts about permutation
groups. A more detailed account will be given in Chapter 4. Let G be a
permutation group of degree m, that is a subgroup of S,,, possibly the
whole of S,,, and let

=l 6 o) (146

be a typical element of G.
We construct a G-module V as follows: starting from an arbitrary
vector space

V=[V1, Va,..4, vm]
of dimension m over K, we define the action of G on V by the rule
vx=v, (i=12,...,m). (1.47)

For elementary properties of permutations we refer the reader to texts on
group theory, for instance [13, Chapter VII]. In particular, the symbol for
x can be rewritten by listing the objects in the top row in any order
whatever, provided that the total information is the same as that con-
veyed in (1.46), thus for example

(1234)=(4213)_(3142)
21 4 3 312 4 4 2 3 1/

y=(1 2 ... m)=(§1 &H .. g,,.)
M M2 ... Nm TT T2 ... Tm

is another element of G, then

If

(Vix)y=vey =v,.
17
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(1 2 ... m)
xy = ,

TT T2 -« Tm

But

whence v;(xy) =v,.Hence (vx)y =v;(xy)fori=1, 2, ..., m. By linearity
(p. 5), we have that (vx)y =v(xy) for all ve V. This is item (iii) in
Definition 1.2. Since the other conditions are evidently satisfied, we
conclude that V is indeed a G-module by virtue of (1.47). In the present
case (1.23) reduces to (1.47). Hence V affords the representation

N(x)= (agu‘)-

Each N(x) is a permutation matrix, that is it has exactly one unit in each
row and in each column, all other coefficients being zero. The representa-
tion is called the natural representation of G. Thus every permutation
group possesses a natural representation.

It is easy to find the natural character v(x) of G, that is the character of
N(x). We have that

v(x)=tr N(x)= Y 8.
i=1
Now &, is zero unless i = £, in which case it is equal to unity. But i = ¢
means that the object i remains fixed by x. Hence
v(x) = number of objects fixed by x. (1.48)

As an illustration let us determine the natural representation of the
symmetric group S;. In the usual cycle notation [13, p. 130] the six
elements of $; are

1, a=(12), b=(13), «c¢c=(23), e=(123), [f=(132).
The action of $; on the vector space
V=[vy, v, v3] (1.49)

1s explicitly given as follows:

(vq, ¥2, ¥3)1 = (v, ¥3, v3)

(vy, Vo, V3)a = (v,, v, v3)

(vy, ¥2, ¥3)b = (v3, ¥5, ;)

(Vy, ¥2, V3)€ = (vy, V3, V)

(v1, V2, ¥3)e = (V3, V4, ¥;)

(Vy, V2, V3)f = (v3, vy, V).

18
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In order to obtain the corresponding matrices N(x) we have to express
the right-hand side of each of these equations linearly in terms of the basis
elements (1.49) in their original order, and to note the coefficients that
arise. Thus

010 0 01

N1)=1, N(a)={1 0 0|, N®)=10 1 0],

0 01 1 00
1 0 0 010 0 0 1
N()=(|0 0 1}, N()=|0 0 1], N(f)=[1 0 0]
010 1 0 0 010

The values of »(x) are now read off, namely
v(1)=3, wv(@)=vd)=v(c)=1, v(e)=v»(f)=0.

This confirms (1.48). Also, we observe that a, b, ¢ have the same
character values as have ¢ and f, in accordance with the fact that they are
two sets of conjugate elements (Proposition 1.1 (i), p. 10).

When m =2, the natural representation is always reducible. In fact,
since each x merely permutes the basis vectors of V, the vector

u=v,+vy+...+v,,
has the property that
ux=u (xeG). (1.50)
Hence the one-dimensional space
U =[u]

is a submodule of V. Clearly, (1.50) implies that U affords the trivial
representation. If we change the basis of V so as to include u as one of the
basis vectors, we shall find, by (1.31), that

1 0
E(x) D(x)

say, where D(x) is a representation of degree m—1 and E(x) is an
(m —1)x1 matrix.
Letus carry out this construction in the case of 5. We choose the basis

N(x)~( )=M(x) (1.51)

V= [“’ Vi, V2],
where
u=v,+v,+tvj
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The vector v, will now have to be replaced by u—v, —v,. Relative to the
new basis the action of G is as follows:

(, vi, v2)1 = (, vy, v2)
(w, vy, vo)a=(u, vp, vy)
(v, vo)b =, u—v,—vyv,)
(w, vy, vo)c =, v, u—v,—Vv,)
(w, vy, v)e=(, vo,u—v, —v,)
(w, v, vo)f =(m,u—v,—v,, v;).

Expressing this information in matrix language, in accordance with
(1.23), we find the representation M(x), which is equivalent to N(x); for
example

1 0 0 1 0 0
M@pB)=|1 -1 -1}, M(e)=1|0 0 11,
0 0 1 1 -1 -

and similarly for all the other M(x), each of which is of the form (1.51).
For reference, we append a complete list of the matrices D(x), which
furnish a two-dimensional representation of S;:

b=t p@=(} ) be=("} )

b=} 9 pa-(2 ) ow(

1.6. Complete reducibility

A reducible matrix representation A (x) can be brought into the triangu-
lar shape (1.31), but it would clearly be more satisfactory if we could
remove the off-diagonal block E(x) by a further transformation. If this
could be done, then we should have that

C(x) 0 )

A(x)'"(o D(x)

or written more concisely

A(x)~diag(C(x), D(x)). (1.52)
20



COMPLETE REDUCIBILITY

Unfortunately, this aim cannot always be achieved, as is shown by the
following example: let

G:...x L x L x%(=1),x x2 ...
be the infinite cyclic group generated by x. Then

0

1) (h=0,+1, £2,...)

1
A@x")= (
(x™) A
is a representation of G, because, as is easily verified,

AGMAGE )= A@R").

But when h # 0, it is impossible to transform A (x*) into diagonal form;
for both latent roots of A (x") are equal to unity so that the diagonal form
would have to be

diag(1,1)=1,

which in turn would lead to the absurd conclusion that A (x") equals I.

However, it is a remarkable fact that the diagonal form is attainable
under very general conditions, which will be satisfied in all cases hence-
forth considered in this book.

Theorem 1.2, (Maschke’s Theorem). Let G be a finite group of order g, and
let K be a field whose characteristic is either equal to zero or else is prime to g.
Suppose that A(x) is a matrix representation of G over K such that

C(x) 0 )

E(x) D(x) (1.53)

A(x)~(

Then
A(x)~diag(C(x), D(x)).

Remark. The hypothesis about the characteristic of K ensures that K
contains an element that can be identified with the rational number g~'.
This certainly holds when K is the complex field C or one of its subfields.

Proof. Since A (x) may be replaced by an equivalent representation, there
is noloss of generality in assuming that, in place of (1.53), we have that

C(x) 0 )

E(x) D(x) (1.54)

A(x)=(

where C(x) and D(x) are square matrices of degrees r and s respectively.
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We seek a non-singular matrix T over K which is independent of x and
has the property that

Cix) 0 )

'1"_1A(x)T=(0 D(x)

(1.55)

It turns out that we can solve the problem by putting

r=(g ) T=(% 1)

where Q is an s X r matrix that remains to be determined. Substituting for
A(x) from (1.54) and transposing the first factor in (1.55) we have that

(C(x) 0 )( 1, 0) _ ( I O)(C(x) 0 )

E(x) DxY\Q L/ \Q L/\0 D)

On expanding the matrix products and comparing corresponding blocks
on both sides we find that

E(x)+D(x)Q = QC(x) (1.56)

is the sole condition for Q; of course, this has to hold simultaneously for
all x € G. We must now refer back to the equations (1.33), (1.34) and
(1.35) which spell out that A(x) is a representation of G. Multiplying
(1.35) throughout by C(y ') we obtain that

E(xy)C(y™')=E(x)+D(x)E(y)C(y ™).

We regard x as an arbitrary but fixed element of G, while y runs over G.
Summing over y we find that

Y E(xy)C(y " )=gE(x)+Dx)YLE(y)C(y™). (1.57)

On the left put z =xy and note that when y runs over G so also does z.
Hence

> Ey)Cy™) =5 EGICE ™0 = (L EE)ICE™) )
by virtue of (1.33). Thus, if we define
Q= ZEG)CH™)

the equation (1.57) becomes
QC(x)=E(x)+D(x)Q,
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which is the same as (1.56). This completes the proof of Maschke’s
Theorem.

Let us formulate this result in the language of module theory. Suppose
the G-module V affords the reducible representation A(x). Then V
possesses a proper submodule.

U=[ll1, Wy, ..., ur],

which affords the representation C(x) in (1.53). In our previous discus-
sion (p. 14) the interpretation of D(x) required the use of V/U. But
under the present condition the situation has been greatly simplified:
Maschke’s Theorem asserts that there exists a basis

V=[“la “2,...,“,,W1,W2,...,ws], (1'58)

relative to which all the coefficients e;;(x) in (1.30) are equal to zero so
that

Wpx = i d,,k(x)wk (h=1,2,...,3).

k=1
This means that
W=[wl’ Wa, ..., ws]

is a G-module which affords the representation D(x). In these cir-
cumstances it is customary to write

V=U®W

and to say that V' is the direct sum of the G-modules U and W.

Maschke’s Theorem can be applied at each stage of the process that
leads to Theorem 1.1 (p. 15); thus all non-diagonal blocks in (1.42) can be
reduced to zero by a suitable equivalence transformation. The result is
usually expressed in terms of the following definition:

Definition 1.6. A matrix representation A (x) over K is said to be completely
reducible if

A(x)~diag(A1(x), AZ(x)’ e e Al(x))’

where A;(x) (i=1,2,...,1) are irreducible representations over K.
Again, the G-module V over K is said to be completely reducible, if

V= U1®U2®- . -@ljb

where U;(i =1, 2,...,1) are irreducible G-modules over K.
Of course, the case [ =1 refers to an irreducible representation A (x)
(an irreducible G-module V).
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Hence we have the more general version of Maschke’s Theorem:

Theorem 1.3. Let G be a finite group of order g, and let K be a field whose
characteristic is zero or else prime to g. Then

(i) every matrix representation of G over K is completely reducible, or

equivalently,

(i) every G-module over K is completely reducible.
In subsequent chapters of this book we shall be exclusively concerned
with finite groups and with ground fields of characteristic zero. We shall
therefore assume from now on that all representations are completely
reducible.

1.7. Schur’s Lemma

This celebrated result was enunciated by Issai Schur in his classical paper
[21], which provided a more accessible approach to group characters than
that given by Frobenius, who was the founder of the subject. The lemma
is not particularly difficult to prove, but Schur recognised its importance
for developing the theory. Indeed, it may be claimed that Maschke’s
Theorem and Schur’s Lemma are two' pillars on which the edifice of
representation theory rests.
We begin by presenting the original matrix version used by Schur.

Theorem 1.4. (Schur’s Lemma). Let A(x) and B(x) be two irreducible
representations over K of a group G, and suppose there exists a constant
matrix T over K such that

TA(x)=B(x)T (1.59)

for all x in G. Then (i) either T=0 or (ii) T is non-singular so that
A(x)=T 'B(x)T, that is A(x) and B(x) are equivalent.

Rather than following Schur’s matrix treatment, we prefer to translate
the assertion into the language of G-modules, as this will provide a better
understanding of the situation. To this end, we require the notion of a
G-homomorphism.

Definition 1.7. Let V and U be G-modules over K, not necessarily
irreducible. The linear map

6: VU

is called a G-homomorphism if it commutes with all the linear maps
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induced by the action of G, that is if
(vx)0 = (v0)x (1.60)

forall ve Vand x € G.
Suppose now that U and V afford the matrix representations A (x) and
B(x) relative to the bases

U=[u,u,,...,u,,] and V=[vy,vy...,v,]

respectively. Thus

X = f’, a;(x)u, (i=1,2,...,m)
j=1

and

VX = i bu(x)v, (h=1,2,...,n).

k=1
The linear map @ is described by an n X m matrix
T=(t.)

whose coefficients appear in the equations

Vh0='z iy (h= 1, 2,. ..,n) (1.61)

i=1

(see (1.12), p. 5). Examining (1.60) for a typical basis vector v, we obtain
that

(vix)0 = ({_. by (x)Vk) 0= 5_’:( brx (x) 35wy,
and
(vi0)x = (Z fhi“i)x =Y tay(x)u,
i Lj

Hence the condition (1.60) for a G-homomorphism 6 reduces to the
matrix equation
TA(x)=B(x)T (xe€G). (1.62)

Conversely, if T satisfies this relation, we can define 6 by (1.61) and, by
linearity, recover (1.60). Thus (1.60) and (1.62) arc essentially equiva-
lent, and we denote the correspondence between @ and T briefly by

0T, (1.63)
assuming that definite bases have been chosen for V and U.
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Werecall thatif @: V - U is alinear map, then the kernel of 6, thatis
ker 6 ={voe V]vy6 =0},
is a subspace of V, and the image of 6, that is
im @ ={u, € Ulu,=v,0 for some v,},

is a subspace of U. The map 6 is called injective if ker  ={0}, and it is said
to be surjective if im @ = U. If 6 is both injective and surjective, it is
termed bijective or an isomorphism; in that case, the matrix T associated
with @ is non-singular.

These concepts apply, of course, to G-homomorphisms, since they are,
in particular, linear maps. But we then have the important additional
property that both ker ¢ and im @ are themselves G-modules. For
suppose that vo@ = 0; then (vox )8 = (vo@)x =0, which proves that ker 6 is
a G-module. Similarly, if u, =v,6, it follows that u,x = (v,8)x = (v,x)6,
which shows that im @ is a G-module.

We can now formulate the abstract version of Schur’s Lemma, which is
equivalent to Theorem 1.4 by virtue of (1.63).

Theorem 1.4'. (Schur’s Lemma). Suppose that U and V are irreducible
G-modules over K. Then a G-homomorphism

6. v-U

is (i) either the zero map, or else (ii) 0 is an isomorphism.

Proof. 1t suffices to prove the following statement: if 8 # 0, then 8 is a
bijection, that is ker § ={0} and im @ = U. Indeed, since ker@ is a
submodule of the irreducible G-module V, we must have that either
ker 8 ={0} or ker 8 = V. However, the second alternative would amount
to saying that @ = 0; hence we infer that ker § = {0}. Next, since im  is a
submodule of U, either im 8 ={0} or im § = U; as the first possibility
has been excluded, it follows thatim § = U. This proves Schur’s Lemma.

If A(x)=B(x), the conclusions of Schur’s Lemma are particularly
striking when the field K is algebraically closed, that is when every
polynomial equation

apx ta;x" " '+.. . +a,_;x+a, =0
with coefficients in K has at least one root in K. The field C of complex

numbers certainly has this property, and in the sequel we shall usually
confine ourselves to this case.
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Suppose now that A (x) is irreducible over the algebraically closed field
K, and let T be a matrix (necessarily square) over K which satisfies

TA(x)=A(x)T
for all x € G. Then if k is any ‘scalar’ (element of K) we have that
(kI-TAx)=A)kI-T) (x€G). (1.64)
Since K is algebraically closed, there exists a scalar k¢ such that
det(ko I - T)=0.

The matrix (koI — T') is therefore singular. Applying Schur’s Lemma to
(1.64) with k =k, we are forced to conclude that

T= koI.

Conversely, it is obvious that every matrix of the form kI (k € K)
commutes with all the A (x).

Corollary to Schur’s Lemma. Let A(x) be an irreducible matrix representa -
tion of G over an algebraically closed field. Then the only matrices which
commute with all the matrices A(x) (x € G) are the scalar multiples of the
unit matrix.

1.8. The commutant (endomorphism) algebra

It would be interesting to know whether the converse of the corollary to
Schur’s Lemma is true, that is whether the fact that only the scalar
multiples of the unit matrix commute with A(x) implies that A(x) is
irreducible. This is part of a more general problem: suppose that A (x) is a
completely reducible matrix representation of G over the algebraically
closed field K, and let €(A) be the set of all matrices T over K such that

TA(x)=A(x)T (1.65)

for all x € G. We note that, if T, and T, satisfy (1.65), so do the matrices
k,T, +k,T,(k,,k,€K) and T,T,. Hence %¥(A) is an aigebra over K, that
is a vector space endowed with (associative) multiplication; in fact, it is a
subalgebra of the complete matrix algebra .4, (K), where m is the degree
of A. We call €(A) the commutant algebra of A. Let
B(x)=P 'A(x)P
be arepresentation which is equivalent to A (x). Then it is easy to see that
Te €(A) if and only if P~' TP € €(B). Moreover, the map
g: T->P'TP

27



GROUP REPRESENTATIONS

establishes an algebra-isomorphism between €(A) and €(B), because
(k1T + kT =k (T1) + ko Tawp),
(T\ Ty = (T (T2¢).

Hence we have the following result.

Proposition 1.2, If A and B are equivalent representations, then
€(A)=%(B).

Since we shall be concerned only with properties that are common to
isomorphic algebras, we may from the outset assume that

Alx) =diag(A,(x), . .., As(x)), (1.66)

where the representations A, Ao, .. ., A, are irreducible over K, though
not necessarily inequivalent to one another. Let

m;=degree of A, (i=1,2,...,s).

In order to solve the equation (1.65) it is convenient to partition T into
blocks, thus

Ty T ... Ty
T= T:2l Ty ... Ty

T, Ts2 ... Tg

where T}; is an m; by m; matrix. Substituting for A (x) from (1.66) we find
that (1.65) reduces to the s equations

T:,A;(x) =Ai(x)Tij (,j=1,2,...,s)

for the matrix blocks. Schur’s Lemma, together with the corollary,
immediately provides the answer, namely

’I‘ij _ {x,-jl,m, if A,‘ "‘"A]

, (1.67)
0, if A% A,

where x;; is an arbitrary element of K and 1,,, is the unit matrix of degree
m;. Conversely, any matrix of the form (1.67) satisfies (1.65). The matter
is therefore settled in principle.

However, we wish to obtain a more precise description of €(A), taking
account of the exact number of mutually inequivalent representations in
(1.66) and of the multiplicities with which they occur. By a further
equivalence transformation on A we may render equivalent representa-
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tions equal and we can gather equal diagonal blocks together. Thus,
without loss of generality, it may be assumed that

Ax)= diag(F.(x), ey F,(x)l,sz(x), e Fz(x)J, ey f,(x), ey F,(x))J,

nd W o~

€ €2 € (168)

where F\, F5,...,F; are inequivalent irreducible representations of
degrees f1, f2, . . . , i, which occur with multiplicities e,, €5, . .., € in the
diagonal form of A.

At this point it is convenient to introduce the Kronecker product (tensor
or direct product) of matrices as an aid to notation. We are here concerned
only with square matrices: let P =(p;) and Q be matrices of degrees m
and n respectively. Then we define the mn X mn matrix

puQ piQ ... p1Q

poQ=|PQ P2Q o PmQ)_( 0.
Pm1Q Pm2Q ... DPmmQ
Similarly, if
R ® S =(r;S),

where R is of degree m and S is of degree n, then the (i, j)th block in the
product (P® Q) (R® S) is

(‘él Pikfkj) Qs.

Hence we have the important rule that

(P® Q)R ®S)=PR®QS. (1.69)
In particular, we have that

I1® Q=diag(Q, Q, ..., Q).

While we are on the subject of notation, we mention the direct sum of
matrices. This is an alternative expression for a diagonal block matrix.
Thus we shall say that the matrix

A =diag(A, A, ..., A))

is the direct sum of the matrices A, A,, ..., A,, and we shall write
A=A PAD.. @A, =) DA,
i=t
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This accords with the concept of the direct sum of G-modules, to which
we referred in Definition 1.6. Indeed, the direct sum of G-modules
affords a representation which is the direct sum of the representations
afforded by its summands.

We continue our study of the commutant algebra, and begin with the
special case of a representation

D(x)=diag(F(x), ..., F(x)) =1, ® F(x),

in which a single irreducible representation of degree f is repeated e
times. By (1.67), the most general matrix T satisfying

TD(x)=D(x)T (xe€G)

is of the form

xulp xely oo0 X df
xady xady .. x2.0;

T = = X ® If,
erIf erIf v xeeIf

where X = (x,) is an arbitrary e X e matrix over K. Hence we have that
€D)=M, D1, (1.70)

where M, is the complete matrix algebra over K of degree e. If T, =
X, ®I,and T,= X, ® I, are two elements of ¥(D), then, by the properties
of the tensor product,

kT +k,To=(k, X, +k . X0)® I,
and
T'T,=(X,X?)® If-

Hence, as an algebra, €(D) has the same structure as .4, ; the factor I; in
the tensor product merely ‘blows up’ the matrices, but does not affect the
abstract laws of composition. Thus we can state that

€(D)=AM,. (1.71)

It is now an easy matter to proceed to the general case of (1.65). We
rewrite (1.68) as

A= 3 B(L, ®Fx).

If T is partitioned accordingly, all blocks of T which correspond to
distinct summands of A are zero, while those which are associated with
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the same summand are given by (1.70). Hence
!
€A)= ) DM, D). (1.72)
i=1
The algebraic structure is described by

%(A )z.ﬁ DM,

Now 4, is a vector space over K of dimension e°. Since in a direct sum of
vector spaces the dimensions are added, we obtain that

dim G(A)=e?+ei+... +e2. (1.73)

It still remains to find a relevant interpretation of the integer /, which, we
recall, is the number of inequivalent irreducible constituents of A. As a
preliminary, we ask the following simple question: what is the centre of
M., that is what is the set of matrices Z satisfying

ZX=XZ (1.74)

for all e X e matrices X? The reader will probably know the answer; or, if
not, he will certainly guess it: the centre of #, consists of all scalar
matrices. For the sake of completeness we indicate a proof. If Z = (z;;) lies
in the centre of #,, then, in particular, (1.74) holds when we take for X
the matrix

W=diag(w,, wy, ..., w,),
where w|, w,, ..., w, are distinct elements of K. This implies that
zZiwi=wgz; ((,j=1,2,...,e),
whence z; =0 if i #j. Thus Z must be a diagonal matrix. Let
Z =diag(z,, z,, - . -, 2.)-

Next we choose for X the permutation matrix

010 ... 0

0 01 ... 0
P=| ... A

0 00 1

1 00 0

in which case (1.72) leads to
Z1=2=...=2,=¢,
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say, so that
Z= CIf,

as asserted. Of course, every such matrix Z satisfies (1.74). Next, we
determine the centre of €(A). A typical element of €(A) is a matrix of
the form

!
i=1
where X; is an arbitrary e, X e; matrix. Hence if
{
i=1

lies in the centre of 6(A), then
ZT=TZ
for all T in €(A). Using the rule (1.69) we see that this is equivalent to
X = X.G,
whence, by virtue of the foregoing discussion,
C=cal, (i=12,...,1).
Substituting in (1.73) and noting that
cil, ®1;, =il
we find that

]
Z=3 ®cl,y, (1.76)
i=1

In every algebra the centre forms a subalgebra and therefore, in particu-
lar, a vector space. Now it is evident from (1.76) that the centre of €(A) is
a vector space of dimension I; for ¢y, c,, . . ., ¢; are arbitrary elements of
K, and a basis for the centre of 6(A) can be obtained by putting in turn
one of the c’s equal to unity and all other ¢’s equal to zero. Thus

dim centre €(A) =1 (1.77)

We summarise these results as follows:

Theorem 1.5. Let A(x) be a completely reducible representation of a group
G over an algebraically closed field K, and suppose that

A= X @ ®F(¥), (1.78)
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where F\, F,, ..., F; are distinct inequivalent representations over K of
degrees fi, [, ..., fi, occurring with multiplicities e, e,,...,e; in A.
Let €(A) be the commutant algebra of A. Then

(/) dim€(A)=el+es+...+e?,

(ii) dim centre €(A)=1,

(iii) m=e,f,te,fo+... tef,
where m is the degree of A.

Part (iii) is arrived at by counting the number of rows or columns on
both sides of (1.78).

It goes without saying that the theory of the commutant algebra has its
counterpart in the module language, the translation from one medium
into the other being provided by the correspondence (1.63). Let V be a
completely reducible G-module over V which affords the representation
A(x). Then a matrix T satisfying

TA(x)=AX)T
corresponds to a G-endomorphism of V, that is a G-homomorphism
0: V->V.

If 6, and 0, are G-endomorphisms, so also are k8, +k20, (k,, k2€ K)
and 6,0,, composition being defined in the usual way. Thus the set of all
G-endomorphisms of V forms an algebra over K, which is often denoted
by Homg (V, V). For the sake of brevity, we shall write

#(V)=Hom(V, V).

We call #(V) the endomorphism algebra of V over K. The equivalence of
the two points of view is expressed by

H(V)=¥6(A),

and Theorem 1.5 can be recast as follows:

Theorem 1.5°. Let V be a completely reducible G-module over K of
dimension m, and suppose that

V=U,®..eU eU,®.. @U.®...0U .. &U,

where U,, U,,..., U, are mutually non-isomorphic irreducible G-
modules. Let dim U; = f; and let e; be the multiplicity of U; in V (i =
1,2,...,1). Thenif #(V) is the endomorphism algebra of V, we have that
(i) dim H(V)=ei+ei+...+e3,
(if) dim centre (V) =1,
(i) m=e,fitefat... teaf:
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In conclusion we remark that the algebra €(A ) may be computed, at least
in principle, by solving the linear equations (1.65) for the matrix T,
although in practice the calculations are likely to be cumbersome. The
information furnished in Theorem 1.5 will be of crucial importance in
studying the representations of finite groups, to which we turn in the next
chapter.

Exercises
1. Let H be a subgroup of G with coset representatives t,, t,, . . ., t,. Show that
the kernel of the permutation representation (p. 2)
Ht, Ht, ... Ht,
o(x)=
Ht,x Ht,x ... Htx
is the group
() t7 Ht.
i=1

2. Show that the map

(2 )

defines a representation of the cyclic group gp{a|a®=1}. Prove that this rep-
resentation is irreducible over the field of real numbers.

3. Lete bealinear map of the m-dimensional vector space V into itself such that

e’=¢, e#0, ¢#. (the identity map).

Define

U = {u|uec = u}, W = {w|wzs = 0}.

Show that U and W are subspaces of V which are invariant under &, that is
UecU, We c W.
Prove that

V=U@W.
Deduce that if E is an m X m matrix such that
E*=E, E#0, E#I,

there exists an integer r satisfying 1 < r < m and a non-singular matrix T such that

I, 0
T"ET=( ’ )=J.
0 0
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4. Let G be a group. Suppose that with each x € G there is associated a matrix
A(x) in such a way that

Ax)A(y)=Axy);

it is not assumed that A(x) is non-singular. Prove that if A(1) is singular but
non-zero, then

B(x) O)’

A(x)~(o 0

where B(x) is a representation of G (consisting of non-singular matrices).

5. Let G be a permutation group of degree m (=2). Suppose that V=
[vi, V2, - - -, ¥,,] affords the natural representation of G, thatis vio =v,, (o € G;
i=1,2,...,m).Putw,=v,—v, (j=1,2,..., m—1). Show that

U=[“1’ Wy - vy IIm-—l]

is an (m -~ 1)-dimensional G-module.
In particular, when m = 4, compute the 3 X 3 matrices that describe the action
of

r=(12), p=(123), A=(12)(34), y=(1234)
on U and obtain the character value in each case.

6. Suppose the group G has a matrix representation A (x) of degree two over the
rationals, with the property that, for a certain central element z of G

w0 )

Prove that A is reducible over the rationals.

7. Let V be the m-dimensional vector space over C, consisting of all row-vectors
with m components. Suppose that U is an r-dimensional subspace of V (r <m),
and define the orthogonal complement of U as

U*={we V|wia'=0forallue U}.
Show that
V=UeU-

Let A(x) be a representation consisting of unitary matrices (briefly, a unitary
representation ) of a group, which need not be finite. Prove that A (x) is completely
reducible.

8. Let A =(a;) be an m X m matrix. Define
a i, p;Jj, 4) = ;8,0 — 08,5

where i, j, p, g range from 1 to m with the proviso thati <p andj <gq. Arrange the

above expressions in a matrix A®” of degree Lm(m— 1), where the rows of 4"” are
labelled by the pairs (i, p) and the columns by the pairs (j, ), each set of pairs
being enumerated in lexical order, that is (i,, p,) precedes (i,, p,) if either i, <i,,
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or iy =i, and p, < p,. (This matrix is called the second compound of A, higher
compounds being defined similarly.)
Prove that if B is another m X m matrix, then

(AB)(IZ)=A“1)B“1).
Deduce that if ¢ (x) is a character of a group G, so is the function
Ho(x)P—o(x?)} (xeG).

9. (Converse of Schur’s Lemma) Let A (x) be a representation of a finite group G
over C, having the property that only the scalar multiples of the unit matrix
commute with all A(x). Prove that A (x) is irreducible.

(HINT: In theorem 1.5, dim €(A ) = 1. Hence one ¢ is equal to unity and all the
others are equal to zero.]
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2

ELEMENTARY PROPERTIES OF
GROUP CHARACTERS

2.1. Orthogonality relations

From now on we assume that G is a finite group of order g and that K is
the field of complex numbers. Hence, by Maschke’s Theorem, all rep-
resentations of G are completely reducible. Furthermore, irreducibility
henceforth means absolute irreducibility.

Let A(x) and B(x) be inequivalent irreducible representations of
degrees f and f’ respectively, and write

A@=(a;x)) Gj=1,2....f) 2.1)
B(x)=(by(x) ®a=12,...,f). (2.2)

For brevity, we adopt the convention in this section that i and j always run
from 1 to f, and that p and g run from 1 to f.

We choose f'f arbitrary complex numbers £,; and arrange them in an
[ Xf matrix

E= (fpj)-

Next we construct the matrix

C=C(E)= ¥ B(y "hEA(y).

yeG

Let x be a fixed element of G; then z = yx ranges over G when y does.
Thus we may equally well write

C=YB(z Z)EA(z)=YX B "'y )EA(yx).
z y
Since A and B are representations, we obtain that
c=Bu") B MEAR)AR),
y

or
B(x)C=CA(x) (xe@G), (2.3)
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because B(x™')=(B(x))”'. Applying Schur’s Lemma to (2.3) we infer
that C is the zero matrix, that is

Z prq(y_l)éqiaij(y)=09 for all p and j.

yeG g

Since these equations hold for an arbitrary choice of =, the coefficient of
each £, must be zero, thus

ZG boe(y Na;(y)=0, foralli,j,p,q. (2.4)
ye

In order to express this and similar results more succinctly we introduce
the notion of an inner product for functions on G with values in K. Let
¢(x) and ¢¥(x) be two such functions and write

G 0== % &, 2.5)
g xeG

Since this sum is unaltered if we replace x by x ', it follows that

(&, )=, &).

We shall say that the functions ¢ and ¢ are orthogonal if

(¢, ¥)=0.

The result (2.4) can now be expressed as

(ay, byy)=0, foralli,j,p,q. (2.6)

Thus if A(x) and B(x) are inequivalent irreducible representations, then
every element of the matrix A (x), when regarded as a function on G, is
orthogonal to every element of B(x).

Next, we consider a single irreducible representation of degree f. Then,
as before, the matrix

C=YA(y )EA(y) (2.7)
y
satisfies
AX)C=CA(x) (x€G).
By the corollary to Schur’s Lemma (p. 27)

C= Alf, (28)
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where A = A(E) is a scalar depending on =, In order to evaluate A we take
the trace on both sides of (2.8), thus

tr C=fA. (2.9)
Since A(y~")=(A(y))”", it follows that
tr(A(y NEA(y))=tr E,

and all terms in the sum (2.7) have the same trace. Hence tr C=g tr &,
and

(1

A==tr

- |09

Equating the expressions (2.7) and (2.8) for C we find that

YAQ™ EA(Y)=$(§||+§22+ I
y

whence on comparing coefficients of £,, we obtain that
Ta;(y Nag(y)=0, ifi#qorj#p
y

and

Z aij(y‘_l)aji()’) = g,
y f
These results may be summarised by the statement that the coefficients of
A (x) satisfy the relations

for all i and j.

1
(a,-,-, apq) = 75,-45”,. (2. 10)

The formulae (2.6) and (2.10) have important consequences for the
characters of irreducible representations.

Theorem 2.1 (Character relations of the first kind). Let x(x) and x'(x) be
the characters of the irreducible representations A (x) and B (x) respectively.
Then

1 if A(x)~Bi(x)

<X’X')={o if A(x)~B(x)"

Proof. Using the notations (2.1) and (2.2) we have that
x(x)=ay(x)+axn(x)+ ... +au(x),

X'(x)=bn(x)+byp(x)+ ... +byp(x).
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If A and B are inequivalent, we find that
1 -
o x")= . x(x)x'(x™ ") =X as, byy) =0.
X Lp

Next, if A and B are equivalent, we may suppose that A =B because
equivalent representations have the same character. In this case, by
(2.10),

X x)= Z (ai, a;) = Z 15,-,6.-,- =1.
L] (K}

This proves the theorem.

The character of an irreducible representation is called a simple
character while the character of a reducible representation is termed
compound.

If G is a group of order g, then any group function ¢ on G may be
regarded as a g-tuple, thus

¢ =(¢(X|), ¢(X2) ey ¢(xg))s

where x;,x,..., x, are the elements of G enumerated in some fixed
manner.
When viewed as g-tuples, any collection

X(l)’ X(z): e ;X(S) (211)

of distinct simple characters is linearly independent. For suppose that

where the right-hand side denotes the zero g-tuple. Taking the inner
product of this equation with x*”, where 1<j <s, we find that

Zl Ci(X(i)s X(j)) =) ¢:o; =¢; =0,
i= i=1

which proves the linear independence of (2.11). It is known from Linear
Algebra that there can be no set comprising more than g linearly
independent g-tuples. Therefore s <g, and it follows that a group of order
g can have at most g inequivalent irreducible representations. For the
time being we shall denote the precise number of irreducible representa-
tions by r. Let

xVx® . x” (2.12)
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be a complete set of simple characters, and suppose that they correspond
to the irreducible representations

FO F?  F9, (2.13)

which, of course, are determined only up to equivalence. The degrees of
the irreducible representations will be denoted by

f(l)’ f(2)’ L ’f(r)

respectively.
By Maschke’s Theorem, if A is an arbitrary representation, then
A ~diag(F, F', F", .. .),

where F, F', F”, . .. are irreducible. The constituents of A need not be
distinct, but each of them can be chosen to be one of the complete set
(2.13). If ¢ is the character of A, we can write

b= Z’: d,-XU). (2.14)
i=1

where d;(=0) is the multiplicity of F*”in A. On taking the inner product
with x® we obtain that

di=(¢!x(i)) (i=13 2:-'-sr)- (2'15)

This is analogous to the way in which the coefficients of a Fourier series
are determined. For this reason we refer to (2.14) as the Fourier analysis
of ¢ or of A.

Let B be another representation, and suppose that its character, ¢, has
the Fourier analysis

¥ = E ex?, (2.16)
j=1
so that

ei=<"b;x(i)) (l=1, 2,.-.,!’)- (217)

We are now in the position to establish the converse of the elementary

result that equivalent representations have the same character. Indeed if
Px)=y(x) (xeG),

then (2.15) and (2.17) immediately show that d;=¢; (i=1,2,...,r).
Hence A and B are equivalent to the same diagonal array of irreducible
constituents and are therefore equivalent to each other. We record this
important fact as follows:
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Theorem 2.2. Two representations of a finite group over the complex field
are equivalent if and only if they have the same character.

In other words, the trace of a representation furnishes us with complete
information about the irreducible constituents into which this representa-
tion may be decomposed. In this sense, the character truly characterises a
representation up to equivalence.

We append some further remarks about the Fourier analysis of a
character. In the notation of (2.14) and (2.16) we have that

6,9)= L de,
l' =
and, in particular,

(#,¢)= 3 ¢ (2.18)

Now a representation is irreducible if and only if it consists of a single,
unrepeated, irreducible constituent, that is, we have

Proposition 2.1. A representation with character ¢ is irreducible if and only

if (¢, $)=1.

Example. The representation D of S;, mentioned on p. 20 has the
character ¢, given by

d(M)=2, la)=¢b)=0¢()=0, ¢le)=¢(f)=-1.
Since
(6, d)=24+0+0+0+1+1)=1,

it follows that D is irreducible over the complex field.

2.2. The group algebra

We introduce an important new concept, which connects the structure of
the group G with that of the underlying field K (in our case K =C). As
always,

G:x1(=1)’ X2, --vxg

is a finite multiplicative group, but we now assign to the elements of G a
second role by regarding them as the basis vectors of a vector space

Ge =[x1,x2,...,x,] (2.19)
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over the complex numbers. Thus a typical element of G is a ‘formal’ sum
V=a X taxx,t+ ... +C¥gxg

where a,, ay, .. ., a, are arbitrary complex numbers. Let

w=P6x,+Bx,+ ...+ B,x,

be another element of G. Then v=w if and only if «;=p;
({=1,2,...,g), and we have the usual rules for a vector space, namely

vtw= .Zg: (a; + Bi)x;,

g
Av= -; (Aa))x; (A €0), (2.20)

I
lv=uo.

Furthermore, G possesses a multiplicative structure. For suppose that
the multiplication table for G is expressed as

XiXj = Xy (i f) (2.21)

where u (i, j) is a well-defined integer lying between 1 and g. Multiplica-
tion in G¢ is then defined by

£
ow = ) aiBiXu)-
=1
This multiplication is associative by virtue of the associative law for G.
Thus, if u, v, w € G¢, then

(uv)w =u(vw).

As we have already remarked (p. 27), a vector space which is endowed
with an associative multiplication is called an algebra. Accordingly, we
call G the group algebra of G over C. The reader must bear with the
slightly confusing situation caused by the fact that x may signify both an
element of G and a vector of G . But there should be no logical difficulty,
since G can be regarded as a finite subset of G consisting of those sums
(2.20) in which one coefficient is unity while all the others are zero.

For the moment we exploit the multiplicative structure of G¢ onlyin so
far as it implies that

Gex<=Ge (x€@).
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Thus G¢ is a G-module of degree g over C. Let R(x) be the representa-
tion afforded by it. If we use the ‘natural’ basis (2.19), the action of x is
described by

[x1, X2, .., xg ) x =[21%, X0, .. ., xpx],

which is seen to be identical with the permutation representation 7 (x)
mentioned in (1.1). Employing the same term as on p. 2 we say that Gc,
as a G-module, affords the right-regular representation of G. Explicitly, if

R(x)=(rl'j(x)) (i’jzlazv'-"g),
then
£
XX = ; r;,-(x)x,-.

On the other hand, if we put x =x, and use (2.21), we have that
XiXs = Xy is)-
Hence

r,-,- (xs) = 5‘,_(,',”'1'. (222)
Example. Find the right-regular representation of the four-group

V:1,a,b,ab,wherea’=5b*=1,ab =ba.

Now
(1,a,b,ab)a = (a, 1,ab, b),
whence
01 0 0
1 0 0 0
R@=4y 0 0 1
0O 01 0
Similarly,

(1,a,b,ab)b =(b,ab,1,a),

0 01 0
0 0 0 1
Jr"(”)_1000’
010 0
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and

(1,a,b,ab)ab = (ab, b,a, 1),

000 1
0010
R@b)=ly 1 0 o
1 00 0

It is easy to check that R(a)R(b) = R(ab). Returning to the general case
we denote the character of R(x) by p(x), thus

p(x)= _gl ri(x).

According to (1.48) we have that
p(x) = number of symbols fixed by x,

that is, for a particular x, p(x) is the number of times that
xx=x; (=12,...,8)

holds. However, this equation is impossible unless x = 1. Hence r;(x) =0
ifx#1andr;(1)=1(=1,2,...,¢g). Thus

p(M=g,  pkx)=0 ifx#1, (2.23)
that is the character of R is given by the g-tuple
p=(g0,0,...,0).

We now proceed to a detailed analysis of the right-regular representa-
tion. Suppose that

r

p=7 ex® (2.24)
i=1

is the Fourier analysis of p. By (2.23)
i 1 & i) — i
€ = (P, X( )) =§ .Zl p(xj)X( )(xf 1) = X( )(1),
l:

that is
e=f" (i=12,...,r).

Substituting in (2.24) we have that

p(x)= -‘f‘l fOxV(x), (2.25)
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which means that
R(x)~ ¥ @(Io® F(x)).
i=1

This is the decomposition of R(x) into irreducible constituents.
On putting x = 1in (2.25) we obtain the interesting result that

g= é_l (fO7. (2.26)

At this juncture one might put forward the view that the representation
theory for finite groups, over the complex field, has been successfully
accomplished. Indeed, the decomposition of R (x) would bring to light all
possible irreducible representations of the group, up to equivalence; in
fact, each of these representations will appear with a multiplicity equal to
its degree. However, this would be an impracticable suggestion, because
the reduction of a sizeable representation is a very laborious operation.
Moreover, we have still to discover the deeper relationships between
representations and group structure. In particular, the significance of the
number r needs to be explored.

Further information can be gleaned by applying Theorem 1.5’ (p. 33)
to the G-module G. Thus we shall consider the algebra

xH = Hom(Gc, Gc),

and, in particular, we shall compute dim # and dim centre #. We recall
that # consists of all those linear maps

0 : Gc -> Gc
which commute with the action of G, that is

W8)x=(vx)0 (velGe,x€q). 2.27)

Let us first determine a necessary condition for such a map. Suppose the
image of 1 under 6 is the element ¢ of G, that is

10=1.
Substituting v =1 in (2.27) and leaving x arbitrary we find that
tx=x8 (x€@q).
Hence, by applying this formula to each term of (2.20) we find that
0o = tv. (2.28)
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Conversely, if 6 is defined by (2.28), where ¢ is an arbitrary element of
G, we may replace v by vx in (2.28) and obtain that

(vx)8 =t(vx) = (tv)x = (v0)x,

so that (2.27) holds. Thus (2.28) sets up a one-to-one correspondence
between the elements of % and those of G: every endomorphism of the
G-module G is equivalent to the left-multiplication by a fixed element
of G¢. Moreover, the correspondence (2.28) is an isomorphism between
the vector spaces & and G. For, if analogously

vn = s,
where n € ¥, s € G, then
v(a@+bn)=(at+bs)v (a,beC).
It follows that
dim % =dim Gec=g. (2.29)

Now parts (i) and (iii) of Theorem 1.5’ have been confirmed by (2.29) and

(2.26).
A new result will emerge when we examine the centre of #. Let ¢ be a
typical element of the centre of ¥. Then

00t =v¢0 (v eGe, 6 ). (2.30)

We may suppose that @ is given by (2.28), where ¢ ranges over Gc.
Similarly, there exists a unique element z of G¢ such that

vé=zv (veGg).
It is easily seen that (2.30) is equivalent to
ztv=1zv (ve€Ge),

and since this holds for all v, we may put v = 1 and deduce that

zt=tz. (2.31)
Let
£
t= % apx;,
j=1
where a,, a3, ..., a, are arbitrary complex numbers. Hence (2.31) is

equivalent to the conditions
in=sz (j=1;2,-“7g)

or
xilzxj=z (j=1,2,...,8).
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Since x; can be any one of the elements of G, we can say that z lies in the
centre of G¢, and consequently ¢ lies in the centre of %, if and only if

ulzu=z (ueG). (2.32)
Let

g
where Ay, A,, . . ., Ag are suitable complex numbers. Then (2.32) becomes

2=}

=1

g
Ax; =2 Au” xu. (2.33)
i=1

Thus conjugate basis elements have the same coefficient in z. Suppose the
k conjugacy classes of G are listed as follows:

Ci={1}, Ca={y2, p2'y2P2. 42'¥2q2, . . }, . . .,

Co ={Ye Pa' YaPar A Yoo - - -} - -5

G ={i PX YiPro 4ic Vi - - -}-

We associate with C, the element

Co = Vot DPa YoPa+qs Yala + . - - (2.34)

of G¢. On gathering the elements of C, in (2.33) for each a and suitably
renaming the coefficients we can write (2.33) as

Z=y1C1+Y262+ ... +ViCis (2.35)

where each vy is one of the As. Conversely, we have that
ulcu=c, (a=1,2,...,k),

because the element on the left consists of the same terms as c,, though
possibly in a different order. Thus c, lies in the centre of G¢ and so
therefore does (2.35), whatever the choice of the coefficients. Clearly,
€1, €3, - - -, C are linearly independent because their terms are mutually
disjoint. Hence

k=dim centre G =dim centre .

Part (ii)) of Theorem 1.5" now tells us that R involves precisely k
inequivalent irreducible constituents. Since we already know that all
possible irreducible representations, up to equivalence, occur in R, we
have finally arrived at the conclusion that

r=k.

We summarise our results as follows:
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Theorem 2.3, Let G be a group of order g. If G has k conjugacy classes,
there are, up to equivalence, k distinct irreducible representations over C,
FO, F? . F®

If F? is of degree f, then

k .
£= LU

2.3. The character table

The complete information about the characters of G is conveniently
displayed in a character table, which lists the values of the k simple
characters for all the elements. We know (p. 10) that a character s
constant on each of the conjugacy classes. If x € C,, we put y(x) = x,.
Thus it is sufficient to record the values x, (1 <a <k). Denoting the
number of elements in C, by h,, we have the class equation

hi+h,+ ... +h. =g (2.36)

Unless the contrary is stated, we adhere to the convention that C, ={1}
and that F'V is the trivial representation

FPx)=1 (xe€G).
As in Theorem 2.3, the degree of F will be denoted by f, so that
xi'=f (=12,...,k)

Table 2.1 presents a typical character table. The body of the table is a
k x k square matrix whose rows correspond to the different characters
while each column contains the values of all simple characters for a
particular conjugacy class.

G

C, ¢ ... C, ... C

h, h, ... h, ... h
PO AN T | 1
X2 | P Xy x? x&
x| 2 Xy < x9 X
X(k) f(k) X(Zk) X;") X;(k)

Table 2.1.
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Example. The group S, has three conjugacy classes, namely [13, Chapter
vl

Cl = {1}’ C2 = {(12)5 (13)’ (23)}’ C3 = {(123)’ (132)}’

where h; =1, h,=3, h;=2. Therefore §, has three simple characters: the
trivial character y"’(x), the alternating character y‘?(x) (={(x), p. 4) and

1I(x) (= d(x), p. 42).

1 3 2
x? 1 1 1
x® 1 -1 1
x? 2 0 -1
Table 2.2.

We check that
(FOP+(PP+(fOP=17+12+27=6,

which confirms that we have indeed found all the simple characters.
Let A(x) be an arbitrary representation of degree m, not necessarily
irreducible, and let ¢ (x) be the character of A (x). Then

¢ (x)=tr A(x)=sum of the latent roots (eigenvalues) of A(x).

If £ isalatent rootof A(x),thene"(n=0,£1, +2,...)isalatent root of
(A(x))" = A(x"). In a finite group of order g, each element satisfies the
equation

xt=1.
Thus £8 is a latent root of A(x8)=A(1) =1, whence e¥* =1, thatise isa
gth root of unity and therefore a complex number of modulus unity.
Hence

e =3¢
where the bar denotes the conjugate complex.

If the latent roots of A (x) are
£1(x), £2(x), . .., Em(x),

then those of A(x~') are

81(X), 82(x)a vy Em(x)-
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We conclude that, for any character,

¢(x7)=(x), (2.37)

where the right-hand side is an abbreviation for ¢ (x). This enables us to
recast the expression for the inner product of two characters ¢ (x) and
¥(x). When x lies in C,, then ¢(x)=¢,, ¥w(x)=u,, ¢y(x~ ") =4,. Hence

G W=~ T s =2 T hdui. (2.38)
g xeG g a=1

In particular, if ¥ and x' are simple characters, the character relations (of
the first kind, p. 39) state that

k 5 _ 0 ifX #X'

L PaXaxa= {1 ifx=x"

Applying this result to all the rows of the character table we have that

— Z haxx P =5, (2.39)

(h,j=1,2,..., k). We can express this information in a more compact
form by mtroducing the k X k matrix

U = (i) = (xPV(h./8)). (2.40)

Then (2.39) states that the rows of U form a system of unitary-orthogonal
k-tuples. Thus U is a unitary matrix, that is

vU'=1, (2.41)

where the dash denotes transposition. Now if U is a unitary matrix, so is
U’; for, by (2.41), U and U’ are inverse to each other and therefore
commute. Hence U'U =1 and, on taking the conjugate complex,

UU=1I

This means that the columns of U also form a unitary-orthogonal system,
that is

koo g
L X&'X8 =7 Bap- (2.42)

These equations are called the character relations of the second kind.
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When x ranges over the conjugacy class C,, then x ' ranges over the
conjugacy class C,, whose elements are in one-to-one correspondence
with those of C,. We say that the classes C, and C,- are inverse to each
other. It may happen that C, = C,., in which case C, is termed self-
inverse. In any event,

ho = hy,
and, for each character ¢(x),
o= ba
Thus the character relations of the second kind can also be written
k
El xPx sy = f;&aﬁ. (2.43)

Together with any representation A(x) we have the contragredient
representation (p. 16)

A'x)=A'(x"".
If ¢(x) and ¢ '(x) are the characters of A (x) and A'(x) respectively, we
have by (2.37) that
¢'(x)=d(x).
Evidently, A and A" are equivalent if and only if ¢ is real-valued.
In particular, if x is a simple character, so is x, because

06X =0 x)=1.
2.4. Finite Abelian groups

The problem of the character table can be solved easily when G is a finite
Abelian group. In this case each element forms a conjugacy class by itself
so that k =g, and (2.26) becomes

PRGUE

This implies that each £ is equal to unity. Hence all absolutely irreduc-
ible representations of a finite Abelian group are linear. The one-rowed
matrix F*’(x) may then be identified with its sole coefficient and hence
with its character, that is

FO(x)=x"x),

and
xO(xy) = xPx)x (). (2.44)
These linear characters are readily found, as we shall now demonstrate.
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In the first place suppose that G = Z,,, a cyclic group of order n. For the
sake of simplicity we shall temporarily use the notation

e(x)=exp x =¢.

Let
g, =e(2mir/n)

be any nth root of unity, where, for the moment, r is a fixed integer
satisfying 0=r <n. If

Z,=gplz}, 2"=1,
we define, for an arbitrary element z° € Z, (s=0,1,...,n—1),

x(2°) =& = e(2mirs/n). (2.45)
This is clearly a linear character of Z,, because

xO@xO) =l =x0(2*).

Distinct values of r yield distinct characters (2.45). As r ranges from 0 to
n — 1, we obtain n characters, as required. Contrary to our usual conven-
tion the trivial character will here be denoted by x‘”. The complete
character table of Z, is then summarised by the equations

xO(z°)=eQRmirs/n) (r,s=0,1,...,n—1). (2.46)
The orthogonality relations
(X(i),x(j))zaij (l’]:O’ 1’---’n_1)

could be checked; they follow from elementary identities for exponential
functions.

Example. The group Z; consists of the elements
1,2,z (2*=1).

Let w =e(2wi/3). Then the character table is as in Table 2.3.

Z:
1 z z?
X(O) 1 1 1
X(l) 1 w w2
x?® 1 w? ®
Table 2.3.
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For the general case of a finite Abelian group G we invoke the Basis
Theorem, according to which G is the direct product of cyclic groups, say

G=gp{z )} xgp{za}x ... xgp{z..},
where z, is of order n, and
g=Nnn,... N, (2.47)
An arbitrary element x € G is then uniquely expressed as
x=2z%2%2.. . 20m (2.48)
where the exponents are subject to the conditions
0<a,<n, (u=12,...,m).

In order to construct the simple characters of G we choose for each p an
n,th root of unity

e, =€Q2mir,/n,),
where r, is any integer satisfying
Osr,<n, (=12,...,m). (2.49)

Corresponding to each m-tuple
r=[ri,r2...,0) (2.50)

we define the function

x[’](x)=e(21-ri g a”r"/n#), (2.51)

n=

x being given by (2.48). If

— b b b,
y=2z1'22%...2

is another element of G, it is easy to verify that

X xy) = xxy).

By (2.47) there are g m-tuples satisfying (2.49). Since distinct m-tuples
correspond to distinct functions, the complete character table is pre-
sented in (2.51).

In every group the set of linear characters can be endowed with a group
structure in which multiplication serves as composition. For if x and x'
are functions with the property (2.44), then the function xx' defined by

xx'(x)=x(x)x'(x)
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also satisfies (2.44). In particular, the g simple characters of the Abelian
group G form a multiplicative group in this sense, which is called the dual
group of G and is often denoted by G*.

In order to examine the relationship between G and G* more fully, it is
convenient to represent an element x of G by the m-tuple of exponents in
(2.48), thus

x=(a,az...,am).
If
y=(by, ba,...,b,)
is another element of G, then
xy=(a,+by,a,+b,,...,a,+b,),

provided that a, +b, is replaced by its least non-negative remainder
modulo n,,.
Similarly, if x/"! and x*! are two elements of G*, then their product in
G* is given by
X = y el
where
r+s=[ri+s;,r2+52 ..., m+5m)

with the same rule regarding the reduction of r, +s, modulo n,. Hence it
is evident that the groups G and G* are isomorphic, each being equiva-
lent to the group of m-tuples with the composition described above.
The correspondence between G and G* has been established with
reference to a particular basis of G. We mention without proof that the
intervention of a basis is unavoidable. Accordingly, the relationship

G=G*

is termed a non-natural isomorphism.
The character theory for finite Abelian groups is summarised as
follows:

Theorem 2.4. Suppose that G is a direct product of m cyclic groups of orders
ny, Ny, . .., Ny, respectively, so that

g=|G|=n1n2...nm.
Then a typical element of G can be represented by the m-tuple
x=(ay,az...,an)
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where (0<a, <n,. Composition of elements is carried out by addition of
components followed by reduction of the uth component to its least non-
negative remainder modulo n,(n=1,2,...,m).

Corresponding to each m-tuple

f=[l'1,1'2, e ,rm],
where 0=<r, <n,,, there exists a linear character

x['](x)=e(21ti i a#ru/nu)

n=1
of G, and all g characters are obtained in this way. The characters form a
multiplicative group G* which is isomorphic to G by virtue of the
correspondence

(alv a,..., am)(_)[alv a,..., am]'

Example. The four-group is given by
V= gp{x}xgply},

where x2=y?=1, xy = yx. In order to obtain the characters of V we
assign to x and y in turn the numbers 1 and —1, which then determines the
character value of xy. Thus Table 2.4 is obtained.

V:
1 x y xy
x? 1 1 1 1
x@ 1 -1 1 -1
x*? 1 1 -1 -1
x@ 1 -1 -1 1
Table 2.4.

We conclude this section with an application to matrix groups.

Theorem 2.5. Suppose that the m X m matrices over C
A1(=I)’ A2’ veay Ag

form an Abelian group under multiplication. Then these matrices can be
simultaneously diagonalised, that is, there exists a non-singular matrix T
such that

T'IA,-T=diag(a(1‘), e, e (i=1,2,..., g).
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Proof. A matrix group may be regarded as its own representation and is
therefore equivalent to diagonally arranged blocks of irreducible rep-
resentations. In the case of an Abelian group all irreducible representa-
tions are linear, which amounts to the possibility of simultaneous
diagonalisation.

Corollary. Every periodic matrix, that is a matrix satisfying
AP =]

for some positive integer p, can be diagonalised.

Proof. We may assume that p > 1. The matrices
LAA?.. . A"

form a cyclic group of order p. Hence there exists a non-singular matrix T
such that 7~ 'AT is a diagonal matrix.

2.5. The lifting process

The search for representations of a given group G is often facilitated by a
knowledge about subgroups and quotient groups of G. The latter leads to
a particularly simple procedure, which we shall develop in this section.
Let g =|G]| and let

N:u1(= 1),“2,...,“,,

be a normal subgroup of G of order n. We recall that the elements of the
quotient (factor) group G/N are the cosets Nx (x € G), of which exactly
g/n are distinct. The law of composition in G/N is given by

NxNy = Nxy,

and the identity of G/N is N. Also Nx = Ny if and only if y = ux, where
u € N. In particular, Nu = N.

Suppose that A,(Nx) is a representation (reducible or not) of G/N
having degree m. Then

Ao(Nx)Ao(Ny) = Ao(Nxy),
Ao(N)=1,.
Let
do(Nx) =trA o(Nx)
be the character of A y(Nx).
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We now use this representation to construct a representation A of G
by defining

Alx)=A¢(Nx) (x€G).
This is indeed a representation of G, because
A(x)A(y) = Ao(Nx)Aq(Ny) = Ao(Nxy) = A(xy).
The character of A(x) is given by
@ (x) = do(Nx).
We note that if u € N, then
Alu)=A(N)=1,, ¢u)=m.

Since A(x) consists of the same matrices as Ay(Nx), it is clear that A(x) is
irreducible if and only if Ay(Nx) is irreducible. Thus we have the
following result:

Theorem 2.6. (Lifting process). Let N be a normal subgroup of G and
suppose that A o(Nx) is a representation of degree m of the group G/N. Then

A(x)=A(Nx)

defines a representation of G, ‘lifted’ from G/N. If ¢o(Nx) is the character
of Ao(Nx), then

@ (x) = @do(Nx)
is the ‘lifted’ character of A(x). Also, if u€ N,

Aw)=1, SWw)=m=¢0).

The lifting operation preserves irreducibility.

We now ask the opposite question: how can we tell whether a given
representation of degree m has been lifted from the representation
Ao(Nx) of a suitable factor group G/N? This is related to the problem of
finding the kernel of the map

x->A(x).
Let this kernel be denoted by M. Then if u e M, A(u)=1,, and hence
¢(u)=m. (2.52)

Conversely, suppose that an element u of G satisfies (2.52). Since A (u) is
a periodic matrix, the corollary to Theorem 2.5 implies that

A(u)~diag(£1, E2y 4y Em), (253)
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where each ¢; is a root of unity. Taking the trace we find that

m=g;+e,+...+e,.

Em

£

Figure 1.

We have that (see Figure 1)
m=|e; +&,+ ... +&| <|ey| +]ed] + ...+ |en|=m,

and equality can hold only if ¢, =¢,=...=¢,, =¢,say. Hence m=me,e=1,
which means that A(u)=I. In other words, the condition (2.52) completely
characterises the kernel.

We shall now construct a representation of G/M by putting

Ao(Mx)=A(x). (2.54)

We must, however, verify that this representation is well-defined; indeed
if Mx = My, then y = ux, where u € M, and by (2.54),

AoMy)=A(y)=A(ux)=Am)A(x)=IA(x) = Ao(Mx),

as required.

The representation A(x) is faithful if and only if ¢ (x) = ¢ (1) implies
that x = 1.
Summarising this discussion we have the following result.

Theorem 2.7. If A is a representation of G with character ¢, then those
elemenis u which satisfy ¢ (u) = ¢ (1) form a normal subgroup M, which is
the kernel of A. Then Ay(Mx)= A(x) is a well-defined representation of
G/M, and we may regard A as having been lifted from A,.
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In particular, we can discover normal subgroups of G by running
through each row of the character table and gathering together all those
elements u for which y(u)= x(1).

Example 1. The alternating group A, is of order 12 and consists of the
following elements:

1,(123),(132),(124),(142),(134),(143),(234), (243), (12)(34), (13)(24),
(14)(23).

First, we must split A 4 into conjugacy classes. In the full symmetric group
S4 two permutations are conjugate if and only if they possess the same
cycle pattern [13, p. 131]. For example, consider

t1(123)r = (132), (2.55)

where ¢t = (23), which does not lie in A,. If there were such a permutation ¢
in A,, it would have to leave the object 4 fixed. Hence ¢ would have to be
1 0r(123) or (132), none of which satisfy (2.55), since they commute with
(123). We must therefore conclude that (123) and (132) belong to distinct
conjugacy classes of A,. The same observation applies to other pairs of
3-cycles that involve the same set of objects. On the other hand (12)(34),
(13)(24) and (14)(23) remain conjugate in A4, for example

(234)'(12)(34)(234) = (13)(24).
Thus it is found that the conjugacy classes of A, are as follows:
G ={1}
C,={(123), (142), (134), (243)}
C3={(132), (124), (143), (234)}
Ca={(12)(34), (13)(24), (14)(23)}.

We infer that A4 possesses four irreducible representations. It so happens
that V=C, uC, is a normal subgroup of A, [13, p. 138]. The quotient
group A,4/V is of order 3 and is therefore isomorphic to Z,, whose
character table was given on p. 53. According to Theorem 2.6 we can lift
the three characters of Z;, all of which are linear, to obtain three
characters x‘V, x®, x® of A,, the kernel being V. It remains to find x“.

Since
(f(l))Z + (f(Z))Z + (f(3))2 + (f(4))2 =12,

and fV=f?=f3 =1, we deduce that f*’=3. For the moment denote
the values of x(") for the classes G, C,, C, by a, B, vy respectively.
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Thus the character table, so far, is of the form of Table 2.5(a).

Ay
C, C, C, C,
h 1 4 4 3
x® 1 1 1 1
x? 1 w w? 1
x® 1 w’ w 1
x? 3 a B Y
Table 2.5(a).

The values of a, 8 and y are readily derived from the orthogonality of the
columns (character relations of the second kind). Thus it is found that
a=fB=0,because 1 +w +w’=0and 3y +3 =0, whence y=—1. Hence
the complete character table is as given in Table 2.5(b).

A,
C, C, G, C,
h 1 4 4 3
X' 1 1 1 1
x? 1 w® w? 1
x? 1 w? w 1
x@ 3 0 0 -1
Table 2.5(b).

Example 2. The dihedral group D, of order 8 is defined by
a*=b*=1, b lab=a>

We note that b~ 'a%bh =a®=a’ Hence a* lies in the centre, as it com-
mutes with both a and b. In fact, the centre is {1, a*}. Thus 1 and a* form
conjugacy classes by themselves, the other conjugacy classes being

{a, a®}, {b, a*b}, {ab, a’b}.

Since there are five conjugacy classes in all, the group D, possesses five
irreducible representations.

Evidently, the subgroup N=1 Ua? is normal in D,. The quotient
group D, /N consists of the elements

N, Na, Nb, Nab
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and is isomorphic to the four-group, whose character table is displayed on
p. 56. The four characters of D,/N are lifted to yield linear characters
P, x?, x?, x® of D,. It remains to determine x*. Since f"' =2 =

f@=f“=1and
5 .
T (fV)*=8,
i=1
it follows that f® = 2. The other values of y® are deduced from the fact

that the columns of the character table are mutually orthogonal. The
result is in Table 2.6.

D, or Q:
C 1 a’ {a,a’} {b,a’b} {ab, a’b}
h 1 1 2 2 2
X 1 1 1 1 1
X? 1 1 1 -1 -1
X® 1 1 -1 1 -1
X® 1 1 -1 -1 1
e 2 -2 0 0 0
Table 2.6.

Example 3. The quaternion group Q of order 8 is defined by
a*=1, 2=p% b lab=a’

(It is not isomorphic to D,.) The group N ={1, a*} is a normal subgroup
of Q, and in fact isits centre. Also the group Q/N consists of the cosets

N’ Na, Nb, Nab

and is isomorphic to the four-group. Hence the same arguments apply
for the construction of the character table of Q as in the case of D,. Thus
these two groups have the same character tables. This is a somewhat
disappointing discovery, as it dashes all hope of using the character table
to discriminate between non-isomorphic groups.

2.6. Linear characters

The problem of finding all the linear characters of G is related to the
commutator group (or derived group) G’'. We recall that

G'=gp{x "'y 'xy|x, y e G}.
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It is known that G’ is normal in G and that G/G’ is Abelian. Also, G'is
the least subgroup with these properties; that s, if N is a normal subgroup
such that G/N is Abelian, then G'<N [13, p. 74].

Since G/G'1s Abelian, all its irreducible characters are linear. Suppose
that |G/G’|=1, and let

APAR, L AD (2.56)
be a complete set of irreducible characters of G/G’. Then we obtain [
characters of G by lifting from G/G’, namely

APX)=AGx) (=1,2,...,0D. (2.57)

Conversely, we shall show that all linear characters of G are obtained
in this way. Thus, let u (x) be a linear character of G. For any commutator
a 'b"'ab we find that

pla b7 'ab)=pu(@a Hud Hu(@ud)=1.
Since the commutators generate G, it follows that
pw)=1, fueqG,

that is G’ lies in the kernel of every linear representation of G. We can
now define a representation w of G/G’ by

polG'x) = pu(x). (2.58)
This is legitimate, because if G'x = G'y so that y = ux, u € G', we have
that
p(y)=p(ux) = p(u)p(x) = plx),

as required. We deduce that i, must be one of the representations of
G/G' listed in (2.56), and it follows from (2.58) that w is one of the
representations of G defined in (2.57). Summarising we have

Theorem 2.8. The number of linear characters of G is equal to |G/G'|.
There is a one-to-one correspondence between the simple characters A¢ of
G/G', which are necessarily linear, and the linear characters of G, given by

Ax)=Ao(G'x) (x€G).
All linear characters of G take the value unity on G'.
Example 4. According to Table 2.5(b), the group A, has three linear
characters. Thus |A;/A}| =3, whence |A}|=4. Now V is a normal

subgroup of A, such that A,/V is Abelian. By the minimal property of
A}, we have that V= A}, Since | V| =|A}), it follows that V = A}.
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We conclude this section with an observation that is sometimes useful
in our search for representations. Let A (x) be any representation of G,
irreducible or not, and suppose that A(x) is a linear character. Then

B(x)=A(x)A(x)
is also a representation, since it is easily verified that
B(xy)=B(x)B(y).

If A(x) has character ¢(x), then B(x) has character A(x)¢(x). This
applies, in particular, when A (x) is irreducible. Thus we have

Proposition 2.2. If A(x) is a linear character, then together with every
irreducible character, the character table also contains A (x)x (x). For, since
A(x)A(x~") =1, it is obvious from (2.5) that

A Ax)=06x)=1.

However, it may happen that y (x) = A(x)x(x) for all x € G, in which case
the method produces no new character.

Exercises

1. Let A ={a,;(x)) be an absolutely irreducible representation of a finite group G.
Prove that

Y a,(y Da,(yx)=(g/flas(x) (xeG),

yeG
where g = |G| and f = deg A.

2. Let A be an absolutely irreducible representation of degree f of the finite

group G. Prove that if the (constant) f X f matrix K has the property that
tr{KA(x)}=0, forallxinG,

then K =0.

3. (i) Show that the permutation representation of S, induced by the subgroup

H: 1, (12) is isomorphic to S, (see p. 2).

(ii) Show that the permutation representation of S; induced by the subgroup
K: 1, (123), (132) is equivalent to

1 0 )
(0 2(x) (x €85),
where ( is the alternating character of S, (p. 50).

4. Let X=(x¥)(i,a=1,2,..., k) be the matrix comprising the character table
of a group. Show that X is non-singular.

Prove that the number of real-valued characters is equal to the number of
self-inverse conjugacy classes.
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5. Show thatin a group G of odd order no element other than 1 is conjugate to its
inverse.

Prove that if u € G and u # 1, there exists at least one simple character y such
that y(u) is not real.

6. Prove that, in a group of odd order, the trivial character is the only character
that is real-valued.

7. Let A(x) and B(x) be two matrix representations over C of a finite group G.
Suppose that for each x € G there exists a non-singular matrix P(x) such that

{P(x)}"A(x)P(x) = B(x).
Prove that there exists a non-singular matrix 7, independent of x, such that
T'A(x)T=B(x).

8. Prove that, if a finite group has a faithful absolutely irreducible representation,
then its centre is either trivial or else cyclic.

9. Let G = gpl{a, b} be the dicyclic group of order 12 defined by the relations
a®=1, a’=(ab)*=b>

Show that the derived group and the centre are G’ ={1,a* a*} and Z ={1, a?}
respectively. By lifting characters from G/ G’ and G/Z, or otherwise, establish the
character table given in Table 2.7.

1 a’ (a,a®) (a?, a*) (b,a’b,a*b) (ab, ab, a’b)
x® 1 1 1 1 1 1
x? 1 -1 -1 1 i —i
x? 1 1 1 1 -1 -1
x@ 1 -1 -1 1 —i i
x> 2 2 -1 -1 0 0
x© 2 -2 1 -1 0 0
Table 2.7.

10. The dihedral group D,,, of order 4m is defined by the relations
a’™=p>=1, b lab=a"l.

Show that there are m+3 conjugacy classes, namely C,=(1), C =
@,a® N G=12,....m-1),C,=(@m),Cpi1=(b,a’,...,a*"%),C,.,=
(ab,a’b, ...,a"""'b). Prove that D%, =gp{a’}. Put ¢ = exp(mi/m) and let ¢ be
an integer such that 1 <t=<m —1. Verify that the matrices

_{e" O ) _(O 1)
A"(o ) BT\ 0

furnish an irreducible representation over C by virtue of the map a - A, b - B..
Deduce that the character table of D,,, consists of four linear characters

AN g®bBy=(-1)*"*P (r,5 =0, 1)
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and m — 1 two-dimensional characters
xa*)=2cosatp (@a=0,1,...,2m—1)
x“(a"b) =0,
where ¢ = 7/m.
11. The dihedral group D,,, ., of order 4m +2 is defined by the relations
a’™*'=p>=1,b""ab=a"".

Show that there are m +2 conjugacy classes, namely C,=(1), C; =(a’, a*"*'™)
(j=1,2,...,m), C,..=(bab,...,a*"b). Prove that D5, ., =gp{a}. Put ¢ =
exp(2mi/2m +1) and let ¢t be an integer satisfying 1<t<m. Verify that the

matrices
e 0 ) (0 1)
(= , B, =
A (0 e’ 1 0

furnish an irreducible representation over C by virtue of the mapa » A,, b » B..
Deduce that the character table of D,,, ., consists of two linear characters

A@=b?)=(—1¥" (r=0,1)
and m two-dimensional characters
x“a*)=2cosatdp (a=0,1,...,2m)
x“(a"b) =0,
where ¢ =27/2m +1.

12. Show that the matrix representations used in the two preceding examples can
be brought into real form; that is, there exists a matrix P such that
P'A,P and P7'B,P are real.

13. Let H be a normal subgroup of G such that G/H = gp{Hzt} is cyclic of order
m, where t™ = v € H. Suppose that @ is a linear character of H with the properties
that

@ e(tutr’)=60(u) (weH;r=0,1,...,m-1),
(it) 6(v)=1.
Prove that if £ is an mth root of unity, then
O(ut')=08(u)ec’
is a linear character of G.

14. Prove thatif A (x)is arepresentation of a finite group G such that det A (u) #
1 for at least one element u of G, then [G: G']>1.

15. Let G:x,, x5, ..., x, be a group of order g, and let p and g run through the
elements of G in this order. With each x of G associate an indeterminate £,. The
g X g matrix

F = @p_lq),
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in which p and g specify the rows and columns respectively, is called the group
matrix of G. Write

I'=Y R(x)&,

where R (x) is the matrix which embodies the coefficients of £, inI'. Prove that the
matrices R (x) are identical with those of the regular representation, referred to
the natural basis of G¢ (p. 44).

16. Using the notation of the preceding exercise we call det(£,-1,) the group
determinant of G. Prove that

k
det(§,1,) = [1 o,

where

b, = det( g F‘“(x)f,).

In particular, when G is a finite Abelian group with linear characters A ©(x)
(t=1,2,...,g), then
8 -
dCt(fp_lq = H (z/\u)(x)fx)-

i=1 x

Historical remark. The case of an Abelian group having been known for some
time, Dedekind wrote to Frobenius in April 1896 posing the problem of factoris-
ing the group determinant of a non-Abelian group. In answer to this question
Frobenius created the theory of group characters, which he published in the same
year.

17. Establish the formula for the circulant determinant:

o & & Ll &
fu—l o fl < {".‘.2 = "lj; (fo"'ﬁ"f] +€2r§2+ e +€("_1)'fn-1),
& & & L &

where ¢ =exp(2wi/n).

18. Let V:1, a, b, ab be the four-group defined by the relations a?=5b%=1,
ab = ba. Show that each of the elements

u,=1l1+a+b+ab, u,=1—a+b-—ab,

u;=1+a—-b—ab, u,=1—-a—-b+ab

of the group algebra V (p. 44) generates a one-dimensional V-module.
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19. Let A}, A, ..., A, be a set of matrices over C, at least one of which is
non-singular. Prove that there exists a non-singular matrix P such that

Y AA]=PP.
i=1
Also show that, if each A, is real, then P may be taken to be real.

20. Let A(x) be a representation of a finite group G and put

H= Y A(y)A'(y).

yeG
Prove that
AXHA'x)=H (xeG).

Deduce that A (x) is equivalent to a unitary representation. Show also that, if each
A(x) is real, then B(x) may be taken to be real orthogonal.

21. Use Exercises 7 of Chapter 1 and 20 of Chapter 2 to give an alternative proof of
Maschke’s Theorem, valid for the field C.

68



3
INDUCED CHARACTERS

3.1. Induced representations

With a brilliant idea, Frobenius succeeded in constructing representa-
tions of a group from those of an arbitrary subgroup.

Let G be a group of order g, and let H be a subgroup of order & and
index n (= g/h). Suppose that B(u)(u € H) is a representation of H of
degree g, thus

B(u)B(v)=B(uv) (u,veH). (3.1)
We formally extend the matrix function B to the whole of G by putting
B(x)=0,if xg H. (3.2)

Of course, this convention does not turn B(x) into a representation of G,
if only for the obvious reason that, by their very definition, all representa-
tions consist of non-singular matrices. A more subtle procedure is
required. Let

G=Ht,UH:,U...UH:,

be a decomposition of G into right cosets of H, thatis, let#;, ¢, ..., ¢, be
aright transversal of H in G. For every element x of G we define a matrix
A(x)of degree gn as an n X n array of blocks, each of degree g, as follows:

B(yixt7')y  B(xt3') ... B(axt;Y)
B(t;xt7')  B(txt;') ... B(toxt!
AQx)= 2Xt1 ) (t2xt7") (t2x )’
B(txti'y B(xt3) ... Bltxtl)
or, more briefly,
A(x) =(B(txt; ). (3.3)

The fundamental discovery of Frobenius was the fact that A(x) is indeed
a representation of G, that is

Ax)A(y)=Axy) (x,yeG). (3.4)
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Comparing the (i, j)th block on both sides we see that (3.4) is equivalent
to the assertion that, for all fixed i, j, x and y,
Y B(txt,)B(tyt; ') = B(txyt; ). 3.5)
r=1
Two cases arise according to the nature of the right-hand side of (3.5).
(i) Suppose that r,-xytfl £ H. Hence by (3.2) the right-hand side of (3.5)
is the zero matrix. We claim that, for eachr (1 <r=<n), eithertxt, '€ Hor
tyt;' & H. For otherwise we should have that

(txt; " Yeyt; ") =txyt; '€ H,

which contradicts our present hypothesis. Hence each term on the
left-hand side of (3.5) is zero, and the two sides agree.

(ii) Suppose that v =fxyt;' € H. The element fx belongs to exactly
one right coset, say

tx € Ht, so that u=1txt;'e H.

Hence, if r # 5, we have that t;xt,; ' € H. It follows that the sum on the left of
(3.5) reduces to the single term in which r = s. This termis surely non-zero
because

tyt;'=u'veH,

and (3.5) is equivalent to

B(u)B(u"'v)=B(v),

which is true by virtue of (3.1). This completes the proof of (3.4).

Our argument has shown that, for a fixed value of i, exactly one block in
(3.3) is non-zero. Similarly, for a fixed value of j, precisely one block is
non-zero. This happens when i is such that #xt; '€ H, that is when
t,€ Htx™'. Thus A (x) can be described as a generalisation of a permuta-
tion matrix, the units in such a matrix having been replaced by blocks B.
The representation A(x) of G is said to have been induced by the
representation B(u) of H.

Let ¢ (u) be the character of B(u). In conformity with (3.2) we define

d(x)=0, if xgH. (3.6)

The character of A(x), which is called the induced character of ¢, will be
denoted by ¢©. Thus

30 =tr A= T s, (3.7)
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In the construction of A(x) we employed a particular transversal, but
we shall now demonstrate that this choice does not materially affect the
result. For s,, 55, . . ., 5, is another transversal if and only if

Si = Uil; (l. = 1, 2, e N), (38)
where u,, u,, ..., u, are suitable elements of H. Now
sixs; ' =wtixt; 'u;

If s;xs; ! lies in H, so does £x¢t; ' and, since these elements are conjugate in
H,

G (sixsi ') = dlext] ). (3.9)

But if s;xs7 ' does not belong to H, then neither does txt; ', and (3.9) is
trivially satisfied because both sides are zero. On summing (3.9) over i we
find that

¢°(x)= gl b(sixsi "),

as required.

There are alternative ways of writing the formula for the induced
character. Let u be an arbitrary element of H and choose the transversal
si=ut; 1=1,2,...,n), thatisput u, =u,= ...=u, =u in (3.8). Then

¢°(x)= Z:l & (utxt; 'u").

Summing over u in H we note that the left-hand side is multiplied by A,
while the products ur; run over G exactly once. Hence

$°W=5 T s0m7) (3.10)

This result can be cast into yet another form if we consider elements of a
particular conjugacy class C,. Thus if x € C, we put

¢S = (x).
There are h, distinct conjugates of x, where h, = |C, |. As y runs through
G, the element yxy ' is always conjugate with x in G, but these elements
are not all distinct. In fact,
YiXy: = yaxys’ (3.11)
if and only if y 'y, commutes with x. We recall that the set of elements of
G which commute with x, is called the centraliser of x in G. This is a
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subgroup of G which we shall here denote by Z,. Hence (3.11) is
equivalent to y7 'y, € Z,, that is, to y,Z, = y,Z,. Thus there is a one-to-
one correspondence between the distinct conjugates of x and the (left)
cosets of its centraliser in G. In particular, we have that

h, =[G: Z.],

the index of Z, in G. When y runs through G, the elements yxy ' cover
the conjugacy class C, exactly g/h,, (=|Z,|) times. Hence (3.10) becomes

G__& n
= =— 3.12
b hh zézcacb(Z) . Z;Zc.¢(z)’ (3.12)
where n = g/h. A further simplification is brought about by the fact that
¢(z)=0 unless z € H. Therefore, the summation in (3.12) may be
restricted to C, M H, that is

¢S=§2¢W)(wa;nHy (3.13)

This formula is especially useful for practical computations.

It must be stressed that even when ¢ is a simple character of B, the
induced character ¢ is, in general, a compound character of G. This is
hardly surprising since the degree of ¢ © is n times as large as the degree
of ¢.

By way of illustration, it is interesting to observe that the permutation
representation

Htl th e th )

U(x)=(Ht1x Hu,x ... Hitx

of G, which we mentioned in Chapter 1 (p. 2), is a special case of an
induced representation, namely that which corresponds to the trivial
representation of H. Let »(x) be the character of o(x), viewed as a
representation by permutation matrices. Then by (1.48), ¢»(x) is equal to
the number of objects fixed under the action of x. Now Hr,x = Ht; if and
onlyif txt; '€ H. Denoting the trivial character of H, or its extension to G,
by & we have that &(u)=1, if u€ H, and £(x) =0 if x¢ H. Hence we can
express v(x) by the formula

v(x)= ¥ £ta).
i=1
Comparing this with (3.7) we find that
y=¢°.

72



THE RECIPROCITY LAW

As we have already remarked (p. 19), the permutation character is

compound when n > 1. More generally, any character , other than x",

is compound if its values are non-negative real numbers. For then

1 k
Cl=(¢ax(1))=§ g] halpa >05

and it follows that the Fourier expansion of ¢ is of the form
y=cixP+exP+. ..,
where ¢, is a positive integer. Hence

v—xV=(;—DxP+ex®+. ..

is also a character, which may still be compound.
We record the result for future reference.

Proposition 3.1. If G has a permutation representation w(x) of degree
greater than unity, then the function

@ (x) =(number of fixed points of m(x))—1 (3.14)

is a character of G, possibly compound.

3.2. The reciprocity law

The process of induction raises a character of a subgroup H to a character
of the full group G. There is a trivial operation that works in the opposite
direction: if A(x) is a representation of G, then by restricting x to
elements of H we obtain a representation A(u) of H, because the
equation

AWA(w)=A(uv)

clearly holds for all ¥ and v in H. If ¢ is the character of A, we denote the
restricted (or deduced) character by ¢y, that is

du(u)=¢(u) (ueH).

Again, it must be pointed out that the process of restriction does not, in
general, preserve irreducibility. Thus it may happen that, while A(x)isan
irreducible representation of G, the set of matrices A(u) (ue H) is
reducible over the ground field. When dealing with inner products we
must now indicate which group is involved. Thus we shall use the notation

(@ 0)6== ¥ o(x)bkx)
gxeG
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and analogously
1
(=7 L ou)pw).
ueH

The processes of induction and restriction are linked by a result which,
though not particularly deep, furnishes us with a useful tool for handling
group characters.

Theorem 3.1 (Reciprocity Theorem of Frobenius). Let H be a subgroup of
G. If y and ¢ are characters of H and G respectively, then

Proof. Applying (3.10) to ¢ we have that
1
v = L dlyxy™),
yeG
where ¢(z)=0if z¢ H. Then

W d)o=(h)" T T vl(yxy Hé(x)

xeG yeG

=(gh)' Y X viyxy Héx).

yeG xe€G

For fixed y let z = yxy ™', thatis x = y " 'zy. As x runs through G so does z.
Hence we may use z as the summation variable in the inner sum and
obtain that

W, d)s=(@h)"' T L w(z)d(y 'zy).

veG zeG

Since ¢ is a class function on G, we have ¢(y~'zy)=¢(z). The terms are
therefore independent of y and the summation with respect to y merely
amounts to a multiplication by g. Thus

W ¢)s=h"" §G ¥(z)(z).

But ¢ vanishes when z does not belong to H. Hence the summation may
be restricted to H, and we find that

WC, dp)s=h"" §H Y(2)d(z) = (¢, d)u,

as required.
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3.3. The alternating group A;

This group, which is also the symmetry group of a regular icosahedron
[13, pp. 154-6], will here be viewed as the set of the sixty even permuta-
tions of five objects. Thus A is a subgroup of index two in S5, the full
symmetric group of degree five. For the standard terminology and
elementary facts about permutations the reader is referred to Chapter 4,
where further references are given. To simplify the notation we put

G=A5, S=S5

in this section only. The first problem is to split G into conjugacy classes.
In S the conjugacy classes of the even permutations are represented by
the cycle patterns

C*: 1, (12)(34), (123), (12345)

comprising
h*: 1, 15, 20, 24

elements respectively (see (4.10), p. 108 where h, should be replaced by
h¥). Now if two elements x and y of G are conjugate in S, it does not
follow that they are also conjugate in G. However, let

txt=y, (3.16)

where ¢ is any permutation, and suppose that x commutes with some odd
permutation s, so that

s Ixs=x (s¢G). (3.17)
Then in addition to (3.16) we have that

(st) " 'x(st) =y,
and either r or st is even. Hence x and y remain conjugate if (3.17) holds.
For example, (12)(34) commutes with the odd permutation (12); hence
the conjugacy class of (12)(34) is the same in § as in G. Likewise, (123)
commutes with (45) so that this class also remains unchanged. But the
situation is different in the case of the element

u =(12345), (3.18)

as we shall now show. We have already remarked (p. 72) that if C(u) is
the conjugacy class and Z, the centraliser of u in G, then

|IC(u)|=(G: Z,]. (3.19)
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Similarly, if the star refers to the group S,
C*w)| =[S: Z2].

Now |$|=120 and, as mentioned above, |C*(u)| =24. It follows that
|Z¥ = 5. Since the five elements

1, u,u? u u’ (3.20)

surely commute with u, we infer that Z7 consists precisely of (3.20). As all
these elements are even, we deduce that Z, = Z%, whence, by (3.19), we
have that |C(u)| = 12. Thus the class of u in § ‘splits’ in G. In fact, the
elements u and u? are conjugate in S but not in G. For we have that

t ™ ut=u’, (3.21)
where

t=(2354)
is an odd permutation. If there were an even permutation w such that

w luw =u?,
then tw ™", which is odd, would commute with u. This is impossible, as we
have just seen. Iterating the relation (3.21) we find that
T rut ="l =ut (3.22)

Hence u and u* are conjugate in G, and so also are u” and u>.
We are now in the position to describe the conjugacy classes of G; for
each class we name a representative and give the size of the class:

C,: 1 (12)(34)  (123) u u?
h,: 1 15 20 12 12

Henceforth the classes will be enumerated in this order. The above table
tells us that G has five irreducible representations, and we proceed to find
their characters.

(1) As usual, the trivial character will be denoted by x V.
(2) Since G is a permutation group, Proposition 3.1 furnishes the
character

x®:4,0,1, -1, —1.
We find that
x®,xP)e =2(16+0+20+12+12)=1,
which shows that x® is a simple character (Proposition 2.1).
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(3) The alternating group A, on the objects 1, 2, 3, 4 is a subgroup of
G. As we have seen (Table 2.5(b), p. 61), A, possesses a linear character
¢ with the following specification:

C.: 1 (12)(34) (123) (123)?
hl: 1 3 4 4
¢: 1 1 w w?,

where C,, denotes a class of A, and h_ its size, and where w = exp(27i/3)
so that

w+w’=-1.
We construct the induced character ¢ with the aid of (3.13), namely
r
he

In the present case n=[G: A;]=60/12=35. Going through the five
classes of G we obtain that

¢S =5, 69 =503x1)=1,
65 =3(dw +40d)=—1,
$$=0, 9 =0,

the last two equations arising from the fact that the classes C, and Cs have
no element in common with A,. Since

(6%, 6% =8(25+15+20)=1,

¢e=7-Low) (weC.NA,).

the character ¢ € is simple and we shall label it ¥, thus
x®:5,1,-1,0,0.

(4) In order to continue our search for characters we use the cyclic

subgroup
U:1,u u? u’, u’
generated by (3.18). However, our luck of hitting a simple character at
the first shot is now going to forsake-us. A non-trivial linear character of
U is specified by
Alu)=¢e,

where ¢ is an arbitrary fifth root of unity, other than unity. We shall, in the
first instance, take

e = exp(2mi/5), (3.23)
77



INDUCED CHARACTERS
but £ may be replaced by e 2or e or £*, and all we require is the fact that
el+e’+e’+e+1=0.

We use (3.13) to compute the induced characters AS, and we note that
n=[G: U)=12. First, we have to determine the intersections C, " U
(@=1,2,3,4,5). Clearly,

CNU={1}, GNU=CGNU=J.
Since u and u* are conjugate in G, we have that
C.NU={u,u'},
and similarly
CsNU={u? u?}.
Straightforward calculations now yield the result that
A%:12,0,0, e +&% e2+¢6°,
Incidentally, we observe that the values of A€ are real, because
e+e*=e+e ' =2cos(2m/5),
and
el+ed=¢e*+e72=2cos(d4n/5).

Of course, it cannot be expected that a character of such a high degree is
simple. In fact, using (3.23), we find that

(A%, A% =144+ 12(c +£*)*+12(e*+£%?) =3,

Thus A€ is the sum of three simple characters. We enquire whether the
Fourier analysis of A€ involves any of the simple characters we have
previously discovered. Easy computations show that

Hence A° —x@—x® is a simple character. We shall denote it by x,
thus

x“:3,-1,0, —e*—¢>, —e —£*.

(5) Finally, on replacing ¢ by £? we obtain the remaining character
x®. Other substitutions £ - £* would be permissible but would not lead
to new results. Hence the complete character table is as in Table 3.1.
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Ag:

C: 1 (12)(34) (123) (12345) (12345)*
h: 1 15 20 12 12

X' 1 1 1 1 1

x? 4 0 1 -1 -1

x® 5 1 -1 0 0

x@ 3 -1 0 -2 cos(4m/5) -2 cos(2m/5)
x® 3 -1 0 -2 cos(2m/5) -2 cos(4m/5)

Table 3.1.

A glance at this table reveals the fact that As has no proper normal
subgroup. For if N were such a subgroup, then As/N would have a
non-trivial simple character, which on being lifted to A s would be one of
the characters included in this table. But a lifted character has the
property that x (1) = x(y) for some y of N, other than 1. This is plainly not
the case except for x‘*’, which proves that A is indeed a simple group.

3.4. Normal subgroups

The notion of an induced representation and the reciprocity law apply to
any subgroup. But more precise information can be obtained when the
subgroup is normal. In this section we consider a group G and a normal
subgroup H of order h. Thus if u € H and t € G, then rut™' € H. Suppose
that B is a representation of H, so that

B(u)B(v)=B(uv) (u,veH).
Then it is easily verified that, for each fixed ¢ of G, the matrices
B, (u)=B(tut™")
form a representation of H, that is
B,(u)B,(v) = B,(uv).
If ¢ is the character of B, then the character of B, is

@ (u) =g (tut™).

We say that the representations B and B, or their characters ¢ and ¢, are
conjugate (with respect to G).
Clearly,

(W, W) =, Y)p,
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since, for fixed ¢, the elements tut ~! run over the group H when u does. In
particular, if ¢ is a simple character of H, so is each ¢,

From now on we shall confine ourselves to a typical simple character ¢
of H. The conjugates £, though simple, need not be distinct. It may
happen that, for certain elements ¢ of G,

Su)=¢w) (ueH).

This will surely be the case when ¢ belongs to H, because £ is a class
function on H. More generally, let W be the set of those elements w of G
for which

Eowuw ) =¢) (ueH). (3.24)

Itis easy to check that W is a subgroup of G. We call W the inertia group
of £, and we note that

Suppose that £, =£,, that is
é(pup™')=£(quq™") (ueH).

In this identity we may replace u by g 'ug, because H is a normal
subgroup. Hence

£(pg 'ugpT)=&m) (ueH).

This implies that pg~'e W or, equivalently, that Wp = Wg. Thus the
number of distinct conjugates of £ is equal to the number of cosets of W in
G. More precisely, if

G

Uwy t,=1) (3.25)
j=1

is a coset decomposition of G with respect to W, then

§r1(=£)’ gtz& trey gt,

is a complete set of distinct conjugates of £
Next, we consider £°. By (3.10),

1 _
£°) =2 T £y,
yeG
which by virtue of (3.25) can be written as

£G(x)=% ) er(wt,-xt,-“w—‘)-

weWj=1
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Restricting this equation to H we have that

1 y Z Ewtut;'w).

h weWj=1

¢nlu)=

Referring to (3.24) we observe that the terms in the sum are independent
of w, whence

£3)=(W: H] T £,w) (3.26)

Since each £ is a simple character this must be the (unique) Fourier
analysis of £§, a noteworthy feature being the fact that all coefficients are
equal to [W: H).

We now ask the question: in what circumstances is £ a simple
character of G? By the reciprocity law

(fG, 'fG)G = (51?1, En

When j # 1, the characters ¢ and &, are orthogonal, while £ = £,. Hence
on taking the inner product of (3.26) with £, we find that

(£°,£%)c =[W: H]

Hence £° is a simple character if and only if W= H. Thus we have the
following result.

Proposition 3.2. Let H be a normal subgroup of G and suppose that € is a
simple character of H. Then £° is a simple character of G if and only if
& # £, whenever t€ H.

Another problem that arises in this context is the analysis of xg (in H),
where yx is a typical simple character of G. When xy is expressed as a
linear combination of the simple characters of H, at least one non-zero
term must occur, and we choose the notation in such a way that the
coefficient of ¢ does not vanish. Thus we suppose that

(& xu)u=e>0. (3.27)

By the reciprocity law we have that (£, x)s = e. Hence the analysis of £¢
is of the form

EG — eX +e’X’+e"X”+- ce (3,28)

where x, x', x”, . . . are simple charactersof G ande'=0,e"=0,....0On
restricting (3.28) to H we obtain that

ES =exyte'xute'xhit. ... (3.29)
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Suppose now that 7 is a simple character of H that is not of the form &,
Then (3.26) makes it evident that (£S5, n)y =0. Taking inner products
with 1 on both sides of (3.29) we find that

0=e{x, Mute' Mute'xmmut. ..

Since the inner product of any two characters is always equal to a
non-negative integer, each term of this sum must be zero, and in
particular

(XHs n)H = 0,

because ¢ # 0. Hence the Fourier analysis of i does not involve i and
must, therefore, be a linear combination of £ and its conjugates, say

XH = ,Zl b, (3.30)
j=
where
by=(xu, E)n=e.

As a matter of fact, all coefficients in (3.30) are equal. For, writing briefly
t =1, we find that

1 1y =

Exmu=7 T E@u)R(u).
ueH

Replacing the summation variable by v = tut™', we obtain that

(&, xH>H=% T £ o)

veH

1
= ;Z EW)x(w)=(¢ xuu=e

The induced representations of a normal subgroup were studied in
depth by A. H. Clifford [4]. His investigations refer to the representations
themselves, and not only to the characters, and have therefore wider
applications. What we have established can be summarised as follows:

Theorem 3.2 (Clifford’s Theorem). Let H be a normal subgroup of G, and
let x be a simple character of G. Then there exists a simple character £ of H
such that

r
XH=e 24 gl‘p
i=1

where e is a positive integer and the sum involves a complete set of
conjugates of &.
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3.5. Tensor products

On p. 29 we introduced the tensor product of two square matrices and
we established the multiplicative property (1.69). Suppose now that A (x)
and B(x) are representations of G. Then

(A(x) ® B(x))(A(y) ® B(y)) = A(xy) ® B(xy)

for all x and y in G. Thus the tensor product of two representations is
again a representation, and this gives us a valuable method for construct-
ing new representations. From the definition we immediately see that

tr(P® Q)=(p11+pa2t+...+Pmm) tr Q =(tr P)(tr Q).

Hence if ¢(x) and /(x) are the characters of A (x) and B(x) respectively,
it follows that the character of A(x) ® B(x)is ¢(x)y¢(x). Incidentally, we
recall that the character of the representation

diag{ A (x), B(x)) = A(x)®B(x)

is equal to ¢ (x) +(x). Thus the set of all characters of G admits addition
and multiplication though, in general, neither subtraction nor division. In
particular, if

m @ (k
X HX -5 X )

is the complete set of simple characters of G, then each product yxisa
character, usually compound. Hence there are equations

. k
xxP=T cpx®, (3.31)
$=1

where the c;;, are k> non-negative integers. They are connected with the
structure of G in a manner that will not be pursued here. We merely note
that by virtue of the orthogonality relations

k
I 0oL
Cie = 8 ) han)Xg)Xg)-
a=1

Example. In the character table for A; (p. 79) we have that
x(z)x(3): 20,0, —1,0,0.
A straightforward calculation yields the Fourier analysis

XD =xP+2x D+ x D44,
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In order to study the tensor product of representations in greater detail
we require the concept of tensor product of two vector spaces, which we are
now going to describe: let ¥ and W be vector spaces over the same field K
of characteristic zero. We introduce symbols v ® w, where v and w range
over V and W respectively, and we consider the set of all finite sums

T=Y a,(v; ®W)), (3.32)
Lj

where a;; €K, v;e V, w; € W. Addition of two such sumsis carried out in the
obvious manner, whereby terms associated with the same symbol v ® ware
combined and their coefficients added; for example

{3v; @W;) —dv, @ W)} +{—(v; @W,)+5(v; ®@W;)]
=2(v; @W;)—4(v, @ W) +5(v; @ W3).
Multiplication of (3.32) by an element A of K is defined by

AT=Y Aoy(v; @ w;).
iJ

We now come to the characteristic features of the tensor product: the
symbols v ® w obey the following axioms:

0, {("1 +v,) @W=(v; @ W)+ (v, @ W)
VR W, +W,)=(vR@W)+(v@Ww,)

(3.33)
II) av@w=v@aw=a(v@ w),

where v, v, v,eV, w, w,, w,e W, ae K. The two axioms express the fact
that the product v ® wis bilinear with respect to vand w. As a consequence
we have that

0, @w=v®0,=0,®0,), (3.34)

where 0, and 0,, are the zero vectors, and v and w are arbitrary vectorsof V
and W respectively; any one of the expressions (3.34) can be used as the
zero element for the sums (3.32).

The imposition of relations upon a system carries with it the risk that its
structure might collapse. To prevent this contingency we introduce one
more axiom:

(IIT) Ifv,,v,, ..., v, are linearly independent vectors of V and if
w,, w,, ..., w,; are linearly independent vectors of W, then
the kI symbols
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v,@w, (r=12,...k;s=12,...,))

are linearly independent, that is if

k i
Y Y v @w)=(0, ®0y,),

r=1 s=1

\ then o,,=0 (r=1,2,...,k;s=1,2,...,0).

The set of expressions (3.32), subject to the axioms (I), (II) and (III), is
called the tensor product of V and W and is denoted by

VW

The above discussion gives only an informal account of the concept of a
tensor product. For a rigorous treatment the reader should consult a
textbook on modern algebra, for example S. MacLane & G. Birkhoff [16,
pp. 320ff.]. One of the reasons why a more precise definition is necessary,
stems from the obligation to prove that the axioms (I) to (III) are mutually
compatible. Without recourse to the abstract theory this point can be
settled alternatively by the construction of a concrete model for V ® W, at
least when V and W are finite-dimensional vector spaces over K. Thus
suppose that V 1s the space of all m-tuples over K, written as row vectors,

v=(0;,Us,...,0p)
and that W is the vector space of n-tuples over K,
W= (W, Wy,...,W,).
We interpret v ® w as the Kronecker product (see p. 29) of the 1 x m and

1 x n matrices v and w, thus

VRW=(@,w,0,w,...,0,W)
(3.35)

=(U; Wy, Uy Wo, o o« Dy Wy, VaWy, oo o, DpW,),

that is, v ® w is an mn-row vector. Here and elsewhere, when the elements
of a set are enumerated by pairs of positive integers we adopt the lexical
ordering

1,12,...,1n, 21,22,...,2n,...,mn.

When v® w is defined by (3.35), the axioms (I) and (II) are evidently
satisfied. It is less obvious that (III) is also true; we defer its verification to
Exercise 9 at the end of this chapter.

Henceforth we shall assume that the tensor product of two vector spaces
exists and that it has the properties postulated above.
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An immediate consequence of the axioms is the following result, in which
the notation (1.11) is used.

Proposition 3.3 (Basis Theorem for Tensor Products). Let

V=[e, e,,...,e,]
and (3.36)
W= [fITfZ’ P ,fn]-
Then the mn products
(e,xf) (r=12,...,m;5=12,...,n) (3.37)
form a basis for V @ W. Hence

dim(V ® W)= (dim V)(dim W).

Proof. Each vector v of V is a linear combination of e, ..., e, and each
vector w of Wis a linear combination off,, . . ., f,. The bilinearity of v @ w
implies that

vROW= i i Crs(erst)’ (338)

r=1 g=1

where ¢, are suitable elements of K. More generally, (3.38) may be applied
to each term of (3.32). Hence an arbitrary element of ¥V ® W can be
expressed as

T=Y Y t, (e ®f), (3.39)

where t,, € K. This shows that the products (3.37) span V ® W; moreover,
they are linearly independent by virtue of (III) and so form a basis.

The formula (3.39) sets up a one-to-one correspondence between the
elements of V ® W and the set M, ,(F) all m x n matrices

T= (trs)
over K. We denote this correspondence by
TeT (3.40)

It is, in fact, an isomorphism between the vector spaces V ® W and
M, (K), because if

T,T (i=1,2)
then
AT +A4,T, AT, +4,T;,

where A, and A, are arbitrary elements of K.
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Of course, the correspondence (3.40) is based on the assumption that the
bases mentioned in (3.36) remain fixed. If we change the bases, the same
element T of V ® W will be associated with a different matrix, say

ToT (3.41)

It is useful to find an explicit formula for 7. Thus suppose the new bases (&,)
and (f,) are given by

(3.42)

where

P=(p,) and Q=(q)

are m x m and n x n invertible matrices. Substituting in (3.39) and using
bilinearity we obtain that

T = Z Z pratrsqsﬂ(éa ® ?ﬁ)’

rs a,f

more briefly,

T= E Eaﬂ(éa ® ?ﬂ),
a,f

where

~

T=P10, (3.43)

P’ being the transpose of P.

Next, suppose that V and W are G-modules, affording respectively the
representations A(x) and B(x), (x € G), relative to the bases (e,) and (f,).
Thus

ex= Z aij(X)ej, f,.x = Z brs(X)fs (3.44)
J s

(.j=12,...,m;r,s=1,2,...,n), and
Ax)A(y)= A(xy), B(x)B(y)=B(xy).
We turn V ®@ W into a G-module by setting

(&, @ )x=ex @f,x=Y a,(x)b, (x)(e; D). (345)
s
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The coefficients on the right-hand side form the elements of the matrix
A(x) ® B(x), (3.46)

whose rows and columns are enumerated by the pairs of integers (i, r) and
(j, s) respectively. By virtue of (3.31), the matrices (3.46) do indeed form a
representation of G. Hence we have the following result.

Proposition 3.4. Let V be a G-module which affords the representation A(x)
relative to the basis (e;), and let W be a G-module which affords the
representation B(x) relative to the basis (f,). Then V @ W affords the
representation A(x) ® B(x) relative to the basis (e; ®f,).

For the remainder of this section we shall be concerned with the special
case in which V=W Thus

VeV (3.47)
is a G-module which affords the representation
A(x) ® A(x) (3.48)
of degree m?. A typical element of (3.47) can be written as
Lji=1

and is called a tensor of rank 2. Relative to the basis (e;) we have the
correspondence

TeT, (3.50)
where

But if the basis is changed to (&,) by the transformation

€= E Pire,,
then (3.50) becomes
TeoT
where
T=PTP. (3.51)

If the action of G on V is given by

€x = Z air(x)ers

r
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it follows from (3.49) that the action of G on V ® V can be described by
Tx= Z Z tijair(x)ajs(x)(er X es)'

i,jrs
In terms of the correspondence (3.50) this result can be expressed as
Tx — A'(x)T A(x). (3.52)

When m > 1, it turns out that the G-module V ® V is always reducible; in
particular, we shall describe two important submodules:
(i) If T is a symmetric matrix, that is if

T'=T, (3.53)

we transfer this notion to tensors: thus the tensor T, given in (3.49) is said to
be symmetric if

tij=tji (i,j=1,2,...,m).

This definition makes sense because it is independent of the basis; for if
(3-53) holds, then

=T
and conversely. The collection of all symmetric tensors is denoted by
Vi,

Clearly, V'? is a vector space, because if T, and T, are symmetric tensors,
SO 18
AT, +4,T,,

where 4, 4,eK.
Moreover, V2 is a G-module; for if T is a symmetric matrix, so is the
matrix on the right of (3.52). In other words, if

TeV?, then Txe V2,

It is easy to construct a basis for V?: let

Eij (i,j=1,2,...,m)

be the matrix that has a unit in the (i,j)th position and zeros elsewhere.
Then the matrices

Eii (i=1,2,...,m)
(3.54)
E;+E; (1<igj<m)
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are symmetric and linearly independent; they span the space of all
symmetric matrices, because

s

tiEy + Z ti(E;+Ep)=(t;)),

i=1 i<j

provided that t;;=t;;. Hence (3.54) form a basis for the space of symmetric
matrices. By virtue of the correspondence (3.50) the symmetric tensors

E:=¢®e¢ (i=1,2,....,m)
(3.55)
E;=(e®e)+(e;®@e) (1<i<j<m)
form a basis of V'@, Since the number of their elements is equal to
m+imm—1)=4m(m + 1),
it follows that
dim V@ =im(m +1). (3.56)
We arrange the basis elements of V'? in lexical order, thus
E.E,..,E,, E;E. ..  E._;
or more briefly
E;, (1<i<j<m).

Relative to this basis, the G-module V@ affords a representation of degree
im(m + 1) which we denote by

AP (x)=(a"?(,j; k,1;x)) (xeG).

The entries in this matrix are given by

Ejx=3Y a'?(,j; k,l; x)Ey,

k<l

and we have that
AP(x)A D (y) = AP (xy).

The matrix A‘®(x) is called the second induced or second Schléflian matrix of
A(x).

Example 1. Let m=2, and suppose that, for a particular element x of G, we

have that
a b
A(x)= (c d) :
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Thus,
e, x=ae, +be,, e,x=ce, +de,.
Then
E,,x=(ae, + be,) ® (ae, + be,)

=02E1 1 +abE1 2 "' szzz,
E, ,x=(ae, +be,) ® (ce, +de,) + (ce, +de,) ® (ae, + be,)
=20CE1 1 + (ad + bC)Elz + Zdezz,

=c’E,, +¢dE,, +d’E,,.
Hence
a’? ab b?
a NP | e adebe 2bd
(b d) = 2ac ad+bc
c? cd d?

Next, we wish to express the character of A‘*'(x) in terms of the character
of A(x). We confine ourselves to finite groups G. In that case, foreach x € G,
the matrix A(x) 1s periodic and hence diagonalisable (Corollary, p. 57).
Thus relative to a suitable basis, which depends on x, we can write

A(x)=diag(a,, a5, ..., %,), (3.57)
that is
eix=aie; (i= 1, 2, ey m)- (3-58)

Using the basis (3.55) we see that the action of x on V‘? is described by the
equations
Eﬁx=ai2E“ (i= 1,2,...,m),

Eijx=a;ajEij (1\<,i<j\<,m).
Thus
2 . 2 2
AP (x)=diag(af, e a5, - . ., a3, 00503, . .. ,a2).

Denoting the character of 42)(x) by ¢'#'(x) we have that

¢ P(x)= E O 55

i<j
or
O P)=4(0, + ... o) +3oZ + ... +al)

Since by (3.57)
(A(x))*= A(x*)=diag(xf, a3, . . ., ap),
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we can write

¢ D (x)=4{(d(x))* + d(x?)} (3.59)
where
dx)=0;, +ay,+ ... +a,

is the character of A(x).
We can now turn our attention to a second submodule of V ® V. The
matrix T is called anti-symmetric or skew-symmetric if

T'=-T.

We transfer this term to tensors of rank 2, and we say that the tensor
T= Z tife; ®e))
ij

is anti-symmetric or skew-symmetric if
ty=—ty (,j=12,...,m); (3.60)

in particular, t;=0 (i=1,2,...,m). The most general anti-symmetric
tensor is of the form

T=3 t;{le@e)—(e;®e)}. (3.61)
i<j

It is evident from (3.51) that the property of being anti-symmetric does not
depend on the choice of basis. The collection of all anti-symmetric tensors
is denoted by

i, (3.62)

Clearly thisis a vector space; forif T, and T, are anti-symmetric tensors, so
is

A, T, +4,T,,
where 4,, 4, € K. We deduce from (3.61) that the tensors
D;=(e®e)—(e;®e) (1<i<j<m) (3.63)
form a basis of (3.62). Hence
dim VP =imm—1). (3.64)

Moreover, V' is a G-module; for if T is an anti-symmetric matrix, so is the
matrix on the right-hand side of (3.52). In other words,

if Te V", then Txe VY,
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Relative to the basis (3.63), the G-module V' affords a representation of
degree im(m — 1) which we denote by

ADYx)=(@"(,j; k. I; x)) (x€G).

The entries in this matrix are given by

Dijx=Y a®,j; k,I; x)Dy,
k<l
and we have that
A A (y)= A" xy). (3.65)

The matrix 4"7(x) is the second compound of A(x), which was studied in
Exercise 8 of Chapter 1, where it was found that

a“z)(iaj; k,l; x)= aik(x)ajl(x) - ail(x)ajk(x)'
The character of 4"”(x) is denoted by
¢"x) (xeG).

For a fixed element x of G we may assume that (3.57) holds. Then, relative
to the basis (3.63), the action of x on V' is given by

Thus
A" (x) =diaglo 05, 0,03, - - - 5 %y — 1 %)
whence
¢(12)(x) i Z aiaj’
i<j
or

¢W0x)=H(P(x))* — p(x?)}. (3.66)

Finally, we observe that the two submodules of V & V complement each
other. For every square matrix T can be written as the sum of a symmetric
and an anti-symmetric matrix; indeed

T=T+T)+4T-T), (3.67)
where
T+T)
is symmetric and
HT-T)

is anti-symmetric. The decomposition (3.68) is unique; for if

T=S+R,
93



INDUCED CHARACTERS
where S'=S and R'= —R, it follows that

T'=S—R,
whence
S=4{T+T), R=4T-T).

Also, the zero matrix is the only matrix which is both symmetric and anti-
symmetric. Using the notion of a direct sum we may therefore state that

Vev=rog v,

It isconvenient to summarise some of the foregoing results in the following:

Theorem 3.3. Let G be a finite group and suppose that V is a G-module over K
of degree m which affords the representation A(x) with character ¢(x). When
m=2, the tensor produce V ® V has the following two G-submodules
(possibly among others):

(i) V'® is of degree im(m + 1) and consists of all symmetric tensors; it
affords a representation A (x) of G with character

2 (x)=H(P(x))* + $(x?)},
and
(i) V™ is of degreeim(m— 1) and consists of all anti-symmetric tensors;
it affords a representation A"(x) of G with character

%) =4{($(x))* — p(x?)}.
Moreover,

VRV=Vo® i,

3.6. Mackey’s Theorem

In this section we shall consider the tensor product of two representations
that have been induced from representations of arbitrary subgroups. This
problem was extensively studied by G. W. Mackey [15]. His investiga-
tions deal with the representations themselves. But since, in this book, we
confine ourselves to the situation in which complete reducibility is
ensured, it suffices for our purposes to study the characters only.

Let L and M be subgroups of G of orders / and m. Suppose that P(u)
(ueL) and Q(v) (ve M) are representations of L and M respectively,
with characters ¢ (1) and (v). As usual, we put

P(x)=0, ¢(x)=0 whenxgL,
Q(x)=0, Y(x)=0 whenxgM.
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We are interested in the representation
P° ® Q° (3.68)

of G, where P® and QF are the representations induced from P and Q
respectively. As we have seen (p. 83), the character of (3.68) is ¢“y°.
Using (3.10) we have that

W (x)=Um)"" ¥ dlpxp Wigxq™"). (3.69)

PaeG

Our aim is to recast the right-hand side of (3.69) in such a way that each
term appears as the induced character of a subgroup that is related to the
problem. Before we can carry out these manipulations we have torecall a
few facts about the double coset decomposition

G=LtMULt;MU.. ULtM (3.70)

of G with respect to L and M [13, pp. 53-4]. For the moment let us
concentrate on a single double coset

T=LtM.
We associate with T the group
D=t"LiNnM
and prove the following result.
Lemma. When u and v run independently over L and M, the Im elements of

the form utv sweep out T in such a way that each element of T is covered d
times, where d = |t 'Lt N M.

Proof. Suppose that
Uty = u,tv,, (3.71)
where u, u, € L and v, v, € M. This happens if and only if
tTuilut=vv ' =w,
where we D. Thus (3.71) is equivalent to

u,=utw™ 't v,;=wv (weD),

and there are precisely d choices for w. This proves the lemma.
Next, we observe that P(rz¢™') is a representation of ¢ 'Lt, where a
typical element of this group will be denoted by z =1 'ut (ue L). The
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tensor product
Pwt™)® Q(w) (weD)

may therefore be regarded as a representation of D. The character of this
representation is

E(w)=¢(wt Y(w) (we D).

With the usual convention that £(x)=0 when x&D, we obtain the
induced character

Ex)=d™" ¥ tgrg)=d! §G¢(thq"t")llf(qxq'l)-

qeG

Whether y belongs to L or not, it is always true that ¢ (uyu™") = ¢(y),
where u is an arbitrary element of L. Hence we may replace ¢ by ut and
simultaneously q by vq, where v is a fixed element of M; for if q runs over
G, so does vq. However, the latter change is ineffectual for ¢ because
¢ (vyp ") =4¢(y) in all cases. Thus

E°x)=d™’ ZG ¢ (utogxq ™ 'v ™'t 'u" Wlgxg ™).
qe

We shall now sum this equation over all # in L and all v in M. This will
multiply the left-hand side by Im, while, in accordance with the lemma,
the products utv on the right will cover T exactly d times. Hence

Ex)=(Um)"" T T ¢(waxg 'w )igxq™"). (3.72)

qeG weT

We carry out this procedure for each double coset

T,=Li,M (3.73)

in (3.70) and for the corresponding subgroup

D,=t'Lt, "M
(p=1,2,...,r). Thus we construct the character

&(w,) =Wt Ww,) (w,€D,)
of D,. By analogy with (3.72)
Ex)=Um)"' YL L d(wqxq 'w, Wigxq ).
q¢G woeT,

Finally, we observe that for any function f(x) (x € G) we have the identity
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T T flw,)= Z fy),

p=1wyeT,

which is an immediate consequence of (3.73) and (3.70). Hence

Z Ex)=Um)y' Y ¥ dlygeq” 'y igxg ).

qeG yeG

On changing the summation variable in the inner sum from y top = yq
we obtain that

LE@=0m" L s Wi G4

PqEG

Comparison of (3.69) and (3.74) leads to the result which we formulate as
follows:

Theorem 3.4. (G. W. Mackey). Let L and M be subgroups of G and let
G=LiyMULtMU.. ULtM

be the double coset decomposition of G relative to L and M. Define the
subgroups

D,=t'Lt, "M (p=1,2,...,7r).

Suppose that ¢(u) (ue L) and ¢(v) (v € M) are characters of L and M
respectively. Then

& (w,) = wot, W(w,) (w,eD,)

is a character of D,, and the induced characters $©, ¢° and £S satisfy the
relations

$ (WO (x)= ¥ £9(x) (xeG).

p=1

Exercises
1. The group G of order 21 is defined by the relations
a’=b3>=1, b lab=a’.
Verify that the conjugacy classes are

=1, G=(a,a*a"), C,;=(a%a’ad,
= (a°b), Cs=(@a"b?) («=0,1,2,...,6).
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Prove that the character table is as in Table 3.2.

C, C, C, C, C,
h, 1 3 3 7 7
X 1 1 1 1 1
x? 1 1 1 w w?
x? 1 1 1 w? w
x® 3 7 7 0 0
x® 3 7 7 0 0

where w’+w+1=0and n’+7+2=0.
Table 3.2.

2. The group G of order p°, where p is a prime, is defined by the relations
ar’=pP=1, b lab=qa'*"

Show that Z = gp{a”} is the centre of G. Prove that G has p’ linear characters A"
(r,s=0,1,...,p—1)and p—1 characters x*’ (t=1,2, ..., p— 1) of degree p. If
¢ = exp(2mi/p), the values of the characters are as follows:

A abEZ) =" (@,8=0,1,...,p—1)

x“@”)=pe™ n=01,...,p-1)
xPx)=0 ifxegZ

3. The group of order p?, where p is a prime, is defined by the relations
arF=b"=cP =1, ab =ba, ac = ca, ¢ 'bc = ab.

Prove that G has p? linear characters A" (r,s =0,1,...,p—1) and p—1
characters x” (¢t =1,2,..., p—1)ofdegree p. If ¢ = exp(2mi/p), the values of the
characters are as follows:

ACO(bPeYZ) =P B,y=0,1,...,p—1)

x“(a*)=pe" (@=0,1,...,p—1)

xO(x)=0 ifxegZ
Thus this group has the same character table as the group studied in the preceding
exercise.

4. Let L and H be subgroups of G such that L <H <G, and let ¢ be a character
of L. Put ¢ =¢*™. Prove that ¢© = ¢°. Thus the process of induction may be
carried out in stages (transitivity of induction).

5. Let ¢ be a character of a finite group G, and let ¢ be a character of a subgroup
H of G. Prove that

{r}° = dy©.
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6. [6, p. 68]. Suppose that the finite group G contains an Abelian subgroup A.
Prove that if f® (i=1,2,..., k) are the degrees of the simple characters of G,
then

fP=<[G: Al

7. Let W= G x H be the direct product of two finite groups G and H. Thus the
elements of W are the pairs (x, y), where x € G and y € H, and multiplicationin W
is defined by (x, y) (x, y) = (xx’, yy'). Let A(x) and B(y) be representations of G
and H respectively. Prove that the Kronecker product C((x, y)) = A(x) ® B(y)isa
representation of W. Prove that if A and B are absolutely irreducible, so is C.

8. [6,p.70]. If A(x) is a representation of G with character ¢(x),
then the rth Kronecker power AV(x)=A(x) ® A(x)®...® A(x) (r factors)
(r=0,1,...) has character {¢(x)}, where A‘®(x) is to be identified with the
trivial representation.

Suppose now that A (x) is a faithful representation of degree m and that ¢ (x)

takes ¢ distinct values
w1(= m)7 (U2, ... 7wl

as x ranges over G. Define
U={xeGle(x)=w,} (=1,2,...,1).
Corresponding to an arbitrary simple character y put
z,=g' Y x(x) (s=12,...,0)

xels

and

e.=(x,$") (r=0,1,...,¢t-1).
Show that

[
6= 2 w
s=1

and prove that there exists at least one value of r such that e, # 0. Thus, up to
equivalence, each irreducible representation of G occurs in at least one of the
Kronecker powers A®(x) (r=0,1,...,t-1).

9. Let V and W be the spaces of row vectors of dimensions m and n respectively
over the field K. Suppose that

V=_ese,,...,e,.],
where

e, =(1,0,...,0), e,=(0,1,...,0),..., e,=(0,0,...,1)
is the standard basis of dimension m, and that

W =[f,,f,,...,L],
where

f,=(1,0,...,0), f,=0,1,...,0),..., £,=(0,0,...,1)

is the standard basis of dimension n.
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(i) Show that the mn row vectors ¢, ®f; (i=1,2,...,m; j=1,2, ..., n), when
regarded as elements of ¥ ® W, are linearly independent over K.

(i) Supposethatv,,v,,...,v, arelinearly independent vectors of V and that w,,
W,, ..., w;are linearly independent vectors of W. Prove thatv, @ w, (r=1,2,... ,k;
s=1,2,...,1) are linearly independent vectors of V & W.

10. Let A=(a;;) be an m x n matrix over a field K. The second induced or Schldflian
matrix A® of A is defined as follows: suppose that

V=[e,...,e,] and W=[f,,.... 1]

are vector spaces of dimensions m and n respectively over K. Associate with A4 the
linear map a: V — W specified by

e;a=);aijfj.

i

This map induces a map a/?: V2 5 W @ given by

E,«®=Y"% a?(,j;r,s)F
J s

where
E:i=¢®e¢ (I<i<m),

E,.=(e,®e)t+(e,®e) (I<i<r<m),
F;=1,f, (1<j<n),
Fo=(0)+{, ®f) (I1<j<s<n),
Thus the matrix
AP =2, j;r,5)

has im(m+ 1) rows and in(n + 1) columns. Let B=(b,;) be an n x t matrix. Prove
that

(AB)(2>= APDB2
11. Referring to the character table of the group 45 on p. 79 show that

@) PP = gD 4D D
(i (1)1 =y.
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4.1. Transitive groups

We continue the discussion of permutation groups, which was briefly
begunin § 1.5 (p. 17). Let G be a permutation group of degree n, acting
on the symbols

1,2,...,n. (4.1)
Thus a typical element of G is a permutation
xia=»ax (a=1,2,...,n),
where 1x, 2x, ..., nx are the symbols (4.1) in some order.

Definition 4.1. The group G is said to be transitive on 1,2, ..., n if, for
every pair (a, B), where 1<a, B <n, there exists at least one permutation
X.p in G with the property that

ax.g = B.

We note that « and 8 need not be distinct and that x,,g is not required to
be unique.

Transitivity is ensured by what, at first sight, appears to be a weaker
condition.

Criterion. The group G is transitive if and only if for each a(l1<a <n)
there exists at least one permutation p, in G with the property that

1p. = . (4.2)

The condition of the criterion is certainly necessary, as it corresponds to
the pair (1, a) mentioned in the definition. Conversely, if p, satisfies
(4.2), then a(p; 'ps) = B, and the group is transitive.

Example. Consider the following subgroups of S,:
A1, (12)(34), (13)(24),  (14)(23),
and

B:1, (12), (34), (12)(34).
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The criterion tells us that A is transitive. But B is clearly not transitive, as
it contains no permutation which maps 1into 3. Incidentally, we have that
A =B as abstract groups.

Definition 4.2. Those permutations of G which leave the symbol 1 fixed
form a subgroup of G, which is called the stabiliser of 1 (in G).

We have singled out the symbol 1 for convenience. For a transitive group,
this does not amount to a serious loss of generality, as is shown in the
following proposition.

Proposition 4.1. Let G be a transitive groupon 1,2, . . ., nand suppose that
lp,=a(a=1,2,...,n). If His the stabiliser of 1, then the stabiliser of « is
the group p'Hp,, which is isomorphic to H.

Proof. Let H and H,, be the stabilisers of the symbols 1 and « respectively.
First, let u be an arbitrary element of H, that is 1u = 1. Then

a(p,'up,) =,

which implies that p,,'Hp, = H,. Next, if v € H,, that is, av = a, we have
that

1(p,vp;')=1.

Hence p,H,p."' < H, thatis H, < p_ ' Hp,. This proves that H, = p.'Hp.,
as required. Henceforth we shall assume that G is transitive and that the
permutations p, (@ =1,2, ..., n) have been chosen once and for all.
Then the permutation x transforms 1 into « if and only if x lies in the
coset Hp,. As a varies from 1 to n we obtain all the permutations of G.
Thus we have the coset decomposition

G=Hp,UHp,U...UHp,.
It follows that

[G: H]=n,

and we note that the degree of a transitive group divides the order of the
group.

Every permutation group has a natural representation in terms of
permutation matrices (p. 18). Denoting this representation by N(x) and
its trace by »(x) we have seen ((1.48)) that

v(x) = number of symbols fixed by x.
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As before, denote the stabiliser of 1 by H. Let £V be the trivial character
of H. We assert that

n

EV%x)= T M(paxpl') = v(x). (4.3)

a=1

For each term in the sum is either zero or unity, and it is equal to unity if
and only if p,xp,' € H, thatis x € p, ' Hp, = H,, which means that x leaves
a fixed. Thus the sum counts the number of fixed symbols, which proves
(4.3).

It is obvious that, if x " is the trivial character of G, then its restriction
to H 1s the trivial character of H, that is

xsr =&

This equality may be expressed differently as

s €Mu=1.

On applying the Reciprocity Theorem (p. 74) to the last equation and
using (4.3) we deduce that

x®, V%6 =(xY, v)g=1. (4.4)

It is worth-while writing out the inner product explicitly. The result then
reads as follows:

Proposition 4.2. Let G be a transitive permutation group of order g. If
v(x) is the natural character of G, then

L v(x)=g

xeG

It is noteworthy that this formula does not involve the degree of G. The
Fourier analysis of » is of the form

v =X“)+e2x(2)+e3x(3)+. SN (45)

the first coefficient on the right being equal to unity by virtue of (4.4). If
we wish to obtain information about the other coefficients, we have to
impose more stringent conditions on G.

Definition 4.3. A permutation group G, acting on the symbols 1,2, .. ., nis
said to be doubly transitive if corresponding to any two pairs of symbols
(a, B) and (v, 8), where a # B and v # 5, there exists at least one permuta-
tion x in G satisfying

ax =, Bx =46.
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Suppose now that G is doubly transitive and let H be the stabiliser of 1 in
G. A typical permutation of H has the form

( 1 2 3 ... n )
u= .
1 a2 &z ... Qqn
We associate with u the permutation
. ( 2 3 ... n )
u = .
Q; a3 ... Q,

As u ranges over H, then u' ranges over a group H' actingon 2,3, ..., n.
Clearly, the correspondence

ueu' (4.6)

establishes an isomorphism between H and H'. Itis easy to see that H' is
transitive. For if 8 and y are any symbols, other than 1, we know that
there exists a permutation v in G with the properties that

lv=1, Bv=1x.

Hence v belongs to H and, using the correspondence (4.6), we have that
Bv'=+. Thus H' is transitive. Evidently,

v(u)=1+r'(u"),

where v ' is the natural character of H'. Summing over u or, equivalently,
over u', we obtain that

L v)=h+ ¥ viu),

ueH u €H
where
h=|H|=|H'|

Applying Proposition 4.2 to H' we infer that the sum on the right is equal
to h. Thus

Y v(u)=2h,
ueH
that is
(VH9 g(l))H = 2'

Invoking the Reciprocity Theorem once again and using (4.3) we deduce
that

(v, v)s =2.
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It follows that the coefficients in (4.5) satisfy
2= 1+e§+e§+. .

This means that precisely one of the coeflicients e,, e, . . . is equal to

unity, all the others being zero. Hence » —x ‘" is a simple character. We
record this conclusion:

Theorem 4.1. If G is a doubly transitive group with natural character v(x),
then the function

vix)—1

is a simple character of G.

Example. As an illustration we construct the character table of the
symmetric group S,. The conjugacy classes are represented by

1, (12), (123), (12)(34), (1234),
comprising
1, 6, 8, 3, 6

elements respectively [13, p. 138]. Hence S, possesses five irreducible
representations. As usual, we denote the trivial character by x". The
alternating character is

x?:1,-1,1,1, -1,

because the elements (12) and (1234) are odd while 1, (123) and (12)(34)
are even. Next, we exploit the fact that S, has the normal subgroup [13,
p- 138]

V: 1, (12)(34), (13)(24), (14)(23).
With a convenient choice of coset representatives we may assume that
S,/V: V,V(12), V(13), V(23), V(123), V(132).
Thus
S,/V=S,.

Hence any one of the characters of S; may be lifted so as to yield a
character of S, (§ 2.5). The only character that gives a useful result is the
character of degree two in Table 2.2 (p. 50). In the notation of Theorem
2.6, we have that

XPV)=2,  xP(va2)=0, xP(v(123)=-1,
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which gives the following values of the lifted character:
XM =x12)34) =2, xM(12)=0, x((123)=-1.
Also, since
(1234) =(12)(34)(13)e V(13),
we have that
xP((1234)) =xP(V(13)) = x§H V(12)) = 0.
Hence we have obtained the character
x®:2,0, -1,2,0.

Evidently, S, is doubly transitive. We may therefore apply Theorem 4.1.
This gives us the character

x“:3,1,0, -1, - 1.
Finally, we note that x@x® =x® is a simple character distinct from

those constructed so far, namely
x®:3,-1,0,-1,1.

The complete character table is given in Table 4.1.

S
C, 1 (12) (123)  (12)(34) (1234)
h, 1 6 8 3 6
x? 1 1 1 1 1
x? 1 -1 1 1 -1
x® 2 0 -1 2 0
x® 3 1 0 -1 -1
x® 3 -1 0 -1 1
Table 4.1.

4.2. The symmetric group

The somewhat haphazard methods we have developed so far are insuffi-
cient to obtain all the simple characters of the symmetricgroup S,, when n
is an arbitrary positive integer. It is one of the most remarkable achieve-
ments of Frobenius that, only four years after the discovery of group
characters in 1896, he succeeded in obtaining all the characters of S,,, at
least in principle. More precisely, he constructed a set of generating

106



THE SYMMETRIC GROQUP

functions whose coefficients reveal the full character table. It must,
however, be admitted that the expansion of the generating functions
tends to be cumbersome, except in special circumstances. A few years
later, Issai Schur developed an alternative version of the character theory
for the symmetric group. He constructed a set of generating functions
which, in a sense, are dual to those of Frobenius. These Schur functions
have received a great deal of attention [12], as they play an important part
in the more advanced study of the symmetric group. We shall devote the
remainder of this chapter to giving an account of Frobenius’s work in a
slightly modified form.

We recall that each permutation of S,, can be resolved into a product of
disjoint cycles in a unique manner save for the order of the cycle factors.
A cycle involving a single symbol indicates that this symbol remains fixed.
Two elements of S, are conjugate if and only if they have the same cycle
pattern [13, p. 131]. For example, in Sg, the permutations

x =(146)(35)(2) and y=(243)(16)5)

have the same cycle pattern and are therefore conjugate; indeed, £~ 'xt =

y, where
[= (1 2 3 4 5 6)
2 51 4 6 3/

Thus each conjugacy class C, of §, is determined by its cycle pattern
comprising, say, a; cycles of degree 1, a, cycles of degree 2, and so on.
Accordingly, the specification of C, will be described by the formula

a:a1+2a2+3a3+...+na,,=n, (4.7)

where o), a,, . . ., @, are non-negative integers.

Alternatively, each permutation of C, is the product of, say, u cycles
whose degrees, in some order, are p,, ps, . . . p, respectively. Hence C, is
determined by the partition

p:pl+p2+' . -+pu=n:

where the parts are positive integers. For formal reasons it is often
convenient to add n — u zero terms and to define a partition of n as a sum
of n non-negative integers, thus

p:pl+p2+---+pn=ns (48)
which is abbreviated to

lp|=n.
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No distinction is made between partitions that differ merely by the
arrangement of their terms. Hence in order to achieve uniqueness we may
impose the conditions

pi=p=...2p, =0. (4.9)

Let k be the number of conjugacy classes of S,. There is no simple
expression for k as a function of n, but in view of the foregoing discussion
we know that k is the number of solutions of (4.7), or else that k is the
number of solutions of (4.8) and (4.9).

When C, is specified by (4.7), then

ICaI = ha’
where h, is given by Cauchy’s formula [13, p. 132], namely

n!
h, =

(4.10)

1a,12%2a,! . .. n"a, !

In S, each element is conjugate to its inverse, since x and x~ ' possess the
same cycle pattern. Hence if ¢ is a character of §, we have that

d(x)=d(x7")=(x).

It follows that all characters of S,, have real values. In fact, it will transpire
that these values are (rational) integers (p. 123).

4.3. Induced characters of S,
Our ultimate aim is to compute the simple characters
xPox®, . x® (4.11)

of S,. As a first step we shall equip ourselves with a large stock of
compound characters by constructing induced characters of suitable
subgroups. Corresponding to an arbitrary partition

p:p1+p2t...+p,=n
we form the subgroup
H,=5§, %85, X...XS§,,.

Here S,, acts on the symbols 1, 2,...,p;; S,, acts on the symbols
pit+1l,...,p1+p2; Sp, acts on the symbols p;+p.+1, ..., py+p2+ps,
and so on, with the understanding that S, is the unit groupwhen p; = 0.
Evidently
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Let ¢ be the trivial character of H),, and let ¢® be the character of S,
induced by €. By (3.13) its value on C, is given by

P =(1/h,)S.: H,]1Y e(2),

where z ranges over C, (1 H,. Hence we have that

& = (1/h NS, : H,J|C, N H,|. (4.13)

Only the last factor on the right requires further attention. Let
U=UlUy... U, (4.14)
be a typical element of H, where u;eS, (j=1, 2, ..., n), and suppose
that u; is the product of a;;1-cycles, a;,2-cycles, a;33-cycles, ... . We

shall determine the conditions on the integers «; which ensure that u
belongs to C,. First, the total number of i -cycles must add up to «;. Thus

A:a,-=a1,-+a2;+...+a,,,- (i=1,2,...,n). (4.15)
Secondly, we stipulate that u; involves p; symbols, that is
B:pj=a,-1+2a,-2+...+na,-n (j=1,2,...,n). (416)

In the equations A and B, the numbers «; and p; are prescribed, and the
matrix (a;) is unknown.

Next, we ask how many elements of H, N C, correspond to a particular
solution (a;). For a fixed value of j, the equation (4.16) specifies a
conjugacy class of S,. By (4.10), this class contains

h P (a;) = p!/(110;,12%2a,! . . . n%ay, ")

elements. Letting j range from 1 to n we obtain
H h(i)(aji)
j=1
elements of C, N H,, all corresponding to the same matrix (a;). Hence

IC.NH|=T [1 k%),

ABj=1

where the summation is extended over all solutions of A and B. Substitut-
ing this expression in (4.13) we find, after a short calculation, that

n .
w=73 ] e (4.17)

ABj=1 a,-l!ajz! e a,-,,!

Thus for each partition we have constructed a compound character of S,,.
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It is significant that the number of these compound characters is equal to
the number of simple characters. This justifies the hope that ultimately we
shall succeed in isolating the simple characters from the collection of
compound characters. However, a rather formidable apparatus is
required for this purpose. Some of the necessary tools will be furnished in
the next sections.

4.4. Generalised characters

Ifx®, x®, ..., x*is the complete set of simple characters of a group G,
then an arbitrary character of G is a function of the form

d=exV+ex®+.. . +ex®,

where e}, e,, . . ., €, are non-negative integers. It is convenient to extend
this notion as follows:

Definition 4.4. A class function on G of the form
E=ux P+ uy®+. .+ ux®, (4.18)

where u,, u, . .., . are integers (positive, negative or zero) is called a
generalised character of G.

When negative integers occur among the coefficients in (4.18), then
there is no matrix representation of G whose trace is equal to £. But the
formula for the inner product remains valid for generalised characters.
Thus if

n=vxP+ox®+.. +ox®,
the orthogonality relations for the simple characters imply that
¢ n)=uw+uoa+. ..+,
In particular
& &=ul+ui+.. . +ul.

Hence, if (£, £) = 1, then exactly one of the coefficients in (4.18) is equal to
+ 1, while the other coefficients are equal to zero. Thus we have the
following

Proposition 4.3. Let £ be a generalised character such that (&, €)= 1. Then
& = x x, where x is a simple character. If, in addition, £(1) >0, then £ = x.
More generally, if

ED, €D, &9 (4.19)
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are s generalised characters such that
€9, &My=8; £9(1)>0

(,j=1,2,...,s), then (4.19) consists of s distinct simple characters. In
particular, if s =k, all simple characters are comprised in (4.19).

4.5. Skew-symmetric polynomials

x=(xy,X3...,X,)
be n indeterminates. If

p=@1,P2...,Pn) (4.20)

is an n-tuple of non-negative integers, we put
(x|p)=xfx52. .. xP (4.21)

A polynomial in x may then be written as

P(x)=Y% a,(x|p), (4.22)

involving a finite number of terms, the coefficients a, being real or
complex numbers. We recall that two polynomials are regarded as equal
if and only if they have the same coefficients. The polynomial P is said to
be homogeneous of degree m if |p| = m for each p, that isif p is a partition
of m.

Corresponding to any permutation

og:i=ic (i=1,2,...,n)
we define
X0 =(X1gs X205« + + 5 Xpgy)
and
PO = (P1os P2o> - - - > Pro)-
Since the factors in (4.21) may be rearranged arbitrarily, it follows that
(xor|po) = (x|p). (4.23)
We say that P is a symmetric polynomial if
P(xo)=P(x)
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for all o €S,, and P is called skew -symmetric (anti-symmetric, alternat-
ing) if

P(xo) =[a]P(x), (4.24)
where [¢] is the alternating character of S, [13, p. 134], that is

(o=

1 if o 1s even
-1 if o is odd.

From now on we shall assume that n =2.
Replacing x by xa~' we can write (4.24) as

P(x)=[a]P(xo™"). (4.25)

Formally, it may be assumed that the summation in (4.22) is extended
over all n-tuples of non-negative integers, with the proviso that only a
finite number of the coefficients a, is non-zero. Substituting (4.22) in
(4.25) we obtain that

Y a,(x|p) =[] X a,(xa7'|p) =[a]L a,(x|pa),
P p p

by virtue of (4.23). On comparing the coefficients of (x|po) we find that
o =[cla, (0€S,). (4.26)

It follows that a, is zero, unless the components of p are distinct. For
suppose that p; = p; (i #j) and let 7 =(ij). Then evidently pr = p. Since
[r]= — 1, we deduce from (4.26) that a, = 0. Hence in a skew-symmetric
polynomial the summation in (4.22) may be restricted to n-tuples p of
distinct non-negative integers. Suppose that

L>L>...>1, =20

are the parts of p arranged in decreasing order of magnitude. Then p may
be written as

p =lo,
where
l=(11> 12,"' ,ln)

is a strictly decreasing (s.d.) partition of n and ¢ is a suitable permutation.
Thus an arbitrary skew-symmetric polynomial can be expressed in the
form

P= ; Z alg(XIIO'),

112



SKEW-SYMMETRIC POLYNOMIALS

where ! runs over all s.d. partitions and o ranges over S,,. Using (4.26) we
obtain that

P=Zz: a § [a)(x|lo).
We recall the definition of a determinant from first principles, namely
det(c;) =§ [0)c10,1€202 - - - Cron-
Hence, with the same coefficients as in (4.22),
P= ; a,V, (4.27)
where
V=X [olx|lo) = det(x}),

or explicitly

X x'2‘ X,
!
x'f X7 ... xfﬁ
V= . (4.28)
]
xp xg X

Thus the determinants (4.28), which are called alternants, span the set of
all skew-symmetric polynomials. This result may be strengthened as
follows:
Proposition 4.4. The set

vV={V},
where | ranges over all strictly decreasing partitions of n, forms a basis of the
skew-symmetric polynomials in n indeterminates.
Proof. In view of (4.27) it only remains to show that

!

implies that b, = 0 for all /. For this purpose we use the lexical ordering of
n-tuples. We say that p = (py, p,, . .., p,) precedes g =(q1, g2, - - - » q») if
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the first non-zero difference in the sequence

P1=491:P2=92,---,Pn—qn

is positive. In this case we write p > q, and correspondingly we shall say
that (x|p) precedes (x|q); similarly for V, and V.
Letl=(,15...,1,) be as.d. n-tuple, that is

L>L>...>1

. n>

and let o be any element of S,,.. Then
I >lo (4.30)

unless o is the identity permutation. For [, >1,,, except when lo=1;
when this happens, [, =1,, and I,>1,,, except when 2o =2, and so on.

Suppose now that, if possible, there is a relation (4.29), in which not all
coeflicients are zero. Without loss of generality, we may drop zero terms
in (4.29), if any, and we may assume that V, is the highest term in the
lexical ordering which has a non-zero coefficient. Then, by virtue of
(4.30), (x|I) is the highest term in the expansion of V,. But (x|!) also
precedes each term in the expansion of V,,,, where [ > m. Hence, when the
left-hand side of (4.29) is expanded as a polynomial in x4, x, . . ., x,, the
term b;(x|!) cannot be cancelled and we arrive at a contradiction. This
proves the proposition.

4.6. Generating functions
We introduce the sums of powers
S, =x1+x5+...+x, (r=1,2,...). (4.31)
With a given class C,, specified by
a:a;+2a,+...+na, =n,
we associate the product
S, =571'832...8", (4.32)

which we are going to expand as a polynomial in x,, x,, . . ., x,,. By the
multinomial theorem

a,
s % Japo e
2 SRR ¢ £17
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where

( Q, )_ a,!
Agrs -« -y Apy alr!---aur!

and the summation is extended over all non-negativeintegersa,, . .. , @,,
satisfying

a;rt...ta, =q,.

As r varies from 1 to n these equations are the conditions A described in
(4.15). Substituting in (4.32) we obtain that

n
a" roee a,
s.= ][] Z(a . )xl"...xf,".
r=1 A4 1r- - “nr

We must now collect those terms which involve a particular product
(x|p)=x5" ... xfr,
that is we gather those terms whose exponents satisfy
B:p=a;;+2a;;+...+na,; (j=1,2,...,n)

(see (4.16)). Thus the coefficient of (x|p) in s, is given by

200, ) A )
AB r=1 alr---anr AB r=1 arl"'am ’

which is identical with the compound character ¢’ found in (4.17).
Hence we have shown that

s. = L ¢P(x|p),
lpl=n
and we say that s, is a generating function for these compound characters.
Remarkable though this formula is, it still falls short of our require-
ments, for what we seek is a generating function for the simple characters.
Now if R is any polynomial in x,, x5, ..., x, with integral coefficients
then

s.R=Y £€2(x|q), (4.33)
q

where the coefficients £ are linear integral combinations of the ¢’ and
are therefore generalised characters in the sense of § 4.4. Our problem
would be solved if we could choose R in such a way that the coeflicients in
(4.33) satisfy the orthogonality relations set out in Proposition 4.3.
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With a stroke of genius that is surely unsurpassed even among the great
masters of algebraic formalism, Frobenius declares, near the beginning of
his memoir [9], that he is going to choose for R the difference product or
Vandermonde determinant

xttoxod xh-l
x}7? x537? xp?
A=T] (x;—x)=|... | =V, (4.34)
i<j
X, X, x,,
1 1 1

where e is the partition
e:n—1,n-2,...,1,0; le|=3n(n—-1).

Since s,, is a symmetric polynomial and A is skew-symmetric, the product
s, A is skew-symmetric. Anticipating the reader’s curiosity about the
motivation for his four de force Frobenius merely offers the laconic
remark (adapted from the German [9], p. 519): ‘How it occurred to me to
turn the symmetric function [that is s.] into a skew-symmetric one
through multiplication by the differe nce product will emerge clearly from
the subsequent proof.’
The skew-symmetric polynomial s, A is of degree

N=n+mn-1)=3n(n+1)

in the indeterminates. Applying (4.27) we have an expansion of the form

s.A= Y &PV, (4.35)

lt|=N

The orthogonal properties of the coefficients will be established in the
next section.

4.7. Orthogonality

In order to establish the orthogonality relations for the functions &*
Frobenius introduced two sets of indeterminates

X, X2,...,%, and yi, y2 ...,V
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Henceforth it will be necessary to indicate which indeterminates are
involved in each instance. Thus we put

Ax)=1]] (x: —X;),

i<j
s (x)=x1+x3+.. . +x, (r=1,2,..),
Vi(x) =det(x}),
and similarly for A(y), s,(y) and Vi(y). We shall find it convenient to
employ a further single indeterminate .
In this section we operate with formal infinite power series in these
2n + 1 indeterminates. Two power series are equal if and only if they have

the same coefficients. Addition and multiplication of power series are
carried out in the usual way. Identities like

exp(log P)=P

remain valid since they can be proved by comparing coefficients. Ques-
tions of convergence do not arise, since we shall never have occasion to
substitute numerical values for the indeterminates in an infinite power

series.
Consider the expansion

ﬁ (1-ty) '= exp{ -2 log(1- tx,-y,-)}

Li=1
= exp[t Y xy +3 Y xiyi+32 Y xiy i+, .. }
i ¥ i
= exp{ts;(x)s1(y) +3t752(x)s2(y) +. . . }

=1 CXP{t;s,(x)s,(y)}
=11 T (T /roa). 436

Collecting terms in ¢* we write

[T (1-sxy) = °Z=°O G, (x, y)r*, (4.37)

Li=1

and our next task is to determine the precise form of G,. For this purpose
it is convenient to introduce ‘restricted’ infinite sequences

a=(a19a29a31'--)
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of non-negative integers, in which all but a finite number of terms are
zero. It is then legitimate to define

S.(x) =57 (x)s3%(x)s3%(x) . .
and similarly for s, (y). Also, we put

gla)=(1%a12%a,! ... )", (4.38)
and we use the notation
]| = , (4.39)
where u is a non-negative integer, to express that
a;+2a,+3a3+...=u.

This condition ensures that «; =0 when i > u.
Returning to (4.36) we find that

G.(x,y)= "aﬁ gla)s, (x)s, (y). (4.40)

In order to establish a link with (4.36) we multiply this equation by
A(x)A(y); that is, we consider the expression

ACAG) T (1=t (4.41)
L=
It is a remarkable fact that, long before the discovery of group characters,
Cauchy had studied a determinant whose value is closely related to
(4.41), namely

Co=det{ ——) =aAK) [T (1-xy)”

1_ iYj ij=1

(i,j=1,2,..., n). This formula will be proved in the Appendix, p. 187.
Replace x; and y; by x; and £ y; respectively. Since A(x) and A(y) are of
degree 3n(n — 1), we obtain that

AP DA()A(y) H (1=-tx;y;)7" —det( )=c, (4.42)

Lj=1 1- txiyj

say. Expanding the determinant from first principles we have that

C= 1 [o] H (1-txyio)™

acSa

(4.43)
=Y [o] H (1+ x5+ 2x2y2+.. ).

oES,
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Let C be arranged as a power series in ¢, say
C= X H,(x,y)" (4.44)
v=0

A typical term of H, is a product of the form (x|p) (yor|p), where p is a
partition of v. Since C is skew-symmetric in x (and in y), only partitions
with distinct parts will occur. Hence we may put

p=lp,
where
L>L>...>1,=0, |l|=v

and p is a suitable permutation of S,,. Inspection of (4.43) shows that all
such [ and p appear. Thus

H, =Y Z [o)(x|lp)(yo|lp).

apll|=v

By (4.23), we have that (yo|lp) = (y|lpc™"). Put 7 = po~ ' and sum over =
instead of o. Then o =7~ 'p, [o]=[#""A pl=[m1p], and

H,= ¥ Y [#nlplx|ip)(y|tm),

t|=v mp

that 1s

H, = Y Vikx)Vi(y). (4.45)

l=v

Combining (4.41) with (4.37) and (4.45) we obtain the identity

2R DAA(y) ¥ Gt = Y H,t'
v=0

®=0

We are only interested in the coefficient of t™, where N = in(n + 1). Thus
on the left we take the term in which u is equal to n. Using (4.40) and
(4.45) we find that

“ E gla)s, (x)A(x)s, (y)A(y) = "EN Vi(x) Vi(y). (4.46)

Finally, we write (4.35) for each set of indeterminates, thus
S, (x)A(x) = MZ EOVix), s.(y)A(y) o ‘|Z £V (y).
=N m|=N
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Substituting in (4.46) and comparing coefficients in the products
Vi(x) V,,(y) we deduce that

ME g(a)ELE = Bym. (4.47)

A glance at (4.38) and (4.10) shows that
nlg(a)=h, if |la||=n. (4.48)

Hence (4.47) may be written as

(€, €™) =8,

It follows from Proposition 4.3 that either £* is a simple character, or else
— ¢9 is a simple character. In order to rule out the second alternative we
shall show that £’ >0, where C, ={1}. This will be done in the next
section, in which we shall derive an explicit formula for £ due to
Frobenius.

4.8. The degree formula

Let
fO=¢P

be the value of ¢ for the class C,. The cycle pattern of C; is given by

o, =n, a2=...=a,,=0,
and the generating formula (4.35) reduces to

sta= T fOV.
=N

Now

n!

st= Y - !(xlr),

Irl=n r1!r2! I

where r ranges over all (non-negative) partitions of n.
Next, we have that

A=V, =Y [c)xleo),

where
e=(n-1,n-2,...,1,0).
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If p and g are any non-negative n-tuples, we have that
(x|p)(x|q) = (x[p+4q),

p+q being the vector sum of p and q. Hence
-1
sia=2Talllnt} [oXxleo +n), (4.49)

Let ! be as.d. partition of N. The terms which occur in V) are of the form
(x|lp), where p is an arbitrary permutation. Thus in order to pick out the
coefficient of V, in (4.49) we must impose on r the condition

eo+r=lp.
It is tempting to achieve this by putting

r=Ilp—eo. (4.50)

But this might introduce negative components into r. However, the
difficulty is overcome by adopting the convention that

—-—L-—O when m >0.

(—m)!

Then the spurious terms that appear in (4.49) are zero and the relation
(4.50) may be assumed to hold throughout. On substituting (4.50) in
(4.49) we obtain that

StA=E 5 T~} [okell).

I op

Let the factors of the product be subjected to the permutation p~". It then
becomes

H(l —€ipp1)!

Finally, we put w =op~' and sum over = instead of o, noting that

[e]=[w]p]. The summation with respect to p then yields V; and
-1
s1a=3 (Sl G -et] Ve
I ‘n& i

Fortunately, the untidy-looking coefficient of V,, which is f’, may be
more neatly expressed as a determinant from first principles, namely

1
O =p! ( )
f n!det G—en)
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or, on multiplying the ith row by /! and dividing the determinant by
L. LY,

0 — h ;
f —ll!lz! ! det((l,. —e].)g)' (4.51)

It will be shown in the Appendix (p. 187) that the determinant in (4.51)
has the value

Al =11 (-1), (4.52)
i<j
which is a positive integer because [ is strictly decreasing.
This completes the proof of the celebrated degree formula of
Frobenius, namely

f(,)=l n!A(l) (4.53)

Wt LY

The expression on the right does not make it obvious that f * is an integer,
a fact which is known to us for other reasons. An abbreviated version of
(4.53) is mentioned in Exercise 3 (p. 138). We have now established
that a simple character of S, is associated with each s.d. partition of
N(=3n(n+1)), say

I h>L>...>1,=0; |l|=N. (4.54)

These partitions of N can be placed in a one-to-one correspondence with
the (weakly) decreasing partitions of n. For if

p:p=p:=...=2p,20; |p|=n (4.55)
is given, we can define
l,-=p,-+n-"i (i=1,2,...,n),

whence (4.54) will be satisfied. Conversely, starting with | we put
p: = I; — n +i, which satisfies (4.55).

As we pointed out on p. 108 the number of partitions p is equal to the
number of simple characters of S,. Hence the generating functions (4.35)
reveal the complete set of simple characters. The different characters may
be labelled either by [ or by p, the latter being more commonly used.
Accordingly, we shall change our notation and write

VP = V., X(P) = E(U-
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The main results of Frobenius’s theory may be summarised as follows:
Theorem 4.2. Let x|, x5, . . ., x, be indeterminates and put

s, =x1+x5+...+x, (r=1,2,...), A= T (xi—x;).

i<j
For each partition
p:pi=Ep2=...=p, =0, |p| =n
let
VP =det(xP"7).

If the conjugacy class C, is specified by the cycle pattern
ay+2a,+...+na, =n,

define

[+ {

S, =57'822...85,"

Then the values of all simple characters of S,, appear as coefficients in the
generating functions

s, A=Y ¥ PV, (4.56)
p

Moreover,

fPr=y P = n!Tli<i(p —p;+j 1)

Il (pi+n—=i)! (4.57)

It is clear that when the left-hand side of (4.56) is expanded as a
skew-symmetric polynomial in the indeterminates, then all coefficients
will be integers. As was shown in (4.27), the same coefficients are in-
volved when the polynomial is expressed as a linear combination of the
determinants V”_ Hence we have the

Corollary. All characters of the symmetric group are integral-valued.

4.9. Schur functions
Since both V'? and A are skew-symmetric polynomials, the quotient
F® = VP /A
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is a symmetric function of the indeterminates. It is in fact a polynomial,
because V' vanishes when x; = x; (i #j). Hence V'? is divisible by each
difference and therefore by A.

Definition 4.5. The polynomial
F? =det(x?*" ") /det(x] ™) (4.58)

is called the Schur function, or S-function, corresponding to the partition

p:p=p,=...2p,=0; |p|=

These functions were introduced by I. Schur in his treatment of the
symmetric group. We can now write (4.56) as

So =2 XPFWP, (4.59)
14

Since the characters are real, the orthogonality relations of the first kind
(p. 39) state that

__Z haX(p) q) — 6

Hence we deduce from (4.59) that
=% hxfs, (4.60)

which is Schur’s formula. Thus while the generating functions of
Frobenius furnish the values of all the characters for a particular class, a
Schur function is associated with a particular character and displays its
values for all classes. It is in this sense that the two theories may be
described as dual to each other.

The problem of determining the characters of $,, has now been reduced
to the algebraic task of expanding the Schur functions in terms of
$1, 82, . . . . Although this is a straightforward programme, its execution
often involves heavy calculations. Some short-cuts are available if we
take advantage of the wealth of information on symmetric functions,
which was assembled in the nineteenth century. The following digression
serves this purpose.

The Fundamental Theorem on symmetric functions states that every
symmetric polynomial in the indeterminates x,,x,,...,x, can be
uniquely expressed in terms of the elementary symmetric functions

€:c1,Ca .5 Cpy
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where

G =Y XpXnyp-..Xa,
*)

the summation being extended over all sets of r integers (A)=
(A1, A2, ..., A,) such that

1sA, <A, <. .. <A, =n.
Two alternative basic sets of symmetric functions are important. They are
the sums of powers

81,582,853, .
and the complete symmetric (or Wronski) functions
W:w, waywa, ...,
where

W, =2 XpXpy-- Xy, ISp Spu,<... sy <n
(w)

If uniqueness of expansions were desired, it would be necessary to limit &
and % to the first » members. But we prefer not to impose this restriction,
Indeed, it is convenient to extend the above sequences of functions by
defining

co=1,¢,=0 ifm>n orm<0
and
wo=1,w,, =0 if m<0.

In order to discover the relations between €, & and # we introduce the
generating function

=] Q-xt)=1-crt+ca®+. . +(-1)ct”.  (4.61)
i=1
Using formal power series we find that

1 n

= 1-x8) "= 14wt +wat’+.... 4.62
o= Ha-z 4w, (4.62)
On multiplying (4.61) by (4.62) and picking out the coefficient of £" we

obtain that

1 ifr=0

0 ifr#0 (4.63)

W, — W+ oW, — .. (= 1)ncnwr—n = {

Note that this result holds even when r is negative.
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Next,
log f(—1)= X log(l+ex;)=s.t—3s:t°+ 3587+ . .,
i=1
whence
_ =oo - r—l&r =oo(oo __:!'__{ _1r—ls_r r}a,)
f( t) ,1;[1 exp{( 1) rt} ,1;[1 a,z=0a,! ( ) I't )

Employing the notations (4.38) and (4.39) we deduce after a short
calculation that

Cm = I.li_ gla)(— 1) g, (4.64)
Again,
1 n
log—= Y —log(l—1x;)=st+3s,t°+3s3°+. ..,

fo) =

whence by taking exponentials and comparing coefficients of ¢™,

W= Y g(a)s,. (4.65)
lloclj=rm
Observe the striking similarity between the formulae (4.64) and (4.65):
each is turned into the other by changing the signs of s5, s4,.... In
particular, when m = n, we can use (4.48) and obtain
1
CGn== L (—1)="""h,s, (4.66)
n! jal=n
and
1
Wy =— Y h.S,. (4.67)
B lal=n

We resume the study of the Schur functions. Although ultimately F®
has to be expressed in terms of &, there are advantages in using € or %" as
an intermediate basis, because explicit formulae are then available. In
fact as early as 1841 Jacobi had discovered the expression

det(x?" ) /det(x! ™) = det(w,,—i+;) (4.68)

for the alternant quotient (Appendix, p. 188), which is precisely what
Schur needed 67 years later. Thus denoting the determinant on the right
by W'” we have that

F? =det(wp,;4;) = WP, (4.69)
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The structure of W' is easily remembered: write the terms of p as
suffixes attached to the diagonal elements; in any particular row the suffix
increases by unity at each step as we move from the diagonal to the right
and it decreases by unity as we move to the left. For example, whea the
partition is

4=2+1+1+0,
the determinant becomes
W, W3 W, Ws
Wo W; Wy W,

0 wyg w;, w,

0 0 0 w

In (4.69) the determinant has n rows and columns, but the order is
diminished when p involves zero terms. For if p, =0, the last row
becomes (0,0, ..., 0, 1), as in the above example. Consequently the last
row and the last column can be omitted. The procedure is repeated if
pn-1=0, and so on. The result may be summarised as follows:

Proposition 4.5. The Schur function which corresponds to the partition

p:p1=p2=...2p, >0, puu=...=p,=0; |p|=n
is given by
FP=det(w,-.+;) (,j=1,2,...,u). (4.70)
A partition is often described by displaying its distinct positive parts,
repetitions being indicated by an exponential notation. For example,
12=5+2+2+1+1+1
is written
[5,2%1°]
Thus, for each n, we have that
[nkn=n+0+...40
and

[1"}n=1+1+...+1.
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When p =[n], the determinant (4.70) reduces to w,. Hence, by (4.65),
1
n]_ -
F —wn—nlghasa.

Comparing this result with (4.60) we deduce that
X[n] =1,

that is, y["! is the trivial character.

When p =[1"], it is more convenient to use the original definition
(4.58). Thus

F') =det(x}*'7) /det(x} ™).
On extracting the factor x; from the ith row of the numerator, we find that
Fl=¢
whence by (4.60) and (4.66),
XE!IH] . (_ 1)a2+a4+...’

which is the alternating character of §,.

4.10. Conjugate partitions

When zero terms are disregarded, a partition
p:pi=p;=...2p,>0, |p|=n

may conveniently be described by a graph (p). This consists of p; nodes in
the first row, p, nodes in the second row, . . ., p, nodes in the uth row, the
initial nodes in each row being vertically aligned. For example, the
partition

p:4+2+2+1+1+1=11
is depicted by the graph

(p)
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With every partition p we associate its conjugate partition p' obtained by
interchanging rows and columns of the graph (p); in other words the
terms of p’ are the number of nodes in the columns of (p). Evidently, the
conjugate of p’is p. (This notion of conjugacy is not related to the same
term used in group theory.) In the above example

p:6+3+1+1=11.

A partition which is identical with its conjugate is said to be self-
conjugate. For example,

4+2+1+1=8

is self-conjugate, as is seen from its graph, namely

By scanning the columns of (p) from right to left we find that the terms of
p' are represented by the symbol

pr = [lpl‘Pz, 2P2—P3’ 3P3—P4’ e up“],

with the understanding that no term of p’ is equal toj if p;, = p;.,. Whereas
the graph furnishes an intuitive definition of conjugate partitions, it is
desirable to have an alternative characterisation which is based solely on
numerical relationships. This is expressed in the following lemma.

Lemma. The partitions
p:p1=p2=...=2p, >0, |p|=n
and
q9:q:1=q,1=...2q,>0, |q|=n
are conjugate if and only if
pi=v, q,=u 4.71)
and
pit+g #i+j—1 (4.72)
i=12,..,u;j=1,2,...,0).
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Proof. (i) Suppose that p and g are conjugate. Select a pair of integers (i, j)
satisfying 1 <i <u, 1 <j=<uv. Two cases arise:

(a) If p, =J, then the jth column of the graph (p) extends at least down
to the ith row, that is g; =i. Hence

(b) If p; <j, then the jth column of (p) terminates before the ith row,
that is g; <i. Thus we have that p; <j—1 and ¢;<i—1, whence

pitg<i+j—2<i+j—1.

Therefore the inequality (4.72) holds in all cases. The equations (4.71)

are an immediate consequence of the geometric definition of conjugacy.
(ii) Conversely, suppose the conditions (4.71) and (4.72) are satisfied

by the non-decreasing partitions p and q. We claim that the numbers

pitu—i (i=12,...,u) (4.73)
and

u-1+j—-q (Gj=1,2,...,v) (4.74)
are distinct and together constitute the set

0,1,2,...,u+v-1 (4.75)
in some order. First, since the terms of p are non-increasing, we have that
pitu—1>p,+ru—-2>py+u-3>...>p,

Also, since p, =1,
lsp,tu—u<sp;+tu—-isp,+u-—1,
that is,
O<ptu—-i<sv+u-1.

Hence (4.73) consists of u distinct members of (4.75). Similarly, the
integers (4.74) are distinct and, since g, =1,

O=u-1+1-q,<u-1+j-q<u-l+v—-q,<u+v-2,
that is
O<su-1+j—-q<u+tv-2.

Thus (4.74) is a subset of (4.75). Next, we observe that (4.73) and (4.74)
are disjoint by virtue of (4.72); in other words, they are complementary
subsets of (4.72), as asserted.
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It follows that, when p is given, the set (4.74) and consequently the
integers q;, qa, - - - , g, are uniquely determined by the conditions (4.71)
and (4.72). Without loss of generality we may assume that

q.q1=q>2=.. .?qv.
Moreover, q is a partition of n, because we have that
u . v . ut+v-—1
Y (ptu—i)+ Y w—-1+j—q)= Y Kk,
i=1 j=1 k=0
which after a short calculation is seen to be equivalent to

Lpi=Xg;

We conclude that because of its uniqueness q is identical with the
conjugate of p’, which is known to satisfy (4.71) and (4.72). This proves
the lemma.

The notion of conjugacy can be extended to partitions with zero terms
by stipulating that two partitions are conjugate if and only if they are
conjugate in the previous sense after the zero terms have been removed.
The preceding lemma can be adapted to provide an arithmetical criterion
for conjugacy, which will play a crucial role later on (p. 134).

Proposition 4.6. The partitions
p:p1=p2=...2p, =0, |p|=n
and
q:q:1=q,=...2q,=0, |q|=n
are conjugate if and only if
pitn—i (i=1,2,...,n) (4.76)
and
n—-1+j—-q; (j=1,2,...,n) (4.77)
are complementary subsets of
0,1,2,...,2n-1. (4.78)
Proof. (i) Suppose that p and q are conjugate partitions. Displaying the
zero terms explicitly we write
pi=p2=...=2p, >0 Pus1=-..=p,=0 (4.79)
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and
g.=¢,=...2q,>0 Goi1=...=q, =0, (4.80)

with the understanding that the equations (4.79) or (4.80) are modified if
u = n orv = n respectively. By the lemma we have thatp, = v, q, = u and

pitqi#i+j—1 (4.81)

provided that 1 <i=<u and 1<j=<p. We shall show that the inequalities
(4.81) continue tohold when p; =0 org; = 0. Forif p, = 0, theni >u and

pitq=q<q:=u<isi+j-1
Next, if g; =0, then j >v and
pitq=p<p=v<j<i+j-1.
Thus (4.81) is true in all cases. Also
O<sp,+n—-i<2n-1
and
Osn—-1+j—q;<2n-1.

The inequalities ensure that (4.76) and (4.77) are complementary subsets
of (4.78).

(ii) Conversely, if the conditions of this proposition are satisfied, the
sets (4.76) and (4.77) determine each other uniquely. In particular when p
isgivenwe can find g; (j=1,2,..., n) from (4.77), and we may assume
that

On summing the members of (4.76) and (4.77) we obtain that

2n—-1

(n_1+j_qj)= Z k’
=1 k=0

n

2 @itn—i)+

1

which readily reduces to

;M=§%

We conclude that there is a unique partition g which together with p
fulfils the conditions of this proposition. Hence g must be identical with
the conjugate of p, which is known to satisfy those conditions.

We proceed to examine the relationship between the Schur functions
that correspond to two conjugate partitions. To this end we have to bring
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into play the set €; but it is expedient temporarily to put
a,=(—1)"c,, (m=0,x1,x2,...) (4.82)
The equations (4.63) can then be written as
AW, ta W, +. ..t aWp_,, =8¢ m (4.83)

We now introduce the 2n X2n matrix

Wo Wi W2 ... Wyo Wi,

0 wy w; ... Wo,_3 Wy,2
W=(w,_,)=|... ... ... R R (4.84)

0 0 0 ... wg w,

o o o ... 0 Wo

where r and s are the row and column suffixes respectively, each running
from O to 2n — 1. The significance of W stems from the fact that every
Schur function of S, can be expressed as an n-rowed subdeterminant
(minor) of W. Generally, we denote by

W ; n) (4.85)

the submatrix of W whose elements stand at the intersections of the rows
and columns labelled by

AO=sA, <A<, .. <A, =201
and

pO=sp <p,<...<p,<2n-1
respectively. Let

p:p1=p2=...2p, =0, |p|=n
be an arbitrary partition of n. Then

Dn <pn—1+ 1 <pn—2+2<- - .<p1+n -1.
Hence we may put
A,=i_1; ,"’l=pﬂ+1—l+(i—1)’ (4.86)

(5,j=1,2,...,n). The (i,j)th element of (4.85) is then obtained by
putting r =A;, s = u;. Thus
‘V(A ; M) = (wpn+1_j+i—i)'
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Since we are only interested in the determinant of this matrix, we may
simultaneously reverse the order of the rows and of the columns. This
does not alter the value of the determinant, as the rows and columns
undergo the same permutation. Thus we replace i by n+1—i and j by
n+1—j and obtain that

det W(A; p) =det(w,,_;.;).

Finally, we transpose the determinant, that is we interchange i and j,
which again does not affect its value. Thus, by (4.69),

det W(A; p) =det(w,, ;) =F. (4.87)
In analogy with (4.84) we construct the matrix
A=(a.-,) (rns=0,1,...,2n-1).

Then the (r, s)th element of AW is given by
2n-1
Z Qi Ws— = QoWs—, ta 1Ws—r-1 +...+ ApWs—r—p.
=0

By (4.83) this expression is equal to 8., that is §;,. Hence A and W are
inverse to each other, and we may apply Jacobi’s Theorem (Appendix,
p. 191) in relation to their n-rowed minors. Referring to (4.86) we
observe that the set of indices complementary to A in

0,1,2,...,2n-1
is given by
p:pi=n+i—-1 (i=1,2,...,n),
while the complementary set of u consists of
oc:gi=n—-1+i—-q;, (i=12,...,n)

by virtue of Proposition 4.6, where g is the conjugate partition of p. The
matrices A and W are in upper triangular form, and

det A=det W=1.
According to Jacobi’s Theorem we have that
det W(A; u)=(—1)° det A (o; p), (4.88)

where
£ =ZA,+Z‘LIEZPI=H (mOd 2).
i i j
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The (i, j)th element of A (o; p) is equal to a,_, where r =g; and s =p;.
Thus

det A (CT; p) = det(aqi_,'_;_j).

Next, we reintroduce the functions ¢; by means of (4.82). Extracting the
minus signs from all the elements of the determinant we obtain that

det A(o; p) =(—1)* det(cy-i /),

where

E'=Z(q,-—i)+Zj=n.

Hence the sign in (4.88) is cancelled, and we have established the
remarkable formula

det(wp,—i+) =det(cg, -i+))- (4.89)

It remains to express this result in terms of the system &. We recall
(p. 126) that each function w is changed into the corresponding ¢ when
$2, 84 . . . are replaced by —s,, —s,4, ... . Hence from the expansion

1
FP=det(w,,_;s) = - § hox s,

we deduce that

1
FP = det(cq, ~ +j) = ;1_? z (- 1)02+a4+"'haX¢(f)sa- (4.90)

We summarise this result as follows:

Theorem 4.3. If p and q are conjugate partitions of n, then

X' =X[:"1X(q)_ (4.91)

4.11. The characters of S;

We apply the foregoing theory to Ss. This is presented merely as an
illustration; the group S is small enough to be amenable to a more direct
treatment.

In contrast to the labelling of characters it is customary to write the
terms of a partition in ascending order when specifying the cycle pattern
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of a conjugacy class. For example, the symbol
(1°2%5)

denotes the class of §,;, whose members are the product of three 1-cycles,
two 2-cycles and one 5-cycle. The classes of S5 and their sizes are
exhibited in Table 4.2,

a | 1) @2 (123) 12y a4 @23 &
ha | 1 10 20 15 30 20 24
Table 4.2.

h, may be computed from (4.10). Henceforth we shall enumerate the

classes in the order given in Table 4.2. By (4.67) the same table may
be used to express ws in terms of &, thus

ws=1a5(s1+ 108352+ 20575, + 155,53+ 308,54, + 205,55+ 2455).

Similarly, by referring to the class sizes of §,, (m =1, 2, 3, 4) (see Tables
2.2 and 4.1, pp. 50 and 106), we find that

wl = sl:

wy =4(si+s,),

ws =3(s1+35,5,+2s3),

wy =%(st+6525,+ 85,5, + 353+ 65,).
Alternatively, these expressions for w, (1<r=<35) can be obtained by
means of the recurrence relation or by the determinants mentioned in
Exercises 4, 5 and 6. We infer that S5 possesses seven simple characters.
Two of these, namely x[5] and X“S], have already been identified. The

remaining five characters, or their conjugates, will be generated by Schur
functions. By (4.70),

Wy, W5
Wo W,

1%{45'? + 205?52 + 2051253 - 208233 - 2435}.

Fle =

,=w4w1—w5

Hence by (4.60) and Table 4.2, we find that

x“:4,2,1,0,0, -1, —1).
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Next,
o lws w
F{32]= 3 4, = WaW,y,— Wyw,y
w; W
= 25553+ 10835, — 205255+ 155,52 — 305,54, + 205,53}
whence
x84 (5,1, -1,1,-1,1,0).
Similarly,
W3 W, W;s
FBPll=lw, w, w,|= 2 - -
=|Wwo 1 2| WaW T+ Ws— Waw, —wuw,
0 wy wy
= 135{653 — 305,53+ 24s.},
which yields

xB:6,0,0,-2,0,0,1).

An inspection of the graphs shows that [2 1*]is conjugate to[41] and that
[2% 1]is conjugate to[32], while [3 17]is self-conjugate. Hence, by (4.91),

213] 15 41]
1)\ [15L, 0

X X

and

(221] _ 151 [32]

X X X

Thus we have found all seven characters. They are listed in Table 4.3.

Ss:

o (1) (1%2) (1?3) (12% (14) (23) (5)

h, 1 10 20 15 30 20 24
X 1 1 1 1 1 1 1
x4 4 2 1 0 0 ~1 ~1
B2 5 1 -1 1 -1 1 0
xB 6 0 0 -2 0 0 1
x? 5 -1 -1 1 1 -1 0
X2 4 ~2 1 0 0 1 -1
¥ 1 -1 1 1 -1 -1 1

Table 4.3.
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Exercises

1. After a jolly party each reveller picks up at random one of the umbrellas which
had previously been deposited in the cloakroom. Prove that only one gentleman is
expected to return with his own umbrella.

[Randomness here means that all permutations of the umbrellas are equally
likely, and the expected value is the average.]

2. Let F'” be the Schur function corresponding to the partition
p:pr1Zpy=...2p, =0.

Referring to (4.58) regard F'” as a polynomial in x,, X, . . ., x,. Denote by F’
the polynomial obtained by putting

Xpa1 T Xpmsn=...=X, =0 (m<n).

Show that

(i) FP=0, ifp,..>0,
and

(i) FP'=det(xP*"/det(x]"™, if pps1=0
Gj=12,...,m).
3. Show that the degree of the irreducible representation of S, that corresponds
to the partition

p:pizEp=. . 2p, 20, ppa=...=p,=0 (m<n)

is equal to

n!ni<j(Pi—pj+j—i)
IL, @ +m—i)!

fo =
G,j=1,2,...,m).

4. Show that the characters of S, that correspond to partitions with at most two
positive terms are given by the generating function

n [3nl
(l"x) n (1+x’)"r= Z XL""-‘](xf__xn+1—:),
r=1 t=0

where
a.a,+2a,+...+na, =n.
(In the above formula, [n, 0]is to be identified with[n].) In particular, verify that
(i) xi"M=a,-1 (n=2),
(i) xF?"=la(a;~3)+a, (n=4),
(i) ¥ 33 =Ly (o~ Doy = 5)+(a, - Da,+a; (n=6).
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5. Let
fO=11 1-xt)=1-cit+e,t’—.. . +(~ 1),
Show that
%%L — (s, st 5582+, . ).

Deduce the recurrence relation (Newton’s formulae)
S, = 8-1€C1+F 82, —. . . (=1 s, +(—1)rc, =0

and prove that

5 1 0 0 0O
5, 8 2 0O 0
L
“=i
$5-1 S_5 S-3 ... 8§ r—1
s, S,=1 Sp—3 ... §3 8

(r=12,...,n).
6. Establish the recurrence relation (Brioschi’s formulae)
S, +85,_wits,_owot. . . tsiw_—rw, =0,

and prove that

5 -1 0 0 0
S5 5, -2 0 O

1

w,=— | ... ... .. Li. .

r!
Sr—1 S-2 S,-3 sy —r+1
s, S,—1 S 5, 8

(r=12,...,n).

7. Show that if

gla)=glay, as,...)=(1"a,12%a,!...)7},

then
-2, 0, a5, ...
gla, Ay, 5y )=a1(a1-—1),
glay,azas,...)
g(al,az—l,a3,...)_2
= 2a,.

g(ala @, X3, .. )

Prove that, if n =3,
0212 4o, ~ 1)(ay = D)~z
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8. The number of terms of the partition
P:Pi1=P2=. .. 2D, =0

which satisfy p, =i is called the rank of p. Show that the partitions of rank unity
are given by

[n-417 (¢t=0,1,...,n-1)
provided that this symbol is interpreted as [n] when =0 and as [1%] when
t=n-1.
9. Suppose that the members of C, are products of ¢ cycles. Prove that
x$=0

if the rank of p is greater than ¢.

10. Let C, be the conjugacy class of S, which contains the full cycle (12.. . n).
Prove that

xy¥ =0,
unless
p=[n—-41] (=0,1,...,n-1),
in which case
X =(-1).

11. Construct the character table for the group S, given in Table 4.4.

Se:
C, 1° 142 1°3 1?22 124 123 15 2® 24 32 ¢
h, 1 15 40 45 90 120 144 15 90 40 120
[6] 1 1 1 1 1 1 1 1 1 1 1
[51] 5 3 2 1 1 0o 0 -1 -1 -1 -1
[42] 9 3 0 1 -1 0 -1 3 1 0 0
[4 17 10 2 1 =2 0 -1 0 -2 0 1 1
[3%] 5 1 -1 1 -1 1 0o -3 -1 2 0
[321] 16 0 -2 0O 0 0 1 0 0 -2 0
[313%] 10 -2 1 -2 0 1 0 2 0 1 -1
[2%] 5 -1 -1 1 1 -1 0 3 -1 2 0
[2217) 9 -3 0 1 1 0 -1 -3 1 0 0
[2 14] 5 -3 2 1 -~1 0 0 1 -1 -1 1
[19] 1 -~1 1 1 -1 -1 1 -1 1 1 —~1
Table 4.4,

Note: For ease of printing the character x**’ is here simply written as [p].
P 4 X pPly p

140



5

GROUP-THEORETICAL APPLICATIONS

5.1. Algebraic numbers

In this section we assemble a few basic facts about algebraic numbers,
which will be required in the sequel. For a more detailed exposition the
reader should consult one of the standard texts [e.g. 18]. All numbers
considered in this chapter lie in the complex field. As usual, the field of
rational numbers will be denoted by Q.

Definition 5.1. A number 0 is called algebraic if it satisfies an equation of
the form

6" +b,0™" '+ ... +b,_,0+b,, =0,

where b,,...,b,_,,b, liein Q.
Without loss of generality, we have taken the coefficient of the highest
term to be equal to unity. Thus @ is algebraic if it is the root of a monic
polynomial in @[x].

Clearly, if @ is algebraic, it must satisfy a monic equation of least degree
n, say M(0) =0, where

M(x)=x"+a,x" '+ ... +a, (5.1)

lies in @[x]. This equation is uniquely determined; for if # were also a root
of

x"+aix" '+ ... +ap,
then on subtracting we should find that 6 is a root of
(a;—a)x"'+ ... +(a, —a}),

which contradicts the minimality of n, unless a;=a; (i=1,...,n). Thus
with every algebraic number there is associated a unique monic minimal
polynomial in Q[x]. Evidently, this minimal polynomial is irreducible in
Q[x].
Let the roots of M(x) be the (complex) numbers
6,60',6",...,0"°"Y (5.2)
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Thus

M@)=M@)= ... =M(O"V)=0.

The numbers (5.2) are said to form a set of algebraic conjugates. In other
words, algebraic conjugates share the same minimal polynomial

n-1 .

Mx)=]] x-69) 6©=09).

i=0
Suppose now that L(x) is any polynomial in Q[x] such that L(6)=0. On
dividing L by M we have that

L(x)=M(x)Q(x)+ R(x), (5.3)

where the degree of R is less than n. Substituting x =6 in (5.3) we find
that R(8)= 0. This contradicts the minimality of n, unless R is the zero
polynomial. Hence

L(x)=M(x)Q(x),
and it follows that L(6)=0 (=0, 1,..., n—1). Thus we have
Proposition 5.1. Let 0 be an algebraic number. If L (x) is any polynomial in

Q[x] which has 0 as a root, then each conjugate of 8 is also a root of L(x).
Next, we consider numbers of the form

a=T@O)=to+t,0+ ... +1,_,0"",
where £, t,, ..., t,— are rational. Then
n—1 .
Px)= I (x-T(6%)) (5.4)
i=0

is a polynomial in x of degree n. Its coeflicients are symmetricfunctions of
the set (5.2) with rational coefficients; for example, the coefficient of x" '
in P is

—(T@)+T@O)+ ... +T(6"")).
By the Fundamental Theorem on symmetric functions this and all the

other coefficients of P are rationally expressible in terms of the elemen-
tary symmetric functions [18, p. 32]

—a;=0+6'+ ...+,

a,=066'+60"+ ... +0" 29" ",

(-1)'a, =60'...60""",
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where a,, a,, ..., a, are the coefficients of M(x), which are rational.
Hence P(x) lies in Q[x]. By construction, we have that P(x)=0. This
shows immediately that « is algebraic. But P need not be the minimal
polynomial for «. However, if

a,a’,a”,. .. (5.5)

are the conjugates of a, then Proposition 5.1 tells us that each of the
numbers (5.5) is aroot of P, which are displayed in (5.4). Hence we have

Proposition 5.2. Suppose that 0 is algebraic, and let o = T(0), where
T(x)eQ[x]. Then a is algebraic and its conjugates are found amongst the
numbers

T(6), T(8"),.... T(O" ).

Definition 5.2. A number ¢ is called an algebraic integer if it satisfies an
equation of the form

EM+b "+ ... +b,=0, (5.6)

where b\, . .., b, are integers.

In this definition it is not assumed that (5.6) is the minimal equation for
¢ For it can be shown that, if £ satisfies any equation of the form (5.6),
then its monic minimal polynomial is bound to have integral coefficients.
This fact is based on a result of Gauss, which we here quote without proof
[18, p. 27]:

Theorem 5.1. The minimal polynomial of an algebraic integer is necessarily
of the form

"+ax"" '+ ... +a,=0,
where a,, . . . , a, are integers.
The familiar integers 0, £1, =2, ..., xk, ... are now often referred to

as rational integers ; they are a particular kind of algebraicinteger, as they
satisfy an equation of the form

E+b=0

in accordance with Definition 5.2.
In order to prove that a certain number is an algebraic integer we may
avail ourselves of the following simple device.
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Lemma. Lety,, y,, ..., yn be complex numbers, not all zero, and suppose
that £ satisfies equations of the form

N
EYE= Z aijyj (l=15 25---5N)a (5'7)
j=1
where the a;; are rational integers. Then ¢ is an algebraic integer.

Proof. We may regard (5.7) as a system of linear homogeneous equations
for y., ¥2,..., Yy~ Since, by hypothesis, this system has a non-zero
solution, the determinant of the coefficients must vanish, that is

det(§5.-,- - a,-,-) ={.

This is a monic equation for £ (of degree N) with integral coefficients.
Hence ¢ is an algebraic integer.
As an application of this method we prove the following

Theorem 5.2. If £ and m are algebraic integers, so are £ +7 and &1).

Proof. Slightly modifying Definition 5.2 we can say that £ is an algebraic
integer if it satisfies an equation of the form

E=a,f"+.. . +a,_£+a, (a; integers). (5.8)

We claim that every power £° (p = 0) can be written as a linear combina-
tion of

IS

with integral coefficients. This is trivial when0<p <r—1; whenp =r, the
assertion is proved by (5.8). Next, suppose that p = r+ 1. Multiply (5.8)
throughout by ¢, thus

El=a, & +a ' +.. . +a,_ 2 +ak

On eliminating ¢” on the right with the aid of (5.8) we obtain an equation
of the form

Erl=ai¢ " vay "+ +ay,

where ai, a3, ... are integers. Proceeding in this way we establish the
result for an arbitrary power £”. Similarly, it may be assumed that 7
satisfies an equation of the form

n*=bn*'+...+b_m+b, (b;integers),
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whence every power 71?(g = 0) can be expressed as a linear combination
of

with integra! coefficients. Let y,, y,, . . ., yn be the products
&' (i=0,1,...,r—1;j=0,1,...,5—1) (5.9)

arranged in some fixed order. From the foregoing observations it follows
that any product of the form £”n? can be expressed linearly in terms of
(5.9), that is, in terms of y,, y,, . . ., yn, With integral coefficients. Hence
there are equations
N A
E+n)y; = _;l CiY)
’ L (i=1,2,...,N),

N
ény; = '21 dijy
i=

where ¢;; and d;; are integers. This proves that £ + 7 and én are algebraic
integers.
Next we have to establish an elementary but important fact.

Theorem 5.3. If £ is both a rational number and an algebraic integer, then £
is a rational integer.

Proof. Let
r
&= s (5.10)
be a fraction in its lowest terms, that is
(rns)=1 (5.11)
and s >0. By hypothesis, £ satisfies an equation
" +b "'+ . +b,=0

with integral coefficients. Substituting (5.10) and clearing the
denominators we obtain that

rm=—sbrm "+ bysr™ 2+ bs™ ).

This is incompatible with (5.11), unless s =1. Hence £=r, a rational
integer.
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For any positive integer g, the gth roots of unity are algebraic integers,
because they are the roots of the polynomial

x¥8-1=0, (5.12)
which, of course, is not the minimal polynomial when g > 1. If we put
e =exp(2wi/g),

then the roots of (5.12) are &/ (j=0, 1, ..., g—1). At this stage, it is
not essential to know the minimal polynomial for €. But Proposition 5.1
tells us that the conjugates of ¢ also satisfy (5.12). Thus each conjugate of
¢ is of the form &’ for some j. As a matter of fact, they are those &’ for
which (j, g) = 1.

Since the values of the characters are sums of roots of unity (p. 50), an
application of Theorem 5.2 yields the following result.

Proposition 5.3. All values of group characters are algebraic integers.

5.2. Representations of the group algebra

We recall the notion of the group algebra, which we introduced in § 2.2
(p. 42): starting from a multiplicative group

G:xy,xz,...,%
we constructed the algebra Ge. Its elements are all formal sums
Uu=ax;ta+. .. tagx,, (5.13)

for which addition and multiplication were defined in the obvious man-
ner. We also studied the centre Z of G¢: the elements of Z are uniquely
expressed as

Z={1C1+£2C2+...+{kck, (5.14)
where
=2 x (a=1,2,...,k) (5.15)
xeCq
and ¢, {5, . . ., {x are arbitrary complex numbers.

Evidently the product of two central elements lies again in the centre;
in other words, Z is a subalgebra of G¢. In particular c,cg liesin Z. Hence
there are equations of the form

k
CaCg = Y Aoty (@, B=1,2,...,k). (5.16)
y=1
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It is easy to see that the coefficients a,4, are non-negative integers. For,
by analogy with (5.15), let

g = Z Y C-y= Z 2.

yeCa zeC,

Then, if z, is a fixed element of C,, the coefficient a,g, is equal to the
number of solutions of z,=xy, where x e C, and y € Gs.

Suppose that A is a representation of G of degree m. We can extend A
by linearity to G by defining

A(u)=a1A(x1)+a2A(x2)+ e +C¥gA(xg),

where u is given in (5.13). It is clear that this will furnish a matrix
representation of the algebra Gg, that is

Alu+v)=A)+A@),
AW)A(v) = A(uv),

A(Au)=AA(u),
forall u, ve Goand A € C.

We now consider an irreducible representation F of degree f. Each
c.(a=1,2,..., k) has the property that

CoX = XCapy
for all x € G. On extending F to G¢ we deduce that
F(c,)F(x)=F(x)F(c,). (x€G)
It follows from Schur’s Lemma (p. 24) that
Flca) = Aoy, (5.17)

where A, is a complex number, which we proceed to determine. Let y,, be
the value of y(x) when x lies in C,. As usual, we put h, = |C,|. Hence on
applying F to (5.15) and taking the trace we find that

tr F(ca) = BaXa
which in conjunction with (5.17) yields

Aa=% (@=1,2,...,k).

f

Next we operate with F on each term of (5.16). Using (5.17) and omitting
the factor I; throughout we obtain that

k
Ashg = Zl AapAy-
e
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This is an instance of the situation discussed in the Lemma (p. 144), where
we put £=A, for a fixed value of « and identify y,, y,, ...y~ With
AL, Az, ... Ar (note that A;=1). We have therefore established the fol-
lowing crucial fact:

Theorem 5.4. Let x be a simple character of degree f which takes the value
X« for the conjugacy class C,. Then each of the numbers h.x./f is an
algebraic integer, where h, = |C,|.

As a first application of this theorem we obtain valuable information
about the degree of representations.

Theorem 5.5, The degree of an absolutely irreducible representation is a
factor of the order of the group.

Proof. Let x be a simple character of degree f. Then (y, x) =1, that is

k _
L hxaXa=g.
Hence

hoXo -
f X

g
f a

1=

1

Now, for each a, both h,x,/f and x, are algebraic integers. Hence by

Theorem 5.2, g/f is an algebraic integer and therefore a rational integer,
that is f divides g.

5.3. Burnside’s (p, q)-theorem

Among the most interesting general theorems about finite groups are
those which deal with relationships between the structure of the group
and arithmetical features of certain integers that are associated with the
group in a natural manner. The Sylow theorems are typical examples of
this kind: they assert, among other things, that if the order of G is
divisible by p“, where p is a prime, then G possesses a subgroup of order
p“. It is one of Burnside’s finest achievements that he succeeded in
exploiting the theory of group characters, then newly discovered, in order
to establish arithmetical theorems of remarkable depth and elegance.

We begin with asomewhat technical result that forms the foundation of
what follows.
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Theorem 5.6. Let F be an absolutely irreducible representation of degree f
and character x. Suppose that for a particular conjugacy class C,, for which
h, =|C,|, we have that (h,, f) = 1. Then either

(i) X =feo, where e is a root of unity, or else

(if) x. =0.

Proof. Since (h,, f) = 1, we can find integers r and s such that

rh, +sf=1.
Hence
haXa XC!
r——+8xa =—-
f f

By virtue of Theorem 5.4 and Proposition 5.3 each term on the left is an
algebraic integer, whence

A=xo/f
is also an algebraic integer. Let
x"+a.x"'+...+a,_x+a, (5.18)
be the minimal polynomial for A and let
AAL AT
be the conjugates of A, that is the set of roots of (5.18). Then
AL ATV =]a,, (5.19)

where |a, | is a non-negative integer.
We know that

A=x/f=(e1+e+ ... +e)/f, (5.20)

where €4, €,, . .., & are gth roots of unity. Hence (see p. 59) we have
that

IxXe/fl< (] +ea + . .. +ef/f=1.
Two cases arise:

(i) |xo/f|=1.Thene, =e,= ... =¢; =€, say, whence x, = feo, which
is the first alternative.

(i) |x./f|=|A|<1. We claim that a, = 0. For, if not, |a,| would be a
positive integer and (5.19) would imply that

AA A= (5.21)
149



GROQUP-THEORETICAL APPLICATIONS

We shall show that (5.21) leads to a contradiction. To this end we must
scrutinise the conjugates of A (if any) in more detail. In (5.20) each ¢, is a
power of

e =exp(2mi/g).
Thus there exist integers m, such that
e=e™ (r=12,...,f).
Hence we may regard A as a polynomial in g, say
A=T(e) (5.22)

with rational coeflicients. By Proposition 5.2, the conjugates of A are
expressed analogously to (5.22), € being replaced by one of its conju-
gates, ¢°, where s is a suitable integer (p. 143). For example

A =T(")=(ei+e3+...+£D/f,

whence |A’|<1. Similar inequalities hold for the other conjugates of A.
Since we are assuming that A satisfies the strict inequality |A| < 1, it would
follow that

AL AT«

contrary to (5.21). Hence a, =0, as asserted.

Now the minimal polynomial (5.18) is irreducible over the field of
rational numbers. In the present circumstances this can happen only if
n = 1 and the minimal polynomial reduces to x. Its sole rootis A = 0. This
disposes of the second alternative.

We now come to the first application to ‘pure’ group theory.

Theorem 5.7. Suppose that the finite group G possesses a conjugacy class C,
with the property that

h. =|Ci|=p">1,

where p is a prime. Then G has a non-trivial normal subgroup.

Proof. We use an indirect argument. Assume that G has the property
mentioned in the theorem but that G is a simple group, that is, it has no
non-trivial normal subgroups.

Let F be a non-trivial irreducible representation of G, having degree f
and character y. The mapping

x-F(x)
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is injective (faithful). For, if not, the kernel would be a non-trivial normal
subgroup of G.

Next, we observe that there can be no element other than 1, such that
x (1) = eof, where g is a root of unity. For this would imply (p. 59) that

F(u)=¢€ol,
whence
F(x)F(u)=F(u)F(x)
F(xu)= F(ux)
for all x in G. Since F is injective, it would follow that
XU = ux,

so that u would be a central element. Thus G would have a non-trivial
centre and therefore a non-trivial normal subgroup, contrary to our
hypothesis. Hence the first alternative in Theorem 5.6 cannot occur in the
present circumstances. Thus for every non-trivial simple character x” we
have that either (i) p|f” or (i) p+f*”, whence (f, h,)=1 for the
particular « in question and consequently x’ = 0.

We now consider the character p(x) of the regular representation, for
which, as we know, p(1) = g and p(x) = 0if x # 1. Since C, is not the class
of 1, we have that p, = 0. The Fourier analysis of p is (p. 45)

k

p(x)= L fOx(x),

r=

where =1 and x'"(x) =1 for all x. When x € C,, we obtain that
k
0=1+7 fO%0. (5.23)
r=2

As we have observed, either ¥’ =0 or p|f". Therefore, ignoring zero
terms, we can write (5.23) in the form

0=1+pn,

where 7 i1s a sum of character values and hence an algebraic integer. But
this would lead to

n=-1/p,

which is absurd, because —1/p is clearly not an algebraic integer. This
completes the proof.

We now come to the celebrated theorem referred to in the heading of
this section.
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Theorem 5.8. Let G be a group of order p°q°, where p and q are distinct
primes, and a and b are positive integers. Then G is not simple.

Proof. Let Q be a Sylow g-group of G, so that |Q|=¢". Since Q is a
prime-power group, its centre is non-trivial [13, p. 59]. Thus suppose that
v # 1 and v € Z(Q), the centre of Q. Now either v € Z(G), in which case
G has a non-trivial centre and, consequently, is not simple; or else v € C,
for some a such that h, =|C,|>1. Then (p. 72)

«=[G:Z,)],

where Z, is the centraliser of v in G. By the choice of v, Q is a subgroup of
Z,. Hence |Z,| =p°q®, say, where ¢ =0. It follows that

h,=p°q"/p°q"=p""¢,

where a —~ ¢ >0. By virtue of Theorem 5.7, G cannot be simple.

Historical remark. Soon after the publication of Burnside’s (p,q)-
theorem the problem was posed to prove this result by purely group-
theoretic methods, without recourse to character or representation
theory. This challenge turned out to be exceedingly taxing and, after
strenuous efforts over more than half a century, the matter was settled
successfully by H. Bender [1].

Whatever one’s attitude to insistence on ‘purity of method’, the
ingenuity and perseverance of modern group theoreticians command
respect and admiration. Nevertheless, Burnside’s original proof deserves
to retain its place in the text-book literature: it is a work of great
mathematical beauty and presents an outstanding example of cross-
fertilisation between different algebraic theories.

5.4. Frobenius groups

As we have already remarked (p. 60), character theory is well adapted to
discovering normal subgroups of a given G; by Theorem 2.7, all we have
to do is to examine the equation

d(x)=¢(1), (5.24)
where ¢ is an arbitrary character of G. One of the most powerful
applications of this principle is due to Frobenius himself. The celebrated
result which he proved in this way can either be couched in the language
of permutation groups or else serves to describe an interesting class of
abstract groups, which now bear his name. We choose here the concrete
approach.
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Theorem 5.9. Let G be a transitive permutation group of degree n such that
each permutation of G, other than the identity, leaves at most one of the
objects fixed. Then those permutations which displace all the objects,
together with the identity, form a normal subgroup of G of order n.

Remark. We are supposing that, for each permutation in G, the number
of fixed points takes one of the values n, unity or zero. As an example we
cite the group S;, in which the number of fixed points is three, unity or
zero. The theorem states that the permutations

1,(123), (132)

constitute a normal subgroup of $,.

Proof. We adhere to the terminology and notation introduced on p. 101.
Thus we assume that G acts transitively on the objects 1, 2, ..., n. The
stabiliser of 1 is denoted by H or H,, and there are permutations p,(=1),
P2 --->Pn in G which transform 1 into 1,2,..., n respectively. The
stabiliser of i is the group

H,=p 'Hp, (i=1,2,...,n)
and
G=Hp,UHp,U ... UHp, (5.25)
is the coset decomposition of G with respect to H. We put
|Gl=¢, |H|=h,
whence by (5.25)
g =nh.

The hypothesis that no permutation of G, other than 1, has more than
one fixed point is expressed by the formula

HNH={1} G #j). (5.26)
The set of non-identity elements of any group K will be denoted by
K”* = K\{1}.

Then HY is the set of permutations for which i is the sole fixed object. If
W is the collection of permutations with no fixed objects we have the
decomposition

G={WUHTUH7U.. UH;UW (5.27)
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into disjoint subsets. It is obvious that 1 is the only permutation with n
fixed objects. The permutations with precisely one fixed object are
comprised in the union

HYUHZU...UH].

Since |H|=h -1, it follows that G has n(h —1) permutations with a
single fixed object, and that there are
|W|=g-1-nh-1)=n-1 (5.28)

permutations which displace all the objects.

In a group with this structure it is easy to compute the induced
character ¢©, where ¢ is an arbitrary character of H (=H,). We recall
that

)= 3 blpapi”)

with the usual convention that ¢(t)=0 if ¢t H. Let d (=y¢(1)) be the
degree of . Then

$C(1) =nd.
Next, let u; € H;, u; # 1, so that
u; = p; up, (5.29)
where ue H, u # 1. Then
vOw)= 1 vpp; uppi’) (5.30)

and the ith term in this sum can be non-zero only if
pp; 'uppi € H,
that is
p; 'up;epi ' Hp:(=H,).
By (5.26) this is impossible unless j = i. Therefore (5.30) reduces to
v (p; up) =y (u)
(j=1,2,...,n). Finally, if w € W, then-
¥ (w)=0,

because pwp; ' € H for all i. The values of y© are displayed in Table 5.1
with the understanding that (5.29) holds.
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Since we have precise information about the number of fixed objects
under the action of G, it is easy to compute the character

f(x)=vx)—1,

where »(x) is the number of objects left invariant by x.

Indeed, we need only consider representatives of the three types of
permutation, namely 1, u; and w, for which the number of fixed objectsis
n, unity and zero respectively. Hence

0(1)=n—1, 0(u;)=0, e(w)=-—1.

1 U w

Y° dn Yr(u) 0

/] n—1 0 -1

E=y%—-de d Y(u) d

o h 0 h
Table 5.1.

The generalised character (§ 4.4)
&(x)=y°(x)—db(x) (5.31)

has the remarkable property that

Ew)=£(1) (weW), (5.32)

as is evident from Table 5.1. It would appear that we have come close to
achieving the aim expressed in (5.24). But two difficulties remain to be
surmounted: only proper characters can be used to identify kernels, and
elements other than those of W might satisfy (5.32). The first problem is
solved by the following surprising discovery: if ¢ is a simple character of
H of degree d, then the function £ defined in (5.31) is a simple character
of G of degree d. Thus we are now assuming that (1) =d and (y, ¢ )y =
1, whence

L lw@)?=h-d> (5.33)

ueH

The table shows that £(1) =d >0. Hence it suffices to prove that

Y e =g
xeG
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Using (5.27) we have that

Tl =&+ £ (

xeG

L_lewP)+ T JewP

weH;

Hence, by the table and by (5.28) and (5.33),
Y |Ex)f?=d*+n(h—d*)+(n—1)d*=nh =g,
xeG

as required.
Turning to the second point, let

(1y 2 i
vV, @

be the complete set of simple characters of H and put
yoM=4d? =12,...,0D.

Let p be the character of the right-regular representation of H, that is, by
(2.23) and (2.25),

p(M=h, pu}=0 (u#1),
p= zi: d(r)l[l(r).
r=1
We construct the character

i
o= Z d(r)g(r) (5_34)
r=1

of G, where
é.(r)='ll(r)G —d®e (r=1,2,...,1).

The values of £ are analogous to those of £ where ¢ takes the place of
¢. Thus, with the notation (5.29),

£ =d”,  Ew)=yOw),  Ew)=d".

Substituting in (5.34) we obtain that

c()=c(w)= ¥ @")P=h,
r=1

i

o(u)= Y d%Pw)=p(u)=0.

r=
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This makes it plain that ¢ is the character of a representation of G whose
kernel is

TUW,

which is therefore a normal subgroup of G of order n. This completes the
proof.
Finally, we recast the result in an abstract form.

Theorem 5.10. Suppose that H is a subgroup of a finite group G with the
property that

y 'HyNH={1}, (5.35)
whenever y € G but y¢ H. Then G has a normal subgroup K such that
G=HK and HNK ={1}.

Proof. Let
G=Ht1UHt2U-..Uth (f1=1)

be the coset decomposition of G with respect to H and consider the
permutation representation

Htl Ht2 s v . th )
Hti;x Htx ... Htx

of G. The coset Ht; remains fixed under the action of 7 (x) if Ht;x = Ht;,
that is txt; '€ H, or

m(x)= ( (5.36)

x et; 'Ht,

Suppose that x # 1. Then 7 (x) cannot have a second fixed element; for
this would imply that

xet; 'Hy (i #j),
whence
t7 H; Ny 'He # {1},
HO gt Hee ' #{1},

which would contradict (5.35), because ¢, ' € H. In particular, m(x)is not
the identity permutation unless x = 1. Thus the homomorphism

x->m(x)

is injective. Hence G is faithfully represented by the permutations (5.36),
which form a permutation group isomorphic to G. For simplicity we
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shall identify these two groups, that is we shall regard x either as an
element of the abstract group G or else as the permutation specified in
(5.36). We can now apply Theorem 5.9 to G, viewed as a permutation
group, because no element, other than 1, leaves more than one coset
fixed. If W is the set of elements which displace all the cosets, then the
theorem tells us that

K=1UW

is a normal subgroup of order n. We claim that the elements of K are in
one-to-one correspondence with the cosets of H. Since every element of
G lies in some coset, it suffices to show that no coset contains two distinct
elements of K. Suppose, on the contrary, that w and w’ belongto Hr, N K.
Then w'w ~! belongs to H and hence fixes the coset Ht, (=H);alsow'w ™!
lies in K, because K is a group. But the identity is the only element of K
that leaves anything fixed. It follows that w'=w, and this proves the
assertion. We may therefore label the elements of K as
wi(=1),wa, .., w,
in such a way that
W,GHI,- (i=1,2,...,n),

and w; may be used as a coset representative in place of ¢, It follows that
G = HK. The relationship
HNK={1}

has already been noted. This completes the proof.
Groups with the structure described in this theorem are called
Frobenius groups.

Exercises

1. Let G bea groupoforder pg, where pand g are primes such that p<gq. Show that
if |G’|=q, the number of conjugacy classes is p+(g—1)p~1.

2. In the notation Of p. 146 let
k
Calpg = Z aaﬁ'vc'r
y=1
be the structure equations for the centre of the group algebra G.. Show that

hhg X s
. ﬂj; xOxPRPIFO.

158

aaﬂ'r =



EXERCISES

Prove that the elements

O=(fOl) T #e, (i=1,2,...,K)

of G¢ satisfy the relations
ePeV =5,e®,
(Thus G possesses k mutually orthogonal central idempotents.)

3. Prove that if the order of G isequal to p*, where p is a prime, then the degree of
an absolutely irreducible representation of G is either equal to unity or else equal
to p.

4. Prove that, for a group of odd order g and class number k, the integer g — k is
divisible by 16.
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6

ARITHMETIC PROPERTIES OF GROUP
CHARACTERS

6.1. Real character values

The question of real-valued characters was briefly considered in Exercises 4
to 6 of Chapter 2.

In this section we are concerned with a particular element g of a finite
group G and an arbitrary character ¥, which need not be irreducible. We
have seen in (2.87) (p. 51) that

Wg™")=lg). 6.1)

Hence we have

Proposition 6.1. The character value y(g) is real if and only if

Wig~")=y(g). (6.2)
We recall that all characters are class functions (Proposition 1.1(i1)): thus
Y(x)=y(y)

if x and y are conjugate in G, which we write as
X~ .
Hence if g~ ! ~ g, then equation (6.2) holds forevery character y, and y(g) is
therefore real. We shall now show that the converse is also true.
Theorem 6.1. The numbers (g) are real for all characters  of a finite group
if and only if
g~ '~g. (6.3)

Proof. It only remains to prove that (6.3) is a necessary condition for the
reality of all ¥(g). Suppose that g~! and g belong to distinct conjugacy
classes C, and C, respectively. Put

V.=w(g™ "), Yp=¥(9).
Then by (6.1}
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In particular, for each irreducible character 3y we have that

a

In this case the character relations of the second kind ((2.42), p. 51) imply
that

k
2, ()*=0.
i=1
It is therefore evident that not all the values of x’ can be real if (6.3) is false.

Example 1. In the group A, (Table 2.5(b), p. 61) the elements (123) and
(123)~! (=(132)) are not conjugate; they belong to the classes C, and C,
respectively. Hence not all characters of 4, are real.

Example 2. In the group A, (Table 3.1, p. 79) each element is conjugate to
its inverse. For an element that is conjugate to (12) (34) satisfies g2=1 and
so g=g~'; the class of (123) contains all 3-cycles and in particular (123) !,
if g=(12345), then g~g*(=g~") and g*~(gH)*=g"2

6.2. Rational character values

We have seen (Proposition 5.3, p. 146) that all character values are algebraic
integers. If a particular character value (g} is also rational, then it must be
a rational, that is an ordinary, integer. In this section we shall obtain
conditions for this situation to occur.

An algebraic number is rational if and only if its minimal polynomial
over Q (p. 141) is of degree unity, which means that it has no algebraic
conjugate other than itself.

We begin by elaborating a remark made at the end of § 5.1. Let h be a
positive integer and put

g=exp(2ni/h). (6.4)
The number of integers r that satisfy
(h,r)=1, 1<r<h (6.5)
1s equal to the Euler function

¢(h)=hn(1—l—i), 66)

plh
where p ranges over all prime divisors of h [11, p. 52].
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The algebraical conjugates of ¢ are described by the following theorem,
which we quote without proof (see P. M. Cohn, Algebra. Wiley & Sons,
1977, Vol. 2, § 5.6).

Theorem 6.2. Let ¢=exp(2ni/h). The conjugates of ¢ are the numbers ¢,
where (h,r}= 1. The minimal polynomial for ¢ over Q is of degree ¢(h). It is
called the cyclotomic polynomial of order h and is given by

o= ] (t—¢).

(=1

Example 3. When h= 12, we have that
e=exp(mi/6)=4./3+4i, e*=exp(mi/3)=4+Le /e,

and
r=1,57,11.
Hence
D, ,()=(t—e)t—e)t—e")t—¢'")

=(t—¢)(t—e)t+e)t+ed)

_ (t2 _82)(t2 —81 0) _ (1'2 _ 82)(t2 -~ 2),
SO
SO

O,,0)=t*"—2+1.

Example 4. If p is a prime

tF—1
P, (t)= Py =tP 4P 24+ 1 (6.8)
and
tp“_l c*l( _1) u-l( _2)
Qpp(t)=tp¢-|_l=tp p +tP P +'°'+l (6.9)
=07,

where « is a positive integer.
The question of the rationality of character values is now easily settled:

Theorem 6.3. Let g be an element and let y be a character of a finite group G.
Suppose that g is of order h. Then Y(g) is rational if

Y(g')=v¥(9) (6.10)
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for all integers r satisfying (6.5). Moreover, Y(g) is rational for all  if and
only if
g ~g (6.11)
for all r satisfying (6.5).

Proof. Let A(x) be the representation of G of degree m which affords the
character y(x). Since g is a particular element, we may choose the basis of
the underlying G-module in such a way that

A(gy=diag(e,, €5, ..., &m) (6.12)
Hence, for every integer k,
A(ghy=diag(ek, &, ..., ). (6.13)

Each latent root ¢; satisfies the equation
"—1=0
and is therefore a power of ¢, as defined in (6.4). Hence
Yig)=¢e, +e,+ ... +eu=do+die+de®+ ... +d,_ "1,

whered, (=0)(s=0, 1,...,h— 1)denotes the number of times that &° occurs
in (6.12). We use the notation

Y(g)=T(e),
where (6.14)
T(ty=dy+d,t+ ... +d,_""!

is a polynomial in Q[t]. According to Proposition 5.2 (p. 143) and
Theorem 6.2, the conjugates of T(¢) are of form T (¢") where r satisfies (6.5).
Now an algebraic number is rational if and only if it has no conjugates
other than itself, which means that

T(e")=T(e) (6.15)

for all r in (6.5). By (6.13) and (6.14) the condition (6.15) is equivalent to
(6.10), thus proving the first assertion of the theorem. Next we observe that
(6.11) implies that (6.10) holds for every ¥ so that all character values y(g)
are rational for this element g. Conversely, we shall show that if (6.10) holds
forall characters y then (6.11) must be true: if not, assume that, forsome r,,,
the elements g™ and g belong to distinct conjugacy classes C, and C,
respectively. In particular for each irreducible character y the hypothesis
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(6.10) implies that

g™ = xg);
SO
W=xPg"), *=x"g)
and it would follow that

(l) _x(r) X(i)

because all character values for g are real. However, this is incompatible
with (2.42) (p. 51) which in this case reduces to

k
Z (-)

The most important application of this theorem is described in the
following result (see p. 123).

Proposition 6.2. For each n (= 1) the symmetric group S, has the property that
all character values are rational integers.

Proof. Let c=(a,, a5, ... ,a;) beacycle of order / in S,. It is plain that when
a power of ¢ is decomposed into a product of disjoint cycles it cannot
involve cycles of order greater than /, though shorter cycles may occur. For
example,

(1234°=(1432),

(1234)2=(13)24).
Let
g=CyCs...C (6.16)

be an arbitrary element of S,, decomposed into disjoint cycles. We use the
notation

u(g)=Ilength of the longest cycle in g. (6.17)
Then by the above observation
p(c)y<pley (r=0,1,2,...)
and by applying this result to each factor in (6.16)
u(g" < plg) (6.18)
If, in addition,

(r,}=1, (6.19)
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we can find integers 4 and v such that

l=ru+lv.
Hence
c=(c)"(c)’=(c")",

that is ¢ is a power of ¢". It follows from (6.18) that
plc) s p(c).
Therefore (6.19) implies that
pu(e)=p(c’). (6.20)
Suppose that g is of order h. Then
h=lcm.(,1,,...,1),

where /; is the order of ¢; and 1.c.m. stands for ‘least common multiple’. We
now assume that

(r,h)=1,
then
(ralj)=1 (j=1’2""’[)

and it follows that the cycle decomposition of g” is given by
g =cics,...,c,

where ¢} is a cycle of order [; by virtue of (6.20). Thus g" and g have the same
cycle pattern and are therefore conjugate in S, [13, Proposition 21, p. 131].
Hence, by Theorem 6.3, all character values of S, are rational integers.

6.3. A congruence property

There are some useful congruence relations between character values. For
the sake of simplicity we shall confine ourselves in this section to the case of
rational character values. A more general situation will be discussed in
§A.5 of the Appendix (p. 197).

Proposition 6.3. Let g be an element of a finite group G and suppose that g is
of order p°, where p is a prime and a is a positive integer. Let  be a character
of degree m (=4 (1)) such that JY(g) is a rational integer. Then

Y(g@)=m (mod p). (6.21)

(I am indebted to G. D, James for drawing my attention to these results and for
communicating Example 5 (p. 166).)
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Proof. Let e=exp(2ni/p®). The minimal equation of ¢ over Q is given in
(6.9). Since there are precisely p terms on the right-hand side of that
equation we have that

D,(1)=p. (6.22)
Put
Y(g)=b, (6.23)

where, by hypothesis, b is a rational integer. Using the notation of (6.14) we
have that

T(e)— b=0.

This is an equation for ¢ with rational, and indeed integral, coefficients. As
we have seen on p. 142, it follows that the polynomial T () — b is divisible by
the minimal polynomial for ¢; thus

T(t)—b=D (H)Q(). (6.24)

Since the leading coefficient of @ . is equal to unity, the division of T'(t)—b
by @ (1) yields a quotient Q(t) whose coefficients are rational integers. In
particular,

Q(l)y=w (6.25)
say, where w i1s an integer. Referring to (6.14) we note that
T(1)=d0+d1 + e +dh—1'

The right-hand side of this equation enumerates all the latent roots of A(g),
and so

T(1)=m. (6.26)
On putting t=1in (6.24) and using (6.22), (6.25) and (6.26) we obtain that
m—b=pw,
whence
m=b (mod p),

which, by (6.23), proves the assertion.

Example 5. Although the complete character table of the group S was
obtained on p. 135, let us suppose, for the purpose of this example, that we
possess only the following information about this group:

(1) the generators and sizes of the seven conjugacy classes as shown in
Table 4.2 (p. 136);
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(2) the fact that all character values are rational integers (Proposition
6.2);
(3) the values of the trivial and alternating characters.

We know that there are seven irreducible characters. In contrast to Table
4.2, these will be denoted by ' (i=1, 2, ..., 7), the precise ordering being
determined later, except that ¥V and y‘® will refer to the trivial and
alternating characters respectively.

Let u=(12 3 4 5), which generates the class (5). Applying equation (2.42)
to the case in which « = f=(5) we obtain that

i (xPw))y>=152=5. (6.27)
i=1

Since y®(u)is a rational integer, it follows that on the left-hand side of (6.27)
precisely five terms are equal to unity and the remaining two terms are
equal to zero, because we know that

K P(w)=Puy=1. (6.28)

With suitable numbering of the other characters the values of y”(u) may be
provisionally listed as follows:

1 2 3 4 5 6) )
| el el 7 @ e 7 2

u I 1 1 +1 +1 +1 0 0

Table 6.1.

We now turn our attention to the degrees /@ (= (1)) of the irreducible
representations. By (2.26)

i (f@)2=120. (6.29)
i=1

On applying (6.21) to x*® and y*” when g=1u, and hence p= 5, we find that
f®=50r10,...; fP=50r10....
Evidently the only values that are compatible with (6.29) are
fO=fM=35, (6.30)
Equation (6.29) now reduces to
(fO 2+ (fO)2+(f)2=120—1—-1-25-25=68. (6.30)
Again, when g=u, (6.21) implies that each of f®, f® or /3 is either equal
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to 4 or equal to 6. But the only combination of these values that satisfies
(6.30) is

424+ 424 6%=68.
Hence with suitable numbering of the characters we may put
f(3)=f(4)=4, f(5)=6.
Thus we have obtained the degrees of all the irreducible representations of

S, which we summarise in the following table:

l £ e @ @ £ 2 e

1| 1 4 4 6 5 5

Table 6.2.
By virtue of the character relations of the second kind the entries in the
Tables 6.1 and 6.2 are orthogonal, that is
1+1+4+4+6=0.

It is easy to see that this equation can hold only if the minus sign is attached
to the third and fourth terms and the plus sign to the last term. Hence,
finally, the character values for u are as follows:

l Xm 12 JC(3) P JC(5) X(G} §

u I 1 1 -1 -1 1 0 0

Table 6.3.

Exercises
1. Show that in the dihedral group
D,,=gp{a,b|a”= b2 =1 ,bab:a_ 1}

every element is conjugate to its inverse. Deduce that all characters of D, are real-
valued (see Exercise 12 of Chapter 2, p. 66).

2. The dicyclic group of order 4n (n> 1) is given by
A,=gp{a,bla®™=1, a"=(ab)*=b?)}.

Prove that, when n is odd, not all the characters of A, are real-valued (see Exercise 9
of Chapter 2, p. 65).
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3. Show that, in the group §,, a full cycle
z=(12...n)

commutes only with elements z* (k=0, 1, ...,n—1). (See [13], Chapter 7, Exercise
5.) Prove that, when n=4m—1 (m > 1), the equation

t~izt=z"1
implies that ¢t is odd. Deduce that not all the characters of 4, are real-valued.

4. Construct the complete character table of S, by using only
(a) the information given in Table 6.4 below;
(b) the orthogonality relations for simple characters;
(c) the fact that all character values are rational integers.

(1 (12) (123) (12)(34)  (1234)
h 1 6 8 3 6
@ 1 1 1 1
1@ 1 -1 1 1 -1
Table 6.4.

(The remaining characters y*, ¥, ¥ may be arranged conveniently.)
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REAL REPRESENTATIONS

7.1. Statement of the problem

Up to now it has been taken for granted that the coefficients of an
irreducible representation

F(x) (x€G) 7.1)

are, in general, complex numbers. However, as we do not regard equivalent
representations as distinct, we are led to the following:

Question. Even though F(x) is complex for some x, does there exist an
invertible matrix T such that

T 'F(x)T (7.2)

is real for all x?
In order to avoid circumlocution we introduce the following
conventions.

Terminology. Let @ be a scalar or matrix function defined on G. We say

(1) @ is real if ®(x) is real for all x in G;
(2) @ is complex if ®(x) is not real for at least one element x;
(3) @ is (complex) when it is left open whether @ is real or complex.

Unless the contrary is stated, F denotes an irreducible representation with
simple character y.

Clearly, if F is equivalent to a real representation, then y must be real; for
(7.1) and (7.2) have the same character and the latter is real. But the
converse is not true; it may happen that y is real, but F is not equivalent to a
real representation. In any event, if the matrices F(x) form an irreducible
representation of G, so do the conjugate complex matrices

F(x) (xeG) (7.3)
because
F(x)F(y)=F(xy).
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The character of F is 3. Hence y is real (y=j) if and only if F and F are
equivalent, though they need not be identical (that is real). Therefore, we
distinguish three cases:

(I) x is real and F is equivalent to a real representation.
(IT) yx is real, but F is not equivalent to a real representation.
(III) yxis complex; then F and F are inequivalent and neither of them is
equivalent to a real representation.

The object of this chapter is to deriva a formula, expressed in terms of y
only, which discriminates between the three cases. The result is due to
G. Frobenius and I. Schur whose original memoir [9b] we shall follow.

7.2. Quadratic forms

Let
XisXg,ee:,X,

be a set of commuting variables (indeterminates). A quadratic form is a
polynomial of the form

q=a,,;xi+. .. +a,x2+2(a;,%,x,+ ...+ 8y g Xu1 %) (74)

involving 4n(n+ 1) coefficients a;; (1 <i<j<n). In many applications the
coefficients are assumed to be real; but we shall here consider the more
general case in which they may be arbitrary complex numbers.

A much more convenient way to express (7.4) is as follows: introduce the
row vector of variables

X=(X;,X3,...,X,)

and the symmetric matrix

A=(a;) (az=a;),
that is

A=A.
Then

g=xAx’, (7.5)
the factor 2 in (7.4) being accounted for by the fact that

auxix.f:aﬁx"xj (i #j)-

Consider a linear transformation of the variables, thus

Z=XP, (7.6)
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where
Z=(2y, 23, 2,)

is a set of variables and P is an invertible matrix. The quadratic form then
becomes

q=2zP 'A(P~ ')z =2B7
say, where
B=P 1A(PY. (7.7)

The reader will be familiar with the fundamental fact that a non-zero real
quadratic form can be reduced to a sum or difference of squares by means of
a suitable linear transformation. An analogous result holds in the complex
field, except that we can now dispense with ‘negative’ squares:

Theorem 7.1. Let g=xAX' be a non-zero quadratic form, where A is a
(complex) symmetric matrix. Then there exists an integer r satisfying

1<r<n
and an invertible matrix P such that

q=z2+23+...+22,
where
X =1zP.

When r=n, we have that
A=PP'. (7.8)

The proof, which is similar to that used for real quadratic forms, is given
in § A.4 of the Appendix (p. 194).

As the reader will know, the ‘pure sum’ theorem holds for an important
class of real quadratic forms. It is convenient to recall here the relevant
definitions and results:

Definition 7.1. The real quadratic form
q=xAx’

and the corresponding real symmetric matrix A are said to be positive definite
if, for every non-zero vector u, we have that

uAu’ >0. (7.9)
We note the following properties of positive definite matrices:
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(1) Using the vector
e,=,...,1,...,0),
which has unity as its kth component and zeros elsewhere, we obtain that
e Ae,=a,, >0, (7.10)

Thus in a positive definite matrix all diagonal elements are positive.
(2) Every positive definite real matrix is invertible. For, if not, we could
find a non-zero vector u such that

ud=0,
whence
udu’'=0
in contradiction to (7.9).
(3) We state the analogue of (7.8):

Proposition 7.1. Let A be a positive definite real matrix. Then there exists a
real invertible matrix P such that
A=PP.

A short, though somewhat inappropriate, proofis indicated in Exercise 1 at
the end of this chapter.

7.3. Orthogonal representations
We recall that a square matrix is said to be orthogonal if
RR'=R'R=1I.

In most contexts, R is assumed to be real; but the concept of an orthogonal
matrix is valid in the complex field, and we shall use it here in this wider
sense.

Definition 7.2. A (complex) representation R(x) of G is called orthogonal if,
for each x in G, we have that
R(x)R'(x)=R'(x)R(x)=1. (7.11)

Next we shall use an idea which was already alluded to in Exercise 20 of
Chapter 2 (p. 68). It is convenient to repeat briefly the relevant definitions
and facts.

(1) An nx n matrix H is called Hermitian if
H=H. (7.12)
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(2) If H is a Hermitian matrix and if u is a (complex) row vector,
then

h(u)=uHu' (7.13)
is a real number; and H is said to be positive definite if
hu)>0

whenever u#0.
(3) Every positive definite Hermitian matrix is invertible.
(4) If H is positive definite, so are

H(=H) and H™.

Definition 7.3. The Hermitian matrix K is said to be an Hermitian invariant
of the representation A(x) (x€G) if

(1) K is positive definite, and
(i) Ax)KA'(x)=K forall xinG. (7.14)

Proposition 7.2. Every representation A(x) of a finite group G possesses
Hermitian invariants.

Proof. Let

K=} AnA(y. (7.15)

yeG

It is easily verified that K is indeed an Hermitian invariant of A(x) (see
Exercise 20 of Chapter 2).
We note that if K is an Hermitian invariant of A(x), so is

H=aK, (7.16)

where a is an arbitrary positive constant.
By means of an ingenious use of matrix algebra, Frobenius and Schur
established the following remarkable result.

Theorem 7.2. Every (complex) irreducible orthogonal representation of a
finite group G is equivalent to a real orthogonal representation.

Proof. 1. As in (7.15) we use the Hermitian invariant

K=Y R(WR(»

yeG
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so that
R(x)KR'(x)=K. (7.17)

On taking the complex conjugate of (7.11) we obtain that
R(x)R'(x)=R(x)R(x)=1. (7.18)
Hence (7.17) can be written as
R(x)K = KR(x). (7.19)
Transposing this equation we have that
K'R'(x)=R (x)K',
or, equivalently, by (7.11) and (7.18),
R(x)K’' = K’R(x). (7.20)
Using (7.19) and (7.20) we find that
R(x)}(KK')=(R(x)K)K'=K(R(x)K")
=(KK')R(x).
By the Corollary to Schur’s Lemma (p. 27) it follows that
KK'=al, (7.21)

where « is a number. We shall now show that « is, in fact, real and positive.
For (7.21) implies that

KK'K=0K.

Hence if u is an arbitrary non-zero vector we obtain that

(uK)K'(Ka')=a(uKu'). (7.22)
Let
v=uk.
Then (7.22) becomes
vK'v =a(uKu');

it is now obvious that & >0, because both K and K’ are positive definite and
v#0.

In accordance with (7.16) we may replace K by the Hermitian invariant
H given by

H=(x) 2K, (7.23)
It 1s convenient to summarise the properties of H:
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(i) H 1s positive definite Hermitian, that is

H=H (7.24)

and uHu' >0 if u#0.
(i) R(x)HR'(x}=H (xeG). (7.25)
(iii) HH'=I=H'H. (7.26)

This last property is established by substituting (7.23)in (7.21). Thus H is
both Hermitian and orthogonal.

2. Since H is positive definite, so is I + H'. Hence I + H’ is invertible and
we can construct the representation

Sx)y=(I+H)Rx)I+H")™ 1, (7.27)

which is equivalent to R(x). The crucial step in the proof consists in
demonstrating that S(x) is real. Taking conjugatesin (7.27) and using (7.24)
we find that

S(x)=I+H)R(x)(I+H)™ .
Next, (7.25) can be rewritten as
R(x)=H'R(x)H=H'R(x)H’ !,

by (7.18). Hence

S(x)=(I+H)H'R(x){(I+H)H'} ",

S(x)=H+R(xyH'+1)!
by (7.26). Thus

S(x)=S(x),

which proves that S(x) is real.
3. Although S(x) is real and equivalent to R(x), it is not an orthogonal
representation. In fact, it is readily verified that

Sx)Q8'(x)=0, (7.28)
where
Q=(I+H')YI+H). (7.29)

Using (7.24) and (7.26) we can write
Q=2[+H+H'=2I+H+H.

This formula shows that Q is real, symmetric and positive definite, because
I, H and H are positive definite. Hence, by Proposition 7.1, there exists an
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invertible real matrix P such that

Q=PP,
and (7.28) becomes

{P71S(x)P}{P " 'S(x)P}' =1.
Thus the representation
T(x)=P 1S(x)P,

which is equivalent to S(x) and hence to R(x), is both real and orthogonal.
This completes the proof of Theorem 7.2,

7.4. Bilinear invariants

The classification which we described on p. 171 1s closely related to the
notion of a bilinear invariant.

Definition 7.4. Let A(x) be a representation of a group G. The invertible
(complex) matrix L is said to be a bilinear invariant of A(x) if
A(x)LA'(x)=L. (7.30)

Note the slight, but important, difference between (7.14) and (7.30). Every
representation of a finite group has an Hermitian invariant; but a bilinear
invariant does not always exist, as we shall see presently. The terminology
is explained as follows: we associate with L the bilinear form

p(u,v)=uLv, (7.31)
where u and v are variable row vectors. Then
PuA(x), vA(x})=uA(x)LA'(x)}v.
Therefore if (7.30) holds we have that
BuA(x),vA(x))=plu,v).
It is in this sense that 8, or its matrix L, can be called a bilinear invariant of

A(x).

Proposition 7.3. A representation of a finite group possesses a bilinear
invariant if and only if its character is real.
Proof. If ¢(x) is the character of

Ax) (xeG), (7.32)
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then the contragredient representation (p. 16)
Alx)=(Ax"YY (xeG) (7.33)

has character ¢(x ™!} which, by (2.37), is equal to @(x). Hence ¢ is real if
and only if the representations (7.32) and (7.33) are equivalent (see p. 52),
that is if there exists an invertible matrix L such that

L A)L=(A(x"")Y =(A(x)y " (7.34)
This equation can be written as
A(x)LA'(x)=L,

which means that L is a bilinear invariant of A.
More precise information about bilinear invariants can be obtained if we
suppose that the representation is irreducible over C.

Theorem 7.3. Let F be a (complex) irreducible representation of a finite
group G, with character y.

(i) F possesses a bilinear invariant if and only if y is real;
(i) if L, and L, are bilinear invariants of F,then L,=KkL,,wherek isa
non-zero (complex) number;
(iti) if L is a bilinear invariant of F,then either L is symmetric (L= L) or
else skew-symmetric (L= —L).

Proof. (i) This is a special case of Proposition 7.3.
(ii} Suppose that L, and L, are bilinear invariants of F. Then by (7.34)

L{'F(x)L,=L;'F(x)L,=F'(x) (xeG).
Hence
F(x)(L,L3")=(L,L; )F(x).
By the Corollary to Schur’s Lemma (p. 27)
L,L;'=kl,

where k is a scalar, which is clearly non-zero.
(i) By hypothesis

F(x)LF'(x)=L.
Transposing this equation we have that
F(x)LF'(x)=L.
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Thus if L is a bilinearinvariant of F,so is L. It follows from (ii) above that
L=cL
and by transposition
L=cL.
On eliminating L between these equations we find that
L=c’L.

Therefore ¢c2=1, so that either c=1orc¢=—1.

We return to the classification mentioned on p. 171. In the next theorem
we shall identify the type of an irreducible representation by examining its
bilinear invariants, if any.

Theorem 7.4. Let F be an irreducible (complex) representation of a finite
group G.

(i) F is of type I, if and only if it has a (complex) symmetric bilinear
invariant;
(#) F is of type I, if and only if it has a (complex) skew-symmetric
bilinear invariant,;
(i) F is of type 111, if and only if it has no bilinear invariant; more
precisely: if

F(x)LF'(x)=L (x€G).
then L=0.
Proof. (i) Suppose that F is of type I. Thus there exists an invertible matrix
T such that
T 'F(x)T=E(x) (xeG) (7.35)

where E(x) is real. Let

Q=> E(ME(y).

yeG

Clearly Q is a real symmetric matrix which is positive definite and therefore
invertible. As in (7.17) it can be shown that

E(x)QE'(x)=0 (x€G).
Substituting for E(x) from (7.35) we obtain, after a short calculation, that
F(x)LF'(x)=L (xeG), (7.36)
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where
L=TQT.

Evidently, L is an invertible (complex) symmetric matrix. Thus (7.36)

establishes the fact that F has a symmetric bilinear invariant.
Conversely, suppose that (7.36) holds, where L is an invertible symmetric

matrix. By Theorem 7.1, there exists an invertible matrix P such that

L=PP'.

We can therefore rewrite (7.36) as

(P™'F(x)P)P 'F(x)P)'=1I.
Thus the representation

R(x)=P 'F(x)P,

which is equivalent to F(x), is a (complex) orthogonal representation. By
Theorem 7.2, R(x) is equivalent to a real representation, which, in tum, is
equivalent to F(x). Thus F(x} is of type I.

(i) Suppose that F(x) is of type II. Then

F(x)~ F(x);

so the character of F(x) is real. By Theorem 7.3(iii), F(x) has a bilinear
invariant which must be either symmetric or skew-symmetric. But it cannot
be symmetric, because this would imply that F(x) is of type I, as we have
just seen. Hence F(x) has a skew-symmetric invariant.

Conversely, suppose that F(x) has a skew-symmetric invariant. Hence it
is not of type I, because it cannot also have a symmetric invariant (Theorem
7.3(ii)). Since F has a bilinear invariant, its character is real. Therefore

F~F.

Thus F is of type II.

(iii) Let y be the character of F. Then both F and F' (see (7.33)) have the
character y and are therefore equivalent. Now F is of type III if and only if
F+AF, that is F£F!' Hence F and F' are inequivalent irreducible
representations. By Schur’s Lemma the only solution of

F(x)L=LF'(x) (xeG)
is L=0.
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7.5. The character criterion

In the preceding section it was shown how the type of an irreducible
representation can be determined by its bilinear invariant. However, this
result is of little value from a practical point of view, since the definition of a
bilinear invariant involves a large number of equations. It is therefore a
remarkable achievement of Frobenius and Schur to have discovered a
criterion which consists of a simple formula expressed solely in terms of the
character.

Theorem 7.5. Let F be a (complex) irreducible representation of a group G of
order g, and let x be the character of F.
Define

c=c(F)=1 or —1 or O, (7.36)
according as F is of type I or II or 111 respectively. Then

c=(1/g) X x(¥*). (7.37)

yeG

Proof. Suppose that
F(x)=(f;(x))
is of degree f. We introduce an f x f matrix
U= (1)

whose elements u 4 are independent variables, and we construct the matrix

V=3 FO)UF'(). (7.38)

yeG

As before, we verify that

Fx)VF'(x)=V (xeG),
or
F(x)V =VF'(x).

Since F and F' are irreducible representations, Schur’s Lemma (p. 24) tells
us that V is either the zero matrix, or else is invertible; in the latter case it is
a bilinear invariant of F. Applying Theorem 7.4 we conclude that, if F is of
type III, then V=0, but when F is of type I or II, we have that V'=V or
V'= —V respectively, whether V is zero or not. These results may be
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summarised by the statement that
Vi=cV (7.39)
for all choices of U, where ¢ is as defined in (7.36). Substituting (7.38) in
(7.39) we obtain that

Y F(yUF'(y)=c Y, F(WU'F'(y),

yeG yeG

whence on comparing the (i, j)th element on both sides
Y Sl Wy fig(W=¢ X fiul¥oag, fig(y).
yeG yeG

Equating coefficients of u,; on the left and right, we find that

Y, LW fis(M=Y, fs(Wfi¥),

yeG yeG

wherei,j,a and S each range from 1to f. In particular, we may put f=i and
a=j and then sum over i and j. Thus

2 T fffa=ec X T i) fi)- (7.40)
Now
Z fij(y)fji(y)
J

is the (i, j)th element of the matrix
(F(yN?>=F(y?).
Hence the left-hand side of (7.40) is equal to

Y x(y%),

yeG

whilst the right-hand side becomes

> (). (7.41)

yeG

For every character we have that

xM=x"H.
Now (7.41) can be written as g<{y, x>, and (7.40) reduces to

Y x(yH)=cgly, -

yelG
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When F is of type III, the characters y and j are distinct, whence {y, ¥> =0.
When F is of type I or I, we have that y=y and therefore (y, x> =1. Thus

2y =cg
yeG
in all cases, as asserted.
Representations of type II are rather rare. A simple example is furnished
by the two-dimensional irreducible representation of the quaternion group
Q (see p. 62). For convenience we repeat here the relevant information:

Q=gp{a,bla*=1, a®?=b% b~ 'ab=a’}

‘ 1 a? {a,a?} {b,ab} {ab, a’b}
x| 2 —2 0 0 0
Table 7.1.

In the group Q we have that

1 ifx=1 or a?
a’? otherwise.

x%=

Hence

2 x(y)=22)+6(-2)= -8,

yeG

which shows that c= —1.

As we observed on p. 62 the function given in Table 7.1 is also a character
of the dihedral group

D,=gp{a,bla*=b%*=1, b"'ab=0a’}.
But the corresponding representation of D, is of type I. For we now have
that
, fa* ifx=a or a’
x‘= .
1  otherwise.

Hence

2 x(y)=6(2)+2(-2)=8

yeG

so that c=1 (see Exercise 12 of Chapter 2).
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Exercises

1. The Principal Axis Theorem asserts that if 4 is a real n x n symmetric matrix,
there exists a real orthogonal matrix R such that

R'AR=diag(A,,4,5,..., A,),

where 4,, 4,, ..., 4, are the latent roots of 4. Deduce that, if A is positive definite,
there exists a real matrix P such that
A=PP'.

2. Let e=exp(ni/n). Show that the matrices

A_sO B_Ol
N0 7Y TT\-1 00

generate a representation of the dicyclic group
A,=gp{a,b|la®*=1, a"=(ab)*=b?}

by virtue of the correspondence a - 4, b — B. Prove that this representation is
irreducible over C. By finding a skew-symmetric invariant, or otherwise, show that
the representation is of type II.

3. Prove that an irreducible representation of type II is necessarily of even order.

4. Let F bean irreducible representation of degree f of a group G of order g, and let
x be the character of F. Prove that

Y F(y)=(cg/f),
yeG
where c is as defined in (7.36). Also show that

Y xxy?)=leg/Nxlx) (xeG). (7.42)

yeG

In the remaining exercises we suppose that
i 2 k
F¢ ),F( ),...,F”

is a complete set of inequivalent representations of a finite group G of order g. The
character of F® is denoted by y*, its degree by f®, and we put ¢;=c(F") in
accordance with (7.36) (i=1,2, ... k).

5. For a fixed element u of G, let {(«) be the number of solutions of the equation

X" =U.

Prove that
k

)= 3 ca®w).

i=1

Deduce that the sum of the degrees of the representations of type I is greater than
the sum of the degrees of the representations of type II.
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6. By applying (7.42), or otherwise, prove that

2

x(yiyi.. . y)=c"g 17" (n21),
yl" n

¥,

where the summation is extended over all sets of elements y,, y,, ...

independently over G.
Let {,(n) be the number of solutions of

yivi...y2=1 (mz=)).
Show that

k
Lin=g"" Y o>,

Deduce that the number of solutions of the equation
x?=y* (x,y€G)

is equal to the number of irreducible real characters.
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A.l. A generalisation of Vandermonde’s determinant
The following simple result will help to close some of the gaps left in the

main text.

Proposition A.1. Let x,, x,, . . ., x, and t be indeterminates. Suppose that
g!(t) = Z aikrn_k (i = 1) 21 vy n)
k=1

are n polynomials of degree less than n. Then
det(g;(x;)) = A(x) det A, (a.1)
where

A=(ay) (G, k=12,...,n). (A.2)

Proof. We have that

n

—k

gi(xj)z > aikx,?
k=1

Hence by matrix multiplication
(8 (xp) = A} ™).

On taking determinants and using (4.34) we obtain (A.1).
As a first application consider the n polynomials

o:(t)=t(t—1)...t—n+i+1), (1<i<n-—-1)
and

d.()=1.

Note that ¢; is a monic polynomial of degree n —i. In the present case the
matrix A in (A.2) becomes

1 a; ain
A={0 1 Axnls (A3)
0 0 1
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so that det A = 1. It follows that

det{ ¢ (x;)) = A(x). (a.4)
Now let

L>L>...>,=20
be a set of non-negative integers and put

e=n—i (=1,2,...,n).
We then have that
I
¢i(lj) = m

Substituting in (A.4) and transposing the determinant we deduce that

det((l,- E;)!) = A(l),

which is the result required for Frobenius’s degree formula (4.51).
Next, we turn our attention to the Cauchy determinant

C0=det( ) Gj=1,2,...,n).

1—-xy;

Put
fO) =11 A—txx)=1—cit+cyt— ... +(—1)"c,t",
k=1

where ¢,,¢2,...,¢c, are the elementary symmetric functions of
Xy, X2,. .., X, and let

[W=f)/(1-tx;) (=1,2,...,n)

We regard the indeterminates x temporarily as parameters, which are
incorporated in the coefficients. Thus we write

£ = buben,

which is a polynomial of degree n — 1 int. The least common denominator
of the jth column of Cy is f(y;). On extracting all the denominators we
obtain that

Co= ( 1l f(y,-))_l det(f.(y))). (A.5)
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By Proposition A.1,
det{ fi(y,)) = det{ b, (x)) A(y), (a.6)

and it remains to evaluate det(b, (x)). Expanding (1 — ;) "' as a geometric
series we have that

fo=( £ c1ree)( £ sme)

P

whence comparing coefficients of " " we find that

be(x)= T (=1)Pcxl ™ P = (xy),
p=0

say, where

b= (17" (a7)

P

is a monic polynomial of degree n —r. Again, as in (a.3), the coefficient
matrix A of (a.7) has the upper triangular formso that det A = 1. Hence

det( b, (x)) = det(y, (x,)) = Alx).

Finally, substituting (A.6) in (A.5) and noting that
Iy =TT(1—xy;,
i ¥
we find that
Co=A®AW) T (1—xy)7",
i)

as stated on p. 118.

A.2. The alternant quotient

Our aim in this section is to establish the formula (4.68), namely
det(x} " *Py)
det(x} ™)

where p:p,=p.= ... =p, =0 1s a partition of n. The argument is based
on a remark about recurrence relations, which is almost self-evident.

= det(wj_i+p,), (A.8)

Lemma. Let n be a positive integer. Suppose that the sequence
205215229 ¢4«
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satisfies the recurrence relations
z,=a,ztaz,t+ ... taz,, (s=n), (A.9)
where

a;, das, ..., a, (A.10)

are given. For fixed k andr=1,2, ..., ndefine y(k, r}) as follows:

v(k,r)=68;,—r whenOsk=<sn-1 (a.11)
and, recursively,
y(k, r) =él ay(k—A 1) when k=n. (a12)
Then
z = ,i vk, Nz, (k=0,1,2,..)), (a13)

Thus the sequence (z,) is completely determined by its first n members, the
coefficients y(k, r) being well-defined polynomials in the set (A.10).

Proof. When 0<k <n—1, equation (a.13) is a trivial consequence of
(Aa.11).
Using induction on k(=n) we deduce from (a.12) that

=

V(k —A, r)zn—r = Z A\Zk -\ = Zy,
1 A

gl y(k,r)z,-, =

I s

a,

A=1 r

by virtue of (A.9). Hence (a.13) holds in all cases.

We are going to apply this lemma to several sequences with a common
recurrence relation. Consequently, all these sequences will satisfy (a.13)
with the same coefficients y(k, r).

Let x,, x5, ..., x, and t be indeterminates. Then

n

[T —x)=t"—ct" " +eat" 2= ... +(—1)c,,
j=1

where

ClacZ,"'acn

are the elementary symmetric functions of x,, x, ..., x,. For a fixed
value of j, put t = x;. It follows that

x?: Clx;-l_l—C2x;"_2+ e +(_1)n_lcn- (A‘14)
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More generally, when s = n, we multiply (a.14) by x; 7" and obtain that
;=Y (-1 lexi (A.15)
r=1

Hence the sequence z, =xf (k =0, 1,.. ) satisfies (a.9) with
a=(-1"" (r=12,...,n). (a.16)
Choosing for & in turn the integers
n—i+p;, i=12,...,n)

we deduce from (a.13) that

. n
x;7P= 3 y(n—i+p,r)x]”,
=1

r

where the coefficients y(k, r) have been constructed with the aid of
(A.16). This equation may conveniently be written in matrix form, thus

(xF ) =(y(n —i+p, 1)) (] 7).
Taking determinants we find that

det(x]~'*P)

det(r) oty (n—i+po ). (a.17)

We observe that the right-hand side depends only on ¢,,¢5,...,¢, in
accordance with the Fundamental Theorem on symmetric functions.
Next, we consider the sequence

Zy = wj—n+k (k = O’ 1s o '): (A']-S)

where j is a fixed integer such that 1 <j <n. When k = 5 = n, the suffix of
w is positive and we deduce from (4.63) that

n
Wi—nss = Z (_l)r_lcrwj—n+s—r-
r=1

This is the same recurrence relation as (a.15). Substituting (a.18) in
(a.13) we find that

n
wj—n+k = Z 7(k’ r)wj—r'
r=1

Onputtingk=n—i+p; (i=1,2,...,n)we obtain the matrix equation
(wj—i+pi) = (‘Y(n - l +pl's r))(wj—r)'
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Now (w;_,) is an upper triangular matrix whose diagonal elements are
equal to wy (=1). Hence

det(WI_r) = 1,
and it follows that
det(w,_;+p,) =det(y(n—i+p, r)).

Comparison with (A.17) completes the proof of (a.8).

A.3. Jacobi’s Theorem on inverse matrices

The notation for submatrices has already been explained on p. 133. The
determinant of a submatrix is called a minor. Jacobi’s Theorem deals with
minors drawn from a pair of inverse matrices.

Theorem A.1. Let W and A be a pair of m X m inverse matrices, that is
WA =1. (A.19)

Suppose that W(A; u) is the n X n submatrix of W formed by the intersec -
tions of the rows labelled by

Al=A <A< A, Sm
and the columns labelled by
prlsu,<p,<...<p,<m.
Assuming that n <m denote by
p:1sp,<p<...<Ppp-n<m

and

g lsog<om<...<Op_,<m

the index sets that are complementary to A and . respectively in the set

1,2,...,m.
Then
det W(A; ) det A = (—1)° det A(o; p), (A.20)
where
€ =Z (A + ). (a.21)
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Proof. (i) We consider the special case, in which the index set
v:1<2<...<n

and its complement

wntl<n+2<...<m

are involved. Partition W and A as

W, W3) (A. A3)
(W4 W, and A, A (A.22)

where W, and A, are the leading square matrices of degree n, while W,
and A, are square matrices of degree m —n. Let I, and I, be the unit
matrices of degrees n and m —n respectively. By substituting (a.22) in
(A.19) we readily find that

Wl W3 Al A3 Il 0

0 I2 A4 A2 A4 A2 -

For example, we have that W, A;+ W;A,=0. On taking determinants
we deduce that

det W, det A =det A,, (A.23)
which in the general notation for submatrices becomes
det W(r; v)det A =det A(w; w).

This is indeed an instance of Jacobi’s Theorem, because in the present
case (A.21) reduces to

E=2ZV",

which is an even integer.

(ii) In order to pass to the general case we permute the rows and
columns of W and A in such a way that the submatrix selected by A and
occupies the leading n X n position. Thus we introduce the permutations

1 2 ... n n+l1 ... m
¢= (a.24)
Ay A2 .o Ay vor Pm-n
and
1 2 ... n n+l1 ... m
l[;:
M1 M2 ... Mn O oo Om—p
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Let P and Q be the permutation matrices that correspond to ¢ and y, that
is

P= (5i¢,j), Q= (5iw,j)-

If we wish to permute the rows of W in accordance with ¢, we have to
replace W by PW. On the other hand, in order to permute the columns of
W in accordance with , we must change W into WQ'. For, acting on the
columns of W is equivalent to acting on the rows of W', after which
columns and rows must again be interchanged. Thus W has to be replaced
by (QW')'= WQ'. If the permutations ¢ and ¢ operate simultaneously
on the rows and columns respectively, we obtain the matrices

W=PWQ' and A =PAQ'
Using (A.19) and the fact that Q'Q = PP’ = I, we find that
WA'=1.

Hence we may apply (a.23) to the pair (W, A’). Partitioning these
matrices analogously to (A.22), we write, with a self-explanatory
notation,

W= ((W,\,u) (wI\O'))’

(Wo)  (Wpo)

A ((a,u./\) (ay.p))’

(@50) (o)

and we deduce that

det W(A, u) det A’ =det A (o, p). (A.25)
Now
det A'= det(QA'P’) = det A det P det Q,

and it remains to evaluate det P det Q.
(iii) Generally, if P is the permutation matrix that corresponds to ¢,
then

det P={(¢),

where ¢ is the alternating character (p. 4). For det P is clearly a linear
character of the symmetric group, and as it is not identically equal to
unity, it must coincide with . We determine {(¢) by counting the number
of inversions in (o.24), [13, p. 134]. If A, =1, no inversions are caused by
Ay; butif Ay >1, then A, —1 inversions are caused, since A, precedes the
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smaller integers 1, 2,..., A, — 1. Hence in all cases

Ay —1 inversions are due to A,.

Next, if A, =2, then necessarily A, = 1, and no inversions are caused by
A,; butif A,>2, then A, —2 inversions are caused, since A, precedes the
smaller integers 1, 2,...,A>—1, with the exception of A,. Hence in all
cases

A,—2 inversions are due to A,.
Continuing in this manner we conclude that
A;,—1i inversions are due to A,

(i=1,2,...,n). No inversions arise in relation to p;, 92, ..., Pm-n, aS
these integers are arranged in increasing order of magnitude. It follows
that the total number of inversions in ¢ is equal to

X (A=)
i=1
Similarly, the total number of inversions in ¢ is given by
‘gl (i — ).
Hence
det P det Q ={(¢) {(¥)=(=1)",
where
Therefore,

det A'=(—1)° det A.

Substituting in (A.25) and transposing the factor (—1)° we obtain (a.20),
as required.

A4. Quadratic forms

In this section we shall prove Theorem 7.1, that is we shall establish the
‘sum of squares’ reduction

q=xAX'=z}+z3+...+22, (A.26)
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where
A=(a j)

is a non-zero (complex) symmetric matrix, and
Z=XP, (A27)

P being an invertible matrix. In general, the transformation (a.27) is the
resultant of several, suitably chosen, linear transformations

Xou—->0—...2>y—> 2.

In particular, since a permutation of the variables may be regarded as a
linear transformation, it is permissible to renumber the variables at any
stage of the proof.

We use induction with respect to n. When n=1, the quadratic form
reduces to

_ 2_ .2
q=a;, Xy =12y,
where

Z=(\/“11)x|

is an invertible transformation because a,, #0. We shall now suppose that
n=2 and that the theorem holds for not more than n— 1 variables. Two
cases have to be distinguished.

(i) Suppose that not all diagonal entries of A are zero. After permuting
the variables, if necessary, we may assume that

a,, #0.
We define a quadratic form ¢, by the equation

1
h=q-—— (@ Xy +a12%2+ .. . +a;,%x,)° (A.28)
11

It is easy to verify that the variable x, does not occur in g,, the terms a,, x}
and 2a,,x,x, (k> 1) having been cancelled on the right. If ¢, happens to be
the zero form, then

q=1z%, (A29)
where

!
z, =7—(a”xl +a,;x,+...+a,,Xx,)
a
8 (A30)
=%, (k=2)

is an invertible transformation from x to z; thus the reduction is given by
(a29). But if g, is not zero, the inductive hypothesis states that there is an
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invertible transformation

(xZax3a""xn)_)(z2’ Z35 .. "Zn) (A31)

such that
2

r?

G =23+25+.. .+z2
where the number of squares does not exceed n— 1. On defining 2z, as in
(.30) we augment (A31) to a transformation

X >z,

with the desired property (A.26).
(i) Suppose next that

a) =daz=.. '=arm=0‘

Since A#0, there exists at least one non-zero entry in it, say a;;, where 1<
i <j<n. After permuting the variables appropriately we may assume that

a,,#0.
We now make the preliminary transformation
Y1=X%
V2= —X;+X;
w=x, k=3,4,...,n),

the last equation being omitted when n=2. When expressed in terms of y,
the form q is given by

q=2a, .9y, +v)+...=2a,,0} +....

Thus the coefficient of y? is non-zero, and we can proceed with the
reduction as in (i) above. This complexes the proof of the theorem.

As was remarked on p. 172, the ‘sum of pure squares’ result holds also for
positive definite quadratic forms over the real field. For in that case a,, >0
(k=1, 2, ..., n) so that the transformation (A.30) has real coefficients.
Moreover, if q is positive definite so is the form g, in (A 28). For, if not, we
could find real numbers

not all zero, such that



CONGRUENCE RELATIONS
Defining u, by
U= ——(au+...+a;u,)
ay
we should get that
q(ul’uZ’ ce ,u,,)~<,0

contradicting the hypotheses that g is positive definite. Thus we have
established Proposition 7.1,

A.5. Congruence relations in an algebraic number field

Proposition 6.3 (p. 165) can be significantly generalised if we apply some
simple results about algebraic number fields. This provides a deeper insight
into the arithmetic properties of characters and leads to further useful
devices for constructing character tables. We begin with a brief account of
the necessary preliminaries. The symbol

o(x)

denotes the order (period) of an element in a group.

Proposition A.2. Let x be an element of order n in a group. Suppose that
n=p*m,

where p is a prime and (p,m)= 1. Then x can be uniquely factorised in the
form

X=uv, (A.32)
where
ou)=p*, o(v)=m, uv=vu. (A.33)

Proof. Since (m, p)= 1, there exist integers h and k such that

1 =hm + kp°. (A.34)
Hence
x = (x"™)(x*7) = up,
say, where
u=x"m p=xk, (A.35)

It is obvious that u and v commute because they are powers of the same
element x. Next, we have that

w=1.
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Hence o(u)=p*, where B<a, and (A.35) implies that
w =xhm? = 1,
Therefore o(x) is a factor of hmp”, that is
p'm|hmp?,  p*|hp’.

It follows from (A.34) that (h, p)= 1. Hence p*|p® and therefore « < 8. Thus,
finally, = §, that is

o(u)=p°.
Similarly, it is proved that

o(v)=m.

In order to show that the decomposition (A.32) is unique, suppose that
X=u, vy,

where 4, and v, satisfy the conditions laid down in (A.35) for u and v. Hence

X" =y thph = it =y

because mh = 1(mod p®) by virtue of (4.34). Similarly

X =yp,.

Thus u, and v, are identical with u and v respectively. It is convenient to use
the following

Definition A.1. Let x be an element of a group and suppose that
X=uv,

where u and v satisfy the conditions (A.33). Then u and v are called the p-
component and the p-regular component (p'-component) of x respectively.

In § 5.1 the reader has already met some elementary facts about algebraic
numbers. We recall that a number ¢ is said to be algebraic if it is the root of
a polynomial with coefficients in Q, the field of rational numbers. This
polynomial is unique if we postulate that its highest coefficient is equal to
unity (monic polynomial) and that its degree is minimal; it is then called the
minimal polynomial for & (over ). We shall denote it by

X() (X(£)=0). (4.36)

The extension field () consists of all rational functions in ¢ with
rational coefficients [see 23, Chapter 3]. If the minimal equation for £ is of
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degree r, we write
r=[Q(¢): Q]

and we say that Q(¢) is of degree r over Q. Alternatively, Q(¢) may be
viewed as a vector space over Q, and it turns out that its dimension is equal
tor.

Now let n be another algebraic number and suppose that its minimal
polynomial (over Q)

Y@) (Y(n)=0) (437)
is of degree s, so that

s={Q(n) : Q].

So far, we have regarded Q as the ground field to which all algebraic
numbers are referred. However, it is possible to choose a different (larger)
field K as ground field. In particular, we shall consider the case in which

K=Q(n).

Of course, ¢ is algebraic over K; indeed X (t) may be regarded as having
coefficients in K because Q — K. But, in general X will not be the minimal
polynomial for ¢ over K. In fact, let

E(t;m) (EC;m=0) (a.38)

be the minimal polynomial for ¢ over K, where the notation indicates that
the coefficients of E depend on n and suppose that Z is of degree . Then
K(¢) is an extension of K and we have that

o=[K():K].

Alternatively, we can describe K(¢) as the field obtained from Q by
adjoining both ¢ and 7, and we may write

Q. n)=K().

An important theorem on multiple extensions, which we have to quote
here without proof, states that

[QE.n) : Qm][Qm) : @] =[QE,n) : Q] (4.39)

where the right-hand side is the dimension of Q(¢, 1), regarded as a vector
space over Q.
We are now ready to enunciate the main result:

Theorem A.2 [22a, p. 76]. Let F be a (complex) representation, which need
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not be irreducible, of a finite group G. Suppose that F is of degree f and has
character y.
Let x be an element of order n in G, where

n=p°m,
p being a prime and (m, p)=1. Write
X =uv,

where u and v are the p-component and the p-regular component of x
respectively.
Let
K = Q(exp(2ni/m))

be the extension of Q by a primitive mth root of unity. Assume that y(x)
happens to lie in K. Then we have that

x(x)=yx(v) (mod p), (A40)
that is

x(x)—x(v)=pw,

where w is an algebraic integer in K.

Proof. As in the proof of Proposition A2 we choose integers h and k such
that (A.34) and (A.35) hold. The complex number

g=exp(2mi/n) (A41)

generates a cyclic group of order n. Hence ¢ can be splitinto a p-component
and a p-regular component, say

e=¢n, (r42)
where
=",  o()=p% (a43)
n=ev, o(n)=m. (2 44)

The field K was defined as Q(z,) where
o =eXp(2mi/m).
But we may equally well write

K=0Q(). (A45)
For
n=e*" = exp(2mikp®/n) = exp(2nik/m),
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that 1s
n="ns, (A.46)
whence
Q(n) = Q(no).
Conversely, by (a.44),
'7# = '7'(‘)#' =MNo>
because
kp*=1 (mod m).
Hence
Q(n0) = Q(n),
which proves (a.45).
Next, we assert that
Q. n)=0Qf). (447)
For it is clear from (a42) that
Q) = Q¢,n),
while (A 43) and (A 44) imply that
Q. n) = Q).
Substituting these results in (A.39) we have that
[Q&,n) : Q][Qw) : @] =[Q) : Q]. (1.48)

By Theorem 6.2,
[QG) : Q] = (), [Qr) : Q] = p(m).
The multiplicative property of the Euler function [11, § 5.5] implies that
d(n)= d(p°m)= P(p")p(m).

Hence we deduce from (A.48) that

[QE,n) : QD] =S(p*).
Accordingly, if

E(t;n) (EE;n)=0)
is the minimal polynomial for ¢ over Q(), then
degree E= ¢(p”).
On the other hand, since ¢ is a primitive (p®)th root of unity, Theorem 6.2
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tells us that ¢ is of degree ¢(p*) over Q. Indeed its minimal polynomial over
Q is the cyclotomic polynomial

O(t)=D,,(t) (©()=0),
which was explicitly given in (6.9); in particular,
degree ®= ¢(p%). (A.49)

Now ® may also be regarded as a polynomial over Q(n) having ¢ as a root.
Hence @ is divisible by the minimal polynomial Z. Since, in addition, ® and
= are monic and of the same degree, they must be equal, thus

E(t; n)=D(1). (A.50)

It is convenient to record the consequence of this statement in the following

Lemma. Let ©(t; n) be a monic polynomial over Q(n) such that

e¢;n=0. (A.51)
Then there exists a polynomial I'(t;n) such that
O, n)=2)I(t;n). (4.52)

Moreover, if the coefficients of © are algebraic integers in Q(n), so are the
coefficients of T

Proof. On dividing © by ® we obtain an equation of the form

O, n)=0)(t; n)+P(;n),
where
deg P <deg @.

By (A.49) and (A.51)
P&;m=0.

But since @ is the minimal polynomial for &, it follows that P=0; this
proves (A.52). Since @ is monic, no denominators are introduced when © is
divided by ®@. Hence if the coefficients of © are algebraic integers, so are
those of .

Continuing the proof of Theorem A2 we observe that the latent roots of
F(x) are numbers of the form

g%, ..., 8",
where gisgivenin (a41)and a,, a,, . . .,a,are rational integers. For brevity
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we shall write
F(x)~diag(e™) (1<j<f),
whence by (A 42),

F(x)~diag(&*n™).
We introduce the polynomial
S
A m)= ), men. (A.53)
Clearly o
x(x)=A&;n). (a.54)

Let v be the p-regular component of x. Then by (A.35)
F(v)~ diag(({n)**7") = diag(n**")
because o(¢)=p*. But, by (a.34),
kp*=1 (mod m)
and, since o(n)=m, we obtain that

F(v) ~ diag(n™).
Hence
x@=A(1;n). (A.55)

By hypothesis, y(x) lies in Q(n). Hence the polynomial
O(t; m)=A(t; n)— x(x)
has the property that
O(;n)=0.

Moreover, the coefficients of © are algebraic integers. Hence, by the
preceding lemma,

O(t; n)=OI'(t; 7).
On putting t=1 we get that
x(0) = x(x)=D()I(1; 7).
Inspection of (6.9) shows that
®(1)=p,

while I'(1; ) is some algebraic integer w, say. This completes the proof of
the theorem.
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APPENDIX

The reader may find it illuminating to test the strength of the theorem by
applying it to the character table of a symmetric group, where all entries are
known to be rational integers.

Example. In the table S5 (p. 137) the column headed (23) is the conjugacy
class of

x=(12)(345),

which is an element of order 6. Since there are 20 elements in this class, we
have that

2 (x(x))*=4=6.

Hence
x| <2 (A.56)

forall characters. We may take p=2 or p= 3. The 2-regular component of x
is (345), and its 3-regular component is (12). Hence the entries in the
column headed (23) are congruent mod 3 to the corresponding entries in
the column (132) and congruent mod 2 to the entries in the column (123).
This information suffices to determine the column (23) mod 6; and finally
(A.56) gives the precise values. For example

2 mod3
[41)(x) = ’
X (x)_{l mod 1,

whence
x90)= — 1.

It is an instructive exercise to continue Example 5 of Chapter 6 and to
construct the complete character table of S5 by means of Theorem A.2.
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Listof character tables

Description of group Notation Page
Cyclic of order 3 Z, 53
Cyclic of order n 53
Four-group |4 56
Finite Abelian 56
Symmetric of degree 3 S, 50
Symmetric of degree 4 S 106
Symmetric of degree 5 Ss 137
Symmetric of degree 6 Se 140
Alternating of degree 4 A, 61
Alternating of degree 5 Ag 79
Dihedral of order 8 D, 62
Quaternion of order 8 Q 62
Dihedral of order 4m D,,, 65-6
Dihedral of order 4m +2 D, i1 66
Non-Abelian of order p? 98
and exponent p*
Non-Abelian of order p? 98
and exponent p
Dicyclic of order 12 65
Non-Abelian of order 21 97
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SOLUTIONS

Throughout the solutions, Exercise x of Chapter y is referred to as Exercise y.x.

Solutions to Exercises on Chapter 1
1. The element u of G belongs to the kernel of o if and only if Htu = Ht,, that is
uet;'Hy, foralli (i=1,2,...,n).

2. It suffices to verify that {C(a)}® = I. If the representation were reducible over
the real field, there would exist a real matrix T such that

0
T“C(a)T=(a )
Yy B
where a, 8 and vy are real. Then a and 8 would be the latent roots of C(a).
However, the latent roots satisfy A2+ A +1 =0 and are complex.

3. If u”, u?e U and a,, a, are scalars, then (a,u'"+a,u?)e = q,u'’ +a,u?.
Hence U is a subspace. Also if ue U, then ue € U because (ue)e =ueg?=ue =u.
Therefore U is invariant under &. Similarly for W, which is the kernel of «.

For an arbitrary ve V write

v=ve+v(t—¢).

It is easy to verify that ve e U and v(t —e)e W. Hence V=U+ W.But UN W=
J, because u=w implies that ue = we, thatisu=0.

Let V=[v,,v,,...,v,]be the space of m-dimensional row vectors. Define ¢
byve=vE (i=1,2,...,m). Choose a basis of V adapted to U and W, say

Vz[“l’ e U Wy Lo, wm—r]‘
Relative to this basis ¢ is given by the matrix
I, 0
s=(k9)
0 0
If T is the matrix which describes the change of basis, then T'ET =J.

4. Let E = A(1). Then E*= E. By Exercise 1.3 we have that E ~J, and it may be
assumed from the outset that A (1) = J. The result follows by writing

B(x) Bl(x))
By(x) Bs(x)/’

where B(x) is an r X r matrix, and using the fact that

Ax)=AMAX)A(T) (xeqG).
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5. If ceG, then wo =V, —Vn, =(V;y = V,,) —(V,, —V,,), With the obvious
interpretation when jo=m or mo=m. Hence woe U, that is U is 2 G-module.
The vectors u,, u,, ..., u,,_, are obviously linearly independent so that dim U =
m—1.

If A is the matrix representation afforded by U, with character ¢ we find that

010 1 0
A(r)=|1 0 0}, Ap)=10 0 11},
0 01 1 0 0
01 -1 -1 1 0
AAQ)=|1 0 -1], A¥v)=|-1 0 1},
¢ 0 -1 -1 0 ¢

¢(r)=1, ¢p)=0, SA)=-1, &¥)=-1

6. If A were irreducible over the rationals, then any rational matrix T satisfying
TA(x)=A(x)T for all x e G would have to be either zero or else non-singular.
However, the matrix T= 1+ A(2) violates this conclusion. Hence A must be
reducible.

7. Let U=[u,,...,u]. Then the vectors of U* are the solutions of the system of
linear equations wa,=0 (i=1,2,...,r), which is of rank r. Hence dim U* =
m-—r, say U*=[w,...,w,_]. We claim that the vectors u,,...,u,
Wy, ..., W, _, are linearly independent; for any linear relation between them
amounts to an equation of the form u+w =0, where ue U, we U*. Multiply on
the right by @". Thus uit’+wii’ =ud’= 0, so that u=0, w=0.

Suppose now that A (x) is the representation afforded by the G-module V and
that

AX)A'(x)=1 (xeG).

We assert that if U is 2 G-module, so also is U™, that is, we must prove that, if
we U*, then wA (x)e U*. Now

wA(x)i' =wA' (x )i’ =w(uA (x "))’ =0,

because uA (x~')e U. Thus U* is 2 G-module complementing U, which demon-
strates the complete reducibility of V.

8. Let C=AB =(c;). Then

c(l 1)(i’ P§j’ q) = Z (airbrjap:bsq - al'rbrqapsb.!j)

= Z airapsb(r’ S;j’ Q)

ns

=Y "%, p; r, 0", 531, 9)-

r<s

This amounts to the statement that C*?= 417B1Y,
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We have that

tr A1 = Y a“”(i,j; L= (ayay —a;)

i<j i<j

=4 E (agay —aya;) =3(tr A P—trA?,

Suppose that A (x) is a representation with character ¢(x). Then

tr A"9(x)=4{(9(x))* - P(x?)}.

Solutions to Exercises on Chapter 2
1. We have that (p. 39)

Z a;(y~ l)apj(y )=(g/f )5u-

yeG
Multiply by a;(x), sum over j and use the fact that A(y)A(x)=A(yx).

2. Let K= (k). We are given that

Z kia,(x)=0.

ir

Choose p and g arbitrarily, multiply by a,,,(x ") and take inner products over G.
Using equation (2.10) we deduce that k,, = 0, that is K = 0.

3. (i) Since [S;: H]=3, the representation o (x): Ht, > Htx (i =1, 2, 3) certainly
maps S, into . It remains to verify that the kernel of ¢ is the trivial group. (See
Exercise 1.1.)

(ii) Use the coset decomposition §; = K U K(12), and let ¢ be the character of
the representation 7(x): Ks; » Ksxx, where s, =1, s, = (12). We find that

¢(1)=2, ¢(12)=0, ¢((123))=2,
which has the Fourier analysis
¢ =xV+,

where xV is the trivial character.

4. Formula (242) can be written as X'X=D, where D=
diag(g/h,, g/h,, . .., g/h:). This implies that X is non-singular,

If each y“ isreplaced by ¥, the matrix X is changed into, say, PX; and if each
C, isreplaced by C,. the matrix X becomes XQ, where P and Q are permutation
matrices. Thus

PX=(x), XQ=(x.

But ¥ =x% so that PX =XQ. Hence Q = X 'PX and therefore tr Q =tr P.
The trace of a permutation matrix gives the number of fixed objects.
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5. There are noelements of order2 in G. Hence if u # 1, then u # u~'. Moreover,
u and u~! are not conjugate. For suppose that t'ut = u~'; it would follow that
t 2ut?=u, that is t> would belong to the centraliser C(u). The order of ¢ is
necessarily odd, say t**'=1, so that ¢ = (t*) ", which would imply that ¢t € C(u),
contradicting the fact that u # u™'. Thus if u € C,, then u '€ C,., where a #a'.
Applying the character relations of the second kind to a« and a’ we find that

5 (x)*=0.

i=1

This makes it plain that not all the numbers x!’ can be real.

6. By Exercise 2.5, the only self-inverse class is C, = {1}. Hence, by Exercise 2.4,
there is precisely one real-valued character, namely the trivial character.

7. Letd(x)=tr A(x), y(x)=tr B(x). The hypothesis implies that ¢(x) = ¢(x) for
all x € G. Hence, by Theorem 2.2, A(x)~ B(x).

8. Suppose that F(x) is a faithful absolutely irreducible representation of the
group G of order g. Let

VAR PN SR A

be the centre of G. By Schur’s Lemma F(z;) = ¢,1, where ¢, is 2 gth root of unity.
The set

E:Eo, Eqy e vy E

consists of distinct scalars, which form a subgroup of the cyclic group of gth roots
of unity. Hence E is cyclic [13, 37], and E=Z by virtue of the map ¢; < z,.

9. The following equations are easily deduced from the defining relations:
b~'ab=bab'=a° a 'ba =a"‘b,

whence the conjugacy classes are obtained as shown in the table.

Next, G'=(1,a% a*),Z=(1,a%, and G/G'=C,, G/Z=8S,.

Lift the four linear characters of C, and the two-dimensional character of S;.
Observe that '@ = y @y,

10. Put D =D,,, E = gp{a?}. Then E < D. Since a~'b"'ab = a2, we infer that
E<D'. On the other hand, [D/E|=4, whence D/E is Abelian and D'<E [13,
74]. Thus E = D’. It follows that D has four linear characters. These are obtained
by lifting the linear characters of D/D’, which is isomorphic to C, X C;. The
irreducibility of the matrix representations, for each ¢, can be proved by checking
that (y®, y®>=1 or, alternatively, by applying the converse to Schur’s Lemma

(p. 36).

1t. PutD=D,,.,, E =gp{a}. Then E <1 D. Since a~'b"'ab = a2, we have that
gp{a?}<D’'. But gp{a?} = gp{a}, because a is of odd order. Hence E < D’. On the
other hand D/E is Abelian, whence D’'<E. Thus E = D’. The elements of D/E
are D, Db. The linear characters are obtained by assigning to Db the values £ 1.
The matrix representations A,, B, are irreducible.
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12. Put

13. We have to show that
O t")BO(ust*) = O(u,t'uyt®) (*)

(uyp,ureH;r,s=0,1,...,m—1). Since H <1 G, we have that t'u, = ust", where
ujye H, and 6(u,) = 6(u3) by (i). Now

u tust® = uuit™™,
Two cases arise: (2) when r+s <m,
(uust"™)=0(u,)0(u)e"™.
(b) when r+s = m +j, write ¢"** = v/, Then
O(u usvf) = 0(u,)8(uy)0(v)e’ = 8(u,)0(uy)e"*".
In both cases, this agrees with the left-hand side of (*).

14. The function 8(x) = det A (x) is a2 non-trivial linear character of G. Hence, by
Theorem 2.8, we have that [G: G']> 1.

15. Let [R(x)],, be the (p, g)th element of R(x). Then
_J1 ifpTlg=x
[R(x)],q = {0 if p7lg#x,
that is
[R (x )]p,q = apx.q'

This agrees with the formula given on p. 44, provided that we put x = x,, p = x,,
q=x;

16. To evaluate the group determinant

det(g R(x )f,),

we may replace R(x) by an equivalent representation. Use the decomposition of
R(x) into its irreducible constituents (p. 46).

17. This is the group determinant of the cyclic group gp{x} order n. Its characters
are \O(x)=¢",(r,s=0,1,...,n—1).

18. Since V is generated by a and b it suffices to show that u,a € {u;} and

whbe{w} (i=1,2,3,4).

For example,
wa=a+l+ab+b=u,,

wb=b+ab—1-a=—u,.
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Generally
ux=zxu, (xeV)

19. Let H=Y_ A,A!. Then H=H’, and H is a positive definite Hermitian
matrix. For if w is an arbitrary row-vector and if we put v,;=uA4,, we obtain that

n
uwHu' = -21 vi[>.
i

This expression is clearly non-negative; moreover, it vanishes if and only if v, =0
(i=1,2,...,n), whence u=0. By the diagonalisation theory of Linear Algebra,
there exists 2 unitary matrix U such that

U 'HU=D,
where D = diag(a,, az,.. . ., a,), and each a; is positive. Hence
E= diag(Ja 1 JaZ’ B ) Jan)

is a real matrix such that E2= D and E = E'. Put P = UE. Then H = PP', because
U'=0"

When H isreal, U may be taken to be areal orthogonal matrix, which renders P
real.

20. Since A(x) is a representation, it is found that
A(x)HA'(x)=T A(xy)A'(xy)=H.
y
By Exercise 2.19, we can write H =PP’. Hence the matrices B(x)= P A (x)P
(x € G) satisfy
B(x)B'(x)=1
When A (x) is real, we may take P to be real, whence B(x) is real orthogonal.
21. By Exercise 2.20 every representation of a finite group (over C) is equivalent

to a unitary representation, and by Exercise 1.7, every unitary representation is
completely reducible.

Solutions to Exercises on Chapter 3

1. To establish the conjugacy classes note that a'ba = a’b. Let A = gp{a}. Since
a =a"'b~'ab, we have that A <G’'. But G/A is Abelian, whence G'< A. Thus
A =G'. Now G/G'’ is generated by G'b, and |G/G'| = 3. Hence there are three
linear characters, obtained by assigning to G'b in turn the values 1, w, w?, where
o =exp(2mi/3).

For the non-linear characters of G choose the linear character £ of A, defined
by £(a) =&, where &€ = exp(27i/7). Put x = £°. It is found that

xP=0C,e+e2+e*, 3 +e%+€5,0,0).
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Letn=c+e>+e*. Then fj=e>+e°+£°= —1—7 and p%+7 +2=0. The sim-
plicity of ¥ can be deduced either from Proposition 3.2 (p. 81) or else by
verifying that (x, ) = 1. To obtain x*® replace & by &°.

2. Since G is a p-group, Z is non-trivial [13, p. 56]. Also G/Z is not cyclic [13,
p. 65]. Therefore G/Z is of order p? and hence Abelian [13, p. 66]. In fact, G/Z is
generated by Za, Zb and is elementary Abelian because a®, b* € Z. The elements
of Z form conjugacy classes consisting of a single element, say C, =(a"")
(n=0, 1, ..., p—1). The other conjugacy classes are K, ;= C(@b)=a"d’Z,
where «,8=0,1,...,p—1, but a+B8>0. Thus G has p+p?—1 conjugacy
classes.

The linear characters of G are obtained by lifting the p? linear characters of
G/Z. These are constructed by assigning to aZ, bZ the values €', £° (r,s =
0,1,...,p—1). Hence

AT a%bPZ) = e+,

In order to find the non-linear characters, consider the normal subgroup
A =gp{a} of order p>. Use the coset decomposition

r—1
G=1J Ab~.

=0

Let = exp(27i/p?). Then £(a) =7 defines a linear character of A. Put y = £,
thus

r—1
xx)= Y EB*xb™H).
n=0
Note that b*ab™" = aa ™ and
p—1
L =0

n=0

Hence x(x)=0if x¢ A, x(a®)=0if (a, p)= 1, x(a"?) = pn"™ = pe" and check that
(x, x)= 1. Finally, replace e by ' (¢t =1, 2,...,p—1), giving

x(a)=pe"
xW(x)=0 ifx¢Z
3. In this group Z=gp{a}, and G/Z is elementary Abelian of order p? with
generators bZ, cZ. The conjugacy classes are C, =(a®*) (@=0,1,...,p—1)and

K,,=bfc"Z, where B,y=0,1,...,p—1 but B+y>0. Hence there are
p +p?—1 classes in all.

The linear characters of G are obtained by lifting the linear characters of G/ Z.
Assign to bZ and cZ the values ", &’ (r,5=0,1,...,p—1). Hence

AN bPCTZ) =Pt
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For the non-linear characters consider the normal subgroup H = gp{a, b} with
the coset decomposition

p—1
G={J Hc*

=0

Now £(a®b?)=€” is a linear character of H. Put y = £°. Then

x(0)='% £(chxc™).

n=0
Note that c*b?c™ = a~?*b*?. A simple calculation yields
x(@®)=pe®, x(x)=0 if x¢Z

Finally replace € by £* (t=1, 2, ..., p—1) to obtain all the non-linear characters
@
X -

4. Let|L|=1 Then by (3.10)

v(y)=o"(y)=(1/1) §H¢(uyu") (yeH),

where ¢ (x) = 0 if x L. The formula still holds for ¢(x) when x & H, because each
term is then equal to zero. Suppose that

G= CJ Ht,.

i=m]

Then

WOW= T i) =/ T T glutxt;u™)

i=1ueH
=(1/D) ZG¢(wxW") =¢°(x).

5. Let G=Ht,UH:,U...UHt, be a coset decomposition of G relative to H.
Then

(B ()= £ plaxty Wxt7) = () T wa1) = W)

6. Lety (j=1,2,...,a)be the complete set of linear characters of A. Choose
any simple character x of G. Let

Xa=2Xay"
i

be the Fourier analysis of x, in A. At least one of the coefficients on the right is
non-zero, say a, # 0. Then

a,=Xa ¥ Na= O Yo%) =1,
Hence

Y%= +ax+...

213



SOLUTIONS
is the Fourier analysis of ¢ in G. It follows that
deg y*’° =degy.
On the other hand, from first principles,
deg¢*’° =[G: A],
because ¢ is linear.
7. As on p. 83 we find that
Clex V), y)) = (Ax)® BH)A () ® B(y)

= A(xx")® B(yy') = C{(xx", yy").
Also
C((1G’ 1H)) =l

where m =deg A, n =deg B.
Now suppose that A and B are absolutely irreducible, with characters ¢ and
respectively. Thus

(o, ¢)G = (¥, 'Il)u =1
Then C has character ¢y, and it follows that

(o, ¥ w = |G['H' T () (¥) (x)b(y)

= (|G|-l z ¢(x)¢?(x))(|H|“ §¢(y)zl7(y)) =1,
as required.

8. We have that

e=g T ¥He@) =g T T w(0)wl

xeG s=1xel)s
[ 4
e.=Y wz,., (r=0,1,...,t-1)
=1
The Vandermonde determinant (p. 116)

det(w})= =[] (w, —w,)

r<s

is non-zero. Since A (x) is faithful, U, = {1} and therefore z, = g"x (1) # 0. Hence
the column vector (z,, z,, . . . , Z,)’ is non-zero and it follows that (eq, e, . . . , €,_,)’
cannot be the zero vector, because (w}) is a non-singular matrix.

9. (i) We regard v ® w as a row vector of dimension mn whose components are
enumerated by pairs of integers (i,j). Now e; ® f; has 2 unit in the (i, j)th place and
zeros elsewhere. Hence

2 Ae @) =(A11s 4125 s A21s A2 - - s An)s
i'j
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and this vector is zero if and only if all 4,; are zero.

(ii) Let v,=), p.e, and w,=);q.f,. Since the sets (v,) and (w,) are linearly
independent, the matrices P = (p,;) and Q = (q,;) are such that XP=0 implies X =0
and that YQ =0 implies Y =0. Suppose now that

2 h(v @ wW,)=0. *)
Substituting for v, and w, and using the result established in (i) we see that (*) is
equivalent to
P'HQ=0,

where H=(h,,). It follows that P'"H =0, that is H'P=0, and hence H'=0. Thus
h.,=0 for all r and s.

10. Let Z=[u,,...,u] be a vector space over K and suppose that f is given by

t
fj= Z bjk“k'
k=1

Then
a2 2, 2} ﬁlz): W2 oz,
Hence
aDBR: Y@ o 7D,
But also

@B)?: VD 5 Z3,

Therefore (af)® = a'?$®. When this equality is expressed in terms of matrices we
obtain that (4B)')= A@B?,

Solutions to Exercises on Chapter 4

1. Suppose there are n members of the party. Let v(x) be the number of fixed
objects under the permutation x, that is the number of gentlemen who pick up
their own umbrellas. Then the average value of »(x) is

()" L vx)=1,

X€ESa
by Proposition 4.2.
2. When p,>0 and x,=0, the numerator in (4.58) vanishes while the
denominator remains non-zero. When p, = 0 and x, = 0, the last column in each
determinantis (0,0, . . ., 0, 1)’. Expanding both determinants with respect to the

last column and extracting the factor x; from the jth column (j=1,2,...,n—1)
we find that

Fi2, = det(x ') /det(x} 7).

(i,j=1, 2, ...,n—1). The process may be repeated when p,_,=p,_,=...=
Pm+1 =0, thus yielding the result.

3. Use equation (4.57) on p. 123. Suppose that p,=0. In the numerator detach
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the terms that correspond tothe valuesj=n;i=1,2, ..., n — 1. Observe that the
last factor in the denominator reduces to unity. Thus

-1

f"”=n![](pﬁn—i)LIj(P.—*P,-"‘f‘i){n (Pi+"_i)!}

-1
(,j=1,2,...,n—1). Repeat the process if p,_, =0 etc.

4. Apply the result of Exercise 4.2 with m = 2. Thus put x;=...=x,=0. Then
F{' =0 when p has more than three positive terms. When p =[n —1, t],

F'(zp}_(x —!+1xl_x xn r+l)/(x _xZ)

Substitute in (4.58) and put x = x,/x,.
The particular formulae are obtained by comparing the coefficients of x, x* and
x3 respectively.

5. We have that

fe)_4a —X;
f() _dt;l g1 =xt) gl—xit

= — (5, +8pt+5;82+...).

Multiply by f(t) and compare coefficients of +~! to obtain the rth recurrence
relation. Write down the first r of these relations and regard them as a system of
linear equations for ¢,, ¢,, . . ., ¢,.. Apply Cramer’s Rule to solve for c,.

6. Diflerentiating the generating function

Oy '= T we

r=0

we find that
~FOUOF= E = = (/OO = (S ) (S war?).

Compare coefficients of t"~! to obtain the recurrence relation. Regard the first r
relations as a system of r lincar equations for wy, w,, .. ., w, and solve for w, by
means of determinants.

7. Put p=[n-2, 1%]. Then, by (4.70),
Wo2 Waog W,

FP=|1 wi  Wal=(Wi-wyw,,—w W +w,
0 1 W,

= (52— 5 )Wa2 =51 Wpoy + W,
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Using (4.65) and writing (4.60) in the form
FP= 3% gla)x®s,
ball=n

we find that
glay, as, .. )y P=igla,—2,a;,...)
—~igla, a,—1,..)—gla,~1,a,,...)
+gla, a,,...).
Hence

xP=ta(a;—1)—ay—a,+1
=Ha,— 1)(a,—2)—a;.

8. If the rank of p is equal to unity, then p,=1 and p,<2. Thus p,=<1, and
therefore p; =<1 when j= 2.

9. We use the formula (4.56), namely
S. A=Y xPV®.
P

A typical term of V'? can be written as
*(xa|p +e),
whereaeS, ande:n—1,n -2, ..., 1,0. Similarly, each term of A is of the form
+(xple) (peS,)

Suppose that the elements of C, are products of cycles of degrees r, 75, ... 7.
Then s, =s,,S,, .. .S, and 8, is 2 sum of terms (xA |a), where A €8, and a is a
partition of n which contains at most ¢ positive terms. Hence s, A is 2 sum of terms

+(xA |a)xp|e)= x(xm|q +e), (*)

say. Retaining products with distinct exponents only we may assume thatq +e is a
s.d. partition of 3n(n + 1), whence ¢ : ¢, = ¢, =. . . =4, is a partition of n. It follows
from (*) that the inequality

q; +e; =n, thatis, q; =i

cannot hold unless i <t, and the rank of g does not exceed ¢. Thus y&’ = 0 if the
rank of p is greater than ¢.

10. Assignto x,, X5, . .., X, those values which imply thats,=s,=...=5,_,=0,
5, = 1, that is let them be the roots of

né"—1=0.
Then wo=1,wy=...=w,_,=0,w, =1/n.

Let p be a partition that consists of u non-zero terms, and suppose that F®
reduces to F¥ when the above values are substituted. Then by (4.60)

1
Fp= ;X(-f), (1)
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because h, = (n —1)!. But the first row of
det(w,_..;), (G,j=1,2,...,u) 2
reduces to zero unless
pi—1+u=n.
Since p;=1(j=2,3,...,u) we have that
n=p,+ps+...+tp.=Zn—u+)+u—-1)=n.

A contradiction arises unless the equality holds in all cases, so thatp, =n —u +1,
p;=1(j =2). Putting u — 1 =1¢ we see that p =[n —, 1']is a partition of rank unity.
The determinant (2) now becomes

00 ... 0w,

1 0 ... 0 0 " ‘
01 ... 0 o {=C=D""w.=(-1)/n
0 0 ... 10

The result follows by equating (1) and (2).

11. There are 11 partitions of 6. The formulae given in Exercises 4.4 and 4.7
suffice to obtain the characters which correspond to the partitions

[6],[51],[42],[3%],[4 1°]
and their conjugates
[1°],[2 14],[2%1%],[2%),[3 1°].
It only remains to find 2}, which is self-conjugate. Its degree is equal to 16, as

can be inferred from Exercise 4.3 or (2.26); the values for the other classes are
readily obtained from the column orthogonality of the character table.

Solutions to Exercises on Chapter 5

1. We use the formula
: 2
iZl (f*Y = pq,

where f® is the degree of the ith irreducible representation. Without loss of
generality assume that fV < f® =, < f%®) Since|G/G'| = p, there are precisely p
linear characters. By Theorem 4.4, we have that f“Y|pg. When > 1, this implies
that f*) = p, because it is obvious that (f*)* < pq. Thus

f(1)=f(2}=...=f(?}:l’ f(P"’l}:...:f(k}:p_
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Substituting in the above formula we find that

p+ (k - p)pz =pq,
whence k=p+(g—1)p~".
2. For a fixed value of j let F”) be the irreducible representation with character

2. Extend F9 to G¢. Then (p. 147) F9(c,) = (hx¥/ f?)I ;. Operate on the structure
equations with F omitting the matrix I,. Hence

k
hohoxPxL/f9 = Zl Auphtox .

Multiply by x¥’ and sum over j. The result follows by virtue of the character
relations of the second kind (p. 51).
Next,

eVe?=(f0/gY) T RORY et
a,B,y

Substitute the expression for a,,, found above and use the character relations of
the first kind (p. 39). Then

W)y (f) — =@ — @)
(4 )e N= 'O‘H ZX‘Y) C‘Y i 6;,8 .
r

3. Using Theorem 4.4 and the formula (2.26) we infer that the degree f of an
absolutely irreducible representation satisfies f|p™ and f2 < p™, where p™ =|Gl.
Thus, when m =4, it follows that f =1 or f=p.

4. By Exercise 2.6 the simple characters may be listed as

2y 5(2) &) )

XY x?, x® . xO x®,

where k =2/—1. Evidently ¥ and x“’ have the same degree f. Hence the
formula (2.26) becomes

g=1+2 iz (f9).

Now f* is odd by virtue of Theorem 4.4, say
fO=dn 1 (i=2,...,1).
Thus

i
g=1+2 Y (16n3+8n;+1),
i=2

g=1+2(I-1)+16N,
where N is an integer. Therefore g—k = 16N.
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Solutions to Exercises on Chapter 6

1. The 2n elements of D, are a*,a*b (k=0, 1, ...,n—1). We have that b~ 'a*b=
(b 'ab)*=a"*; thus a* ~a~*. Also ba*=a*b, whence (a*b)>=d*ba*b=d*a *b*>=1.
Therefore a*b=(a*b)~!. Hence x~x~! for all x.

2. It suffices to prove that b+ 5~!. Each conjugate of b is of the form
a*ba *=a**b,
because aba ~* =a?b. Suppose that, for some k,
a*b=b""=b?;
then
a*=br=a".

Hence
2k=n (mod2n),

which implies that » is even, contrary to hypothesis.

3. There are (n— 1)! distinct cycles of order » in 8,; they form the conjugacy class of
z. Hence the centraliser of z is of order n!/(n—1)!=n, and therefore contains no
elements besides * (k=0,1,...,n-1).

In S, one solution of

tlzt=z"1 ™
is

This permutation involves
n=D+n-2)+...+2+1=4n(n-1)

inversions [13, p. 134]). When n=4m— 1, this number is odd; so ¢ is an odd
permutation. The most general solution of (*) is

(o) tzeM)=2""
But t2*, too, is odd. It follows that z and z~! are not conjugate in 4,.

4. We write f®=y¥(1). By Theorem 2.3, f?<4 because g=24. We consider the
columns in turn.
(i) a=(123); p=3.

5
Y, (P =3=3.
=1

So
®=1,1,+1,0,0
in some order. There must be at least one negative entry because
% fOr0=0.
Hence

W==1, xh=x"=0.
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By Proposition 6.3,
=2,
Next, we have that

(SN +(f)>2=24-1-1-5=18,
whence

f(4}=f(5)=3_

The columns headed (1) and (123) are now complete; but, as yet, there is nothing to
distinguish between y‘¥ and x*®.
(ii) p=(1234); p=2. Since

M+ 0> + () =2,

one of the terms on the left is equal to zero and the other two are equal to unity. By
Proposition 6.3, we must have that

xbﬁi):o, x%4)=.|__1, XBS)=i1'

Orthogonality with the first column requires that the last two values are of opposite
sign. Accordingly, we fix the notation in such a way that

x(ﬂ4)= - 1) X(5)= 1.

(iii) y=(12); p= 2. The argument is similar to (ii), except that the last two entries
must have signs opposite to those for # in order to satisfy the orthogonality
relations with the columns of (1) and (B).

(iv) 6=(12)(34); p=2. The entries in this last remaining column can be found by
applying the orthogonality relations either for the rows or for the columns. Thus

=2, 1=x=-1

Solutions to Exercises on Chapter 7

1. When A is positive definite, all its latent roots are positive. Hence there are
positive real numbers /; such that i?= A, (i=1,2,...,n). Let L=diag(l,,/5, .. .,1,)=
L. By the Principal Axes Theorem,

R'AR=I*>=1IL,
whence
A=RLLR'=PP',
where
P=RL.

2. It is easy to verify that A and B satisfy the defining relations of A,, namely
A¥*=], A"=(AB)>*=B2.

Hence 4 and B generate a representation.

In order to prove that the representation is irreducible over C, it suffices to show
that the only matrices that commute with both 4 and B, are the scalar multiples of
the unit matrix (Theorem 1.5). Alternatively, one could check that (y, x> =1.
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It is readily shown that
ABA'=B, BBB'=B.
Hence B is a skew-symmetric invariant. The representation is therefore of type II.

3. The representation has a non-singular skew-symmetric invariant. All skew-
symmetric matrices of odd degree are singular.

4. The matrix
Y F(y*)
y
commutes with each matrix F(x) (x €G), because

x"1y?x=(x"1yx)%
Hence

Y F(y*)=Al, (1)

where A is a scalar. On taking the trace of each side and using (7.37) we find that
cg=4f. 2
After multiplying (1) on the left by F(x) and taking traces we obtain that
x(xy?)=Ay(x),
where A is as given in (2).
5. For each irreducible character y,

Y ) =cg. 3)

yeG

Suppose that, as y ranges over G, we have that y? =u precisely {(u) times. Then we
can write (3) as

Y, L Pw)=cg. @)

ueG

We note that {(u) is a class function; for if v=t"'ut, then the equations u= y? and
v=(t"'yt)>=z* have the same number of solutions in y and z respectively.
We shall write {(¥)={, when u belongs to the class . Hence (4) becomes

Z haca S.f) =g,

where h, is the number of elements in «.
Next we use the orthogonality relations of the second kind (2.42) to solve for {.
Thus

(=2 cip-
i
Since ¢;=0 when » is complex, we may replace ¥ by ¥ in the sum.
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When f=(1), the result reduces to

Cl = Z C,-f".}.
Since {, = 1, we have that
> f >§ A
1

where the sums refer to representations of types I and II respectively.

6. When n=1, the formula (7.43) reduces to (7.37). Assuming that n>2, apply
(7.42) with x=y?y3 ... y2_, and y=y?. On summing over y,, y, ..., y, we obtain
the recurrence relation

2

whence (7.43) follows by induction on n.
For a given element u of G, let {(n; #) denote the number of solutions of the
equation

cg
i yEoyvE =7 > i vio),
(] YI”

b ¥, Y-t

yiy:... yi=u. (5)

Evidently {(n; u) is a class function on G, because () holds if and only if
) (e ) L (e e

We write

{n; u)y=L,(n)

when u belongs to the class a. Hence for each irreducible character y we have that

% AL =cig"(f )

On multiplying throughout by f and summing over i we obtain that

Lt T o =e Sauhy

o i

Now (7.44) follows because by the orthogonality relations (2.42) we have that
2 [O%P=g or 0,

according as a=(1) or a#(1).
The equations

yy3=1 and x2=})?

have the same number of solutions, namely

C1(2)=g Zciz

Evidently this number is equal to g times the total number of irreducible real
characters of types I or II.
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