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The purpose of this book is to help you become effective consumers and producers of
research. We live in aworld where the amount information available increases exponen-
tially each year. One of the most important skills that you can bring to the workforce in
the 21st century isthe ability to interpret and evaluate existing data. In addition, the 21st-
century workforce needs people who can produce valid and reliable data, accurately
interpret trends and patterns, and summarize findingsin away that others can understand.
We take the title—Research Methods for Everyday Life—seriously; we will introduce
you to avariety of everyday examplesthat highlight the need to understand social science
research.

Thisbook will help you develop your quantitative and qualitative research techniques
by exploring questions about human social behavior that will provoke your curiosity and
connect with the experiences of your life. Throughout the book you will find real-life
examples of practitioners using various research methodologies to answer questions in
various lines of work, including psychology, sociology, education, business, political sci-
ence, kinesiology, anthropology, and communication studies. You will also have the
opportunity to engage in hands-on applications in which you actually do research. Thisis
accomplished with numerous Your Turn boxes inserted in each chapter. The Your Turn
exercises provide the opportunity to practice and apply the research methods and con-
cepts presented in a chapter. The skills that you will practice during the exercises in the
Your Turn boxes include sampling, naturalistic observation, surveying, coding, analysis,
and report writing. In addition, you will have the opportunity to work with actual data and
learn to analyze data statistically using SPSS (Statistical Package for the Social
Sciences).

Research Methods for Everyday Life: Blending Qualitative and Quantitative
Approaches is an introductory undergraduate text that highlights and explains the essen-
tials of research methods. We focus on the essentials of research methods to help under-
graduates understand and engage the research in their social science disciplines, to
instruct students in conducting their own primary research, and to prepare students for
advanced or graduate study. We reduce students’ anxiety about research methods by pre-
senting the essential s of research in away that is easy for students to read and understand.
We include stories, examples, real-life applications, and skill-development exercises. We
include the essentials necessary for a solid undergraduate grounding in research methods;
however, we exclude advanced terminology, difficult theoretical issues, and complex
data analysis procedures.

This textbook features both quantitative and qualitative methods. Each approach
receives four chapters of coverage. The chapters on quantitative methods cover measure-
ment, correlational designs, basic experimental designs, and advanced experimental
designs. The qualitative chapters cover introduction to qualitative methods, design and
analysis, qualitative methods (ethnography, phenomenol ogy, case study, textual analysis,
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and applied research), and qualitative research tools (focus groups, interviewing, obser-
vation). In addition, the first chapter gives the reader a general overview of the research
process.

The second chapter of the book covers the “who, how, and why” of research designs.
Specificaly, it introduces: (1) sampling techniques, (2) choice of aresearch design, and
(3) determination of aresearch question that will inform public opinion and direct future
studies. The book takes you chronologically through all stages of the research process,
with ample opportunity along the way to practice the necessary skills.

The most complex material is found in Chapters 5 and 6. Students and instructors
may find that portions of those chapters do not fit into their course in research methods.
However, given the variety of approaches to teaching an introductory methods course,
we include it and encourage you to engage with this more difficult material. The final
chapter describes ways to disseminate your research findings through writing and public
presentations.

Regardless of your mgjor, your goalsfor life after graduation, or the level of affection
(or contempt) you have for socia science research, we hope that the material found in
these pages will make difficult concepts easier to understand, and also increase your
appreciation for and interest in being a competent researcher.
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UNDERSTANDING
RESEARCH

LEARNING OBJECTIVES

Understand theories, hypotheses, and where research questions come from.

Understand the fundamental research distinctions of qualitative vs. quantitative,
basic vs. applied, and traditional vs. action research.

Understand the elements and importance of a research proposal.
Understand the elements and importance of research ethics.
Obtain an introduction to basic SPSS terminology and operations.

Some students do not like research. Those who pursue degreesin socia sciences such as
psychology, communication, sociology, anthropology, or education do so with a passion
for understanding the human condition, and often with adesire to be of service to human-
kind. For some of these energetic students, a course in how to conduct social research is
not atop priority. Why should students care about aresearch class, especialy if they have
no plans to become researchers after college?

It is crucial to remember that research is, for social scientists, the fundamental way
the peoplein their field understand human beings. Furthermore, the practical applications
of that research and those understandings by teachers, social workers, and therapists
are also based on research. For example, why do facilities that treat substance abusers use
one kind of therapy instead of another? Because research on the treatment of substance
abuse has demonstrated that certain techniques are more effective than others (Kaminer,
Burleson, & Goldberger, 2002). Why might it be ineffective for grade-school teachersto
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rely too heavily on rewards and reinforcements to motivate students? Because research
suggests that extrinsic rewards cause children to choose less difficult academic tasks
(Harter, 1978). How do parents decide whether spanking is an effective form of disci-
pline? Most likely they read books on parenting—and it is hoped that those books are
informed by research. Research suggests that spanking results in higher immediate com-
pliance with parents’ demands, but also more aggression on the part of the spanked chil-
dren in the long run (Gershoff, 2002). Such conclusions in research are not aways
straightforward, however; other researchers have looked at the use of spanking as a disci-
pline technique and found it not to be as detrimental as supposed (Baumrind, Larzelere,
& Cowan, 2002). As you will discover through this book, research involves the collec-
tion, analysis, and interpretation of data, and not all researchers agree on the meaning of
the same research evidence.

Whether or not you ever conduct your own research study, whether you need to make
crucial decisions at your place of employment, or whether you are dealing with a family
member who needs psychological help, understanding and interpreting social science
research is crucial to effective and informed citizenship. This book will help you develop
the skills you need. It will do so in two ways.

First, this book will make you a consumer of research. Some of you may become pro-
fessiona social researchers, spending most of your work lives actually engaged in social
science research. (Remember, though, that even the most active professional researchers
only spend their time doing research on a very narrow area of socia inquiry.) However,
most of you will spend the mgjority of your professional lives reading research rather than
doingit. Infact, peopletrainedin the social sciencesusetheir research skillsin lifedomains
other than their chosen professions. Researchers use their research skills when they read
the newspaper, discuss palitics, and parent their children. After reading this book, you will
have the tools necessary to critically evaluate the claims of advertisers, educators, poll-
sters, and others who assert that statements are factually correct. Being an informed con-
sumer of research isvital to competency in an information-rich world.

Second, this book will also teach you to be a producer of research. If your interests
are in human services, you may not think you will ever conduct a research study. How-
ever, being able to conduct research will make you extremely valuable to your organi-
zation. We firmly believe that practitioners who can conduct research will be highly
prized by social service organizations. In real-life employment settings, research skills
are greatly needed yet underutilized; this book is an attempt to make future practi-
tioners more comfortable with consuming and producing research. If you can market
yourself as the “research person” on your staff, you will be highly valued in your
workplace—and you will save your organization a lot of money in outside research
services.

Many of you may also pursue advanced study in psychology, communication, educa-
tion, sociology, or someother socia sciencefield. Most master’s degreesrequire aresearch-
based thesis, for which the skills covered in this book are fundamental. Those who pursue
terminal degrees in socia science, particularly doctoral degrees, will spend a significant
portion of their professional lives engaged in research. In short, this book will speak to
many different students at many different levels. We hope that you find this book helpful
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to your current academic inquiry, but also that the skills you learn from this book will stay
with you for years to come.

This chapter covers five fundamental topics essentia to the research enterprise.
First, we describe the traditional understanding of the research process. Second, this
book focuses on both quantitative and qualitative approaches to social science research,
and we discuss the basi ¢ distinction between the two methods of inquiry. Each approach
is expanded upon in subsequent chapters (quantitative methods are covered in Chapters
3 through 6 and qualitative methods are covered in Chapters 7 through 10). Third, we
discuss the purpose of and strategies for writing aresearch proposal. Planning out inten-
tions for research prior to data collection is essential to ensuring quality. Fourth, we
explore the issue of research ethics. This concept is often overlooked by the general
public, but as amember of the research community it isincumbent upon you to become
familiar with the ethical standards to which researchers must adhere. Finaly, we intro-
duce the elements of using a statistical-computing software package (SPSS). We will
cover more advanced technigques in subsequent chapters. In this chapter we simply iden-
tify the preliminary techniques needed to get started with aresearch project.

THE RESEARCH PROCESS

The classic research-process model involves starting with a theory, generating hypothe-
ses, testing the hypotheses, and interpreting your results. As Figure 1.1 illustrates, the
research processiscyclical, not linear. The results of one study feed back into the system
and inform future research. Researchers will tell you that the process is actually not that
clear-cut. Often researchers will get an innovative idea about what to study and not be
very informed about what theories might support it; however, after someinitial investiga-
tions, they may go back and explore what other related research says.

Modify Theory/
Theory/ Research
QUeStiOn Question
Interpret Hypothesis/
Results Test
Hypothesis

Classic research process model
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For those just beginning in research, however, starting with theory and hypothesis
generation is probably the most secure method for starting a research project. Having a
good ideaisimportant, but it isjust asimportant to know how your ideafitsin with other
related ideas and research that has been done previoudly in the area. An idea that is not
grounded in a previous theory is often not very useful to the larger research community.

Consider one practical example of the idea of starting with theory. One dissertation
advisor always gave students who had an interesting research idea the following sugges-
tion: Go learn as much as you can about what other people have aready done. Getting
familiar with previous research begins the process of becoming an expert in thefield and
helps you figure out where your idea fits into the overall theory. It aso allows you to
make sure you are asking a question that is consistent with methods that others have
used before.

Theories and Research Questions

Theories are sets of organizing principles that help researchers describe and predict
events. When non-scientists use the word theory, they are making a claim about the
knowledge they have of a particular phenomenon. Non-scientific theories usually consist
of a statement or set of statements that describe something, explain why something
happens, and/or predict what will happen in the future. A scientific theory has the addi-
tional feature of allowing testable hypotheses to be generated from the theory. A scien-
tific theory must have enough specificity and clarity for the theory to be testable.

Consider an example. One theory in the field of social psychology is the theory of
cognitive dissonance, which states that when we feel tension between what we believe
and what we do, wewill justify our actions or change our beliefsto make our attitudes and
beliefs consistent (Festinger, 1957; Myers, 2008). From this theory, a researcher can
make predictions about what people will do when faced with conflict between what they
do and what they believe. Theories gain support if experiments, surveys, or other tech-
niques (discussed throughout this book) provide evidence that the theory is accurate.
Thus, atheory in science will survive if the evidence supportsit. The viability of theories
is not based on popularity contests. Rather, if the collective research evidence supports a
theory, the theory will survive. If the evidence does not support the theory, the theory
fades from the collective scientific dialog (or perhaps gets modified).

Students commonly ask, “Where do theories come from?’ Sometimes theories come
from reading the existing literature in an area of interest (as discussed earlier). Some-
times theories come from our intuitions and observations. Perhapsyou are asocia worker
with a full client load of pregnant teenagers. You notice that those young women who
function better differ from those who struggle, and you come to believe that their better
functioning isaresult of socia support from extended family. With thisintuition, you can
begin to develop atheory that social support positively influences pregnant teenagers.

Theories are tied closely to aresearch question, which isaclearly articulated state-
ment about the topic of interest. Some research questions come from theory. Some come
from observation. Some come from intuition. In terms of specificity, a research question
rests in the middle between atheory, which isvery broad, and a hypothesis, which isvery
precise. Asking a research question serves to narrow your focus on the topic of interest.
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For example, you may be interested in the relationship between political beliefs and atti-
tudes toward sexuality. Your theory might be that political beliefs inform sexua attitudes
(or perhaps vice versa). Your research question, in turn, might be: “Is there a difference
between people with socialy conservative political beliefs and people with fiscally
(money-related) conservative political beliefs with regard to attitudes toward sexuality ?’
The research question brings you one step closer to testing your theory. From thisresearch
guestion, you can construct a hypothesis to test.

Hypotheses

Whereastheories are general statements and research questions are mid-level statements,
hypotheses (plural of hypothesis) are specific predictions about what will happen
according to the theory. Aswe will learn throughout this book, a theory can be tested in
several ways (which we will teach you in the book). In the preceding example of preg-
nant teenagers, the theory could be tested by constructing a questionnaire measuring the
teens’ social support, interviewing the pregnant teenagers themselves, or interviewing
the teens' family and friends. The results of the investigation will confirm or refute the
hypothesis that social support from extended family promotes healthy functioning in
pregnant teens.

As another example, consider the cognitive dissonance theory discussed previously.
A researcher might generate the hypothesis that when people are forced to act in acertain
way, they will show more positive support for the attitude that aligns with the behavior.
For example, cognitive dissonance theory would say that if you force someone to wear a
seatbelt, eventually that person’s attitude toward wearing the seatbelt will become more
positive. This hypothesis stems directly from the theory, but is phrased in terms that are
specific enough to be tested. What distinguishes a theory from a hypothesisis that a the-
ory is stated in general terms and a hypothesis is stated in a specific, testable form.

This proposed hypothesis, generated from cognitive dissonance theory, must be
tested to determine if the evidence confirms or refutes it. Notice we say that evidence
confirms or “supports’ the hypothesis. The reason researchers say support (rather than
prove) is because social science by its nature is a probabilistic endeavor. Asyou will learn
in this book, we make research claims based on a belief that there is a high probability
that we are correct. We never have 100% certainty in social science, but the more research
studies that support a hypothesis, the more likely it is that the scientific community will
accept the theory and hypothesis as true.

Even if researchers find support for a hypothesisin one research study, they are care-
ful not to conclude that such findings will always occur. Thus, social scientists tend to
avoid using the word prove. Rather, researchers express their findings in terms of proba-
bilities: it is likely that the findings of a particular study are true, and therefore the
hypothesisis supported. For example, Steinberg and Dornbusch (1991) hypothesized that
teenagers who participated in for-pay employment would suffer negative consequences
in other aspects of life. They collected data on adolescents’ work behavior and their social
and academic functioning. The data supported their hypothesis. greater amount of paid
work was related to lower grades, less participation in positive behaviors, and increased
experimentation with drugs and alcohol. Because the hypothesis was supported with
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empirical evidence, we can be confident that the relationship between adolescent work
and negative adolescent behaviors probably exists and that the theory is true. However,
unlike other disciplines, such asformal logic and many types of mathematics, which have
hard-and-fast rulesthat apply in all cases, socia scientists do not claim that findings from
aparticular study will hold truein al circumstances and contexts.

Such an approach may sound tentative, but it actually adds to the integrity of the
research process. Socia science researchers seek replication—demonstration of
the same findings of a study in a different place or with a different group of people.
That is, they hope to repeat their findings in their own research and that of other
researchers who are exploring the same question. As evidence that confirms, discon-
firms, or modifiestheinitial findingsis discovered or collected, researchers shape their
understanding of what they are studying.

Thisillustrates an important element of socia science research, the fact that it is self-
correcting. Just as ballots are counted on election night, scientific theories continue to be
updated as more evidence is gathered from the field (research labs in the case of socia
science, voting precincts in the case of elections). Whereas el ections eventually end, the
self-correcting nature of research allows evidence to be gathered without a restriction on
time. In science, the polls never close. This allows the scientific community to changeits
collective mind based on the evidence. Through the integrity of researchers, an emphasis
on replication of research findings, and reliance on independent verification from other
researchers, researchers modify their theoretical claimsin ways that most honestly, accu-
rately, and fully account for the evidence.

A good example of this self-correction comes from research in education and psy-
chology on what motivates people. Research in the 1950s on operant conditioning illus-
trated the power of reinforcements in increasing desirable behavior and punishmentsin
extinguishing undesirable behavior (Skinner, 1997). To this day, reinforcements are seen
as powerful ways to motivate people. Tools such as increased pay, increased praise, and
increased recognition are all ways in which teachers, employers, and athletic coaches
motivate their staffs. Later research, however, demonstrated situations in which people
were not motivated by reinforcements. For example, Lepper, Greene, and Nisbett (1973)
asked children to play with toys in a laboratory. Randomly selected children were told
that they would receive areward for playing with the toys; these children actually played
for less time with the toys than children who were not told that they would get a reward.
Theideathat children who anticipate a reward engage in the rewarded behavior less than
those who do not get a reward for doing so isin direct conflict with the prediction from
operant conditioning that rewards increase behavior. These researchers concluded that
the reward actually served as an explanation for the children of why they were playing
with the toy (that is, “1 must play with this toy because | am getting a reward”), which
served to decrease the children’s intrinsic motivation (engaging in a behavior for its own
sake) for playing with the toy. Such modifications of previous research findings serve to
delineate the boundaries of the theories being explored. In other words, does a certain
theory explain behavior in al situations, or only under certain conditions? Operant condi-
tioning can explain behavior under many circumstances, but not under the conditions set
forth in the experiment by Lepper and his colleagues. This exampleillustrates that after a
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theory is proposed, and a hypothesis is tested and supported, science aways keeps the
door open to modification of our existing understanding based on new evidence.

TYPES OF RESEARCH

Once aresearcher understands the basic research mode (described in the preceding sec-
tion), he or she needs to choose an approach to investigate the topic of interest. Although
thisisabroad-brush distinction, most research isbest understood asbeing either quantitative
or qualitative in nature. In general, quantitative research specifies numerical assignment
to the phenomena under study, whereas qualitative resear ch produces narrative or textual
descriptions of the phenomena under study. Although we describe each approach in detail
in following chapters, it is helpful to outline the general advantages and disadvantages of
both types at the outset. As you will see, the upsides and downsides of each approach are
inverses of each other (Figure 1.2).

The advantage of quantitative research is that the findings from the sample under
study will more accurately reflect the overal population from which the sample was
drawn (more will be said about thisin Chapter 2). For example, the Institute for Social
Research at the University of Michigan conducts annual surveys of adolescent drug use
(www.monitoringthefuture.org). In 2007, the Institute found that 16% of eighth-graders,
33% of tenth-graders, and 44% of twelfth-graders reported using alcohol at least once in
the 30 days prior to being surveyed. This finding is based on reports from more than
40,000 teenagers. With such alarge sample, we can be fairly confident that these figures
accurately portray the status of adolescent alcohol use in America.

Characteristic Quantitative Research Qualitative Research

Type of data Phenomena are described Phenomena are described in a
numerically narrative fashion

Analysis Descriptive and inferential Identification of major themes
statistics

Scope of inquiry Specific questions or Broad, thematic concerns
hypotheses

Primary advantage Large sample, statistical Rich, in-depth, narrative
validity, accurately reflects the | description of sample
population

Primary disadvantage | Superficial understanding of ~ | Small sample, not
participants’ thoughts and generalizable to the
feelings population at large

Quantitative versus Qualitative Research
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The disadvantage of the quantitative approach is that, because the study contains so
many participants, the answers research participants are able to give do not have much
depth. They have to be superficial, or else the researchers would be overwhelmed by
information that cannot adequately be analyzed. In the University of Michigan study, we
know what percentage of teenagers have used alcohol, tobacco, and other drugs, but
we know very little else. Although the survey isinteresting, consider afew questions the
survey does not answer:

Why do these teenagers drink?
What are their thoughts and feelings while they drink?

Do adolescents ever talk about alcohol use with their parents, and if so, what do they
discuss?

These more narrative questions (and answers) could be very revealing, but are not
easily handled with a quantitative study. As we will see throughout this book, each
approach hasits own advantages and disadvantages. |deally, atwo-pronged approach that
employs both quantitative and qualitative techniques can be employed. However, practi-
cally speaking, limitations of resources and time often prohibit such an exhaustive
endeavor. Therefore, it is best to match the particular research goal to the research strat-
egy that will help achieve that goal. If alarge, accurate sample that will generalize to the
larger population is desired, quantitative research would be preferred. If adetailed narra-
tive account of aparticular subgroup isdesired, then qualitative research isrecommended.
The goa of this book isto help you match method to problem. Throughout this book, we
provide details on the advantages and disadvantages of each approach to help you better
understand which method would be the best match for your research question.

If aresearcher desires a more narrative understanding, then a qualitative strategy
would be preferred. The main advantage of qualitative researchisthat it providesaricher
and more in-depth understanding of the population under study. Techniques such asinter-
views and focus groups allow the research participants to give very detailed and specific
answers. For example, imagine that you are hired by a hospital to explore peopl€e's expe-
rience with holistic (also called alternative or complementary) medicine. In such a proj-
ect, conducting a focus group with patients who suffer from chronic pain and asking
them to respond to several questions would provide a rich description of these people’'s
experiences. Questions might include what symptoms they have (for example, migraine
headaches), what alternative treatment modalities they have tried, and what effects those
treatments have had on their symptoms. The results of these interviews could produce an
interesting narrative that would reveal insights into the benefits of holistic medicine that
a quantitative study could not.

The main disadvantage of qualitative research is that sample sizes are usually small
and non-random, and therefore the findings may not generalize to the larger population
from which the sample was drawn. Furthermore, the samples are often non-random, and
thus the people who participate may not be similar to the larger population. In the preced-
ing example regarding holistic-medicine use, you can imagine that most of the focus-
group participants would praise or give anecdotal evidence of the benefits of holistic
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medicine, but it would not be possible to know whether these few people are representa-
tive of others who were not interviewed. If the participants are more likely to suffer from
chronic pain, it is aso likely that they believe traditional medicine has been inadequate
for them and therefore they are more likely to embrace aternative techniques.

Another distinction often made by professional researchers is between basic
research, an investigation that adds to the knowledge of a particular area of study, but
may not have obvious and immediate applications to real-world settings; and applied
research, an investigation that does have obvious and immediate applications. Research
that is done in laboratories or via computer simulation is most often basic research.
Applied research more often takes place in rea -life settings such as schools, hospitals, or
nursing homes. Survey research (discussed in detail in Chapter 4) is often applied
research, as it has immediate application regarding drug use, customer satisfaction, or
whatever topic is being addressed in the survey.

Educational researchers make yet another distinction between traditional research
and action research (Mills, 2003). Traditional research tries to describe, predict, and
control the area being investigated. According to Mills, traditional research is conducted
by professional researchers (for example, university professors) in controlled environ-
ments using mainly quantitative methods, with the goal of generalizing to the larger pop-
ulation. Action research is conducted by educational practitioners, with the goal of
improving the particular institution at which they work. Action research is conducted by
teachers and principals with students in that school as participants. Action research has
as its focus the improvement of the organization in which the research is being
conducted.

Below is the first Your Turn box. You will find several of these in each chapter. We
offer these as homework problems, in a sense. We strongly encourage you to jot down the
answers to the Your Turn exercisesin your text or on a separate sheet of paper. We firmly
believe that it will deepen your understanding of the material presented in this book.

: TURN \

Qualitative or Quantitative Research

For each of the settings listed below, describe in one or two sentences two inter-
esting research topics that could be performed at that site. Select one research
topic that could be studied using qualitative methods and one that could be stud-
ied using quantitative methods. Explain why a qualitative or quantitative study is
appropriate for that problem. The sites are:

1. School playground
2. Hospital
3. Supermarket

- J
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RESEARCH PROPOSALS

Once a general strategy has been selected (either quantitative or qualitative), the next step
isto describe in as much detail as possible the process by which the research will be com-
pleted. The document that describes the planned research processis called aresearch pro-
posal. Research will be successful only when it is carefully planned. When the authorsfirst
started doing research for our master’s theses and doctoral dissertations, we both found
research proposals boring. We now resalize that research proposals are necessary to execute
the project effectively, we require our studentsto prepare them in research methods classes,
and we even view writing research proposals as enjoyable. They are enjoyable because
writing a research proposal alows you to mentally explore ways in which the study could
be conducted. For those who like doing research, such mental exploration is invigorating.

Components of Research Proposals

A research proposal has several features. It should clearly explain why the study you are
proposing is a vital component of discovery in the field. In other words, the proposal
should make a compelling case as to why your study is the “next best” study to conduct.
The proposal should also be very specific about methodology: the research participants
you will study, what instruments or techniques you will use to study them, and how you
will analyze the data collected. Finally, the proposal should answer the “so what” ques-
tion: Assuming the study goes forward, how will the findings from this study make a dif-
ference to other researchers (basic research study) or practitioners in the field (applied
research study)? By the end of the proposal, the reader should have a clear idea of how
the study will be conducted and why it is important (Table 1.1). Your goa should be to
make the reader as excited about reading the results of the research as you are about con-
ducting the research.

Literature Reviews Almost all proposals require some review of previous research liter-
ature. The extent of the required review varies by the type of proposal. A doctoral disser-
tation will require a nearly exhaustive review of the relevant literature. A response to a
request for proposals (RFP), whichisacall from an organization for researchersto sub-
mit aplan to conduct research on a specific question unique to that organization, may not
require much literature review at all. A grant application to a government agency or an
undergraduate honors thesis would usually fall somewhere in the middle of these two
extremes.

Theliterature review servestwo purposes. First, it should convince the reader that the
researcher isfamiliar with the literature and competent to conduct investigations. Second,
it should convince the reader that the proposed study fitsinto the existing body of knowl-
edge and explain how the proposed study is needed to fill agap in the literature.

It isimportant to know your audience with respect to reviewing the literature. Orga-
nizationsinvolved in the delivery of social services may only care that you are competent
to conduct their specific study. For example, from 2001-2004, author VanderStoep con-
ducted an evaluation for a church organization that was interested in determining the ben-
eficial effects of its homelessness interventions. This proposal needed very little in the
way of literature review. In fact, for very specialized research projects there may not be
any existing literature. In contrast, if you are proposing your doctoral dissertation or
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Elements of a Good Proposal

Component Possible Technique

Compelling reason why Describe previous research and why it is incomplete. Explain why
the study should be your study will fill in this gap in knowledge.

conducted Make it your goal to convince readers that yours is the next-best study.

Present a sufficient literature review; this will depend on the study
being proposed and the audience reading the proposal. The review
should convince readers that the researcher is knowledgeable and
that the study is needed to fill a gap in the existing literature.

Specification of the Identify the sample of participants you want to study.

methodology Describe the instruments or techniques you will use to observe these
participants.

Specify particular data analysis techniques that match the type of
data you will obtain.

Convincing argument  Assume that the reader is skeptical—anticipate a “so what” ques-
for the reader that the  tion in response to your proposal.

outcomes of the study  1g|| pure researchers how your study will add to the body of
will be important knowledge.

Tell applied researchers and practitioners why your findings will be
important to those working in the field.

Aim to get the reader as excited about the study as you are.

master’sthesis, part of demonstrating your research competency is showing that you have
read and understood the existing literature. Thus, athorough literature review is advised.
You should know more about your topic than anyone else on your thesis committee.

: TURN l

Literature Review

Lists of possible articles to read for a literature review can be built quite quickly
using keyword searches of electronic databases. There are several social science
databases. The most common are PsychINFO, EconLit, SocINDEX, and JStor.

Do a keyword search in each of these four databases using some combination of
two of the following terms: children, religion, poverty, family. Did the searches in the
four different databases yield different articles? What might explain the differences?

- J
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RESEARCH ETHICS

Research ethics deals with how we treat those who participate in our studies and how we
handle the data after we collect them. Each discipline will have its own ethical guidelines
regarding the treatment of human research participants. The general principles that we
outline here largely cut across disciplinary boundaries. Many of the current ethical
guidelines have their origins in the Belmont Report, a report prepared by the National
Commission for the Protection of Human Subjects of Biomedical and Behavioral Research.
(A copy of this 1979 report is found on the National Institutes of Health website.) Promi-
nent and leading organizations, such as the American Psychological Association, post
their ethical guidelines on their websites and in printed materials (for example, Sales &
Folkman, 2000). Regardless of your specific area of study, you will need to be familiar
with ethical issues.

According to the Belmont Report, researchers must be concerned with three ethical
issues:

Respect for Persons. Researchers must recognize research participants as autono-

mous agents, and those who have diminished autonomy (for example, the young, the

disabled) must be granted protection.

Beneficence: Researchers will secure the well-being of participants by not harming
them and, further, maximizing possible benefits and minimizing possible risk.

Justice: There must befairnessin the distribution of benefits and possible risks across
all research participants. The iniquitous Tuskegee experiments, in which research
participants were infected with syphilis and subsequently not given treatment, is an
example from the bad old days before ethical guidelines. That the research partici-
pants were poor, black men who were not informed of the nature of the study made
this research endeavor particularly villainous and a clear violation of the justice

guideline.

Institutional Review

Most colleges and universities haveinstitutional review boards, often referred to as IRBs.
These committees oversee research projects conducted on campus. Proposals must be
approved by the IRB before data collection begins. Most committees require researchers
to submit a thorough plan for data collection, a copy of the informed consent sheet you
will give participants (see, for example, Exhibit 1.1), and a description or sample of any
instruments you will administer to participants or stimuli to which they will be exposed.
For research conducted with or on animals, there is often a separate committee for animal
care, which usually consists of several professors, one off-campus member, an ethicist,
and a veterinarian.

Although the preponderance of the burden for ethical conduct lieswith the researcher,
the participants also have an implicit ethical obligation to be honest as they answer ques-
tions and to avoid sabotaging the research process. For example, completing a paper-and-
pencil survey by filling in random survey bubbles or by answering the opposite of one's
true fedlingsis also an ethical violation. Unfortunately, there is little a researcher can do
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Informed Consent Document

Informed Consent Form
Epistemic and Religious Beliefs among College Students
Fall 2005

This study examines students’ beliefs about learning and knowing, and the relationship
of those beliefs to learning and problem solving.

This research is being conducted by Scott VanderStoep, a professor at Hope College.
He hopes to obtain normative, descriptive data about students’ beliefs about learning,
and how those beliefs relate to students’ thinking about contemporary problems. All
your responses and scores will be confidential. We will not describe or identify
any individual responses, only responses across groups of people.

Completing these questionnaires and answering the open-ended questions should
take 40-50 minutes and should be done in one sitting in a quiet environment.

You have certain rights as a participant. They include:

1. Voluntarily agreeing to participate in this research.
2. Refusing to participate (in part or in full) with NO penalty to you whatsoever.
3.  Withdrawing from participation at any time without penalty.
If you begin the experiment and then choose not to participate, please notify the
experimenter.
By agreeing to participate you verify that:
1. You are 18 years of age or older.
2. You have read and understand the information written above.
3. You voluntarily agree to participate in this research.
4.  You agree to complete this task by yourself and that you will answer the
guestions honestly.
5. You understand that you are free to withdraw from participation at any time
without penalty.
If you have any questions about this study or comments/suggestions about your par-
ticipation in this research, please contact Dr. Scott VanderStoep in 243 VZH (ph. 395-

7417). This study has been approved by Hope College’s Institutional Review Board. If you
agree to the terms noted above, please sign and print your name below:

Signature

Printed Name
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to combat such deception. Much socia research is predicated on the assumption that
research participants are behaving ethically and telling the truth.

Informed Consent

People who participate in a research study usually have the right to know that they are
part of that study. Informed consent involves several components:

Describing the details of the research study to the participants (or their legal repre-
sentatives, in the case of children or others who are not able to give informed
consent).

Identifying any potential risks, such asinforming participants that they have the right
to withdraw from the study at any time.

Identifying any potentia costs to withdrawing. If college students are participating as
part of course requirements, the researcher should alert them to an alternate assignment
of equivalent time commitment and expected educational value as research participa-
tion. In the field of psychology, for example, it isimplicitly assumed that psychology
students who take part in aresearch study will gain some knowledge about psychol ogi-
cal research by serving as participants. If the student does not participate in, or with-
draws from, aresearch study, an alternative educationa assignment should be given.

The exception to informed consent would be with naturalistic observation (see Chap-
ter 4) in which the people “ participating” are anonymous to the researcher. Because their
behavior is naturally occurring and no identification of the person is made, informed con-
sent is not required.

Opportunity to Withdraw

Participants who volunteer for a study must also be allowed to discontinue participation.
If research participants feel stressed, tired, or otherwise unable to continue the study to
completion, there should be no implied or stated threat of penalty for withdrawing. The
informed consent should make it clear what the results of terminating will be, even if
the probability of withdrawal is low. One approach to this problem is to provide partici-
pants with prorated compensation based on the percentage of the study they completed. If
participants are being paid $25 for participating in a focus group, and the focus group
begins to explore issues that make the participant uneasy (for example, afocus group for
a hospital that asks sensitive questions about private behaviors), a withdrawing partici-
pant should be paid for the part of the focus group that she or he completed. For college
students who participate for course credit, such partial credit could be harder to con-
struct—but you should have a plan, especially if you think participants might not finish
the study. Aswith many parts of the research process, it iswise to prepare for low-proba-
bility events. They are easier to deal with in advance than after they occur.

Offering Incentives

Although participation in research istechnically voluntary, it is also the case that research
participants should be compensated for their time and effort. Such compensation should
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vary depending on time, task complexity, and risk. Researchers at universities very com-
monly offer course credit as the main incentive. Researchers might also give financia
incentives of varying amounts. A minimal-risk interview or experiment would yield a
low incentive. For example, agroup of undergraduates (Balmer, Siler, & Sorenson, 2004)
conducted hour-long interviews with graduating seniors as part of their work on college
students’ cognitive and motivational development. Each student subject was paid $15 for
his or her time. Researchers at hospitalswill pay much more, as much as $100, for studies
involving positron emission tomography (PET). A PET study would be considered
higher-than-normal risk, because the participant must be injected with radioactive mate-
rial that attaches to a naturally occurring body compound (such as glucose). The general
ruleis: the higher the risk, the higher the incentive.

On the other end of the continuum, incentives are not always needed. Debra Swan-
son and | (Johnston & Swanson, 2004) interviewed full-time working mothers, part-
time working mothers, and at-home mothers about parenting and marriage. Because
we were well known in our small community, we were able to recruit participants who
participated for free. Because we did not have sufficient funds to pay participants, we
recruited interviewees without offering any financial incentives. In such situations,
researchers should make it clear to the participants that no incentive will be offered or
granted.

Using Deception

For some areas of socia science, particularly certain areas of experimental socia psychol-
ogy, deception isacrucial issue on which reasonable people will likely disagree. At its core,
deception is the practice of giving false information to research participants about some
aspect of the study. The purpose of deceptionisto get participantsto reveal their truethoughts,
fedings, or behaviors, which they would not otherwise provide if the true nature of the
experiment were made known to them. As soon as possi ble following the study, the research-
ers need to inform participants that the information they received during the experiment was
infact aruse. Thisisdonein the debriefing (see below).

An example of adeception experiment isastudy published in the Journal of Personality
and Social Psychology, the leading journa in socia psychology (Baumeister, Twenge, &
Nuss, 2002). Intheir experiments, these researchers asked participants to take atest that they
claimed measured peopl€’s propensity to end up aone later in life. Some of the participants
were randomly assigned to receive the following statement from the researchers from the
“results’ of this so-called test:

You're the type who will end up alone later in life. You may have friends and relation-
ships now, but by your mid-20s most of these will have drifted away. You may even
marry or have several marriages, but these are likely to be short-lived and not continue
into your 30s. Relationships don’t last, and when you're past the age where people are
constantly forming new relationships, the odds are you’ll end up alone (p. 819).

These researchers were interested in studying social exclusion. They wanted to test
whether being socially excluded (by being given the preceding feedback) would produce
more aggression, retaliation, and depression among the participants. The researchers did
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indeed find that those who were given this feedback were more aggressive, retaliatory,
and depressed than others who were given another type of bad news.

Theirony of such false-feedback experimentsisthat to be effective, they have to be
believable, and to be believable they have to be very obvious; the more obvious they are,
the more potentially hurtful they could be. Those who believe that deception is a neces-
sary component of some socia research argue that it is the only way in which true
thoughts and behaviors will be demonstrated. The decision to use deception is made by
weighing the potential benefits of the research findings against the risk of the deception.

Those researchers who feel that deception should not be used see the collateral dam-
age of deception studies as, at the very least, inestimable and maybe even quite harmful. It
isfair to say that most deception research is done in psychology, and aso to say that most
psychology researchers at a university share the same participants (college undergradu-
ates). So imagine students who participate in a deception experiment first, then go to a
non-deception experiment later in the semester. Now that these students have been told
they were in an experiment in which they were deceived, there are severa possible nega-
tive consequences. For example, students might be on guard for another deception experi-
ment, and thus concentrate not on the task at hand but rather on trying to discern the
expected deception in the current experiment. Or, they could harbor hostility about research
in genera after having been fooled and in turn try to sabotage the current experiment. To
the best of our knowledge, no one has ever tried to calculate any possible ill effects that
deception experiments have on participants behavior in subsequent non-deception
research.

On the other side of the fence, some argue that researchers can combat the negative
effects of deception with thorough debriefing, which is discussed in the next section
(Blanck, Bellack, Rosnow, Rotheram-Borus, & Schooler, 1992). The purpose of this sec-
tion is not to convince you that deception is always wrong or even sometimes wrong.
Rather, the goal is to aert you to the fact that any decisions regarding research must be
made against the backdrop of the ethical criteria discussed earlier.

Debriefing

Debriefing of participants takes place at the conclusion of the study, and it involves
revealing the purposes of the research. It should be done as soon as possibl e after comple-
tion of the study, preferably immediately after participation. It is important to provide a
written debriefing so that participants leave the research experience with a tangible
description of the activities they just performed. An oral debriefing is also recommended
if the research participation was stressful or the research design was complicated.
Debriefing serves at least two purposes. First, it clearsthe air about the rationa e of the
study. Participants can hear, in the researcher’s own words, why she conducted the study.
Second, it can educate participants about the topic at hand, thereby increasing the commu-
nity’s collective knowledge about the issue. The debriefing can be done in person, upon
completion of the study, or it can be done via correspondence (surface mail or email) after
the researchers have completed some of their analyses. Waiting until this point hasthe dis-
advantage of providing delayed rather than immediate feedback, but it has the advantage
of providing the participants with interesting, first-hand knowledge of the study findings.
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Exhibit 1.2 isaletter that Debra Swanson and | sent after the motherhood study described
earlier. Mothers who participated in this study were very interested in the rationale for the
study. They were aso interested in the results, so after we completed the study we sent
the participants another letter summarizing our findings from the study. Providing this
information created goodwill among the participants because it showed them that they
were an important part of the project.

Debriefing Letter from Researchers Sent to
Interviewees

July 25, 2002

Dear Friend:
Thank you for your participation in our research study on the Social Construction of Moth-
erhood. For some of you, your interview took place over two years ago! We have been
busy transcribing the over 100 interviews that we did, cleaning and organizing the data,
and reading all of the interesting stories. We have enjoyed learning more about you and
about your thoughts on mothering.

We wanted to share a couple of our preliminary findings with you and to give you
a chance to respond. We found that work decision had a major impact on how a
woman constructed her ideas of good mothering. (For this letter, | will use the distinc-
tion of employed, part-time worker, and stay-home for stylistic purposes. We know that
all mothers work.)

m Stay-home mothers are not conflicted about their decision to stay home—they have
consciously decided to be with their preschool children—but many of them miss hav-
ing adult interaction. Those stay-home mothers that have adequate access to good
outside support (parents, a spouse with flexible hours, neighbors at home) enjoy being
home more than stay-home mothers who don’t (far from family, spouse who works
long hours, neighbors who are all gone during the day). This may sound too obvi-
ous, but what it says is that we could be more supportive as a community by helping
isolated families with organized play groups, mom support networks, and built-in flex-
ibility for the spouse’s job.

m Employed mothers are not conflicted about their decision to work—many of them
trained for their positions or want to work to maintain a certain lifestyle—but miss
time with their families. They often spend just as much time doing one-on-one
activities with their children as stay-home mothers, at the expense of time with
spouse or housework. These women would like to have more flexibility built into
their jobs while their children are young without sacrificing their careers. Another
solution would be a shorter work week for all full-time workers, men and women.
These extra hours could be used for family activities, care for elderly, parents, or
community volunteer services.
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m Part-time working mothers were the happiest on life satisfaction and mood inventories. Part-
time working mothers believed they had the best of both worlds, but tended to compart-
mentalize their lives between work and home. Likewise, they tended to quantify their time
with children: counting up the number of craft activities, sports, or lessons their children were
able to participate in. These part-time working mothers note that adequate home help from

their spouses was a problem more than other moms.

You may find that your story doesn’t really fit your category, and that is true of research

that is done on people. Not everyone fits the pattern. But we were surprised at the number
of women who did fit. As you can see, there are strengths, and weaknesses, to all of the
decisions.

We are planning on using this research to write a book. Our overall goal is not to suggest

that one decision is better than the other, but rather what it is that we can do to support fam-
ilies and all the choices they make about their children. Mothers do what they do because
they want the best for their kids.

tion

We will send you a postcard to update you in the future when the book has a publica-
date. In the meantime, please feel free to contact us with your comments.

Sincerely,

Deirdre D. Johnston

Associate Professor of Communication
Hope College

Debra H. Swanson
Associate Professor of Sociology
Hope College

Plagiarism
Research ethics prohibit an investigator from presenting the ideas or data of others as his
or her own. A breach of this ethical dimension could be manifested in several ways.

Theoretical or conceptual ideas generated by one researcher are presented in a paper,
presentation, or grant proposal by another researcher.

Data collected and presented by one researcher are presented by another researcher.
It would not be considered plagiarism, however, if apublicly available dataset (such
as from the U.S. Census Bureau) were used by multiple researchers. In fact, it is
likely that this will happen among researchers exploring the same line of investiga-
tion. Furthermore, it is expected that researchers will make their data availableto, in
the words of the American Psychological Association, “other competent profession-
as’ to verify the findings. What one should avoid is using previously published data
and presenting it as original. This is perhaps most likely for researchers within the
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same research program. For example, consider aresearcher who submitsfor publica-
tion a paper that uses data he already used in a previous paper. If the second paper
merely references the previous paper, there is no problem. However, if the same data
are used as the focus of the second paper, this ethical line has been crossed. In theory,
the same should be true of conference presentations. However, anyone who has
attended research conferences and has seen the same people present from year to
year knows that often a presentation in one year looks a lot like the presentation
madein aprevious year. The standard is probably not as strict for conference presen-
tations, because conferences are often times for researchers to “demo” their newest
ideas, and sometimes the whole story of the new data cannot be told without the con-
text of old data that were presented at an earlier conference.

An egregious example of plagiarism, or what might be better labeled fraud, is the
generation of fraudulent data. A rising star in the field of social psychology, Karen
Ruggiero, had her work cited in such highly visible places as Psychology Today. In 2001,
Ruggiero was forced to admit that she had fabricated data in studies while she was at
Harvard University. She was forced to retract four published studies and was banned
from receiving federal funding for five years. Although such tragic examples are rare,
they highlight both the pressure that some researchers feel to produce publishable results
and also the personal integrity that is absolutely essential in scientific inquiry. Above al,
socia scientists need to be truth-tellers, and they must put truth-telling in front of any
personal preferences or pressures.

Ethics Example

In 2001, author VanderStoep was approached by people who were interested in chil-
dren’s safety, particularly with respect to children’s ability to manipulate car trunk-
release devices. The company gave me the following question to answer: At what age
could children successfully manipulate different types of trunk-release devices? |
enlisted the help of my socia psychologist colleague Mary Inman to determine the best
design for the study. Before we could write the proposal, we had to answer several ques-
tions, among them:

Where should the experiment take place?
Should the children bein the dark (likein a car trunk)?
Should the parents be in the room with the children (unlike atrunk)?

How much about the study should children be told? (We feared that making the
experiment too much like a game would fail to signal the dangers of playing near or
in open car trunks.)

After many hours of discussion, we decided on aplan (Inman, VanderStoep, & Lynman,
2003). From that plan we wrote a proposal.

What you will likely find as you determine what method to use is that each decision
has certain advantages and certain disadvantages. These advantages and disadvantages
haveto befiltered through theethical considerationssuch asrespect for persons, beneficence,
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informed consent, and opportunity to withdraw. As you prepare your proposal, you should
make those decisions based on maximizing the advantages and minimizing the disadvan-
tages as they relate to your particular research questions.

Consider the solutions to the ethical dilemma we faced:

1. Weproposed to conduct the experiment in a psychology laboratory room rather than
ared-life setting like adark room in the child's house, or even moreredisticaly, in
the trunk of a car. We chose this because we wanted the control of alab setting to
cut down on any unwanted variance that different locations might produce. We were
also worried about the ethical implications of actually putting children in area-life
setting. Even though we could guarantee their safety by having adults present and
not completely closing the trunk, we did not feel comfortable giving children the
actual experience of being in atrunk, for fear that, on the one hand, they might find
it novel and exciting; or, on the other hand, be so traumatized by the experience that
they had long-lasting negative effects.

2. Wedecided to conduct the experiment in a darkened room. Although we lost mun-
dane realism—making the research setting simulate actual life events—with this
approach, we found the ethical concerns about the clearly more realistic setting of
an automobile trunk to be sufficiently troubling that we opted for the less redlistic
setting. The disadvantage of the approach we took is that we might not get an ad-
equate assessment of the children’s performance.

3. We decided to have the parents accompany the children during the experiment.
Again, theloss of mundane realism was a concern, but we did not want the situation
to become overly frightening for the children.

4. Wedecided not to tell the children it was a study about car trunks. We did this partly
to avoid scaring them, and partly to avoid giving them any ideas that being in atrunk
might be fun. At the conclusion of the experiment, we spoke with children about the
importance of having parents always know their whereabouts, and stressing that they
should never go anywhere without their parents knowing where they are headed.

Asis probably obvious from the ethics-related decisions we made, the study became
more a study of children’s manual dexterity in the dark than about their ability to open a
trunk-release device in a red-life setting. Because the experimental situation was more
optimal than what a child locked in atrunk would encounter, we saw the success ratesin
the experiments as “upper bounds’ of actual performance in a rea-life trunk situation.
We were clear in our discussion and interpretation of the data, for we did not want our
data to be misinterpreted by people who might someday make decisions about the manu-
facturing of such products.

GETTING ACQUAINTED WITH SPSS

In Chapters 2 through 6, many of the Your Turn boxes will involve performing data-
analysis procedures using a statistical-computing program called SPSS (Statistical Pack-
age for Socia Scientists). This is a user-friendly and powerful statistics package that is



Understanding Research 21

available on most university campuses. There are various options for statistical comput-
ing, however, and much of what we teach in this book could be performed with the spread-
sheet program Microsoft Excel. In this section we show you avariety of SPSS operations.
These are the basic operations, and may look familiar to anyone who is proficient with
spreadsheet programs. We will introduce the more advanced statistical operations when
we cover each particular topic in the text. We include only the information on SPSS neces-
sary to teach the topics weintend to cover. There are excellent texts specifically dedicated
to SPSSif you want to learn more (for example, Green & Salkind, 2005).

Getting Started

After you open SPSS, you are asked which of several things you would like to do. Most
of the time you will want to select either Type in data (if you need to create a dataset) or
Open an existing data source (if you have already entered data or were given a dataset).
If you type in data, the interface is almost identical to that of a spreadsheet program
(with one added feature, discussed next). If you want to edit an existing dataset, it is
easy to browse for your file. You can also open other types of documents, including
Excel, Lotus, or SASfiles. Because using SPSSis similar to using a spreadsheet, com-
mon operations, such as Copy, Cut, Save As, and others, can be used in both Mac and
Windows platforms.

Variable View versus Data View

SPSS allows you to view your spreadsheet in one of two ways. Data View or Variable
View. Data View arranges the names of the variablesin the columns (down) and the cases
(participants who filled out or completed your data) across the rows. Thisis the standard
way in which most spreadsheets are viewed. Variable View alows you to see the list of
variables and their features but not the actual cells of the spreadsheet. To select this
option, click on the Variable View button in the bottom left-hand corner of the screen.
Variable View is convenient if you have a dataset with hundreds of variables. Instead of
scrolling across the screen to find the name of the variable you need, Variable View shows
all of the variablesin the first column.

Types of Variables

The two most common types of variablesin SPSS are string variables and numeric vari-
ables. You should specify a numeric variable for quantitative variables and a string vari-
able for variables that include text (for example, male, female). The variable name can
have a maximum of eight characters, regardliess of whether it is string or numeric. String
variables can have a maximum of 32,760 characters as the data input. Numeric variables
have a maximum of 40 numeric valuesin front of the decimal place and 16 values beyond
the decimal point. Numeric variable is the default selection, but the type of variable can
be changed by | eft-clicking the gray box inside the variabl e type column (the second col-
umn in Variable View).

To enter data, go to Data View and begin typing as in any other spreadsheet. You can
also cut and paste data from atext file or spreadsheet file. For numeric variables, smply
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enter the values from your computer’s numeric keypad. For string variables, type the
characters (for example, male) in the appropriate cell.

Labels and Values

After you have entered the data, SPSS allows you to enter variable labels (called Labels)
when in Variable View. Because the name of the variable can be only eight characters, the
label isvery helpful inidentifying the variable. Imagine a survey question that asks, “All
things considered, how happy would you consider your life to be?’ The name of the vari-
able must be less than eight characters; perhaps you could call it lifesat. The Label field,
however, alows you to type in the whole survey question. This is particularly helpful
when you have many variables or when your collaborators use the data but do not know
or remember the exact items.

The Values field allows you to use words to describe your numeric values. Imagine a
survey that has afive-point scale with 1 = strongly disagree, 2 = disagree, 3 = neutral, 4 =
agree, and 5 = strongly agree. In the cells of the data file you would enter the appropriate
numbers. To help you and other researchers identify what those numbers correspond to,
you would enter the descriptive words (for example, “strongly agree”) in the Label column
(see Figure 1.3). This assists the researchers in identifying what the numbers mean. These
values also get printed on any output that is produced, making it easier to read the results.
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: TURN X

SPSS

1. Open SPSS.
2. Select Type in data.
3. Goto Variable View.

Enter the following variable names: ID (numeric), gender (string), act (numeric),
gpa (numeric), yearsch (numeric), satis (numeric).

Enter the following labels for the six variables: student ID number, student gender,
ACT score, cumulative college GPA, year in school, satisfaction with school measure.

Enter the following as values for the variable satis: (1 = I'm very dissatisfied with
this university, 2 = I'm fairly dissatisfied with this university, 3 = 1'm undecided with this
university, 4 = I'm fairly satisfied with this university, 5 = I'm very satisfied with this uni-
versity). Enter the following as values for the variable yearsch: 1 = freshman, 2 =
sophomore, 3 = junior, 4 = senior.

Enter the following data as sample entries:

ID gender  ACT GPA yearsch  satis
001 male 23 3.2 1 3
002 female 24 34 3 4
N J

SUMMARY m
Research can begin with an intuition that you want to subject to scientific scrutiny. It can
also begin with a business's or organization’s need for a specific answer to a specific
guestion. The research process involves generating a question (hypothesis), collecting
datato test that hypothesis, then analyzing and interpreting the results of your investiga-
tion. Research can be quantitative or qualitative in nature, depending on whether you
want to collect statistical information or narrative information. Whatever the purpose or
strategy of research, it all must be conducted and understood through an ethical lens,
which sees research participants as worthy of respect and protection, and considers that
the purpose of the research is ultimately to try to benefit humankind. Researchers can
analyze quantitative data with statistical-computing packages such as SPSS, the basics of
which were shown in this chapter. More advanced techniques are shown in subsequent
chapters.
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KEY TERMS

action research
applied research
basic research
debriefing
deception
hypotheses
mundane realism
gualitative research

guantitative research
replication

request for proposals (RFP)
research proposal

research question

theories

traditional research



THE WHO, HOW, AND
WHY OF RESEARCH

LEARNING OBJECTIVES

Understand various sampling procedures and be able to match a sampling
strategy to a particular research question.

Understand various research strategies and research designs, and be able to
match a strategy and design to a particular research question.

Identify the purpose of a particular research study with respect to its contribution
to the scientific enterprise or to the solution of a unique problem.

From 1999 to 2004, when | (author VanderStoep) was the director of a college’s social
science research center, | met with more than 20 organizations a year to discuss possible
research projects. My standard approach in that first meeting was to ask three questions:

Who should you study?
How should you study them?
Why should you conduct the research?

This chapter focuses on these three questions, which we consider foundational to any
good research project. This chapter explores a variety of approaches to answering these
questions. One lesson you will learn from this chapter (and this book in general) is that
there is seldom only one answer to a question in social research methodology. Rather,
each approach or technique carries with it costs and benefits; the best methodology is the
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one that maximizes benefits and minimizes costs for that particular project. With respect
to sampling, this means trying to select participants who are best suited for your study
and will allow you most effectively to accomplish your research goal. Often the goal is to
obtain a representative sample—a group that is similar to a larger population. If your
goal is to get a representative sample of a population, a random sample is probably best.
If your goal is to know as much as you can about a particular organization or subgroup,
in-depth interviews of a non-random sample will be the best approach.

In this chapter we discuss a variety of strategies for generating a sample, collecting
data, and designing a study. However, one important lesson in this chapter (and several
other chapters in this book) is that there is no one perfect research methodology. Each
strategy has advantages and disadvantages. The goal of researchers is to select the strategy
that maximizes the benefits and minimizes the costs of their particular research approach.
We first address how to gather people who are willing to participate in a research study.

WHO: SELECTING A SAMPLE

Researchers make the distinction between a population, the universe of people to which
the study could be generalized, and a sample, the subset of people from the population
who will participate in the current study. The sampling framerefers to the eligible mem-
bers of the population. For example, suppose you are interested in surveying citizens of
McCracken County, Kentucky. The estimated 65,514 county residents make up the popu-
lation, a randomly selected list of those residents (we discuss later in the chapter how to
obtain or generate such a list) makes up the sampling frame, and the residents who actu-
ally complete the survey make up your sample. Because some people will choose not to
participate or will not be available when the researchers try to contact them, the sampling
frame must be bigger than the sample.

Why Is Sampling Important?

Sampling is important because, in almost all cases, it is not practical to study all the mem-
bers of a population. The rare exception is small populations, such as the U.S. House of
Representatives, the U.S. Senate, or perhaps a very small town or village. For example, Set-
tlers Township of Sioux County, lowa, has a population of 131, so we might be able to col-
lect data from the whole population if we used the right methodology. In most instances,
though, we do not—and cannot—sample the whole population. In some studies the
researchers would like to make some claim about generalizability—that is, how much,
how well, or how closely the findings from the current sample apply to the entire popula-
tion. However, differences exist regarding the extent to which a study is generalizable.
Researchers who are mostly concerned about evaluating the effectiveness of a particular
program might not worry much about whether the findings are generalizable to people who
are not in the program. For example, a school principal who surveys the parents of her stu-
dents is probably not concerned about whether those parents’ beliefs generalize to (are
common to) parents of children in other schools or districts. In contrast, a hospital that is
conducting a community-wide citizen survey measuring health behaviors and attitudes
would be very interested in having its findings generalize to the population as a whole. One
of the hospital’s goals might be to develop a health “report card” that will help it connect
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with all of the people in its service area. Given this organizational goal, it would be important
to know how research findings generalize beyond the sample in the current study.

In general, there are two ways to select members for a study: randomly or non-
randomly. A random sample, sometimes called a probabilistic sample, is a sample in
which each member of the sampling frame has an equal chance of being selected as a
study participant. A non-random sample is a sample in which each member of the sam-
pling frame does not have an equal chance of being selected as a participant in the study.
We discuss each of these approaches in the following sections.

Non-Random Sampling

In non-random sampling, participants are selected based on characteristics they possess
or their availability to participate. Therefore, each population member is not equally
likely to be selected to participate. Imagine a jar containing 60% white marbles and 40%
blue marbles; random sampling (discussed below) would maintain the same percentages
in the sample over a long period of time. A non-random sample does not use this probabi-
listic aspect of selection. Instead, non-random samples are collected in one of two ways.

Convenience Sampling Convenience sampling involves selecting people for your
research who are available (or convenient) for study. Selecting people simply because they
are available is clearly not a random sample, as not all people in the population have an
equal chance of being selected. Convenience samples often involve people whom the
researcher knows or people who live close to the research site. The advantage of conve-
nience sampling is the ease with which participants can be recruited. Placing an ad in the
paper or posting flyers in neighborhoods are two ways to recruit convenience samples. The
disadvantage, as with all non-random sampling techniques, is the lack of representativeness
of the general population. For example, researchers may select people who live or work
near a major university where the researcher is employed. Such people may possess differ-
ent characteristics than the population to which the researcher would like to generalize, and
therefore the results from this sample may not generalize well to the larger population.

Snowball Sampling In snowball sampling, a core group of participants is initially sam-
pled for the research project. These participants are then asked to identify others who might
be eligible to participate. This second generation of participants is then contacted. These
people, in turn, identify other participants. The sample, like a rolling snowball, begins to
build on itself and increase in size. One advantage of snowball sampling is the ability to
grow a network of participants by taking advantage of your relationship with the current
participants. This is helpful for hard-to-reach groups such as those who are marginalized by
society (for example, the homeless). Another related advantage of snowball sampling is that
it allows the researcher to focus on people who have particular characteristics of interest to
the project. To conduct a large-scale study on certain low-base-rate topics would be very
expensive, because the number of people in the general population who have the character-
istic you are studying is quite small. For example, suppose that you are interested in study-
ing the psychological effects of chronic pain. You could start by contacting chronic pain
clinics and asking for volunteers. Using this initial list, you invite these people to share
names of others they know who have or had similar medical concerns. This is more efficient
than simply taking a random sample of people and selecting only those who have chronic
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pain. If you did this, you would end up “throwing out” most of the people in your sample,
after wasting a lot of time and effort to find appropriate participants.

Atkyns and Hanneman (1974) provide an example of snowball sampling from the
research literature. The focus of their research project was identifying the motivation and
other behaviors of dealers of illegal drugs. The researchers presented questionnaires to
current and former drug users. The users were then asked to deliver the questionnaire in
a sealed envelope to any drug dealers they knew. Occasionally a drug dealer was identi-
fied to the researchers, in which case the researchers delivered the questionnaire directly.
In this study, researchers relied on drug users and dealers to create their sample.

The obvious disadvantage of snowball sampling is the same as with the convenience
sample: the sample will probably not be representative. Because the “snowball” of partici-
pants contains many people who have interrelationships, they are likely to share similar inter-
ests and values. These people will be similar to each other, but they may not be similar to the
larger population. For example, in a chronic-pain study, the initial participants will know
the second-generation participants because of their shared experience of chronic pain. This
will create similarity among the participants and possible dissimilarity between this group
and other people. In the Atkyns and Hanneman drug-dealer study, it is clear that snowball
sampling did not provide a random sample, and thus it is not possible to know how the results
from this sample of drug dealers generalize to the overall population. Nevertheless, given the
anticipated reluctance of drug dealers to participate in surveys and the difficulty university
researchers would have in identifying and locating or contacting them, snowball sampling in
this case seems the best choice for selecting participants.

: TURN \

Non-Random Sampling

Identify three groups of people or three behaviors that are unique or rare and for
which snowball sampling might be needed. Identify how you might make the ini-
tial contact with these groups to start your snowball rolling.

Group One:

Method for snowball sampling:

Group Two:

Method for snowball sampling:

Group Three:

Method for snowball sampling:
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Random Sampling

In contrast to the strategies discussed in the preceding section, in random sampling each
member of the sampling frame has an equal chance of being chosen to participate in the
study. Imagine 10,000 beans in a well-shaken jar. Each bean in the jar (theoretically) has
an equal chance of being selected any time a bean is taken from the jar. For example,
Charlotte Witvliet, Tom Ludwig, and Kelly VanderLaan (2001) conducted a study of the
physiological effects of either granting or not granting forgiveness to a perpetrator who
had caused harm. In this study, the population was college undergraduates, the sampling
frame was students enrolled in introductory psychology at their institution, and the sam-
ple was those who were selected to participate. Of the approximately 180 students
enrolled in introductory psychology that semester, each one had an equal chance of being
selected. Similarly, large-scale surveys of middle- and high-school students’ drug use
(described in Chapter 1) involve national populations from which, in theory, every teen-
ager enrolled in school is equally likely to be selected. The notion of equal likelihood is
the principle underlying all forms of random sampling.

Simple Random Sampling Simple random sampling involves picking a certain number
of participants out of the total number of possible participants in the sampling frame. In
simple random sampling, a fixed percentage of the total sampling frame is selected for par-
ticipation. Figure 2.1 shows the mechanics of drawing a simple random sample. In most
cases, the population and sampling frame are so large as to make exhaustive sampling of
the population impossible. The beauty of random sampling is that the larger the sample, the
more closely it will mirror the percentages in the overall population. Assessing how close
the sample is to the population is done by computing the margin of error. Margin of error
represents the extent to which repeated random samples will deviate from the population.
As demonstrated in Table 2.1, margin of error decreases as the sample size increases and/or
the number of response alternatives increases. For example, in a presidential poll with two
candidates, a sample size of 500 will yield a margin of error of 4.4%. This means that if a
pre-election poll showed McCain had 52% support and Obama had 48% support, we can
be 95% confident that McCain’s actual level of support is between 47.5% and 56.5%. In
this particular case, if a candidate needs 50% to be elected, the estimate of 52% is not large
enough to be confident that McCain will be elected prior to the actual election.

As can be seen from Table 2.1, margins of error diminish with increasing sample
size. A large increase in precision is achieved by moving from a sample of 100 to a
sample of 500 respondents. However, moving from a sample of 500 to a sample of 1,000
provides a smaller increase in precision. Researchers must weigh the added costs of
expanding the sample size against the benefit of the increased precision from that larger
sample size. Why must researchers sample so many people and why is there always a
degree of uncertainty? The answer lies in the inherent variability of people. If everyone
had the same opinion on an issue (for example, everyone in a particular county will vote
for Candidate A), then we would have perfect precision in our measurement and our mar-
gin of error would be zero. However, because people differ, researchers have to account
for this variability by building some uncertainty into their measurements and calcula-
tions. The more people in the sample, the more the sample will “look like” the population
and thus the variability (margin of error) will be reduced.
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Margin of Error as a Function of Sample Size

Two Response Alternatives Four Response Alternatives (for
(for example, McCain or example, Strongly Agree, Agree,
Size of Sample Obama) Disagree, Strongly Disagree)
100 9.8% 8.5%
400 4.9% 4.2%
500 4.4% 3.8%
1,000 3.1% 2.7%
10,000 1.0% 0.8%

These margins of error are for 95% confidence.

Simple random sampling is often used, both by experimental researchers in laboratories
(selecting from a sampling frame of eligible participants, such as undergraduate students)
and by survey researchers. However, just because someone is selected to participate in a
research study does not guarantee that he or she will participate in the study. In experi-
mental research, students may forget to show up for their experimental session or choose
not to go. In survey research, many people do not participate. We all have received sur-
veys in the mail or been called on the telephone and have forgotten, refused, or otherwise
failed to complete the survey. This problem of randomly selected participants not com-
pleting the research is called non-response. A researcher is faced with a response bias
when those who do not participate differ from those who do participate in ways that are
integral to the research. If respondents do not differ from non-respondents on variables
that are relevant to the study, then a researcher need only send out more surveys or sched-
ule more experimental sessions to build up the sample size. However, if non-response is
related to an important variable in the study, the results from the sample will be different
from the larger population being studied. An example of response bias comes from a
study of alcohol consumption by Lahaut, Jansen, van de Mheen, and Garretsen (2002) of
the Addiction Research Institute in the Netherlands. After the researchers sent out a mail
survey, the researchers made house visits to those people who did not complete the sur-
vey. They found that among those who did not respond (but completed the survey when
the researchers visited their home), there were higher percentages of both “abstainers”
and “excessive” drinkers. Drinkers identified as “occasionally excessive” and “moder-
ate” were overrepresented in the original sample and underrepresented in the follow-up
study. This study suggests that when studying alcohol use via a mail survey, researchers
are likely to get lower numbers of abstainers and heavy drinkers in the sample.
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Solving the problem of non-response bias is difficult. One strategy is to perform
aggressive follow-up data collection, as Lahaut and others did by making house visits to
non-respondents. Other strategies for solving this problem involve complex statistical
corrections. One example is to check the demographic makeup of your respondees to
make sure you are getting good representation for variables such as gender, race, and age.
For example, if a researcher finds that there are fewer African American males in the sam-
ple than in the population, then the researcher can “add” more African American responses
to the dataset by statistical weighting of the African American males who did respond.
Statistical weighting involves overcounting the returned surveys of the underrepre-
sented group. For example, if a researcher received only half as many surveys as desired
returned from African American males, then each of the returned surveys from this
group would be counted two times (100% =+ 50% = 2). If the sample represented only
80% of the population, then each returned survey from this group would be counted
1.25 times (100% + 80% = 1.25).

Stratified Random Sampling Stratified random sampling involves selecting research
participants based on their membership in a particular subgroup or stratum. The tech-
nique allows the sample to look more like the population in terms of mirroring the differ-
ent subgroups. Unlike simple random sampling, stratified random sampling involves
selecting research participants based on their membership in a stratum. Dividing the sam-
pling frame into strata (plural of stratum) allows the researcher to sample people propor-
tionately based on the size of each stratum. For example, according to the 2000 census,
3,694,820 people live in the city of Los Angeles and 1,719,073 (46.5%) are Hispanic or
Latino. In a stratified sample of 1,000 city residents, researchers would make sure that
465 of the 1,000 sample residents were Hispanic/Latino. Stratified sampling improves
the accuracy of the sample because it ensures that any differences between the strata are
controlled by making sure that each stratum is proportionately represented. Imagine a
presidential poll that sampled a larger number of voters from large cities than are actually
represented in the population. If big-city voters usually vote Democratic and rural voters
usually vote Republican, the sample would not accurately reflect the population, and
would overestimate the support for the Democratic candidate. Stratified sampling is one
tool to reduce selection bias—unintentional yet systematic differences between the peo-
ple in the sample and the people in the population. If one group is either overrepresented
or underrepresented in a sample, selection bias has occurred. If this group differs on the
variable of importance, the sample will not accurately reflect the larger population.

Systematic Sampling In systematic sampling, a researcher moves through the sam-
pling frame list and selects one out of every fixed number of entries. For example, if a
phone survey needs 400 respondents out of 10,000 people from a phone book or pur-
chased calling list, then in systematic sampling the researcher will pick every 25th person
(4% of 10,000 is 400). This is a form of random sampling, but because selection is based
on where one is in the list, not everyone has an equal chance of inclusion. For example, if
we randomly decide to start at the 10th person on the list, then the 11th through 34th peo-
ple will not be included, even though selection began with a random process. Exhibit 2.1
provides practice in systematic sampling.
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Selecting a Systematic Sample

Systematic sampling is a form of random sampling. We demonstrate this technigue using
the sampling frame from Figure 2.1. First, identify the number of people desired in your
sample (say, 8) and the number of people in your sampling frame (24). This means that
one out of every third person in the sampling frame will be in the study.

Using a random number table as before, select a two-digit number between 1 (01 in
the random number table) and 24. This is the first person in your sample. Since you need
every third person, move down the row of participants (then back up to the top), select-
ing every third person until you reach 8 people. For example, if the number from the
random table was 17, you would select the following people: 17, 20, 23, 26, 29, 2, 5.

Cluster Sampling Cluster sampling involves randomly selecting or assigning groups of
people, rather than individuals, based on membership in a group, geography, or some
other variable. For example, if a large metropolitan school district has 35 elementary
schools, you could assign students to receive a certain type of experimental instruction
based on their school. You could randomly select 15 schools to receive instruction in
English Language Arts (ELA) using the 6 + 1 Trait Writing program, while the other
schools would continue to teach ELA as they have been (standard program). One disad-
vantage of this approach appears in this example: if students within a certain school are
very different, it might be hard to detect differences in students between different schools
because of the variations in the schools. In other words, if the schools teaching 6 + 1
have parents with higher levels of education than parents at the schools teaching the stan-
dard program, any differences in writing performance may be due to parent-education
differences rather than differences in the writing program. The Your Turn box provides a
chance for you to try using a computer to select a sample.

: TURN \

Generating a Random Sample

A researcher rarely collects data from everyone in the sampling frame. Figure 2.2
shows how to randomly select participants from a sampling frame of size 31 using
SPSS. Enter the data shown on Figure 2.2 and randomly select your own partici-
pants using the technique described.

1. Open a data file in SPSS.

2. Under Data, select Select Cases.

3. Select Random Sample of Cases, click Sample.

4. Select either the proportion of cases or an exact number of cases.
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HOW: SELECTING A RESEARCH STRATEGY

After you have identified the group of people to participate in your study, and a method for
deciding how to include them in the study (sampling), you are ready to collect data. Hence,
the next decision you must make is what strategy you will use for collecting data. In this
section we discuss two parts of that question. First, where will the study take place (for
example, laboratory versus survey)? Second, how frequently will you collect data from
your participants (one time versus multiple times)? As with the who question, there is no
perfect solution or single correct answer for decisions about the how question. Rather,
answering this question involves weighing the costs and benefits of various strategies.

Experimental Research

Experimental research takes place in laboratory settings. An example is the Witvliet,
Ludwig, and VanderLaan (2001) study discussed earlier, which took place in a psychol-
ogy laboratory. The major advantage of the experimental study is the degree of control it
provides. In an experiment, every participant is exposed to the same environment—
including the characteristics of the room, the experimenters, and the instructions the par-
ticipants receive. The one aspect of the study that is not the same is the independent
variable, that is, the variable that is systematically controlled by the researcher to deter-
mine the effect of that variable. By systematically changing the independent variable and
holding all other variables constant, the researchers can be confident that any change in
the dependent variable—the outcome the researchers are measuring—is actually due to
the effect of the independent variable. Such control cuts down on random variation that
makes it difficult to interpret the results. Laughlin, VanderStoep, and Hollingshead (1991)
compared the problem-solving performance of four-person groups to the performance of
four single individuals. In this experiment, the dependent variable was problem-solving
performance. The independent variable was group size, and it had two levels: individual
versus group. The purpose of the experiment was to determine how group performance
compared to the best-performing individual working alone, the second-best-performing
individual working alone, the third-best working alone, and the fourth-best (worst) work-
ing alone. Because the study was an experiment, all of the participants attempted to solve
the same problems in the same setting under the same circumstances. This minimized the
effects of external factors that could affect problem-solving performance.

One important disadvantage of experimental studies is that the nature of the experi-
ment may be very unlike what people actually experience in the real world. In the
Laughlin et al. (1991) experiment, the problem-solving tasks the participants attempted
were artificial and unlike what people might actually do in everyday life. In this way,
what experiments gain in control they lose in mundane realism (described in Chapter 1).
So, although experimental studies benefit from exerting control, they suffer from being
conducted in artificial settings. Chapters 5 and 6 describe the advantages and disadvan-
tages of experiments in greater detail.

Descriptive and Correlational Research

Descriptive research is just what it sounds like: it describes the attitudes and behaviors
observed during the investigation. This approach to research is in many ways the converse
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: TURN \

Experimental Research

Identify the independent variable, the levels of the independent variable, and the
dependent variable from the abstract printed here:

This experiment assessed the emotional self-reports and physiology of justice out-
comes and forgiveness responses to a common crime, using a three Justice (retribu-
tive, restorative, no justice) X 2 Forgiveness (forgiveness, none) repeated-measures
design. Participants (27 males, 29 females) imagined their residence was burglar-
ized, followed by six counterbalanced justice-forgiveness outcomes. Imagery of
Jjustice—especially restorative—and forgiveness each reduced unforgiving motiva-
tions and negative emotion (anger, fear), and increased prosocial and positive
emotion (empathy, gratitude). Imagery of granting forgiveness (versus not) was
associated with less heart rate reactivity and better recovery; less negative emo-
tion expression at the brow (corrugator EMG), and less aroused expression at the
eye (lower orbicularis oculi EMG when justice was absent). When forgiveness was
not imagined, justice-physiology effects emerged.: signs of cardiovascular stress
(rate pressure products) were lower for retributive versus no justice; and sympa-
thetic nervous system [response] (skin conductance) was calmer for restorative
versus retributive justice.

Source: Witvliet, C. V. O., Worthington, E. L., Root, L. M., Sato, A. F,, Ludwig, T. E., & Exline, J. J.
(2008). Retributive justice, restorative justice, and forgiveness: An experimental psychophys-
iology analysis. Journal of Experimental Social Psychology, 44, 10-25. Reprinted with
permission.

- J

of experimental research with respect to advantages and disadvantages. Whereas experi-
mental research exhibits much control over the setting in which the participants’ behavior
is observed, descriptive research take place in natural, real-life settings. A common
descriptive research technique is naturalistic observation, which involves collecting
data where people are ordinarily found. For example, Hawkins, Pepler, and Craig (2001)
studied bullying among first- through sixth-grade students. To do this, they observed ele-
mentary school children involved in playground activities. They collected measures such
as the frequency of bullying, the amount of time bullying was done alone versus in the
presence of peers, and the types of interventions peers used to stop bullying. Such a study
allows authentic understanding of bullying in a particular, real-life context. The research-
ers would not have gained such a realistic assessment of bullying if they had pursued an
experimental approach to studying this issue.
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In this study of school bullies, the researchers did not create or monitor any indepen-
dent variables. Rather, they simply noted the behavior of the children on the playground
and constructed measures related to bullying and subsequent intervention. In general,
when deciding between experimental research and descriptive research, one must choose
between the benefit of control in experimental studies versus the benefit of realism in
field studies. Chapter 4 describes strategies for descriptive research and Chapter 5
describes strategies for experimental research in greater detail.

In terms of control, a quasi-experiment falls somewhere between naturalistic
observation and experimental research. A quasi-experiment involves conducting an
experiment, usually in a real-life setting, without the benefit of random assignment of
participants to conditions or other controls. Because quasi-experiments are usually done
in real-life settings rather than in laboratory settings, they are often considered not truly
experimental research, but rather correlational research, which involves identifying sta-
tistical relationships between two variables rather than causal relationships. Thus, while
the researchers have control over the independent variable in a quasi-experiment, they do
not have control over other factors in the environment. An example of a quasi-experiment
is a study on the effects of noise on female residence halls conducted by Cheuk Ng (2000).
The independent variable in this study was how close dorm residents lived to a noisy con-
struction site. The results of the study showed that those living closer to the noise had
higher rates of sleeplessness, speaking louder, and keeping windows closed. A quasi-
experiment involves some control in that the independent variable is monitored by the
researcher. However, it occurs in a naturalistic setting and the experimenter may not have
control over when the independent variable occurs. In this way, a quasi-experiment falls
between an experimental study and a naturalistic observation. Chapter 6 describes quasi-
experimental designs in detail.

Survey Research

Surveys provide the advantage of sampling a large group of randomly selected people to
measure their attitudes and behaviors. For a relatively low cost in time and money, a
researcher can collect self-reported attitudes and behaviors about virtually any social
issue. Furthermore, with the data analysis training provided in this book or in a more
comprehensive data analysis class, even undergraduate students can download survey
data or perform analyses right at the websites of major survey organizations, such as the
University of Michigan’s Institute for Social Research, the National Opinion Research
Center, or the U.S. Census Bureau. This means that researchers may not need to collect
original survey data; rather, they can perform secondary data analyses—data analysis
on previously collected data—as part of their investigations. If researchers do indeed con-
struct and administer their own surveys, they have several options for administering them.
Like most decisions regarding research designs, each option has both advantages and dis-
advantages. We describe these options in detail in Chapter 4.

Researchers who design and administer their own surveys should use the techniques
for randomly selecting participants described earlier in this chapter. After a sample has
been selected, the researcher must make a decision about how to gather the data. The
most common survey methods are telephone surveys, mail surveys, email surveys, and
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face-to-face interviews. Telephone surveys produce a relatively high response rate, but
there is some risk of selection bias regarding those without land lines or those who have
caller ID and screen calls. Mail surveys are inexpensive and efficient, but are even more
likely to suffer from low response rates or non-response bias than phone surveys. Email
surveys are even less expensive, but have a sampling bias toward those with greater com-
puter access. Face-to-face interviews produce the highest response rates, but are the cost-
liest in money and researchers’ time. As with most decisions regarding research, each
technique has advantages and disadvantages. In Chapter 4 we provide more details about
the administration of these different techniques.

In field research and in survey research, most investigations involve studying correla-
tions. A correlation is a statistical measure of association between two variables. The
measure of association that is used to assess the association between variables is called
the correlation coefficient. A correlation coefficient has both a direction and a magni-
tude. The direction can either be positive or negative. A positive correlation indicates that
high scores on one variable co-occur with high scores on another variable in the study. An
example is the relationship between shoe size and height. In general, people who wear
large shoes tend to be taller, and those who wear small shoes tend to be shorter. A nega-
tive correlation indicates that high scores on one measure co-occur with low scores on
another variable in the study. For example, Christine Smith and Irene Frieze (2003)
sought to develop a scale that would measure rape empathy—understanding of the per-
spective of a victim of sexual assault. They developed an 18-question scale, and found a
negative relationship between participants’ scores on victim empathy and beliefs about
victim responsibility. In other words, participants who were high on victim empathy
tended to believe that a victim was not responsible for the crime. Throughout this book,
we make frequent references to positive and negative correlations, and in Chapter 4 we
show you how to compute the humerical values of correlation coefficients.

Types of Designs

Now that we have answered the first part of the how question—the type of study design—
we are now ready to answer the second question: the frequency of data collection.
Whereas the first question concerns the settings for data collection, this section talks
about the different setups available for data collection.

One-Shot Design The most common research design is the one-shot design—one group
of participants is studied only one time. This can be done with surveys, experiments, or
field studies. An example of a one-shot longitudinal study, conducted by Mary Inman and
colleagues (Inman, McDonald, & Ruch, 2004), asked participants to complete a creativ-
ity test; participants then were given one of three randomly assigned feedbacks about
their creativity. In other words, the independent variable was type of feedback, and it had
three levels. One-third of the participants were in the failure condition and were told:

The test revealed that you consistently gave uncreative answers. That is, in terms of
other college students who have taken this test, your score fell in the 20th percentile on
the scale (where low scores = very uncreative, high scores = very creative).... [Y]our



The Who, How, and Why of Research 39

score indicates that you gave uncreative, original (common) answers. That is, your
answers were very consistent with the people who have taken this test before.

One-third of the participants were in the success condition and were told:

The test revealed that you consistently gave creative answers. That is, in terms of other
college students who have taken this test, your score fell in the 80th percentile on the
scale (where low scores = very uncreative, high scores = very creative). . . . [Y]our score
indicates that you gave creative, unique answers. That is, your answers were novel, very
rarely similar to those offered by people who have taken this test before.

The final third of the participants were in the ambiguous condition and were told:

The test revealed that you frequently bounced across the scale. Sometimes you gave
unique and creative answers, other times you gave common and uncreative answers. . . .
Sometimes your score fell around the 20th percentile on the scale . . . other times your
score fell around the 80th percentile. In short, the test strongly predicts that for any
given problem, you may be creative or uncreative and there are no systematic predictors
determining when you will be one or the other.

(The information students received was false, and thus this procedure involves the deli-
cate ethical issue of deception, discussed in Chapter 1.)

The dependent variable was the participants’ emotional reactions after they received
the feedback. As hypothesized, those in the failure condition had the most negative reac-
tions and those in the success condition had the most positive reactions.

This study is characterized as a one-shot study because the researcher collected data
from one group of participants only one time. The advantage of this design, which is
clearly the most common approach in both experimental and correlational research, is its
efficiency and the low cost in time and resources needed to conduct the study. The
researcher has to access the participants only one time (through a survey, experimental
session, or observation). There is no need to follow the participants over time and con-
duct the experiment or survey again.

As mentioned earlier in this section, with respect to type of study design, the advan-
tages and disadvantages of a one-shot design are inverses of each other. One-shot designs
do not allow comparisons of age differences, nor does this design allow researchers to
track participants over time. In the Inman et al. (2004) study, for example, she found that
those in the negative condition had more negative reactions immediately following the
feedback they received. With a one-shot design, there is no way of knowing how long-
standing such negative emotions might be. To answer this question, other approaches are
required.

Longitudinal Design A longitudinal design studies the same people over multiple data-
collection periods. The advantage of a longitudinal study is that the true effects of time or
your intervention can be assessed through changes observed in the sample. A researcher
who is studying drug treatment can monitor changes over time to assess the effectiveness
of a drug therapy. Without the ability to follow the same people over time, it is difficult to
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make claims about a drug’s effectiveness. A disadvantage of the longitudinal study is
demonstrated by a study by Angie Fagerlin, Jennifer Feenstra, and me (VanderStoep,
Fagerlin, & Feenstra, 2000). We studied a group of introductory psychology students, at
the end of the course, to determine what they remembered. We then tracked down those
same students two years later to ask them again what they remembered. We found that
the percentage of course-relevant concepts that students remembered (as opposed to non-
course material, such as stories or anecdotes) dropped significantly over the two-year
period. Testing the same students at both time intervals made it possible to make infer-
ences about the deterioration of students’ memory over a two-year period following a
college course. However, the disadvantage is that the researchers had difficulty tracking
down the former students two years later, and many of those students did not complete
the questionnaire they were sent. The dropping out of participants over time in a longitu-
dinal study is known as attrition.

A larger and better-known longitudinal study that spans a much longer time period is
the Framingham Heart Study (www.framingham.com/heart). Concerned about the rapid
rise of cardiovascular disease, in 1948 the U.S. Public Health Service commissioned a
study in Framingham, Massachusetts. The first cohort of participants consisted of 5,209
healthy residents aged 30 to 60. The study of the next generation of participants (5,124
children of the original study participants) was commissioned in 1971. The Framingham
Heart Study has been the basis of more than 1,000 scientific papers, and is responsible for
groundbreaking findings related to the relationship between behavior and disease. In fact,
the term risk factor was coined in the Framingham study. What makes the Framingham
study a longitudinal study is the fact that data were collected from the same people over
repeated samplings. In this study, researchers collected data from participants every two
to four years; participants were given extensive medical exams and underwent behavioral
assessments.

An advantage of the longitudinal study is that, by using the same people over time,
one can be quite confident that the independent variable is at least partly causal on the
dependent variable (although without an actual experiment there is always some poten-
tial for other causal explanations). For example, the Framingham study was the first to
discover that blood pressure and cholesterol were predictive of heart disease. Because
heart disease takes years to develop, it would have been more efficient to study a group
of 20-year-olds, a group of 40-year-olds, and a group of 60-year-olds. (This would be a
cross-sectional study, discussed later in this chapter.) Studying people of different ages
allows the study to be completed more quickly. If your organization is pressed for time
and needs results immediately, the one-shot study (or cross-sectional study, discussed
next) is probably the best alternative. However, if your organization can lay the ground-
work for a long-term study that others can carry forward, a longitudinal study is pre-
ferred. One advantage of the longitudinal study is that it is less likely to be victim of
cohort effects. A cohort effect arises when the finding that is thought to be due to the
independent variable is in fact due to some generational differences in the sample. In
the example of heart disease and cholesterol, it may be that 60-year-olds (raised in a
different generation) had different life experiences that caused them to have both higher
cholesterol and more heart disease. By studying the same group over time in a longitudinal
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study, researchers can gain more confidence that the changes that occur over time are not
due to cohort effects.

A disadvantage of the longitudinal design is its immense cost in terms of time and
money. Most organizations are unable to fund or sustain such a long-term research
endeavor. Another disadvantage is the long time required to yield any results. Most
organizations or researchers want their results right away. These researchers or
these organizations simply cannot wait many years for a longitudinal study to yield
research results.

Cross-Sectional Design A cross-sectional design studies several different groups of
people of different ages to compare whether age differences exist in the behavior or atti-
tude being studied. An example of a cross-sectional study is one by Lorna Jarvis and her
colleagues (Jarvis, Merriman, Barnett, Hanba, & VanHaitsma, 2004). They studied two-
and four-year-olds’ understanding of novel words. Previous research had shown that pre-
school children, when confronted with a novel word that sounds like a familiar word, will
think that the novel word is a novel object. For example, if asked what a “japple” is and
given a choice between a picture of an apple and a picture of a pencil, they will pick the
pencil. Jarvis and her colleagues attempted to extend these findings to different ages.
They hypothesized that very young children (two-year-olds) would think that a japple is
an apple more often than older children (four-year-olds), who would think that a japple
is something other than an apple. Consistent with their hypothesis, the researchers found
that two-year-olds thought a japple was an apple 44% of the time and four-year-olds
thought a japple was an apple only 15% of the time.

An advantage of a cross-sectional design is that it is the most efficient way to iden-
tify the age at which certain social and psychological factors occur. The Jarvis study
demonstrated that two-year-olds focus on phonological similarity. That is, a two-year-
old might think, “japple sounds like apple, so a japple must be a kind of an apple.”
Sometime between two and four years of age, though, children stop paying attention to
such sound similarity. That is, a four-year-old might think, “I know what an apple is, so
a japple must be something else.” Cross-sectional studies allow the discovery of such
changes.

One disadvantage of a cross-sectional study appears when differences between the
age groups exist not because of maturation but because of cohort effects. For example,
imagine a researcher is interested in determining whether reaction times decrease as
people age. To answer this question, a researcher could employ a cross-sectional study
in which 20-year-olds, 50-year-olds, and 80-year-olds have their reaction time mea-
sured by executing keystrokes on a computer. The researcher will likely find that the
20-year-olds show faster reaction time than the 80-year-olds (with 50-year-olds in
the middle). However, the youngest group is likely more familiar with computers
because of generational differences (familiarity with computers being the cohort effect);
thus, such a task is not an appropriate way to measure reaction time. Such cohort effects
are more often a problem when the age differences between the groups are large. It is
unlikely that cohort effects would be present with age differences as small as those in
the Jarvis study.
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Repeated Independent Samples Design Studies using a repeated independent sam-
ples design investigate a different sample of people over repeated trials to track changes
in behaviors or attitudes. Because it is costly and the attrition is high in longitudinal
designs, it is often better to employ the repeated samples type of design, so that the
researchers can track changes over time but do not have to worry about tracking the same
people each sampling period. A nationally known repeated independent samples design
is the Monitoring the Future project at the University of Michigan. This study shows that
alcohol use by twelfth-graders dropped from near 90% in the early 1990s to 72% in 2007
(Figure 2.3).

One advantage of a repeated samples design is that you can get a type of longitudinal
data without keeping track of all the original research participants. A repeated samples
design can track trends over time without the risk of attrition. Conversely, one disadvantage
of the repeated samples design is that it does not track the same people over time. For
example, the Monitoring the Future study studies eighth-, tenth-, and twelfth-graders, but it
does not have data on how drug and alcohol use changes as these students become adults.

Table 2.2 displays the advantages and disadvantages of these designs. Researchers
should pick a research design based on the needs of the study and the resource limitations
they must work under. For example, it would often be desirable to initiate a longitudinal
study, but limits on time and money make this difficult. Read the Your Turn box to explore
ways in which a particular topic can be studied with multiple methods.

Alcohol Use Among 12-Grade American Students
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Benefits and Drawbacks of Various Research Designs

Repeated
Independent
One-Shot Longitudinal  Cross-Sectional Samples
Advantages Efficient; get Track changes  Obtain age Longitudinal effects
results fast over time differences without without having to
waiting for longitu- wait
dinal results
Disadvantages Cannot assess ~ Time; money;  Possible cohort Narrow age
long-term attrition of effects range; cannot
effects participants over discern participants’
time changes over time

: TURN \

Types of Designs

Consider the research topic of the relationship between extracurricular activities
and school achievement. Identify how this topic could be studied with a longitu-
dinal design, a cross-sectional design, and a repeated independent samples
design.

- J

WHY: DOING RESEARCH THAT MAKES A DIFFERENCE

Now that you have answered the who question and the how question, you must finally
answer the why question. You can think of the why question as the “so what” question.
This final step involves identifying why your research is important to other researchers
or to practitioners in the field. In this section we describe two ways to express the impor-
tance and meaning of research. The first way applies mostly to basic research and the sec-
ond applies mostly to applied research, although some overlap is possible.

Basic Research: Inform Future Research

One way in which basic research shows its importance and meaning is that it adequately
tests the hypothesis in question. A developmental psychologist who is interested in the
age at which children develop understanding of the passive voice will want to collect data
that tests passive-voice comprehension of children of different ages. Simply identifying
when children learn the passive voice helps the researcher (and others researchers) learn
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more about this topic. A second way in which basic researchers justify basic research is
by contributing to the larger body of research knowledge. In our roles as professors, we
have reviewed hundreds of undergraduate research papers. Many of them are potentially
intriguing stand-alone investigations. However, most of these proposed studies do not fit
into a larger theoretical framework through which other researchers can better understand
the topic under investigation. In other words, these studies fail to answer the question
“who cares?” One way to help answer that question is to read the previous literature more
carefully. The findings of a current study must be interpreted in light of those previous
findings, and the present study should suggest directions for future research.

The lesson is this: This problem can be avoided if you first ask yourself the question
that a reviewer will ask: “Why should I be interested in this topic?” If you cannot think of
a good theoretical or practical answer to this question, the study is not worth doing.

Applied Research: Inform Policy and Planning

Applied researchers (see Chapter 1), especially those doing research for specific organiza-
tions, ask a slightly different “who cares” question. An organization must be sure, prior to
conducting or commissioning the research, that the results will be important to the organi-
zation. The best research actually helps to solve a real-life problem. Far too often the
results of these studies go largely unused by organizations. When | (author VanderStoep)
was the director of a social research center, one way | would help organizations solve this
problem was to have specific organizations respond to the following scenario(s):

Imagine that the study turned out exactly how you expected it. In other words, the
results were as you intuitively believed they would be (call this Outcome A). Now imag-
ine that the study turns out exactly the opposite of what you expected. In a phone sur-
vey, for example, the subgroup of people you thought would strongly agree with certain
survey questions in fact strongly disagreed, and vice versa (call this Outcome B). Given
these two potential outcomes of the study, how would the organization respond differ-
ently to Outcome A than to Outcome B?

If the members of the organization cannot articulate how organizational decision making
would be different under Outcome A than under Outcome B, chances are the organiza-
tion will not be well served by conducting a research study. Rather, the organization
should do some more planning about its mission and vision first. Then, when they feel
like they have developed their strategic thinking enough to benefit from a research study,
the leaders should revisit the possibility of conducting a research study. The lesson for
applied researchers is this: Sometimes the best research study is the one that is delayed.
Research is costly and time-consuming, so the decision to conduct research should be
made cautiously.

SUMMARY

Selecting a sample (who), deciding on a data-collection and research-design strategy
(how), and knowing why the proposed study will be important (why) provide the essen-
tial foundation for moving forward with any research project. If you have learned one
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thing from this chapter, we hope it is this: There are many research options, and none of
them is perfect. Each decision about research strategy brings with it both advantages and
disadvantages. The task of the researcher is to identify which technique will maximize
the advantages and minimize the disadvantages for the particular research problem and

target population.

We are now ready to move forward to discuss the details of quantitative and qua-
litative designs. We begin with quantitative strategies. The next four chapters describe
how to conduct various quantitative studies and potential advantages and disadvantages

of these studies.

KEY TERMS

attrition

cluster sampling
cohort effects
convenience sampling
correlation
correlation coefficient
correlational research
cross-sectional design
dependent variable
descriptive research
generalizability
independent variable
longitudinal design
margin of error
naturalistic observation
non-random sample
one-shot design

population
quasi-experiment

random sample

repeated independent samples design
representative sample
response bias

sample

sampling frame

secondary data analyses
selection bias

simple random sampling
snowball sampling
statistical weighting
stratified random sampling
stratum

systematic sampling






QUANTITATIVE
RESEARCH:
MEASUREMENT AND
DATA COLLECTION

LEARNING OBJECTIVES

Identify types of data that researchers collect and the appropriate type for a par-
ticular research question.

Understand what constitutes an effective and high-quality measure.

Identify the various strategies for collecting data, and be able to match the
collection strategy to a particular research question.

To conduct good research, it isvital to construct meaningful variables and to measure the
variables properly. In this chapter we describe the measurement of variables as a three-
step process. First, a researcher must turn abstract concepts into measurable events. We
show the different types of variables and the properties of each of those types. Second, a
researcher must determine that a measure is of high quality. We show the criteria by
which the quality of measuresis determined. Third, aresearcher must gather theinforma-
tion from the potential participants in the study. We describe different techniques for
accomplishing this task.
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MEASUREMENT: TURNING ABSTRACTIONS INTO VARIABLES

Thefirst step in data collection is to figure out how to measure what you are interested in
studying. This is easy for physical measurements such as weight and height, but harder
for conceptsin social science. Social science research involves abstract concepts. aggres-
sion, achievement, attraction, and so on. A social science researcher must move from an
abstract concept to one that can be measured. She does this by creating variables. A vari-
ableisaconstruct that can take on two or more distinct values. A collection of variables
from a sample make up what researchers call data. [Note: Datais a plural noun, so you
will see statements such as“dataare” in thistext.]

Researchers use an operational definition to capture the meaning of the abstract
concept they are trying to measure. Specifically, an operational definition defines how a
variable will be measured or assessed. Some operational definitions are straightforward,
such as gender, year in school, or college major. Others variables are more difficult to
define, such as aggression. One possible operational definition of aggression might be
“physical or verba behavior intended to cause harm” (Myers, 2008, p. 345). However,
some people might have a different definition of aggression, such as*an intentional phys-
ical or verbal act toward another person that actually does cause harm.” Because there
can be different definitionsfor the same variable, it isimportant for researchersto be clear
about the operational definitions they are using.

In the following sections we describe different kinds of variables. Each variable can
be analyzed in different ways, some of which we will describe in this chapter and others
in Chapters 4 through 6. Researchers need to anticipate what type of analysis they will
use before they select the variable in the study. In this section we discuss four types of
variables/data that socia scientists collect. Table 3.1 summarizes the characteristics of
these four different types.

Nominal Data

Nominal data divide responses into two or more distinct categories. In nominal data,
each response is assigned to only one category, and thus responses differ only in kind, not
in degree or amount. Measurement usually refersto dependent variables, but independent
variables can also be classified according to these four types. Independent variables are
often nominal data, especially in experimental designs (Chapters 5 and 6). For example,
male/femal e, treatment group/placebo group, and first-year/senior are examples of nomi-
nal independent variables. Another nominal variable would be responses to the question:
“For whom did you vote in the 2008 presidential election?’” The two main response alter-
natives would be Obama or McCain.

Onceyou collect your nomina data, you need to represent it in atabular or visual form.
A common way to display nominal dataiswith afrequency distribution, which shows how
often the different possible values of the variable were selected. For example, Table 3.2a
showsthe voting percentagesin the 2004 presidential election. Another way to display nom-
inal dataiswith across-tabulation. Cross-tabulation isamethod to show how the responses
of onenominal variable relate to the responses of another nominal. For example, Table 3.2b
shows the results of the 2004 presidential election for different racia/ethnic groups. The
Your Turn box gives you an opportunity to perform a cross-tabulation on nominal data.
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Types of Data
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Measurement
Scale Definition
Nominal/ Discrete response

Category alternatives

Ordinal Response
alternatives
increasing/
decreasing in value

(ordered responses)

Interval Response alterna-
tives increasing/de-
creasing in equal

increments

Measure contains
an absolute zero

Ratio

Logical Property

A#B

A>B>C

A > B > C where the
distance between A and
B is the same as between
B and C

If A = 2B, then B actually

Example

Did you vote in the last presi-
dential election? (Yes, No)

What is your highest level of
education? (Less than high
school, high school graduate,
some college, college gradu-
ate); in what place did a runner
finish a race?

Achievement test such as ACT

Physical measurements;

possesses half the quantity agricultural production
as A (and A contains two measures
times the quantity as B)

Frequency Distribution of Nominal Data (One Variable)

2004 Election Results Percentage
Voted for Bush 51%
Voted for Kerry 48%

Cross-Tabulation of Nominal Data (Two Variables)

2004 Election Results by African

Demographic Group White American Latino Asian
Voted for Bush 58% 1% 44% 44%
Voted for Kerry 41% 88% 53% 56%

Source: CNN exit poll.
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TURN \

Your Turn: Nominal Data

This exercise involves producing a cross-tabulation. The data show college stu-
dents’ beverage preferences (beer, wine, or nonalcoholic) for men and women.
Follow the steps here to enter the data in SPSS and produce a cross-tabulation of
gender and drink preference.

Gender (M = male, F = female) Preference
beer
wine
beer
beer
na
wine
beer
wine
na
na
na
beer
wine
beer
beer
wine
beer
na
beer
wine
wine
beer
na
beer
wine
wine
wine
beer
na
na
wine

mmmmmmm 2L EREER
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wine
na

na

beer
beer
wine
na

beer
wine
beer
na

beer
wine
wine
beer
na

beer

M T M M T T T T M T T T M T T T M

-

. Open SPSS; select Type in data. Select Variable View at the bottom left of the

screen.

2. Create two variables. Under Name, call one variable gender and the other one
pref. Under Type, make the gender variable a String variable and make pref a
Numeric variable.

3. Conduct a cross-tabulation in SPSS by selecting Analysis/Descriptive Statistics/
Crosstabs.

4. Select gender to go in the Row box and pref to go in the Column box and
click OK.

5. Using a calculator, indicate the percentage of men who preferred beer and

the percentage of women who preferred wine.

You can also do this without the calculator by selecting either Row Percentages or
Column Percentages from the Cells option in SPSS. Try both (one at a time) and
see if you can determine which one gives you the correct answer for Step 3. The
output you should get from Step 3 is as follows.

PREF Total
Beer Na Wine
GENDER F 8 7 9 24
M 11 6 7 24
Total 19 13 16 48
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Ordinal Data

Whereas nominal data recognize differencesin the kind of response alternatives, ordinal
data make a further distinction by quantity of response aternatives. Ordina variables
show numerical differences between response aternatives. Consider the following
response alternatives to the question, “What is your highest level of education?’: (1) less
than high school, (2) high school graduate, (3) some college, (4) college graduate,
(5) beyond college. These response alternatives show increasing amounts of schooling
and are an example of ordinal data. As Table 3.1 indicates, the comparison is no longer
simply A # B, but rather A < B. The word ordinal refers to the ordering of responses,
such as from smallest to largest, hottest to coldest, or highest intelligence to lowest
intelligence.

Ordinal data are often summarized in the same fashion as nominal data, specifically
with frequencies and percentages of each response aternative. Table 3.3a shows ordinal
data on educational attainment from a survey of South Dakota residents. In addition,
ordinal data can be cross-tabulated with another variable. Table 3.3b shows the educa
tion variable cross-tabulated with respondents’ gender. The Your Turn box shows how to
tabulate ordinal data from an existing data source, in this case a large national database
called the Genera Socia Survey.

Frequency Distribution of Ordinal Data

From the State Less than High High School College Graduate
of South Dakota School Graduate Some College or Beyond
Frequency 581 2021 1742 1783

Percentage 7.9% 33.0% 29.7% 29.2%

Cross-Tabulation of Ordinal Data with a Nominal Variable

From the State Less than High  High School College Graduate
of South Dakota School Graduate Some College or Beyond

Male 8.9% 34.1% 27.4% 29.5%

Female 7.0% 32.0% 31.9% 29.0%

Source: Behavioral Risk Factor Survey (www.cdc.gov/brfss).
Note: Frequencies were determined by multiplying the percentages by the total sample size reported on the
Centers for Disease Control website.
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: TURN \

Ordinal Data

The General Social Survey is conducted each year by the National Opinion Research
Center (NORC). The NORC website contains an interactive data analysis tool that
allows production of frequencies and cross-tabulations.

1. Go to the following website: http://www.norc.org/GSS+Website/

2. Click the Data Analysis tab, then click the plus sign next to the phrase NORC
Public Use Data Catalog. Then click the plus sign next to GSS. Then click the
icon next to the phrase General Social Surveys, 1972-2006.

3. Near the top of the page, you will see a tab entitled Browse GSS Variables.
Click on this tab and then select Subject Index. You can select any variable you
want. As a demonstration, we selected the letter P, then Political, then Political
ideology. There are three questions under political ideology, and we selected
THINK OF SELF AS LIBERAL OR CONSERVATIVE.

4. This will display the following distribution:
EXTREMELY LIBERAL 2.6%
LIBERAL 11.2%
SLIGHTLY LIBERAL 13.0%
MODERATE 38.7%
SLIGHTLY CONSERVATIVE 16.6%
CONSERVATIVE 14.8%
EXTREMELY CONSERVATIVE 3.1%
5. Using this technique, create a frequency distribution for the question
“MARRIED PEOPLE HAPPIER THAN UNMARRIED," which is found under M and
then Marriage.

- J

Interval Data

Interval data are similar to ordinal data in that both reflect increases in quantity. With
interval data, however, the quantity between the different responses of the variableisthe
same. A good example of an interval variable is grade point average. The difference
between 2.50 and 3.00 is considered to be the same mathematical difference as that
between 3.00 and 3.50. Most other achievement measures are considered interval data as
well. Thus, the mathematical distance between a 24 and a 26 on the ACT is the same as
the mathematical distance between a 26 and a 28.

Another example from athletics illustrates how ordinal and interval data are differ-
ent. Imagine a cross-country race with 50 participants. Ordinal data would be the place



54 Research Methods for Everyday Life

in which the runners finished. We know that first place is faster than second place, but
we do not know if the distance between first and second place is the same as the distance
between second place and third place, and so on. So, order of finish is, as the name
implies, an ordinal variable, but the actual finish times would be interval data

A very popular type of scalein the social sciencesisthe Likert scale. A Likert scale
is atype of response aternative in which participants indicate their degree of agreement
with a stated attitude or judgment. An example would be: “ A marriage between two peo-
ple of the same gender should be legal.” The Likert-scale response alternatives could be:
strongly agree, agree, neutral, disagree, and strongly disagree.® Strictly speaking, Likert
scalesare ordinal. However, researchersusually treat Likert scales asinterval becauseitis
assumed that the distances between the scale values are equal; thisis how we discussthem
in this section. Interval data can be displayed using a scatterplot. A scatter plot isaway to
graphically represent the relationship between two variables, and is commonly used with
interval data. The Your Turn box gives you an opportunity to create a scatterplot. Interval
data are analyzed using a correlation coefficient, which we discuss in Chapter 4.

: TURN \

Interval Data

If you have data from two variables measured on an interval scale, you can plot
the values from those variables on a scatterplot using SPSS.

1. Type in the data shown here (Note: Save this dataset for the next Your Turn
box as well):

Grade Selfconf
3.3 6.5
3.7 6.5
3.3 40
3.0 40
2.7 2.5
4.0 6.0
4.0 7.0
3.3 5.3
2.3 3.3
40 5.3
3.7 6.3

1 Not all scales are Likert scales. A specific procedure is used to create a Likert scale, which we do not
describe here (see Shaughnessy, Zechmeister, & Zechmeister, 2006).
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2.8
6.0
6.5
33
4.5
6.2
6.6
5.0
43

. These are data from a class called “Science and Technology for Everyday Life.”

The first variable is final grade (on a 4-point scale) and the second variable is
students’ mean score on a five-item self-confidence index. Name the first vari-
able grade and the second variable selfconf. Make them both numeric variables

(under Type).

. Select Graphs/Scatter.

. Select Simple, and click Define.
. Put grade in the Y axis field and selfconf in the X axis field.

something resembling Figure 3.1.

— Lintitiedd - P55 Data Editor

You should get

33

SIR[8] 8] =] ] £18] A 7ir] HGI 3[0]

1. pade

13| 400
14 400
18] 230
16| 230
17] 330
18] i3
15 o0
20, 300

400
400
330
230

0] 40|
1 3
12| 170

6.00]
7.00]
530
330
530
B30
280
500
650
330
450
620
A 60
500
430

prade I seliconl l var ] ar [ A [ il I vl I Al I ar ar
130 6.50
E 370 650/ |
330 400
[ 300 4.00] ; ;
270 250/ M Sinple Scatter plot

= Tl Chapter 3- M

Simple scatterplot screen in SPSS




56  Research Methods for Everyday Life

Clicking OK will produce a scatterplot that looks like Figure 3.2.

4.5

4.0 H u] u] u] u]

3.5 1

Grade
w
o

1
o
o
o

2.5 1

2.0 1

1.5

2 3 4 5 6 7 8
Selfcone

Simple scatterplot

Each dot represents the two scores for one student. This figure shows that the
dots are concentrated in the lower left and the upper right of the scatterplot.
This pattern indicates a positive correlation: low scores on one variable occur
with low scores on the other variable (lower left of scatterplot), and high scores
on one variable occur with high scores on the other variable (upper left of scat-
terplot). A negative correlation would have a scatterplot that moves from the
upper left to the lower right. We describe computation of correlation coeffi-
cients in greater detail in Chapter 4. For now, we hope showing you how to pro-
duce and interpret a scatterplot will give you a better understanding of how
researchers use interval data.

We can also use interval data to compare scores across different groups. The data
from the next Your Turn box address the question of whether men and women differ in
self-confidence. This exercise demonstrates how to create a bar graph to display the dif-
ferences between the two groups.
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TURN \

Mean Differences with Interval Data

This exercise uses the data from the previous Your Turn box to create a bar graph.
We have added a third variable, gender, so that we can compare males and females

on the self-confidence measure.

1. Enter another variable called gender and place it in the third column with the
following values:
Male

Male

Male

Female

Female

Male

Male

Female

Female

Female

Male

Female

Female

Female

Male

Male

Female

Female

Male

Male

Under Graphs, select Bar.

Select Simple as the type of graph and click Define.
Under Bars Represent, select Other Summary Function.

Select the variable selfconf as the variable to go in the top variable box.

o v M W N

Put the variable gender in the Category Axis variable box. Your screen should
look like the one in Figure 3.3.
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Creating a bar graph in SPSS

7. Click OK. These steps should produce a bar graph.

8. What conclusion do you draw from these data?

- J

Ratio Data

Ratio data are set apart from ordinal (increasing order) and interval (equal spacing) data
by having the additional property of an absolute lower value that corresponds to the
absence of the measure. In other words, ratio data have an absolute zero. Physical mea
surements are often ratio data. For example, consider an agricultural research study that
has fruit production as the dependent variable. A plant that produces zero pieces of fruit
would receive a score of zero—the absence of that entity. Such data are not as common
in the social sciences asthey are in the physical or biological sciences.

Ratio data, as the name implies, allow numerical valuesto be placed in ratios. In our
agricultural example, if Plot A produced an average of 40 pieces of fruit and Plot B pro-
duced an average of 20 pieces of fruit, we could claim that Plot A produced two times as
many pieces of fruit asPlot B (a2:1 ratio). We could not make a similar claim with inter-
val data. For example, if Student A rated himself a“1” on a seven-point self-confidence
scale (interval measure) and Student B rated herself a“7” on the same scale, we could not



Quantitative Research: Measurement and Data Collection 59

claim that Student B is seven times as self-confident. Nor could we claim that the lowest
score on self-confidence implies the complete absence of self-confidence.

Now that you have an understanding of the different measurement scales that can be
created, we will turn to adiscussion of the criteria researchers use to determine that their
measures are of high quality.

CHARACTERISTICS OF GOOD MEASURES

Quantitative social science research involves creating measures of behaviors, thoughts, or
attitudes. This involves assigning numeric values to these constructs. Some measures
(speed, distance) areinherently quantitative. Other measures may not beinherently quanti-
tative. For example, depression may not be an inherently quantitative construct, but
researchers could create measures of depression that make it a quantitative construct. In
the case of depression, acommon assessment is done with the Beck Depression Inventory.
Patients complete a 21-item questionnaire to determine if they have symptoms of depres-
sion. If apatient has a score above 30, heis considered to suffer from * severe depression”
(Beck, Ward, Mendelson, Mock, & Erbaugh, 1961).

It is not enough simply to create a numeric measure. The measure must be truthful—
it must accurately reflect the construct. If researchers create a measure of intelligence,
they must be sure that this measure actually reflects intelligence. They must also create a
measure that is consistent—it must yield the same results across time, circumstances, and
groups of people. Creating atruthful (valid) and consistent (reliable) quantitative measure
isthe focus of the next subsections.

Validity

Validity is about truthfulness. A measure shows validity if it actually measures what it
claims (or isintended) to measure. To illustrate, consider a study by Good, Aronson, and
Inzlicht (2003). They developed an intervention designed to improve female, minority,
and low-income students’ mathematics achievement. The intervention was a mentoring
program in which college students encouraged the young people in this study to view
intelligence as changeable rather than fixed and to attribute academic difficulties to the
novelty of the educational environment rather than to personal inadequacies. The results
showed that the middle-school students who took part in the mentoring program showed
significant improvement on a standardized mathematics achievement test. This study
made an important contribution to understanding how to improve mathematics achieve-
ment among groups that have traditionally not done well in math.

The results of this study would have been meaningless without valid measures. The
key measure in this study was mathematics achievement, and these researchers needed to
show that their measure of mathematics achievement indeed measured that construct. We
will describe different types of validity and how it can be established.

Content Validity Content validity refers to the extent to which the items or behaviors
fully represent the concept being measured. A straightforward example of thisis ateacher
who is preparing an examination for a class on research methods that uses thistext. If the
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test covers the first three chapters of this book, the professor will have a test with high
content validity if the questions on the test adequately cover concepts from those three
chapters. The test will have low content validity if it fails to cover adequately the impor-
tant information from these chapters, or if the test covers material that is not included in
the first three chapters.

You can determine content validity by asking an expert or group of expertsto review
your instrument. Glenn Gamst and his colleagues (Gamst et al., 2004) constructed the
Cdlifornia Brief Multicultural Competence Scale (CBMCS). This instrument consisted
of 21 self-report items measuring components such as multicultural knowledge, aware-
ness of cultura barriers, and sensitivity to multicultural consumers. To establish con-
tent validity, the researchers asked a panel of experts to review the items and to judge
the extent to which the items in the instrument sufficiently measured multicultural
competence.

Construct Validity Construct validity refers to the extent to which the measure is on
target to measure the construct being studied. An example isintelligence. An intelligence
test has high construct validity if the scores on the test actually measure what the research-
ers believe is “intelligence.” In other words, if those who get high scores on an intelli-
gencetest are recognized as“smart,” then theintelligence test has high construct validity.
Construct vaidity isdlightly different from content validity. Content validity is concerned
with whether the instrument is broad enough to capture the concept being measured. An
intelligence test might have good construct validity if “smart” people scored high on the
test, but the same test might not have extremely high content validity if it measured only
some aspects of intelligence and ignored others. “ Smart” people would still score high on
the test (construct validity), but certain aspects of intelligence would not be considered
(content validity).

There are two ways to determine construct validity. Oneis by evaluating conver gent
validity, which is the extent to which other measures of the same behavior are similar to
your measure. For example, suppose we give the (hypothetical) Vander Stoep-Johnston
Test of Intelligence (VJTI) to a group of fifth-grade students. Our test will be high in
construct validity if our test is similar to another test that has construct validity, such the
Wechdler Intelligence Scale for Children, 4th edition (WISC-IV). If the students’ scores
on the VJTI and their scores on the WISC-IV are similar, then we have established con-
vergent validity. In other words, researchers use convergent validity to assess construct
validity. (Thisis done by examining the correlation between the two tests; we discuss the
computation of correlation coefficients in Chapter 4.)

Research by Dinger, Oman, Taylor, Vesely, and Able (2004) provides an example
of convergent validity. They studied 56 elderly individuals (average age = 75 years) asa
way to establish convergent validity of the Physical Activity Scale for the Elderly (PASE)
instrument. Participants wore activity monitors to document their movement for one
week. At the conclusion of the week, trained interviewers asked participants about their
activity using the PASE interview protocol. The results of this study indicated that partici-
pants with high scores on the PASE also had high activity as measured by the monitors.
In this case, the el ectronic monitor served to validate the validity of the self-report PASE
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instrument. Similarity between the two measures allowed the researchers to claim con-
vergent validity.

One might ask: If the measurement device used to validate the instrument cur-
rently being studied is already good, why do researchers need to create another one?
One answer is that science advances with a better and wider assortment of measuring
instruments from which to choose. Another answer is that sometimes newer instru-
ments make research more precise or easier to conduct. In the Dinger et al. (2004)
study, having a self-report instrument that is just as valid as an electronic device could
save time and money and allow researchers who do not have access to electronic
devices to conduct valuable research. All of this activity advances the collective sci-
entific enterprise.

A second way to establish content validity is by way of discriminant validity.
One achieves discriminant validity when the instrument being examined is uncor-
related with another measure that is presumably unrelated. For example, we would
want an intelligence test like the VJIT to be uncorrelated with other psychological
constructs such as motivation. If intelligence and motivation are correlated, then our
measure that we think is measuring intelligence may also be measuring motivation.
If the two instruments are uncorrelated, we cannot be certain that the VJIT measures
intelligence, but we can be certain that the instrument is not getting confused with
motivation.

Predictive Validity Predictive validity refersto the extent to which ameasure is related
to some other measure that you would be interested in predicting. (This is sometimes
called criterion validity.) For example, suppose a school principal isinterested in predict-
ing which students will get in trouble. He wantsto find away to predict what types of stu-
dents will receive in-school detentions. An educational researcher proposes developing a
measure of school bullying as away to predict in-school detentions. The researcher will
measure bullying with observational methods and give each child a score on the Bullying
Index. To establish predictive validity, those Bullying Index scores will be compared to
the number of in-school detentions. If the scores on the Bullying Index are positively cor-
related with detentions, then the Bullying Index has high predictive validity and the prin-
cipal would have a good way to predict which students are likely to get detentions. If
there is no relationship between detentions and bullying, then the Bullying Index would
have low predictive validity, and the principal would need to look for another way to fig-
ure out which students will likely get detentions.

Researchers can also establish predictive validity by showing a negative corre-
lation with a measure that is thought to be the opposite of bullying. For example,
high predictive validity would exist if scores on the Bullying Index were negatively
correlated with students’ scores on a conflict-avoidance scale. Notice that predictive
validity is slightly different from convergent validity. Convergent validity shows a
relationship between two measures designed to measure the same construct (intel-
ligence, bullying). Predictive validity shows a relationship between the construct in
guestion (bullying) and a related measure, but not one that measures the same con-
struct (detentions).
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A study by Xu and colleagues (Xu, Siegrist, Cao, Li, Tomlinson, & Chan, 2004)
provides a good example of predictive validity. They were interested in the predictive
validity of a questionnaire measuring job stress in women. In their study they surveyed
421 working women from Beijing, China. They selected blood pressure, sleep trouble,
tiredness, and feeling nervous as variables to test the predictive validity of their job-stress
scale. Because these negative symptoms are physiological manifestations of job stress, a
job-stress questionnaire that correl ated with these negative symptoms would have predic-
tive validity. The researchers found that scores on their questionnaire did indeed correlate
with these symptoms.

Schwab-Stone and colleagues (Schwab-Stone et a., 1996) evaluated whether the
National Institutes of Mental Health Diagnostic Interview Schedule for Children (DISC)
predicted childhood psychopathol ogy. They conducted the DISC interview with 247 chil-
dren and then rated the children for the presence of symptoms of five different behavior
disorders. They found that the results of the DISC correlated with the psychologists
assessment of behavior disorders. In other words, the DISC had predictive validity for
childhood disorders.

We haveillustrated several different types of validity in thissection. Inthe Your Turn
box, you have the opportunity to explore how you might establish validity for a socia
science construct.

: TURN \

Validity

Your task is to develop a valid measure of classroom misbehavior among elemen-
tary school students.

1. Provide an operational definition for your dependent variable (see beginning
of chapter)

2. Describe ways you could demonstrate the following for your measure:
a. Content validity

b. Construct validity

¢. Predictive validity

- J

Reliability

Reliability isthe extent to which ameasure yields the same scores across different times,
groups of people, or versions of the instrument. Reliability is about consistency. If a per-
son takes an intelligence test several times, and each time the test produces a similar
intelligence test score, that intelligence test has high reliability. Most commercially
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produced instruments (for example, ACT, SAT) have high reliability. Interestingly, a
measure can have high reliability but low validity. Imagine we decide that a measure of
intelligence should be the length of one's ear lobe. Although this measure clearly has no
validity, it will have high reliability—ear-lobe length will be consistent upon repeated
measurements. Here we discuss different ways to determine the reliability of a measure.

Cronbach’s Alpha Cronbach’s alpha is the most common way to assess the reliability
of self-report items. Cronbach’s alpha measures the degree to which the items in an
instrument are related. It has a maximum value of 1.0. Values closer to 1.0 reflect a stron-
ger relationship between the test items. For an instrument with a high alpha, participants
who score high on one item on the test would also score high on other items on the test.
Similarly, participants who score low on oneitem of the test would also score low on the
other items on the test. Tests with low alphas would indicate that there was little similar-
ity of responses. The steps for computing Cronbach’s a pha using SPSS are shown in the
Your Turn box.

: TURN \

Cronbach’s Alpha

Below are scores from 10 different people on 5 questions measuring intrinsic
motivation for school (that is, learning for its own sake). Each question is on a
7-point scale with higher values reflecting greater intrinsic motivation.

1. Double-click the SPSS icon. Select the Type in data button.

2. Create five variables, calling them motivat1 to motivat5.

3. Type in the following data into SPSS for the 10 students:

7 6 6 5 6
6 6 6 7 7
6 7 7 7 7
5 5 7 5 5
6 6 6 6 5
7 7 6 6 5
2 3 2 3 2
1 2 2 2 2
3 4 3 4 3
5 5 4 4 4

4. Click the Analysis pull-down menu, drag down to Scale, and select Reliability
Analysis. The word Alpha should appear in the bottom left of the dialog box
next to the word Model.
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6. The output should produce an alpha of .9754. What does this tell you about

7. Change the scores on the motivation items to investigate ways in which the
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5. Select the variables motivat1 through motivat5 by clicking on them and
then moving from the left box to the right box. Your screen should resemble
Figure 3.4.
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Reliability analysis screen in SPSS

these five measures of intrinsic motivation?

alpha could be lowered. How could you get a value close to zero?

J

Test-Retest Reliability Test-retest reliability measures the similarity of partici-
pants’ scores at two different times. The greater the similarity between the two sets
of scores, the higher the test-retest reliability. This method of determining reliability
is often used for measures of achievement and other types of performance. For exam-
ple, educators would want intelligence test scores to remain similar over time. Tests
on which students' scores were similar across repeated testing sessions would have
high test-retest reliability. This procedure can be time-consuming because it requires
you to administer the instrument two times. Also, if the questions are very memora-
ble or if only a short amount of time has passed between the two test administrations,
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the test-retest procedure might not work. Instead, two versions of the test may be
needed.

Parallel-Forms Reliability Aninstrument hashigh par allel-formsréiability if smilar, but
not identical, versions of the same instrument have the same measurement characteristics.
The pardld-forms approach solves the problems associated with assessing test-retest reli-
ability. If people's scores on the two different versions are smilar, the measure has parallel-
forms reliability. This method of determining reliability is often used when you are trying to
determine if ameasure changes over time. For example, if you assess student achievement at
the beginning and end of a semester with two different achievement tests, the formswill have
to be pardld.

Inter-Rater Reliability Inter-rater reliability is often used for behavioral observations.
A measure has high inter-rater reliability if two people who are observing a behavior
agree on the nature of that behavior. Donaldson, Hill, Finch, and Forero (2003) devel-
oped a sports safety audit tool to be used by amateur sports clubsin Australia. Because
individual clubs would be using this instrument, it was important to demonstrate inter-
rater reliability, for without it the different clubs could not be confident that the ratings
would be meaningful. In this study, they asked 24 different observers from 8 different
sports clubs to use the instrument. There was a high degree of agreement among these
24 individuals when they assessed the safety of these sports clubs using this instru-
ment. Thus, these results support the claim that there is high inter-rater reliability in
this study.

In the case of low inter-rater reliability, possible remediesinclude revising the instru-
ment or behavioral checklist, providing clearer operational definitions, or providing better
training of the observers. Perry, VanderStoep, and Yu (1993) classified classroom obser-
vations from U.S., Japanese, and Chinese mathematics classrooms using six categories
to describe classroom activity (for example, rote recall, problem solving). To achieve
high inter-rater reliability, the three researchers selected 30 lesson transcripts, which they
coded together. They discussed each lesson until they agreed on the coding of that event.
Next, two different raters coded an additional 45 lessons. The two raters agreed on the
coding of thelessons 87% of the time. With this high inter-rater reliability, the researchers
thus felt comfortable having the remaining lessons coded by only one of the raters. The
next Your Turn box exercise asks you to practice determining inter-rater reliability.

: TURN \

Inter-Rater Reliability

The following exercise involves working with a partner. Find a behavior or activity
that you can observe and on which you can make judgments. Examples could be
estimating speed of traffic, judging a televised athletic or performance event, or
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evaluating the friendliness of a clerk in an ice-cream store. (Yes, we are encourag-
ing research at the ice-cream store, all for the sake of science!). Your tasks are:

1. Operationally define the variable you are observing (speed, quality, friendliness).

2. Pick a response scale (miles per hour, yes-no, very nice/medium nice/not nice).
Put the data you and your friend collect on the sheet below.

Rater 1 2 3 4 5 6 7 8 9 10
You
Friend

3. Determine how you will score high reliability. For example, for a categorical
variable such as fast-slow or present-absent, reliability should be measured by
percent agreement between the two raters. For a numerical variable such as
speed, Cronbach’s alpha would be a good measure of agreement (see the pre-
vious Your Turn box).

4. Estimate of inter-rater reliability:

- J

COLLECTING DATA

Now that you have an understanding of what constitutes a high-quality measure, we turn
to the techniques that researchers use to obtain these measures in their studies. These
techniques differ in terms of who records the data and what gets recorded (see Table 3.4).
Each technique bringswith it certain costs and benefits, which you must take into account
as you plan your data collection.

Self-Report

A technique that social scientists commonly use to collect datais self-report. Self-report
data are collected by asking participants to answer questions on their own. Thisis done
by completing a survey or questionnaire, either via phone, mail, email, Internet, or group
setting. The main advantage of the self-report strategy is the efficiency with which data

Data-Collection Methods

What Gets Recorded?

Who Records Data? Actual Behavioral Record Judgment of Attitude or Behavior
Research Participant Performance measure Self-report data

Researcher Physiological measure Behavioral observation
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can be collected. Self-report data collection can be done with copies of the questionnaire,
pencils, and a group of randomly selected participants. More advanced versions of self-
report data collection involve other techniques, including telephone interviewing and
Web surveys. Websites such as surveymonkey.com and zoomerang.com provide survey
construction and analysis in a user-friendly interface. Online surveys save on copying,
postage, and data-entry costs. Whatever the delivery method, self-report datacollectionis
arobust approach to collecting attitudinal and behavioral data.

Thousands of examples of self-report data, from all fields of social science research,
are published in journals or presented at conferences each year. Undergraduate student
Michelle Anne Williams (2004) asked 73 undergraduate students to complete several
guestionnaires devel oped by previous researchers, including the Desire for Control (DC),
Achievement Motivation (AM), and Future Time Perspective (FTP) questionnaires. The
Desire for Control questionnaire consisted of 20 statements on which students eval uated
their degree of agreement on ascale from 1 (disagree very much) to 7 (agree very much).
Williams then correlated participants’ scores on the DC, AM, and FTP scales. Self-report
data are very useful for this type of research.

The main disadvantage of all self-report measures is that the researcher must rely
on the participants' reports of their own attitudes, perceptions, or memories. Social
psychologists have known for along time that people have a self-serving bias, a ten-
dency to report their behaviors and attitudes in a positive light. As noted by social psy-
chologist and author David Myers (1996), people think that they are more intelligent,
better workers, better drivers, friendlier, and more ethical and honest than their peers.
Researchers are thus faced with the possibility that self-reports will produce inaccurate
responses. At the same time, self-reporting is a powerful and flexible way to collect
data that allows you to measure many aspects of human activity. We hope this will
become clear to you as you work on the Your Turn box.

: TURN \

Self-Report

For this exercise, working with a partner will be helpful.

1. Construct a five-item self-report questionnaire on a topic of interest to both of
you. Topics could include athletics, music, television viewing habits, or atti-
tudes/behaviors related to school and studying. Of the five items, attempt to
make one nominal response, one ordinal response, and one interval.

2. After you construct the questionnaire, you and your partner should each
administer the questionnaire to 10 different individuals.

3. You can tabulate your responses manually, with SPSS, with Excel, or with
another software package.

4. Create a frequency distribution or graph showing the percentage of each
response category.

- J
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Behavioral Observations

Behavioral observations differ from self-report datain that behavioral observations come
from the researchers rather than from the study participants. The main advantage of
behaviora observations is that they provide a third-party account of peopl€e’s activities.
This avoids the self-serving bias that might occur when people evaluate their own behav-
iors and attitudes. Although third-party judgments are still subject to bias, such biasis
less likely in behavioral observations as compared to self-report data. Another kind of
bias, however, can appear with behavioral observations. Self-presentation biasis when
participantsin the study know they are being observed and behave differently because of
it. If participants do not know they are being observed, this bias should not be present.

There are two main cautionswhen using behavioral observation asadata-collection
technique. The first is the extra cost, particularly in terms of researchers time, com-
pared to collecting self-report data. The second disadvantage is that behavioral obser-
vations can take place only in certain situations. Unlike self-report data, which can be
collected on even private matters, behavioral observations are confined to mostly public
events. For more private thoughts and behaviors, we must rely on self-report data. This
isironic, because reporting of private behaviors is probably more subject to the self-
serving bias.

An example of use of behavioral observations is a study by Robert Coplan and
Kenneth Rubin (1998). These researchers used the Preschool Play Behavior Scale
(PPBS) to evaluate nonsocial play inyoung children. The PPBSis completed by teach-
ers based on observations of their students. It is a behavioral checklist to measure
children’s solitary play and includes activities such as onlooker behavior, reading and
listening, and active conversation (Guralnick, Hammond, & Connor, 2003). Based on
these behaviors, children were classified into three subtypes of solitary play: solitary-
reticent, solitary-passive, and solitary-active. The behavioral observations formed the
basis for a classification of the children. For example, children classified as engaged
in solitary-passive play tended to show healthy emotional regulation (Rubin, Coplan,
Fox, & Calkins, 1995).

When conducting behavioral observations, it isimportant to have a good categoriza-
tion scheme for classifying the behaviors you observe. Most researchers prefer to have
behavioral classificationsthat are both mutually exclusive and mutually exhaustive. Mutu-
ally exclusive means that each behavior can be classified into only one category. Mutually
exhaustive means that every behavior gets classified. Developing a mutually exclusive
behaviora observation scheme can be difficult, because people are often observed per-
forming more than one activity at once, or a behavior could fit into more than one cat-
egory. For example, in the Perry, VanderStoep, and Yu (1993) study described earlier,
each classroom lesson was coded as belonging to only one category (mutually exclusive).
However, classroom behavior is complex, and sometimes a behavior does not fit neatly
into a preexisting category (not mutually exhaustive). To develop a mutually exhaus-
tive behavioral observation scheme, researchers can create a category called “other” into
which researchers put all behaviors that do not fit the preexisting categories. Researchers
strive to categorize as few observations as possible as “other.” If this category becomes
too large, researchers will occasionally take a subset of the “other” responses that are
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similar to each other and make a new category. For example, suppose you are observ-
ing playground behavior and your original categories were large-group play (more than
6 children), small-group play (2—6 children), and solitary play. After a couple hours of
observation, you noticed there were many two-person groups, which seemed to have dif-
ferent play patterns from the groups of size 3-6. If you had recorded the exact number of
participants in your observations, you would then be able to go back to your data sheet
and create a fourth play-group size (two-person group).

As this example illustrates, collecting behavioral observations may appear easy, but
there can be layers of complexity to such data collection. The Your Turn box provides an
exercise by which you can gain experience collecting behavioral observations.

: TURN \

Behavioral Observations

You can conduct behavioral observations anywhere there are people. Here is one
example.

Go to the main undergraduate library at your university. Use the following proce-
dure to gain experience collecting behavioral observations:

1. Site 1: Walk through the main floor of the library and make observations of
the people working in a high-traffic area on the main floor. Record their
behavior using the following coding scheme of mutually exclusive and exhaus-
tive behaviors. (You may modify the coding scheme as you wish, but make sure
you use the same coding scheme for both parts of this exercise.)

Studying quietly alone

Engaged in conversation/nonacademic (talking with friends, cell phone)

Engaged in conversation/academic (group learning)

Working on computer/academic

Working on computer/nonacademic

Other
Also record the student’s gender.
Remember that these are judgments you will need to make as a researcher. You
will have to judge whether the conversation is academic or nonacademic. (Hint:
Developing clear operational definitions will help.) You could link this Your Turn

exercise to the inter-rater reliability exercise earlier in the chapter and compare
your behavioral ratings to others’.
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2. Site 2: Collect the same observational data on one of the quiet floors of the
library (sometimes called “the stacks”). After you complete your observations,
your data sheet should look something like this:

Behavioral Observation Main Floor Main Floor Quiet Floor Quiet Floor
Men (%) Women (%) Men (%) Women (%)

Studying quietly alone

Engaged in conversation/

nonacademic

Engaged in conversation/

academic

Working on computer/

academic

Working on computer/

nonacademic

Other

This display of behavioral observations will allow comparisons of differences in
library behavior based on differences in location, and also will reveal any gender
differences that might exist.

3. Summarize your findings by making comparisons based on any differences by
location or differences by gender.

- J

Physiological Measures

Self-reports rely on participants' own attitudes and judgments. Behavioral observations
rely on researchers’ judgments of participants. Physiological measures provide bodily
measures much like those found in the life sciences. One advantage of using physiologi-
cal measures is the precision of data-collection instruments. Most instruments designed
to measure physiological data (for example, blood pressure, heart rate) possess a degree
of measurement sophistication that other social science measures do not. Furthermore,
physiological data are far less likely to be subject to the bias of self-report data.

An example of using physiological measures in social science research comes from
Charlotte Witvliet and her colleagues (Witvliet, Ludwig, & VanderLaan, 2001). The
researchers asked participants to imagine either a hurtful life event (grudge-holding con-
dition) or to imagine forgiving the perpetrators (forgiveness condition). The researchers
found that those in the grudge-hol ding condition showed higher heart rate and blood pres-
sure than those in the forgiveness condition.

The main disadvantage of collecting physiological measures is the expense and
expertise required to collect these data. The training often comes either from graduate
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school or from working directly in a particular research lab where physiological dataare
collected. Most socia scientists do not possess the capability or training to collect data of
thisnature. However, with the proper equipment and training, physiological measures can
be very valuable to many areas of social science.

Performance Measures

Performance measures are similar to physiological measuresin that they contain an actual
behavior record. Performance measures are also similar to self-report measures in that
the participant is the one providing the record of the data (Table 3.4). Performance mea-
sures are often used in the fields of organizational behavior and educational studies.
Organizational researchers might use skills tests or worker performance as the dependent
variable. For example, consider aresearcher who isinterested in the relationship between
salespersons’ job satisfaction and their job performance. One way to conduct this study
would be to measure worker job satisfaction (self-report data) and gross sales revenue
(performance measure). In education, students take various achievement tests or other
measures of student performance. In the state of Pennsylvania, for example, al elemen-
tary school students take the Pennsylvania System of School Assessment (PSSA) testsin
fifth, eighth, and eleventh grades. District administrators can then correlate the PSSA
scores with other educational data they have collected.

Researchers sometimes use commercialy produced performance instruments to
measure various behaviors. This is particularly true in education, where tests to mea-
sure student achievement that have demonstrated reliability and validity are available for
purchase. In general, these instruments vary on two main dimensions. First, they differ
on whether they measure absolute performance or relative performance. A normative
measure determines a person’s performance relative to the performance of others. A
common normative instrument isatest of school learning called the TerraNova. Thistest
gives each student a percentile score. This test focuses not on what the student learned,
but rather on how the student performed relative to other students. The opposite is true
for acriterion measure, which gives a measure of how much a student has learned in a
particular subject. If a mathematics achievement test has 10 objectives on it, a criterion
instrument would indicate what percentage of the problemsfor each objective the student
successfully completed. With a criterion measure, the focus is on what the person has
learned, not on arelative comparison to others.

Another dimension on which performance measures differ is whether they measure
progress or potential. An achievement measur e assesses the amount of material a per-
son has mastered. The ACT, taken by many college-bound students, is an achievement
instrument, measuring student performance in mathematics, science, and other content
areas. An aptitude measur e measures aperson’s potential for successin agiven area. An
intelligence test given to young children, measuring their reasoning and problem-solving
skills, is an example of an aptitude instrument. Both achievement and aptitude measures
are used primarily in educational and organizational research.

Performance measures are advantageous when productivity and achievement have to
be quantified. In the area of student achievement, researchers can collect self-report data
asking asurvey question such as, “On ascale from 1 to 10, please indicate how much you
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learned in this course.” In the area of worker performance, an analogous question could
be asked by replacing “produced at your job” for “learned in this course.” Although these
self-report data are helpful, they are subject to the self-serving bias mentioned earlier.
Performance measures are usually free of this bias. Measuring a student’s memory for
course material isamore accurate gauge of what he learned than a self-report item asking
him to judge his memory for course material.

There are two potential disadvantages of using performance measures in social sci-
ence research. The first potential disadvantage is cost. Performance measures are more
costly than self-report measures. Performance measures take longer to collect and prob-
ably cost more because the instrument desighed to measure performance must usually
be purchased from a for-profit testing company. A second potential problem with per-
formance measures deals with the validity of the measure of performance. Thisis espe-
ciadly true if research participants know they are being evaluated. If they know they are
being evaluated, they may behave differently than they ordinarily would. For example,
participants may become nervous and therefore underperform relative to their usua per-
formance or achievement level. Some people just “don’t test well,” because of anxiety
or other factors. Conversely, some people may perform even better if they know their
performance is being evaluated. One can imagine workers who are regularly quite lazy
becoming very productive during the periods when they know their performance isbeing
measured. Despite these potential disadvantages, we see a big push in the field of edu-
cation to produce performance measures. Terms like “accountability,” “outcomes-based
assessment,” and “results-oriented” all desire performance measures in research. It is
unlikely that thistrend will change, so future researchers must be familiar with using this
type of measurement.

SUMMARY

The goal of this chapter was to describe the different characteristics of measures and the
techniques used to collect data. The different characteristics of measures—nominal, ordi-
nal, interval, ratio—correspond with different ways of displaying and analyzing data.
Regardless of the type of measurement you select, it is essential to havevalid and reliable
measures of your variables if you are to conduct meaningful social science research.
Without validity and reliability, research findings are not useful. Socia science data can
be collected in several ways:. self-report, behaviora observation, physiological measure,
or performance measure. We noted that each strategy brings with it advantages and disad-
vantages. The decision on type of data-collection strategy should be based on which
method best matches the goals of the study and on which method is most affordable.

KEY TERMS

achievement measure criterion measure
aptitude measure Cronbach’s alpha
construct validity cross-tabulation
content validity data

convergent validity discriminant validity
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frequency distribution
inter-rater reliability
interval data

Likert scale

nominal data

normative measure
operational definition
ordinal data
parallel-forms reliability
predictive validity

ratio data

reliability

scatterplot
self-presentation bias
self-report data
self-serving bias
test-retest reliability
validity

variable
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QUANTITATIVE
RESEARCH: DESCRIPTIVE
AND CORRELATIONAL
DESIGNS

LEARNING OBJECTIVES

Understand the basic elements of correlational data.
Produce effective survey questions using strategies described in this book.

Identify the various strategies for collecting data using correlational studies, and
be able to match a strategy to a particular research question.

Conduct data analysis of correlational research.

In this chapter we explore descriptive and correlational research designs. These tech-
niques are considered nonexperimental because they generally involve only the measure-
ment of variables and not the manipulation or control of variables. Although some of
these techniques were mentioned in Chapter 2 in the context of selecting a methodology,
in this chapter we explore the details of executing those techniques—the “nuts and bolts”
of doing research using these techniques.
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BASIC CONCEPTS

Correlational research involves identifying relationships between two variables. As
was mentioned in Chapter 2, a correlation is a statistical measure of association between
two variables. A correlation has a direction and a magnitude. With respect to direction, a
correlation can be either positive or negative. A positive correlation exists when, as one
variable increases (or decreases), the other variable also increases (or decreases).
Figure 4.1 shows a scatterplot (see Chapter 3) of a positive correlation between college
students’ scores on a critical-thinking scale and scores on a self-regulation scale (goal-
setting, planning, monitoring). These data were collected from 49 students enrolled in a
“Science and Technology for Everyday Life” course. Each dot represents a person’s score
plotted on the two-dimensional space on the graph. Notice the shift in clusters of points
from lower left to upper right. Such a trend is indicative of a positive correlation. In other
words, as critical thinking goes up, self-regulation also goes up, and vice versa.

A negative correlation is the opposite of a positive correlation; two variables are neg-
atively correlated when, as the value of one variable increases, the value of the other vari-
able decreases (and vice versa). Figure 4.2 shows a scatterplot of a negative correlation
from the same “Science and Technology for Everyday Life” dataset. The variable on the X
axis is Test Anxiety and the variable on the Y axis is Salf-Efficacy (that is, self-confidence).
Notice the shift in clusters of points from upper left to lower right. Such a trend is indicative
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of a negative correlation. In other words, as test anxiety goes up, self-confidence goes
down (and vice versa). A zero correlation occurs when there is no statistical relationship
between two variables. Instead of a scatterplot that has points moving from lower left to
upper right (positive correlation) or upper left to lower right (negative correlation), a zero
correlation will show no trend on the scatterplot: the points will seem randomly placed.

CAUSATION AND PREDICTION

Prediction means that if a researcher knows a person’s score on one measure or variable,
the researcher will have a good guess about what the person’s score is on another mea-
sure. For example, a significant predictor of how someone will vote in an election is how
often they attend church. The more often people attend church, the more likely they are
to vote Republican. The less often people attend church, the more likely they are to vote
Democratic. In this case we would say that church attendance predicts voting behavior. In
contrast (and as an extreme example), knowing someone’s shoe size would tell us very
little about voting behavior. In this case we would say that shoe size is a poor predictor of
voting behavior and that there is zero correlation between the two variables.

One of the goals of social science research is prediction. In an effort to understand
and improve human affairs, social scientists believe that the more they know, the more
they can predict; the more they can predict, the more they can intervene to increase
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positive outcomes or prevent negative outcomes. For example, research by officials at a
county health department discovered that teenagers’ main source of alcohol (before they
were old enough to buy it legally) was taking it from their parents without the parents’
knowledge. This was contrary to an intuition that teenagers were obtaining alcohol ille-
gally from rogue store owners who were selling to underage people. With this informa-
tion in hand, public health officials de-emphasized efforts to work with law enforcement
on illegal sales and began a program entitled “Attitudes Matter . . . Parents, Alcohol, and
Youth.” Among other interventions, the program sought to educate parents on being
aware of the alcohol they have in the house, being at home when teenagers have friends
over, and encouraging parents to call other parents when their children are going over to
a house to ensure that alcohol will not be available. In short, a big predictor of teen drink-
ing was found to be availability of alcohol from parents. From this knowledge, research-
ers and practitioners came up with a plan to reduce teen drinking.

Prediction is not the same as causation, which in social science refers to the claim
that a change in one variable (independent variable) creates a change in another variable
(dependent variable). The burden of proof for causation is higher than for prediction, and
the designs discussed in this chapter offer predictive power but do not offer causal proof.
(Chapters 5 and 6 discuss causal designs.)

In short, social scientists believe three components must be present to infer causation.
First, there must be covariation. In other words, as one variable changes, another variable
must change. This is the same criterion for inferring prediction, and so the designs dis-
cussed in this chapter satisfy this criterion. Second, there must be time order. Specifically,
cause must precede effect. In surveys, we often do not know which came first. Returning
to our church/voting example, it is not clear which came first: church attendance or vot-
ing. In other words, does church attendance cause one to become Republican? Or does
voting Republican set a complex causal system in place that creates church-going people?
Correlational designs cannot determine this causal connection. Finally, other plausible
causal variables must be eliminated. Elimination of other potential causes is best done in
experimental research. Experimental research, as we will see in Chapter 5, most often
eliminates other causal variables by randomly assigning participants to different experi-
mental conditions. This random assignment will, over a large enough number of partici-
pants, make the effects of any other possible causal variables balance out. Such balancing
is not possible with correlational research, because we cannot randomly assign people to
different conditions. For example, in the Behavioral Risk Factor Surveillance Survey
from the Centers for Disease Control, there is a positive correlation between reported
health status (excellent, very good, good, fair, or poor) and level of education. In other
words, as your level of education goes up, so too does your self-reported health status.
Using level of education as the predictor variable and health status as the criterion variable,
we can say that education predicts health status—but we cannot say that education causes
increased health status. There was no random assignment of people to education levels.
We do not know which came first, health status or education. Also, we cannot eliminate
other plausible causal variables. For example, there is also a positive correlation between
health status and number of vegetables consumed per day. Thus, number of vegetables
consumed becomes a plausible alternate explanation for overall health.
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Such a situation, in which one variable is correlated with two other variables, is
common in correlation research. Because of the lack of experimental control, most corre-
lational researchers look for predictive relationships and stop short of making claims about
causation. The next Your Turn box provides some entertaining correlation/causation exer-
cises. Read these and try to determine what factors might explain the correlations.

: TURN \

Correlation and Causation

Can you come up with causal explanations for these correlations?

1. People who ate Frosted Flakes as children had half the cancer rate of those
who never ate it. Conversely, those who often ate oatmeal were four times
more likely to develop cancer than those who did not. Does this mean that
Frosted Flakes cereal prevents cancer and oatmeal causes it?

2. Scientists have linked obesity with television watching. What are some possi-
ble explanations for this correlation? What causes what?

3. Divorce is not good for your health, claims a best-selling book. Divorced males
under the age of 70 are much more likely to die from heart disease, lung can-
cer, and stomach cancer. Their suicide rate is five times as high; their fatal car
accident rate is four times as high. Is divorce the cause of these maladies?

4. There is a positive correlation between milk consumption and incidence of
cancer. Does drinking milk cause cancer?

5. The amount of body lice was positively correlated with good health. That is,
the more body lice people had, the healthier they were. Does this mean you
should hope to get infested with body lice as soon as possible? What explana-

tion could exist for this correlation?

Source: These problems were compiled by Bolt (2001) and also appear in VanderStoep and Pintrich
(2008).

- J

DATA GATHERING

Surveys

Surveys are the best way to collect a large amount of data from a large number of people
in a short amount of time. Surveys are very robust and can be used in many life domains.
Author VanderStoep spent five years directing a social research center, which conducted
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surveys for local agencies. Consider the following examples of when the research center
used surveys for these organizations:

1. A sheriff’s department conducts a survey of residents on their familiarity with the
hazards of methamphetamine use in their community.

2. A U.S. landscape furniture company conducts a survey of potential customers in
Canada to determine what particular needs these international clients might have.

3. Public school administrators survey voters to gauge citizens’ willingness to vote for
a $50 million bond proposal to build a new high school.

Constructing Survey Items—You Only Get One Chance Once a survey is produced, the
train has left the station, and you as a researcher must live with whatever decisions you
made during preparation. Thus, it is crucial to pay attention to detail before you send out
the survey. The two most important details that will ensure a successful survey are proper
sampling and construction of quality items. We discussed the different sampling strate-
gies for all methodologies in Chapter 2, so we will not revisit them here. In general,
because the goal of a survey is to draw conclusions about the underlying population from
which the sample was drawn, it is usually best to employ a random-sampling technique
in survey research.

A survey is only as good as the items of which it is made. There are several keys to
constructing good survey items:

1. Have a symmetric set of response alternatives. Response alternatives are the
choices of answers on a survey from which respondents select. For example, a na-
tional restaurant chain used to invite customers to complete an automated telephone
survey after their meal. The questions asked about relevant issues such as taste of
food, appearance of food, and quality of wait staff. The response alternatives were:
Excellent, Very Good, Good, Fair, and Poor. Although subject to individual interpre-
tation, one could certainly make the argument that there are three positive response
alternatives, one neutral, and only one negative alternative. We recommend an equal
number of positive and negative responses. In this survey, the response alterna-
tives could be Excellent, Good, Fair, Poor, and Very Poor. Alternatively, to keep the
words similar on both sides of this attitude continuum, you could use Very Good,
Good, Fair, Poor, and Very Poor.

2. Avoid double-barreled questions. A double-barreled question is a survey item that
has two distinct components in the stem of the question; for example, the ques-
tion “Do you support increasing the state sales tax and increasing funding for K-12
schools?” A respondent might support increasing the sales tax but not increasing
funding for schools; conversely, a respondent might oppose increasing the sales
tax but support increasing school funding. Either way, the results are difficult to
interpret because it is not possible to know whether the respondents supported only
one (and if so, which one) aspect of the question or both. The best solution to this
problem is to ask separate questions about increasing sales tax and increasing school
funding.
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3. Makethe stem of the question unbiased. Researchers should avoid cuing respondents
that one answer is seen as more desirable than another, or leading respondents toward
a particular way of thinking. Examples of (fictitious) biased survey questions are:
(@) “Do you support liberating the Iragi people from a vicious dictator by support-
ing the War in Irag?” and (b) “Do you support funding America’s most precious
national resource, our children, by fully funding the Head Start preschool program?”
(You may have noticed that these are also double-barreled questions.) Of course, one
person’s bias may be another person’s objectivity. The best way to ensure that you are
being unbiased is to ask someone else (preferably someone who is not familiar with
the research and someone who does not share your values and opinions) to review

the items to check for possible wording bias.

We mentioned previously that making the response scale symmetric is important, but
it is important to select the proper type of response scale for your survey item. Surveys
most often measure one of two phenomena: attitudes or behaviors. The response scale for
attitude questions usually contains one of the following:

Strongly support Support Neutral Oppose Strongly oppose
Strongly agree Agree Neutral Disagree Strongly disagree

These response scales are five-point Likert scales (Likert scales were discussed in
Chapter 2), but researchers also use three-point, seven-point, and sometimes even nine-
point scales. We recommend five-point scales for attitude questions, because it provides
enough response alternatives to reflect the various opinions, yet is not so large as to make
it cumbersome for the respondents. With a seven-point response scale, it will be more dif-
ficult to find a descriptor to go with each response alternative. For seven-point scales,
researchers usually add the word very to the two ends of the continua shown earlier.
Occasionally, and more often with multipoint response scales, researchers will attach
descriptors only to the anchors, the two endpoints of a response scale.

Another decision that will have to be made about the response scale is whether a
midpoint should be included. The preceding examples—with an odd number of response
alternatives—include a midpoint, usually identified by “neutral.” Sometimes researchers
do not want respondents to fence-straddle, and so will change a five-point scale to a four-
point scale or a seven-point scale to a six-point scale by eliminating the midpoint. This is
recommended if the survey is serving a very specific real-world purpose. For example, if
a public school district surveys voters about whether they will support a bond proposal
for a new high school, it might want people to give a clear answer. The disadvantage of
having no midpoint is that there might be respondents who genuinely are neutral. Perhaps
these people agree with some aspects of the issue and disagree with others, but the net
result is a middle-of-the-road opinion. In the school example, knowing that there are
people who are neutral or undecided (the midpoint of a survey question) might also
be helpful because the district could target an aggressive marketing campaign to the
undecided respondents. A related disadvantage of not including a midpoint is that some
people mistake “neutral” for “no opinion,” “not applicable,” or “unsure.”
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We urge people to think of amidpoint as the response for people who are knowledgeable
about an issue and are undecided. In addition, we recommend including a separate response
alternative for those who have no opinion, are unaware of the issue, or are unsure. This
extra response alternative helps clarify the issue for respondents and makes it easier for
the researchers to interpret the results. In data analysis, we recommend excluding the “no
opinion” responses from analysis and including the midpoint responses.

The response scales for behaviors are not usually different, because instead of asking
a respondent to identify a point on a continuum that most closely responds to their atti-
tudes, respondents are asked to estimate how often they engage in a certain behavior.
This can be done by asking them to estimate the frequency of their behavior, such as:

Very frequently Frequently Occasionally Rarely Very rarely
Always or Frequently Occasionally Seldom Never or
almost always almost never

As you can probably see, it is difficult to build the same kind of symmetry into
behavior estimates as into attitude items. One difficulty lies in determining the inverse of
a word such as “frequently.” We chose rarely in the first example. It is also difficult to
identify what the midpoint of the response scale should be. In attitude items, it is usually
“neutral.” In behavior items, we picked “occasionally” in our preceding examples, but
that decision was arbitrary. Perhaps “sometimes” is a better midpoint. A third problem
with this approach to measuring behavior is simply deciding which descriptors to use and
in what order. For example, the word “frequently” implies more occurrences than “occa-
sionally,” but what about “occasionally” versus “sometimes™?

These problems can be avoided by asking participants the actual number of times
they engaged in the behavior of interest. For example, author VanderStoep consulted with
an outdoor furniture manufacturer, which conducts an annual customer-satisfaction survey
of architects and facilities managers. One survey item asks “How often do you purchase
outdoor furniture for your company?” The response alternatives are:

Once a month Every 1-6 months Every 6-12 months Less than once
or more a year

The clear advantage to this approach is it provides a more precise quantitative esti-
mate—a numerical range—of the behavior. Another related advantage is that it removes
the need for respondents to interpret the question; this cuts down on variability due to
different people’s understanding of words like occasionally. One potential disadvantage
arises if researchers do not know enough about the behavior and therefore do not pro-
vide the proper numerical ranges. For example, if 95% of architects in the outdoor-
furniture survey only purchased furniture once a year or less, there would be little variance
in responses, and the results of this item would not be helpful. A solution to this problem
is simply to create an open-ended question: “How often in the past two years have you
purchased outdoor furniture?” The researchers can then group responses into categories
that meet their needs.
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Whether one collects attitudinal or behavioral data from surveys, it is worth
remembering our discussion from Chapter 3 of the self-serving bias. In general, we think
a lot more of ourselves than is actually true, and this comes out in surveys. Surveys are
very helpful for lots of real-life social research needs, but as with any technique discussed
in this book, they have disadvantages. Always keep in mind that people’s self-reports are
subject to both memory error and intentional distortion.

-
TURN \

Constructing Survey Items

Following is an exercise developed by Laura Madson at New Mexico State Univer-
sity (2005). Identify the problem with each of the survey questions, and suggest
modifications.

1. | oppose raising taxes.
How often do you have sex?
| exercise often.

Although I know it is important, | don't always practice safe sex.

v o~ WN

I make it a practice to never lie.

- J

Telephone Surveys Contacting potential survey respondents via telephone is very com-
mon. One advantage of a phone survey is that most people have phones. A second advan-
tage is that the participation rate is much higher than surveys sent through surface mail.

Of course, there are disadvantages to phone surveys as well. Although most people
still have land lines, there is a trend for people to disconnect their land telephone lines
and use only a cellular telephone. Currently, cellular telephone numbers are usually not
available through the normal channels for constructing a sampling frame (see below).
Although the Federal Communications Commission announced Local to Wireless Num-
ber Portability (LWNP) in 2004, allowing customers to change a former land line into a
cellular number, it remains to be seen whether people will actually do this. Although the
land line-cellular issue will change over time, for now most cell phones are not available
for inclusion in a sampling frame.

A second disadvantage of phone surveys is the increasing popularity of caller ID.
People are far less likely to answer a phone call from an organization that they do not rec-
ognize (even if it is a reputable scientific organization). Fairly obviously, this will reduce
participation rates. Also, if those with caller ID are different from those without caller 1D,
it could create a response bias (Chapter 2).
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A third disadvantage of telephone surveys is that phone-survey samples are not
always representative. For example, more females complete phone surveys than males.
This may be because females are more often at home, or perhaps because men are more
likely to refuse to participate once contacted. In phone surveys, furthermore, younger res-
idents are more likely to be underrepresented in the sample. This may be because younger
residents are more likely to have cell phones, but this was true even before cell phones
became popular. Young people may simply be in their homes less.

In addition, researchers must be selective about when to contact potential respon-
dents, and how the contact time affects who gets included in the sample. Calling during
the day will oversample those who are home during the day, such as those who stay at
home with young children (mostly women) or those who work evening or overnight
shifts. Calling in the evening tends to oversample those without evening commitments
outside of the home, such as elderly persons or those with limited mobility. A further con-
sideration is that residents often confuse telephone surveys with telemarketing. This is
further muddied because some telemarketers disguise their sales intentions by falsely
indicating that they are conducting a survey. (In the political arena, this is called “push-
polling.” If you live in lowa, New Hampshire, or a state with an early presidential pri-
mary, you have probably received at least one push-poll.) It is not long before the true
purpose of that call is revealed. Such chicanery among non-researchers hampers the hon-
est efforts of actual researchers.

In 2003, the Federal Trade Commission (FTC) passed the Amended Telemarketing
Sales Rule, colloguially known as the national Do Not Call Registry. This policy allows
households to register their phone number with the FTC, after which telemarketers are pro-
hibited from making unsolicited sales phone calls. Nonprofit and research organizations are
exempt from the do-not-call restrictions. In one way, this is a benefit to researchers because
for those who are registered there will be less incoming phone traffic, which might in turn
increase participation rates. However, the intense popularity of the registry (more than
100 million Americans registered as of August 2005) suggests that perhaps citizens have
grown weary of intrusions into their homes. It is difficult to know whether citizens distin-
guish between for-profit, nonprofit, and research telephone calls.

Telephone numbers for survey research are available for purchase from companies
that specialize in creating sampling frames, such as Survey Sampling, Inc. There are two
approaches to sampling for telephone surveys. One is directory-listed sampling. This
procedure randomly selects households with listed telephone numbers. Households that
have unlisted phone numbers or families that have recently moved will not be included in
any sample developed using directory-listed samples.

The other procedure is random-digit dialing. From a technical aspect, this proce-
dure can take several forms, which are beyond the scope of this book. The actual produc-
tion of these random numbers is a daunting task. Fortunately, there are for-profit
companies that specialize in exactly this type of work, so you will not need to know how
to do this randomization yourself. However, it is important to be aware of two aspects of
random-digit dialing. First, because nonlisted numbers are included, the sample will be
more representative. For example, random-digit dialing increases the percentage of
minority respondents. This is a good strategy to use if the researcher places high
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importance on reaching subgroups that would otherwise not be accessed with directory-
listed sampling. A second consideration is that random-digit dialing is more expensive. It
is more expensive because some of the numbers will not be working phone numbers, so
you will have to pay callers more money and they will have a lower number of com-
pleted calls per hour. The extra financial cost involved in using random-digit dialing
must be weighed against the advantage of increasing the representativeness of the
sample.

Mail Surveys Paper-and-pencil surveys delivered through surface mail are effective for
reaching a large group or geographical area. With minimal costs for survey production,
the major financial cost is postage. The standard process is to create a survey using sur-
vey-production software. Such software produces a survey with response “bubbles” that
respondents fill in to indicate their answers. These surveys can then be scanned by a re-
lated software product. These surveys are printed at a printing shop (photocopying on an
office copier usually does not work) and mailed to respondents with a cover letter and a
return envelope enclosed with the survey. Many colleges and universities have the sur-
vey-production software and optical scanner needed for such projects. If such technology
is not available in house, there are for-profit companies that will perform this service. If
these options are not viable for your project, we recommend photocopying the survey
and hand-entering the data (Chapter 1). This will not look as professional as an optically
scannable survey, and thus this option is chosen less commonly, but the approach is per-
fectly acceptable and is still frequently used.

Here are several practical tips to make your mail survey user-friendly and increase
response rate.

1. Include a cover letter that is only one page long. The cover letter should be long
enough to tell potential respondents how important the survey is and how much
their opinions are valued, but short enough so that they do not become bored or
overwhelmed.

2. Put areturn date in bold. If respondents are not given a specific date by which to
return the survey, it will continue to drop to the bottom of the stack and will never
get completed.

3. Send areminder email or postcard. Although a postcard will add postage cost, we
have found that such a follow-up increases the response rate. Reminder emails are
easy, and can be done without cost or inconvenience. However, with a mail survey
it is unlikely that the researcher will also have access to the sampling frame’s email
addresses.

4. Don't make your survey too long. How long is too long? There is no one answer to
this question. In general, shorter is always better. Surveys conducted for organiza-
tions that have lots of departments or constituencies tend to grow because each
group wants its own items included. We encourage you always to strive for a one-
page survey (front and back). This may seem short, but if you use survey-produc-
tion software, you can fit much more on one page than you can on one page of a
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Microsoft Word document. Also, it is better to print on the front and back of one
page than to put two pages collated or stapled together.

5. Look professional. Survey-production software often gives a more “scientific” ap-
pearance to a survey than a document produced in Microsoft Word, although with
the Table function and special characters like boxes and circles Word documents
can also be made to look professional. In most cases we recommend using survey-
production software if it is available to you. Still, in our consulting, some clients
have told us that they believe their potential respondents prefer the more informal-
looking Word documents. The customer is (almost) always right.

6. Consider putting surveys on heavier-than-usual paper. This adds to sturdiness and
professionalism. If you are using survey-production software, you will need to consult
the manual to determine how thick the paper can be and still be read by the scanner.

7. Timingiseverything. Avoid sending surveys out between the middle of November and
early January. People get very busy at this time of the year and surface mail surveys,
in particular, are likely to get ignored amidst heavy holiday mail. We also urge caution
during peak vacation times of July and August. If you are doing work for educational

institutions, the time leading up to spring recess is also a less-than-optimal time.

After the initial mailing, allow approximately one month for respondents to complete
the survey. This gives people sufficient time to return it. If time and money are sufficient,
send a follow-up postcard (see Step 3) two weeks after the initial mailing. Respondents
do not usually identify themselves on the survey, so follow-ups will have to be sent to
everyone in the sampling frame. The postcard should indicate the following:

Because the responses are anonymous, there is no way of knowing who has already
completed the survey. Therefore, everyone is receiving this note. Thank those who
have completed the survey and ask those who have not completed it to do so.

Remind respondents of the importance of the survey.
Remind people of the due date (printed in bold).

Give respondents a telephone number to call or an email address to contact if they
have lost the survey and would like a new copy.

The main advantage of a mail survey is that it allows the researcher to sample a large
group of people in a large geographical region. Because almost everyone has a mailing
address, it is not required that respondents have a telephone or computer. Furthermore,
respondents do not have to be home when the survey is administered (as in a telephone
survey), which allows respondents to answer the questions at their own pace, to think
carefully about their responses, and to offer more in-depth written comments that are dif-
ficult to capture in a phone interview.

The biggest disadvantage of a mail survey is the response rate. A “cold” survey from
an organization with which the respondents have no relationship is going to yield a
response of only about 10% to 15%. In terms of absolute size of sample, this might not be
problematic with large sampling frames.



Quantitative Research: Descriptive and Correlational Designs 87

The biggest problem with a low response rate is that it is very likely that those who
completed the survey will differ significantly on various characteristics compared to
those who did not complete the survey. Imagine a survey on attitudes regarding the con-
stitutionality of same-sex marriages. If you sent a survey to 100,000 randomly selected
Americans, chances are you would get 10,000 to 15,000 of them back. That sample size
is large enough to draw conclusions from; however, if those who returned the survey
were different from the 85,000 people who did not respond, you would not have a repre-
sentative picture of what the entire population believes. In this case, those who returned
your survey may be either strongly supportive of same-sex marriages or highly condemn-
ing of them. This could paint a picture of a very polarized citizenry on this issue, because
the moderate people in the middle or those with no opinion at all were not included in the
sample.

In general, mail surveys can sample a broad range of people who might not be easily
reachable through phone or email. They also allow respondents to answer questions on
their own time at their own pace. They also allow researchers to ask questions in more
depth, which could produce a richer, more meaningful dataset.

Web/Email Surveys At a very fast pace, Web/email surveys are becoming extremely
popular. Web surveys have evolved quickly in the past ten years, and they are very user-
friendly. Anyone with access to a computer can produce a survey using a website such as
zoomerang.com or surveymonkey.com, which allows production and distribution of Web
surveys. This is a great tool for college students doing independent research projects.

The advantages of Web surveys are several. First, the financial savings are compel-
ling, as there are no printing or postage costs. In fact, one estimate is that an email survey
costs an average of $1.32 per completed response, compared to $10.97 for each com-
pleted response using surface mail (Kaplowitz, Hadlock, & Levine, 2004). Second,
response times are faster. Mail surveys tend to sit on a pile of other papers for up to sev-
eral weeks. In contrast, respondents tend to complete Web surveys quite quickly. At our
institution, for example, approximately 90% of total responses from Web surveys are
completed within the first 48 hours after the initial email notification is sent. Third, the
response rate is higher than a survey sent via surface mail. Responding to Web surveys is
more convenient and hassle-free, which increases the response rate.

One disadvantage of Web surveys is that the sample is biased toward those with more
technological training or greater access to the Internet. If a large portion of the sampling
frame is wired to the Internet, this is not an issue, and it will become less of an issue as
greater numbers of people obtain Internet access. Conducting Web surveys with college
students is a very good idea. College students have high-speed Internet access and check
their email frequently.

A second possible disadvantage, which may become a greater disadvantage over
time, is that Web surveys are so easy and inexpensive to administer that respondents to
whom the surveys are mailed may become weary or overloaded. Just as people became
overwhelmed with unsolicited surface mail, people may eventually begin to see Web sur-
veys as spam that they immediately delete in the same way they throw away paper surveys
that come in the mail. This will be less of a problem if the email directing respondents to
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the URL containing the survey is from someone familiar to them and the issues are
important to the respondents.

Face-to-Face Interviews Another method for collecting self-report data is to speak with
people in person. Surveys completed using this technique are often similar to telephone
or mail surveys in terms of content. Face-to-face interviews allow a wider channel of
communication. For example, the in-person situation may be more amenable to asking
participants to repeat their answers, or may give interviewers more time to write down
responses.

Furthermore, this technique may offer the opportunity to ask follow-up questions
based on participants’ responses to previous questions. This allows deeper exploration
of issues. For example, imagine an interview question on an exit survey by a restaurant
that asked, “On a scale of 1 to 5, with ‘1’ being very dissatisfied and ‘5’ being very satis-
fied, how would you rate the quality of food?” Interviewers could be instructed to ask
follow-up questions of those who answered 1 or 2. For example, follow-up questions
could be, “What did you order?”; “What specifically was dissatisfying—temperature,
presentation, promptness of service?” This is also possible with a phone survey, but the
personalized nature of the interaction may produce more detailed responses from
the participants, thus giving researchers more in-depth data. This is difficult to do in a
mail or Internet survey.

The major disadvantage of the face-to-face interview is that it is quite costly in terms
of time and money. Prescheduled interviews can take a long time to set up. A university
research organization teamed up with the students enrolled in an adult-development class
to conduct care-satisfaction interviews with adult children of elderly residents living in a
nursing home. Because there were undergraduate students from the class who could con-
duct the interviews, it was cost-effective to do such a project. Without these volunteers,
the project would have been much more expensive.

Face-to-face interviews can be useful when researchers know that potential respon-
dents will be located at a particular place. For example, at amusement parks or shopping
centers, you may be approached by an employee armed with a PDA and a set of ques-
tions. The researchers ask a variety of demographic questions: how many in your party,
how many days are you staying, how many stores did you visit, how many times have
you visited the park, what is your home zip code, and so on. This type of face-to-face
interview is actually quite inexpensive because the participants are already present. These
questions allow business owners to develop a profile of their customer base and to fash-
ion marketing and advertising to improve sales. The response rate of face-to-face inter-
views is also very high. It is far more difficult for someone to turn down a researcher in
person than to refuse to participate over the phone, on the Web, or via surface mail. Also,
people at places like amusement parks are usually in a good mood, and research in social
psychology shows that happy people are more helpful (Myers, 2008).

Researchers, then, have several options for survey data collection. Like most deci-
sions in social research, there is no single perfect solution. Rather, each choice comes
with advantages and disadvantages. Table 4.1 summarizes the benefits and drawbacks of
different survey options.



Administering Surveys

Advantages and Disadvantages of Various Options for

Data-Collection
Option

Telephone

Surface Mail

Internet/Email

Face-to-Face
Interview

Advantages

Most people have telephones,
creating a large sampling frame
Higher response rate than surface mail
Little work for respondents

Addresses are easy to purchase
through database company, creating

a large database that is the most rep-
resentative of all sampling frames (but
see disadvantage of low response rate)
Respondents can complete the

survey at their own pace, providing
long, written, narrative answers and
therefore thorough data

Because respondents can complete

on their own time, can likely conduct
a slightly longer survey than by tele-
phone without lowering response rate

Low cost; minimal set-up costs and no
sending charge

Less work for respondents than
surface mail (but more than
telephone), provided respondents
have access to the Internet

Larger sampling frame than other
techniques

Very thorough data, both quantitative
and qualitative

Allows for probes and follow-up
questions to tailor interviews based
on respondents’ unique knowledge or
experience

Disadvantages

People may confuse survey
researchers with telemarket-
ers, resulting in lower partici-
pation rate

Caller ID and call-screening
lower participation rate
Selection bias: those with
unlisted numbers and those
who use only cell phones are
not in sampling frame

Low response rate, unless
incentives are involved or
population has vested interest
in survey

Expensive in terms of labor
and postage

More work for respondents
than telephone survey

The longer the survey, the
more persuasion (for
example, financial incentives,
postcard follow-ups) must be
used to improve response rate

Response bias: those with
technological resources and
knowledge or computers are
more likely to respond

Expensive in terms of labor
costs

Smaller sample size than
other techniques
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: TURN 1

Face-to-Face Interviews

This project is best completed with another student from the class. Interview people
as they leave the university cafeteria after dinner, asking them these questions:

1. On a scale from 1 to 5, with 1 being very poor and 5 being very good, how
would you rate the quality of the meal?

2. What part of the meal was the LEAST satisfying?
a. Main course
b. Vegetables
c. Fruit
d. Dessert

e. Drinks

Also record the student’s gender. Save these responses. We will use them to dem-
onstrate data analysis later in the chapter.

- J

Observations

Whereas surveys ask for people’s self-reported behavior or attitudes, observations collect
actual occurrences of behavior. One type of observational technique is called participant
observation. In such an investigation, the researcher enmeshes himself or herself in the
community under study. As a participant in this community, the researcher also makes
records of behaviors of the other members of the group. One advantage to such an inves-
tigation is that observations of behavior tend to be more reliable than self-reported survey
data (recall the self-serving bias from Chapter 3). Another advantage is that behaviors
that can be observed by a participant might not be as amenable to survey-style data col-
lection. A disadvantage of participant observation is the expense in time and salary to
employ researchers to perform the observations. A famous example of a participant
observation is from Rosenhan (1973). In his article “On Being Sane in Insane Places,” he
documented the reactions of hospital workers to patients with mental illness. This was a
participant observation because the researcher was housed in this hospital as a patient, so
the researcher was able to gain first-hand experience of the people being studied.

With a non-participant observation technique, the researchers observe a group of
people from outside of the group and thus do not embed themselves in the community
under study while they conduct their investigations. For example, a researcher observes
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children’s behavior on the playground. An advantage of the non-participant observation
is that the observer can remain detached, and therefore might be less prone to bias. The
disadvantage is the inverse: not being enmeshed in the community does not allow the
intimacy and depth of observation that a participant observation can achieve.

The actual data collection can be done in the form of either event sampling or time
sampling. Event sampling involves recording all or a proportion of the specific instances
of the behavior of interest. A behavioral scientist interested in studying aggression may
choose a certain number of the aggressive acts she observes (say, every fourth), and code
those acts for content, such as: (a) to whom the aggression was directed, (b) whether it
was instrumental or hostile aggression, (c) type of aggression (verbal, physical, or both),
and (d) gender configuration (girl aggressing against girl, boy against boy, girl against
boy, or boy against girl).

If behavior is very frequent and recording of every episode (or even every fourth epi-
sode) becomes unmanageable, time sampling could be used. This involves recording
behavior by taking systematic observations at preset intervals. These intervals could be
fixed, such as for 2 minutes every 15 minutes; or random, such as for 2 minutes 4 times
an hour at randomly selected time periods. All of the aggressive acts that are observed
during those eight minutes (for example, 10:08-10:10 a.m.; 10:23-10:25 A.m.; 10:38-
10:40 a.m.; 10:53-10:55 a.m.) each hour are recorded and classified just as in event
sampling.

Deciding how to classify observational data is crucial to a meaningful observational
study. A common approach is to develop checklists. A checklist provides a set of descrip-
tors that transform the data into quantifiable components. The checklist provides a
description of the type of aggression, the aggressor, and the victim. The researcher could
also complete a rating scale for each behavior—an observational record in which the
observer records his or her own judgment about the nature of the aggressive act.

: TURN \

Non-Participant Observation

This observation should take place in a living room of a college apartment or house
where there is a television with a remote control. For this observation, you need to
be sitting in the room when at least one other person is watching TV and using the
remote. Situate yourself in the room and pretend to do your homework or other activity
with a clipboard and recording sheet and a timing device. Try not to draw attention to
yourself. Record the amount of time people watch one channel before they change chan-
nels. Also record the gender of the person doing the channel surfing. Your data sheet
should look something like this:




92  Research Methods for Everyday Life

Amount of Time Watching Channel Before Changing Gender
(sec) M F
(sec) M F

Take the average of the men’s and women’s average time watching a channel. Do you
see a difference? In the next chapter we will show you how you can perform a statistical
test to determine if the two means are significantly different.

DATA ANALYSIS

Descriptive Statistics: Central Tendency and Spread

The most common measure of central tendency is the mean: the arithmetic average of a
set of numbers. Means are important for descriptive studies because they provide infor-
mation about the average participant’s score on a measure. College admissions officers
are interested in an incoming class’s mean GPA and SAT scores. The mean of the current
year can be compared to the means of previous years, or the mean of males can be com-
pared to that of females, and so forth. The two other measures of central tendency are the
mode, the most frequently occurring number in a dataset; and the median, the middle
score of numbers in a dataset. (With an odd number of observations, the middle score is
the median; with an even number of observations, most people and computer programs
select the average of the two middle scores as the median.)

A measure of spread measures how much variability there is among the observed
scores on a variable. A straightforward measure of spread is the range: the lowest score
in the dataset subtracted from the highest score. Two common but more complex mea-
sures of spread that quantitative researchers use are variance and standard deviation. The
variance of a sample is the sum of the squared difference between each observation and
the mean value, divided by one less than the number of observations (that is, if your sam-
ple has 100 people in it, you would divide by 99).

The variance is best computed by following these steps.

1. Create a table as shown here, which contains the GPAs of incoming college first-
year students. For this example, the mean GPAis 3.1

Column 1: GPA  Column 2: GPA Minus Mean GPA  Column 3: Square of Column 2

3.4 0.3 0.09
3.1 0 0

3.9 0.8 0.64
2.0 =11 1.21

Total 0 1.94
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2. Now divide the total of Column 3 (called the sum of squared deviations) and divide
by the number of observations minus 1. In this case, 1.94 + 3 = 0.647. Column 2
(called the sum of the deviations) should always equal zero. This serves as a good
check on your math. Every number in Column 3 should be positive, because each

entry is squared, thus making all values positive numbers.

The standard deviation of a sample is the square root of the variance, and is defined
as the average amount any one observation will differ from the mean. The standard devi-
ation is used more often than the variance because it is on the same metric as the original
values. Remember that the variance is created by squaring the values, so taking the square
root returns the number to its original metric. In the preceding example, the square root of
647 is .804.

Statistics texts can provide more detail on how to compute measures, but these val-
ues are computed very easily using statistical software. More important than how to com-
pute these is knowing that the more varied a set of numerical responses, the higher the
measure of spread. When the variance is too big, the mean is not as informative. For
example, if the variance of the GPA of an entering class is large, then knowing the mean
does not tell the admissions department much about the entering class, because the
students are so varied. Figure 4.3 shows the mean, median, mode, variance, and standard
deviation for a Test Anxiety scale for a group of students in a college science course (pro-
duced using SPSS). Figure 4.4 shows the frequency distribution: the numerical scores
and the number of times that a score appears. The Your Turn box shows you how to pro-
duce descriptive statistics and a frequency distribution using SPSS.

: TURN l

Descriptive Statistics

1. Either create a new dataset by typing in new data (see Chapter 1), or use an
existing dataset. For this exercise, type in the four GPAs used previously: 3.4,
3.1, 3.9, 2.0.

2. To obtain descriptive statistics, select Analyze/Descriptive Statistics/Descrip-
tives. Clicking on the Options button will allow you to select mean, range,
variance, and standard deviation. Click OK.

3. To obtain a frequency distribution, select Analyze/Descriptive Statistics/
Frequencies. Clicking on the Statistics button will also allow you to generate
descriptive statistics, just as the Descriptive function does. Click OK. Figure 4.3
shows the output from the descriptives command and Figure 4.4 shows the
output from the frequencies command.
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N Valid 49
Missing 8

Mean 2.9306

Median 3.0000

Mode 2.00°

Std. Deviation 1.33638

Variance 1.78592

*Multiple modes exist. The smallest value is shown.

Descriptive statistics of test anxiety scores for students in
“Science and Technology in Everyday Life” class

Inferential Statistics: Understanding Statistical Significance

Besides using the descriptive statistics just described, researchers are also interested in de-
termining if there are differences in their data. This is done using inferential statistics,
which are statistics used to draw conclusions about significant relationships between vari-
ables. To understand inferential statistics, we refer back to our discussion of sample and
population from Chapter 2. Because research is not done on populations (entire groups of
people), but rather on samples (subsets of populations), there is a component of uncertainty
attached to researchers’ conclusions. This uncertainty stems from not being completely
sure if the sample accurately represents or estimates the true nature of the population. For
example, consider the example of channel-changing frequency in the Your Turn box earlier
in this chapter. If we found that men changed channels more often than women, we would
use inferential statistics to make a claim as to whether our sample of men and women were
similar to the entire population of men and women. How would we do that?

We do it by making a claim about how likely the relationship between variables (in
this case, gender and channel-changing) is to be true. This claim is made in terms of a
probability, and is called a level of significance. The level of significance is the probabil-
ity that a relationship between variables is not real, but rather due to chance factors.
Most social science researchers use .05 as the level of significance to decide if a relation-
ship is statistically significant. Afinding is deemed statistically significant if the level of
significance surpasses a threshold such that researchers are willing to conclude that the
finding is a “real” relationship rather than an artifact of chance factors. For example, if
the difference in channel-changing behavior between men and women had a level of sig-
nificance of less than .05, then the researchers would conclude that men and women dif-
fer on this variable. (Often the phrase used is: “The finding is statistically significant.”)
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Frequency Valid Percent Cumulative Percent

Valid 1.00 5 10.2 10.2
1.40 3 6.1 16.3
1.60 2 4.1 20.4
1.80 1 2.0 22.4
2.00 6 12.2 34.7
2.20 2 4.1 38.8
2.40 2 4.1 42.9
2.60 2 4.1 46.9
3.00 2 4.1 51.0
3.20 6 12.2 63.3
3.40 4 8.2 71.4
3.60 1 2.0 73.5
3.80 2 4.1 77.6
4.00 1 2.0 79.6
4.20 1 2.0 81.6
4.40 3 6.1 87.8
4.80 2 4.1 91.8
5.00 2 4.1 95.9
5.20 1 2.0 98.0
6.80 1 2.0 100.0
Total 49 100.0

Frequency distribution of test anxiety scores for students in
“Science and Technology in Everyday Life” class



96  Research Methods for Everyday Life

It must be made clear that with such claims of a “real” relationship between variables
comes the possibility that the researchers are wrong and that the relationship does not
really exist. This possibility is quantified by the p value, which refers to the likelihood
that the difference between two variables that was found in the current study would be
this large or larger if you assumed that there was no difference. In other words, if it is
assumed that men’s and women’s channel-changing behavior does not differ, and it
is discovered that they do, what is the chance that such a difference is only due to chance?
The smaller the p value, the less likely it is that such a finding is due to chance and that
the difference is “real.”

The larger the difference, the smaller the p value, and the smaller the chance that the
researchers are wrong to claim that the difference is real. Even so, the study could be
wrong—if the researchers found that men and women differ and they actually do not, the
researchers’ inference would be incorrect. The idea of researchers “being wrong” is called
a Typel error: aresearcher believes that a relationship is true when in fact it is due only
to chance factors. To reiterate, the lower the p value, the lower the chance of a Type |
error. If an inferential statistic has a p value of .02, a researcher would say that, if she con-
ducted this study 100 times, approximately 2 times out of 100 a statistically significant
difference would not be found. The opposite of a Type | error is a Typell error: believ-
ing there is not a difference between two variables when there really is one. You can think
of a Type | error as a false positive and a Type Il error as a false negative.

Remember that all of this only makes sense when we return to our original point at
the beginning of this section: drawing conclusions in social science research involves a
degree of chance. As researchers, we make claims in terms of the likelihood that the
claim is true. Table 4.2 will help clarify this issue. Next, we illustrate the idea of statisti-
cal significance by showing how it applies using different statistical techniques.

Summary of Type | and Type Il Errors

What Really Is True in the Population (Unknown)

There is a relationship  There is not a

between two vari- relationship between
ables two variables
What Is True in There is a relationship  Study accurately Type | error
the Sample of Our  between two demonstrates what is
Study (Known) variables true in the population
There is not a rela- Type Il error Study accurately
tionship between two demonstrates what is

variables true in the population
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Correlation

As stated at the beginning of this chapter, correlations have a direction and a magnitude.
The most common statistical measure of correlation is the Pearson correlation. The
Pearson correlation measures the relationship between two interval variables, and most
social scientists use it for ordinal data as well (see discussion in Chapter 3). Its range is
from —1.0 to +1.0. The magnitude of a correlation increases as the absolute value of the
correlation increases. In other words, the closer a correlation is to +1.0 or -1.0, the greater
its magnitude. The Your Turn box shows how to compute correlations using SPSS.

: TURN \

Correlation

1. For this exercise, you can collect your own data or use the dataset provided
here. This dataset shows height in inches and shoe sizes of 10 adults. Enter these
data into SPSS.

Height Shoe Size
74 11
71 9.5
72 10
72 10.5
73 12
78 13
68 10
74 12
70 10
73 11

2. Select Analyze/Correlate/Bivariate.

3. Select the Pearson box under the Correlation Coefficient section of the dialog
window.

4. Move the two variables from the left panel to the right panel. Click OK. Your
screen should resemble Figure 4.5.

5. What is the correlation between height and shoe size?
6. How do you interpret this correlation?

7. You can modify the dataset to see how changing some of the values will
make the correlation either stronger or weaker.

- J
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Bivariate correlations screen in SPSS

Figure 4.6 shows output for Pearson correlations using SPSS for a study of college
student motivation. This correlation matrix (set of correlations among variables in a
study) shows the relationship between intrinsic motivation (motivated by the task or chal-
lenge itself) and extrinsic motivation (motivated by reward, praise, or other incentive) at
the beginning (pretest) and end (posttest) of a college semester. Figure 4.6 shows a statis-
tically significant positive correlation between the pretest and posttest measures of intrin-
sic motivation and the pretest and posttest measures of extrinsic motivation (the SPSS
output shows a p value of .000, which means that the probability of making a Type | error
is less than .001). How would you interpret these findings? These correlations indicate
that people who score high on either intrinsic or extrinsic motivation at the beginning of
the semester (pretest) also score high on that measure at the end of the semester (posttest).
Likewise, those with low scores at the beginning of the semester were also likely to have
low scores at the end of the semester.

Figure 4.6 also shows a statistically significant (if one uses .05 as the acceptable
level of significance) negative correlation between intrinsic and extrinsic motivation at
both pretest and posttest. How would you interpret this finding? This correlation indi-
cates that lower pretest scores on intrinsic motivation are related to higher pretest scores
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Intrinsic Intrinsic Extrinsic Extrinsic
Motivation = Motivation Motivation Motivation
Pretest Posttest Pretest Posttest
Intrinsic Pearson
1 671 -321" -.275
Motivation  Correlation
Pretest Sig. (2-tailed) .000 .018 .065
Intrinsic Pearson
I. l . . 6717 1 —-.200 -.309"
Motivation  Correlation
Posttest Sig. (2-tailed) .000 .183 .031
Extrinsic Pearson 321° 200 1 658"
Motivation  Correlation i i i
Pretest Sig. (2-tailed) .018 .183 .000
Extrinsic Pearson
X I. I . . -.275 -.309" 658" 1
Motivation  Correlation
Posttest Sig. (2-tailed) .065 .031 .000

“Correlation is significant at the 0.05 level (2-tailed).
“*Correlation is significant at the 0.01 level (2-tailed).

Pearson correlation coefficients using SPSS

on extrinsic motivation (p value of .018). The same is true for posttest scores (p value
of .031).

Cross-Tabulation and Chi-Square

If the research study involves nominal data, it is most helpful to display the data as a
cross-tabulation. As we mentioned in Chapter 3, cross-tabulation is a method to show
how the responses of one nominal variable relate to the responses of another nominal.
Figure 4.7 shows SPSS output for a cross-tabulation of gender with the answers to a
question regarding sexual abstinence. These data come from a sexual education program
for seventh-graders implemented by a nonprofit organization. The inferential statistic
used in cross-tabulations is the chi-square: a measure of association between two nomi-
nal variables. If a chi-square is statistically significant, it means that there is a relationship
between the two nominal variables, in this case gender and self-reported future sexual
activity. Just as a Pearson correlation shows a relationship between two interval variables,
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Male Female Total
| probably will Count 1 0 1
have sex
% within Question 1 | .9% 0% 4%
I am not sure Count 8 2 10
whether or not |
, will have sex % within Question 1 | 7.2% 1.5% 4.1%
During the
next year:
Xy | probably will not | Count 15 7 22
have sex
% within Question 1 | 13.5% 5.2% 8.9%
I am sure | will not | Count 87 126 213
have sex
% within Question 1 | 78.4% 93.3% 86.6%
Total Count 11 135 246
100.0% 100.0%
Chi-Square Tests
Value df Asymp. Sig. (p value)
Pearson chi-square 12.42 3 .006

Cross-tabulations and chi-square statistics using SPSS

a chi-square shows a relationship between two nominal variables. In this case, the chi-
square has a p value of less than .05, and so we can conclude that there is a significant dif-
ference between males’ and females’ responses to this question. Looking at the actual
values in the cross-tabulation table, it appears that boys are more likely to indicate that
they are unsure of their future sexual behavior in the upcoming year and girls are more
likely to indicate that they will be abstaining from sexual activity in the upcoming year.
Specifically, 7.2% of males and only 1.5% of females indicated that they were “unsure”
of whether they would have sex. In contrast, 93.3% of females and 78.4% of males indi-
cated that they were sure they would not have sex in the next year. The chi-square statis-
tic tests whether this relationship is statistically significant.
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TURN l

Cross-Tabulation and Chi-Square

1. Enter the following (hypothetical) nominal data of gender and major. In this
dataset, m = male, f = female, a = art major, n = natural science major, s = so-
cial science major, h = humanities

S I3 (3333133331333 (333|313 |33 (31313 |3
35

> | DT | T
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2. Under Variable View, make sure you select string under Type. Cross-tabulation/
chi-square is the only data analysis technique covered in this text that can be
done on string data. We could also assign numeric values to each string value
and get the same result.
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Crosstabs screen in SPSS

3. After you enter the data, select Analyze/Descriptive Statistics/Crosstabs. Your
screen should resemble Figure 4.8.

Select the Statistics button and click on Chi Square.
Select the Cells button and click on Percentages: Column.
Click OK.

What is the chi-square value? The p value?

® N o v oA

. Looking specifically at the output table, what conclusion do you make about
the relationship between declared major and gender?

\_ /

SUMMARY

Correlational research provides descriptions of relationships between interval variables.
The nature of correlational research allows for prediction among variables—knowing
the score on one variable gives information about the score on the other variables.
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Correlational studies do not, however, allow investigators to make claims about causal
connections between variables. Data from descriptive studies are most often collected
using surveys (conducted via surface mail, telephone, or Internet), observations, or inter-
views. Surveys are the most cost-efficient, but do not provide rich or deep information
about behavior and attitudes. Observations are the costliest, but have the potential to be
the richest source of data.

Analyzing data from descriptive and correlational studies involves computing descrip-
tive statistics such as mean and variance. Researchers can also make claims about the rela-
tionship between variables by determining if certain statistical measures (Pearson
correlation, chi-square) are statistically significant. The techniques in this chapter allow
researchers to describe relationships between variables and to make predictions based on
those relationships. As stated earlier, these techniques do not allow researchers to make
claims about whether a change in one variable will cause a change in another variable. To
make claims about causality, we must turn to the techniques described in the next chapter.

KEY TERMS

anchors level of significance prediction

causation mean random-digit dialing
chi-square median range

correlation mode rating scale
correlation matrix negative correlation response alternatives
correlational research non-participant observation  standard deviation
directory-listed sampling p value statistically significant
double-barreled question participant observation time sampling

event sampling Pearson correlation Type | error

inferential statistics positive correlation Type Il error



QUANTITATIVE
RESEARCH: BASIC
EXPERIMENTAL DESIGNS

LEARNING OBJECTIVES
Identify the different types of validity in experimental research.

Identify the different types of variables in experimental research and understand
how to manipulate, measure, or control them.

Conduct data analysis of experimental research.

The correlational designs described in Chapter 4 allow scientists to make claims about
rel ationships between variables. Whereas correlational designs alow descriptions of rela-
tionships among variables, experimental designs allow researchers to make claims about
causal inference; that is, to make statements about which variable is the cause and which
variableis the effect. This chapter describes what makes an experimental design different
from a correlational design and what characteristics of experimental research must be
present if the researchers are to make claims about causation.

EXPERIMENTAL VALIDITY

Internal Validity

Whereas validity (discussed in Chapter 3) refers to the truthfulness of a measure, inter-
nal validity refers to the truthfulness of the experiment being conducted. Specifically,
internal validity refers to the extent to which the claim of changes in the independent
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variable causing changes in the dependent variable is accurate. For example, an experi-
ment by Burton, Wilson, Cowan, and Bruce (1999) showed participants various video
clips of people with whom the participants were familiar. The independent variable was
how much of the person’s body the participants could see. Participants saw one of three
types of photos. full-view, body-obscured, and face-obscured. Participants correctly
identified more than 90% of the full-view photos, nearly 90% of the body-obscured pho-
tos, and only 30% of the face-obscured photos. The researchers’ hypothesis that recog-
nizing familiar people seems to be mostly a function of viewing the face appears to be
supported.

Internal validity isestablished by conducting an experiment that has certain characteristics
and is free of certain biases. In other words, can we confidently conclude that seeing facia
information is actudly the cause of this change in recognizing people? This question is
answered by asking two other questions. Firg, is the independent variable truly the cause
of the dependent variable? Second, can other possible explanationsfor therelationship between
the independent variable and the dependent be logically diminated? If the answer to these
guestionsis yes, then the researchers can claim that the experiment hasinterna validity.

External Validity

External validity refers to the extent to which the findings from one investigation will
generaize to other samples, populations, or settings. Although this chapter is on experimen-
tal research, the concept of external validity refersto al types of social science research.
BarbaraHofer (1994) devel oped an instrument to assess college students' epistemic beliefs—
beliefs about the nature of learning and knowing. In devel oping the instrument, she deter-
mined the construct validity (Chapter 3) of the instrument by administering her instru-
ment and a similar epistemic-beliefs instrument to a sample of students at the University
of Michigan. After assessing construct validity, she sought to determine external validity
by administering the instrument to a different population (Hofer, VanderStoep, & Pintrich,
1996). Specifically, she and her colleagues administered the questionnaire to a group of
students at a small, religiously affiliated private college. She got similar results from the
two studies; because the populations at the two institutions were very different, this
provided evidence of external validity. Additionally, Karabenick and M oosa (2005) extended
these findings to a sample in Oman, Jordan. This effort also represents an attempt to
determine the external validity of the research on epistemic beliefs.

TYPES OF VARIABLES

Asnoted in Chapter 2, variables are constructs that can take on two or more distinct values.
(Thisis opposed to a constant, which always takes on the same value.) We also noted in
Chapter 2 that there are four kinds of variables. nominal, ordinad, interval, and ratio. Ordinal,
interval, and ratio data are considered numeric variables, because they take on quantitative
values on increasing value. Examples include grade point average (GPA), SAT score, or
score of ajob-satisfaction survey. Nominal variables are considered categorical variables,
because they take on values that represent discrete groups rather than quantitative values.
Examples of categorical values include gender, birth country, and ethnicity. We explore
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this distinction in greater detail later in this chapter. For now, the general distinction
between a categorical variable and anumerical variable isrelevant as we discuss indepen-
dent variables.

Independent Variables

As mentioned in Chapter 3, independent variables are variables that are systematically
controlled by the researcher to determine the variable's effect on the outcome (dependent
variable). In experimental research, we refer to independent variables asfactors. A factor
is an independent variable controlled by the researcher. Independent variables in experi-
mental research have two or more levels. distinct amounts of an independent variable.
Independent variables in experimental research are usually randomly assigned by the
researcher such that research participants will receive a particular level of the indepen-
dent variable. In a hypothetical experiment measuring the effect of caffeine consumption
on reaction time, a researcher might have caffeine as the independent variable with three
levels: 200 mg, 100 mg, and O mg. One-third of her participants would receive 200 mg of
caffeine, another one-third would receive 100 mg of caffeine, and the other one-third
would receive no caffeine. The no-caffeine condition is known as a placebo; thisis a
nonactive or zero-level version of an independent variable, often used in drug trials. In
this case the placebo would be a product that looked similar to what the other conditions
received (for example, apill), but which contained no caffeine.

A real-life example of an independent variable from experimental research is from
Share (2004). He presented third-grade Isragli children with unfamiliar Hebrew words.
One of his independent variables—presentation frequency—was how many times he
showed the children these words. The independent variable had three levels. one time,
two times, or four times.

Independent variables exist in correlational research aswell, although in correlational
research they are usualy called predictor variables. Predictor variables are not systematically
varied by the researcher. Rather, correlations between the predictor variable and depen-
dent variable are measured with the data analysis techniques described in the previous
chapter. We will not reexamine these techniques in this chapter, but we mention it here to
draw the parallel between the independent variable of experimental research and the
predictor variable of correlational research. Each isameasured variable, and the relation-
ship between it and the dependent variable is examined.

An example of a predictor variable from correlational research comes from a study of
test anxiety by Thomas Gross (1990) of the University of Redlands. He collected test scores
from students in three different college courses, and also asked students to complete the
Test Attitude Inventory designed to assess generd test-taking anxiety. Using test anxiety as
his predictor variable, he found that as total test anxiety increased, the students perfor-
mance on the exam questions decreased (recall negative correlation from Chapter 4).

As is the case in this example, many predictor variables in correlational research
are individual-difference variables. An individual-difference variable is a measure of
some inherent trait, disposition, or personality difference. An individual-difference
variable can be numeric or categorical. One of the most common categorical individual-
difference variablesis gender. Race and ethnicity are also commonly used as categorical
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independent variablesin social science research. Examples of numeric individual-difference
variablesareincome, SAT score, or score on apolitical-conservatism scale. These variables
are considered predictor variables because participants are not assigned to alevel of that
variable; rather, their score is part of the dispositional, historical, or cultural makeup of a
research participant.

In summary, whether the research is experimental or correlational, the independent
variableison thefront end of the research study, with the goal of determining itsrelationship
to the dependent variable, which we discuss next.

Dependent Variables

Asmentioned in Chapter 2, adependent variableisthe outcome measurein which research-
ers are interested. In correlational research, a dependent variable is sometimes caled a
criterion variable. To collect measurements of dependent variables, researchers observe,
test, or survey the research participants. The dependent variable is what is measured by
the observation, test, or survey. As we discuss later in this chapter, dependent variables
can be collected in a variety of ways, including performance measures (for example,
school grades, total sales), self-report measures (for example, attitudes, depression inven-
tory), or physiological measures (for example, heart rate).

Critical to effective research is a clear understanding of the variables in your study.
Whatever term is used, these variables are the outcomes of interest in aresearch study. One
way this goal is achieved is by providing operational definitions of your dependent vari-
ables, as discussed in Chapter 3. An operational definition defines how avariable will be
measured or assessed. Having aclear operational definition isimportant for many reasons.
As we mentioned in Chapter 3, clear operational definitions are valuable because other
researchers can replicate your research; that is, conduct a similar study to determine if
similar results can be obtained. Another reason a clear operational definition isimportant
is because unlike in the physical sciences, where agreements about measurements are
commonly understood, consensus on measurement is not as easily achieved in the social
sciences. For example, researchers may differ on what constitutes school achievement,
juvenile delinquency, depression, or political conservatism. By being clear about opera-
tional definitions, other researchers can determine how their operational definitions are
different or the same, and how differencesin the definitions may affect research findings.
If one educational researcher defines “gifted” as scoring above the 95th percentile on a
nationally normed achievement test and another researcher defines“ gifted” as scoring above
the 98th percentile on an aptitude test (recall the distinction between aptitude and
achievement from Chapter 3), these researcherswill have different samplesin their study
and may get different results.

Another important component of dependent-variable measurement is consistency in
data gathering. In surveys, for example, it isimportant to collect the information from all
respondents during roughly the same time period. Distributing some of the surveysin the
spring and others in the summer may produce different results. An example of this once
occurred on anetwork newsmagazine show, in which some type of “question of the week”
was posed, and viewers were asked to respond online. The question was “How do you
liketo spend your freetime?’ One of the response aternativeswas“working in theyard.”
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Putting aside the sampling and response problems of having people respond to polls
online, with no control over who responds or how many times, what was interesting
about this example was that the question was asked in April. It seems quite likely that
after a long, cold winter, many people would be eager to “work in the yard.” Indeed,
that was the most popular response. Asking that question in December or January may
have yielded a very different result.

In addition to collecting data at the same time, it is also important to be consistent in
your data-gathering protocol (process). Returning to the study by Share (2004), in which
he showed third-grade Israeli children 18 unfamiliar words, one dependent variable was
word recognition, specifically the ability to distinguish between the words the students
saw and other words that looked very similar. To measure this dependent variable, heread
the following to the children:

Here are two words that both look very much alike, but if you look carefully you'll
see that they're different. One of these words, and only one, is the same as the name of
the [word] you read. . . . Make sure to look very carefully at each word and then tell me
which one is the right one (p. 273).

This precision in collecting data on the dependent variable (reading the exact same
script to al the participants) is typical of experimental research. Even in applied and
guasi-experimental studies, clear operational definitions and data-collection procedures
areimportant, even if the research setting does not allow as much control asisafforded in
experimental research.

In summary, the dependent variable is on the back end of the research study. It is
the outcome of interest, and the relationship between it and the independent variable
is the focus of any particular study. Researchers must take care to measure and collect
the dependent variable with precision and consistency.

Extraneous Variables

An extraneous variable is a rival explanatory variable that could also explain the
relationship between the independent and dependent variables. The presence of an extra-
neous variable makesit difficult to make claims about the relationship between the inde-
pendent and dependent variables. Extraneous variables can be eliminated in experimental
research by employing several techniques, which we describe later in this chapter. In
experimental research, the presence of extraneous variables creates what is known as a
confound: asituation in which it is not known whether changesin the dependent variable
were caused by the independent variable or by an extraneous variable. By eliminating
potential extraneous variables in experimental research, investigators can make more
confident claims that changes in the independent variable produce changes in the depen-
dent variable. It is more difficult to eliminate extraneous variables in correlational
research.

One example of an extraneous variable is time. Consider a survey to evaluate a
professor’s performance. If asurvey is completed early in the semester, the ratings of pro-
fessors might be high. If students complete ratings at the end of the semester, the ratings
might be lower.
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An extraneous variable might also be another variable in the study. Consider the
relationship between nutrition and body weight. In many studies, obesity is operationally
defined as a body mass index (BMI; weight in kilograms divided by height in meters
squared) of 30 or greater. According to the Centers for Disease Control (www.cdc.gov/
brfss), the median percentage of obese adults (across al states) was 11.6% in 1990 and
22.1% in 2002. Using BMI as a dependent variable, researchers could investigate, for
example, the relationship between body weight and the frequency of |eisure-time activity.
Supposeinvestigators conducted atel ephone survey in which they collected, among other
things, information on adults’ height and weight (for computing BMI) and exercise
habits. If it were discovered that people who exercise infrequently have higher BMI,
then the researchers would have support for their hypothesis that exercise frequency is
related to weight. A possible extraneous variablein this study is eating habits. It may well
be that people who exercise little also eat foods that are high in sugar, which could also
contribute to increased BMI.

In correlational research such asthis, the best way to handle the presence of an extra-
neous variable is to measure the potentially extraneous variable as part of the original
investigation. Thiswill allow the researchersto account for changesin both the predictor
variable (exercise) and the extraneous variable (eating habits) and to determine if
exercise is related to BMI above and beyond any relationship it has with eating habits.
Without measuring potential extraneous variables, researchers have no way of assessing
the impact of these variables on the dependent variable.

Extraneous variables can also occur in experimental research. One way in which this
occurs is through the placebo effect, which arises when participants behave differently
because they believe that the independent variable is having an effect rather than because
the independent variableis actually having an effect. If aresearcher gives undergraduates
abeverage and tells them that it contains alcohol, the expectation of what acohol will do
may make the participants behave as though they are consuming acohal. If this occurs,
you have an example of an extraneous variable in an experiment. We will say more about
controlling potential extraneous variables later in this chapter. The Your Turn box tests
your knowledge of different types of variables.

CHARACTERISTICS OF EXPERIMENTS

Several features separate experiments from other quantitative research designs. These
features allow researchers to make the claim that the independent variable causes the
dependent variable. In this section we describe six characteristics of experimental studies:
covariation, time order, elimination of rival variables, presence of a control group, random
assignment, and balancing of unwanted variables.

Covariation

As stated earlier, the main feature of experimental designs is that they allow researchers
to make claims about causality. Inherent in a claim about causality is a claim about
covariation. Covariation occurs when scores on two variables change at the same time.
If researchers find that increased studying results in increased achievement, they are
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TURN \

Types of Variables

Below is an abstract reprinted from the Journal of Experimental Child Psychology.
Using this abstract, identify:

1
2
3.
4

The independent variable(s).
The dependent variable(s).
Any individual differences that the researchers measured.

Any possible extraneous variable(s) that may produce a confound.

Working memory has been implicated in the early acquisition of arithmetic
skill, but the relations among different components of working memory, per-
formance on different types of arithmetic problems, and development have
not been explored. Preschool and Grade 1 children completed measures of
phonological, visual-spatial, and central executive working memory, as well as
nonverbal and verbal arithmetic problems, some of which included irrelevant
information. For preschool children, accuracy was higher on nonverbal prob-
lems than on verbal problems, and the best and only unique predictor of per-
formance on the standard nonverbal problems was visual-spatial working
memory. This finding is consistent with the view that most preschoolers use a
mental model for arithmetic that requires visual-spatial working memory. For
Grade 1 children, performance was equivalent on nonverbal and verbal prob-
lems, and phonological working memory was the best predictor of perfor-
mance on standard verbal problems. For both age groups, problems with
added irrelevant information were substantially more difficult than standard
problems, and in some cases measures of the central executive predicted per-
formance. Assessing performance on different components of working mem-
ory in conjunction with different types of arithmetic problems provided new
insights into the developing relations between working memory and how chil-
dren do arithmetic.

Source: Rasmussen, C., & Bisanz, J. (2005). Representation and working memory in early

arithmetic. Journal of Experimental Child Psychology, 91, 137-157. Reprinted with permission.

J

claiming that there is a relationship between time spent studying and performance on
achievement tests. Although it is true that all causal relationships are correlational rela-
tionships, it isnot the case that all correlational relationships are causal. Thus, covariation
is necessary but not sufficient for an experimental study; it is just the first step. Severa
other criteria must be considered.
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Time Order

Simply because two events are correlated does not necessarily mean that they are caus-
ally connected. Imagine a correlation between two variables, fancily named X and Y.
There are at least three possibilities for a correlation between these variables: X causes,
Y causes X, or some other third variable (dare we call it Z!) causes both X and Y. To
determine a causal connection, aresearcher must also establish atime-order relationship.
Experiments allow time order to be established because the researcher controls the inde-
pendent variable and purposely puts it before the dependent variable to establish the
desired time order (that is, cause comes before effect).

Perhaps your parents were like ours and told you, “Wear awarm coat outside or you'll
catch a cold.” Implicit in that statement is that catching a cold is caused by exposure to
inclement weather. Such a causal claim can be made only when the cause precedes (in
time) the hypothesized effect. In experimental research, if the hypothesis is that caffeine
affectsreaction time, the researcher is careful to administer the caffeine prior to measuring
reaction time. Such aluxury isnot present in correlational research. For example, suppose
researchers find a positive correlation between amount of funding a school district spends
on academic programs and students' scores on standardized tests. It is possible that the
increased money caused increased student achievement, but one cannot be sure. One rea-
son there is doubt is because time order has not been established. It isimpossible, in this
research design, to determine if the increased funding came first. Increased funding could
lead to increased achievement, or it could be the other way around. A second reason for
the impossibility of making a claim about causality is because there are other extraneous
variables that could explain the relationship, atopic to which we now turn.

Elimination of Rival Hypotheses

As mentioned earlier, causality is difficult to determine in the presence of rival variables
that could also explain the relationship. For example, imagine that college admissions
officers find a correlation between high school GPA and SAT scores. It is unlikely that
either one of these variables caused the other to happen. Rather, it islikely that both SAT
scores and GPAs are caused by a variety of other variables, such as cumulative hours
spent studying and doing homework, genetics, school attendance, and other variables that
cannot practically be considered in an experimental design.

Experiments are ableto eliminate rival variables because researchers are able to exert
control over the experimental situation. For example, they control the experimental situa-
tion to ensure that the independent variable occurs prior to the dependent variable. In
experiments, researchers go to great lengths to make sure that the groups that comprise
the different levels of the independent variable are as equal as possible in every way
except the independent variable. The logic of this approach is this: If the groups differ
only in terms of the independent variable, then any difference in the dependent variable
must be due to differencesin the independent variable. Therefore, aresearcher could con-
clude that the independent variable caused the change in the dependent variable. For
example, if the independent variable is caffeine with three levels (200 mg, 100 mg, and
0 mg) and the dependent variable is reaction time, researchers will seek to have the only
difference between the three groups be the amount of caffeine they receive. Experimental
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researchers do this by creating a control group, randomly assigning participants to the
levels of the independent variable, and balancing unwanted variables.

Presence of a Control Group One of the main ways in which experimental researchers
eliminate rival variables is by creating a control group: a group of participants in an
experiment who receive either no exposure to the independent variable or the same expo-
sure that would otherwise occur in everyday life. Imagine that researchers are interested
in studying the effects of violent video games on children’s aggression. In this case, the
video game is the independent variable and aggression is the dependent variable. To con-
duct this study, researchers would randomly assign (see below) half of the participants to
play aviolent video game. After the children played the game for a period of time, the
researchers would then need to observe the children someplace where aggression might
occur (for example, in afree-play situation). If the researchers observed only the children
who played the violent video game, they would not be able to determineif any aggressive
behavior was actually due to the violent video game, or whether it was due to those chil-
dren simply being aggressive. To determine if the amount of aggression is due to the
video games or some other factor, they must compare the score from the aggressive-
video-game group to the control group. The goal of experimentation isto make thetreat-
ment group—the group that received the independent variable—similar in al ways to
the control group except for the presence of the independent variable. Since the treatment
group played a video game, it is also advisable to have the control group play a video
game, but one that is nonviolent. Why? It may be that simple exposure to video itself
causes violent behavior. Giving the control group anonviolent video game eliminatesthis
rival variable. If the difference between the violent group and the nonviolent group is sta-
tistically significant (see Chapter 4), the researchers could conclude that exposure to the
violent video game caused changes (increases) in aggressive behavior.

What is important in this section is to note that the researchers would not be able to
infer causality without the presence of acontrol group. Without a control group, therewould
be no way of knowing if the amount of aggression observed in the treatment group was dif-
ferent from what normally occurs with this group of children. The control group provides
an estimate of the amount of aggression that might occur in the absence of the violent
content.

Simple Random Assignment Another way in which researchers can iminate rival vari-
ablesishy randomly assigning participantsto the different level s of theindependent variable.
Random assignment means that al participants have an equa opportunity to be placed in
any of the conditions of the experiment. (You may remember random sampling from Chap-
ter 2, in which all members of the sampling frame have an equal opportunity to be selected.
Random assignment is the anal ogous tactic for experimental research.) For example, imagine
an experiment designed to measure students motivation for learning. The independent vari-
ableismotivation, and it hasthreelevels: (1) avideo of amotivational speaker, (2) thewritten
text of the motivational speaker’stalk, or (3) anonmotivational video. With random assign-
ment, each participant would have a one-third chance of being placed in the motivational-
video condition, aone-third chance of being placed in the motivational-text condition, and a
one-third chance of being placed in the nonmotivational-video condition.
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The purpose of random assignment is to ensure that any difference that might occur
between the groupsis aresult of the independent variable and not some extraneous vari-
able. In our motivation example, imagine that instead of randomly assigning participants
(say, 30 total) to the three groups, the researchers instead simply assigned the first 10
people to arrive to the motivational-video condition, the next 10 to the motivational-text
condition, and the next 10 to the nonmotivational-video condition. Such non-random
assignment creates arival variable: perhaps those who show up early for experiments are
more motivated than those who show up late. If all thelatecomersarein one group and all
the early arriversin another group, we would have a confound.

Even with random assignment, one experimental condition may have more of one
type of person than another condition. For example, one group may have more males,
more athletes, or a higher group GPA. However, with random assignment the chance of
this occurring diminishes and, over the long run, becomes less and less likely. Why is
“over thelong run” important? Imagine assigning 20 people—10 men and 10 women—to
one of two experimental groups. Although assigning an equal number of males and
females to the two groups is desirable, it is still possible that, even with random assign-
ment, one of the experimental groups could end up with 8 males and 2 females. However,
with alarger number of participants, such an imbalance becomes unlikely. Specificaly,
statisticians tell us that there is a 1.4% chance of assigning 8 males/2 females or
8 females/2 males by chance. However, it is virtually impossible (on the order 10-%) to
get 80 males/20 females or 80 femal es/20 males by chance.

Why does this occur? It occurs because of a fundamental law of statistics known as
the law of large numbers. Simply stated, this law holds that as the size of a sample
increases, the more likely it is that the sample will approximate the overall population. In
this caseg, if there are 50% females and 50% males in the population, one may not get
50% of each gender with a small number of participants. However, with alarger number
of participants—say, 100 males and 100 females—the probability of getting close to
50% of each gender is very high. In other words, the random assignment of participants
to conditions becomes an important tool for balancing out individual differences as the
number of participantsincreases. The Your Turn box allows ademonstration of the statis-
tical principle underlying the logic of random assignment and a chance for you to do a
random assignment for yourself.

: TURN \

Law of Large Numbers and Random Assignment

1. Girls and Boys. Consider three hospitals. At Hospital X, 10 babies are born each
day; at Hospital Y, 50 babies are born each day; and at Hospital Z, 100 babies
are born each day. At which hospital is it more likely that more than 60% of
the babies born will be girls? (Assume that 50% of babies born are girls and
50% are boys.)
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Hospital X

Hospital Y

Hospital Z
2. Heads and Tails
Flip a coin 10 times and record the number of heads:
Flip a coin 50 times and record the number of heads:
Flip a coin 100 times and record the number of heads:

Which of these flip sessions differed the most from 50%? Compare your flip
outcomes to those of your classmates. Why do you think this happened? Did this
exercise help you answer the hospital question?

3. Random Assignment. Listed here are 31 names of potential participants. If we
were assigning participants to the motivation experiment described earlier,
we would randomly assign the participants to one of three experimental groups
using two different methods. First, move down the list and place a 1, 2, or 3 next
to each person. For example, Breen would be in Condition 1, Breuker in Condition
2, Buck in Condition 3, Buyze in Condition 1, and so forth. Because there are 31
people, there will not be equal numbers in each condition. If you correctly did the
random assignment, there should be 11 people in Condition 1 and 10 people each
in Conditions 2 and 3. A more complex method is to use a random number table
from a statistics textbook. If you have such a book from a statistics class, move
along the random number table. When you encounter the first number that is ei-
ther a 1, 2, or 3, you should put the first person in that condition. For example, if
you first find a 2, then put Breen in Condition 2, then move on to Breuker and
look for the next 1, 2, or 3. Place the condition humbers next to each student'’s
name and compare how different the two randomization procedures are. Did
Method 2 result in roughly equal numbers of participants per condition?

Name Randomization Method 1 Randomization Method 2
Breen
Breuker

Buck
Buyze
Crowder
De Jong
De Petro
Edwards
Fineout
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Frantz
Graves

Gray
Greenland
Haines
Haulenbeek
Heneveld
Izenbaard
Kerkstra
Konny

Le

Meek
Merlihan
Northuis
Oosterink
Southard
Timmins
Ummel
VanTimmeren
Vinas
Weingartner

4. Why do you think we put an exercise on law of large numbers with an
exercise on random assignment in the same Your Turn box?

\_ /

Stratified Random Assignment An even more preciseway to assign participants to experi-
mental groups is with stratified random assignment. This technique is based on the same
rationale as the stratified random sampling covered in Chapter 2. Specificaly, people are
assigned to conditions based on a preexisting trait. This ensuresthat thetrait isequaly likely
to be present in all of the experimenta groups. If the researcher wants to guarantee equal
proportion of genders in each condition, she would employ stratified random sampling.
Why would this be important? After al, we just learned that (over the long run) gender
will balance out if you use simple random sampling. One reason would be to avoid a poten-
tial confound. To conduct stratified random sampling, a researcher would use the same ran-
dom-assignment method described earlier, but do it separately for maes and females.
Researchers need to use stratified random sampling only if they think the stratification vari-
able will possibly affect the dependent variable. Otherwise, simple random assignment will
work just fine. Possible variables used in stratified random sampling include gender, year in
schoal, or race/ethnicity. The Your Turn box offers an opportunity to do the same random
assignment you did in the previous Your Turn box, but this time stratifying by gender.
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TURN \

Stratified Random Assignment

Here is the same list of participants shown in the previous Your Turn box, with the
gender of the participants indicated next to the names. Using the same tech-
niques as in the previous Your Turn box, construct a stratified random sample by

gender.

Name

Breen (M)
Breuker (M)
Buck (F)
Buyze (F)
Crowder (M)
De Jong (F)
De Petro (F)
Edwards (F)
Fineout (F)
Frantz (M)
Graves (F)
Gray (F)
Greenland (F)
Haines (M)
Haulenbeek (F)
Heneveld (F)
Izenbaard (F)
Kerkstra (F)
Konny (F)

Le (F)

Meek (F)
Merlihan (F)
Northuis (M)
Oosterink (F)
Southard (M)
Timmins (M)
Ummel (F)
VanTimmeren (F)
Vinas (F)
Weingartner (F)

Randomization Method 1 Randomization Method 2
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Matching An alternative to random assignment that also achieves the goal of elimi-
nating unwanted differences between experimental groups (and therefore reducing
therisk of rival variables) is atechnique called matching. M atching involves making
the experimental groups as similar as possible on a potential rival variable. For exam-
ple, imagine a study in which researchers construct two instructional conditions for
learning probability problems: a standard problem-solving instructional condition
(standard learning) and a condition in which you teach people how the probability
principle being learned is different from other probability principles (comparison
learning). You are interested in determining whether these teaching methods affect
students’ problem-solving performance. So, the independent variable is instructional
condition (two levels) and the dependent variable is problem-solving performance.
Onerival variable that could affect the interpretation of your results is overall intel-
lectual ability. In other words, peoplewith more advanced education or more advanced
intellectual skill might be likely to do better on the dependent variable. One way to
solve thisis to match participants based on their intellectual skill and assign them to
conditions so that each experimental condition has people with the same level of
intellectual skill.

For example, suppose you use ACT score as your measure of intellectual skill. In
matching, you would take a student with an ACT score of, say, 26, and assign him to the
Standard condition. You would then search for another student in your sampling frame
with an ACT score of 26 and assign him to the Comparison condition. You would con-
tinue this matching through the entire sampling frame, trying as much as possible to
match each person on ACT score and assigning people with similar ACT scores to differ-
ent conditions. This can be done with gender, race, or any other variable that might be
related to the independent variable. Asthe Your Turn box indicates, it is not always possi-
ble to find an exact match on the matching variable. If matching is not possible because
there are not enough sets of similar scores, then we recommend using random assignment
or stratified random assignment.

: TURN \

Matching

Here is a list of students’ last names and (fictitious) ACT scores. Assign participants
to one of two experimental conditions—standard instruction or comparison
instruction—matching them on ACT scores as closely as possible. Make sure that
you still randomly assign the matched pairs to conditions. After you have done
this, compute the mean ACT score for each of the two experimental groups. If the
means are very similar, then you have done a successful job of matching on
ACT score.




Name
Adams
Burgess
Dekkenga
Doupe
Evenhouse
Fortney
Heeringa
Isherwood
Kaliszewski
Kirsch
Koopman
Kuiper
Langshaw
Lynch
Marshall
Matre
Meeusen
Mittelstaedt
Morden
Murphy
Pedigo
Purtee
Schneider
Specht
Thompson
Vilmann
Walkowicz
Wolters
Yonker

Zoellner

Quantitative Research: Basic Experimental Designs

Act Score
26
23
28
31
31
32
22
26
31
23
24
22
22
23
24
22
25
25
28
25
26
25
32
27
26
25
32
30
32
24

Mean ACT score of Condition 1:

Instructional Condition (1 =
Standard, 2 = Comparison)

Mean ACT score of Condition 2:

119
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Balancing Unwanted Variables No matter how hard we, as experimenters, try to elimi-
nate extraneous variables, we cannot control all aspects of the experimental setting. It is
not practical to match or stratify on every possible variable, so the next best strategy for
dealing with these variablesis to balance them equally across all the experimental condi-
tions. This equal distribution of nuisance variables makes it less likely that one experi-
mental group will be disproportionately affected by such a variable. For example, if we
were to conduct the problem-solving experiment described earlier with the two condi-
tions of standard instruction and comparison instruction, and we were further to use two
experimenters—Michael and Sonja—to conduct the experiment, we would want to make
sure that the two experimenters administered the two conditions equally often. In other
words, it would be apotential confound if Michael conducted the experiment for the stan-
dard condition and Sonja conducted it for the comparison condition. With each experi-
menter doing each condition equally often, any differences between the experimenters
would balance out over time. Potential nuisance variables include age, gender, or race of
experimenter. They could even be as subtle as voice tone, dress style, or likeability. Other
possi ble nuisance variables that must be balanced across conditionsinclude experimental
setting (if researchers are using multiple rooms), time of day, and day of week. All of
these factors should be balanced.

TYPES OF EXPERIMENTAL DESIGNS

Although we have referred, at least indirectly, to the different types of experimental
designs available to you, in this section we formally describe different types of experi-
mental designs that can be employed. These designs are considered basic designs. We
refer to basic experimental designs as those in which there is only one independent vari-
able and in which each participant is assigned to only one level of that independent
variable. In Chapter 6, we discuss other experimental designs that are referred to as com+
plex, meaning that they employ more than one independent variable and/or participants
are assigned to more than one level of the independent variable. For now, though, our
focus is on basic experimental designs.

Random-Groups Design

The most straightforward way to design an experiment is to employ a random-
groups design, in which participants are randomly assigned to one of the experi-
mental conditions. The process of randomly assigning research participants to
experimental conditions was discussed in detail previously in this chapter. The
assignment to groups can be completely random, or selectively random based on
some characteristic of the participants such as age or gender (stratified random sam-
pling). An example from earlier in the chapter described an experiment testing the
effect of caffeine on reaction time. The independent variable of caffeine had three
levels: 200 mg, 100 mg, or 0 mg (placebo). A random-groups design would ran-
domly assign one-third of the participants to the 200-mg condition, one-third to the
100-mg condition, and one-third to the placebo.
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Matched-Groups Design

In lieu of randomly assigning participants to groups, researchers can employ a matched-
groups design. In a matched-groups design, participants are placed into groups based on
some preexisting characteristic. This characteristic should be a variable that you as a
researcher believe is correlated with the dependent variable. As described earlier, the
matching takes place by finding a number of participants equal to the number of experi-
mental groups (that is, select two participants for a two-group design, three participants
for a three-group design) who have the same or nearly the same score on the matching
variable. The matched-groups design controls for any differences that might be created,
even after random assignment, between the experimental groups based on this variable.

Natural-Groups Design

In a natural-groups design, some difference already present among the participants is
used in assigning the groups. In other words, researchers use an individual-difference
variable (described earlier in this chapter) to make up the levels of the independent vari-
able. Common individual-difference variables include gender, race/ethnicity, year in
school, or political or religious affiliation. An undergraduate student recently conducted
a study in which he asked people to self-identify as either religiously conservative, reli-
giously moderate, or religiously liberal (VanderStoep & Norris, 2005). He used answers
to these questions to compare the groups on a variety of dependent measures, including
political beliefs, beliefs about learning, and beliefs about various aspects of religious
behavior and practice.

Such studies are powerful because they take people just as they are and attempt to
identify how they differ on avariety of dependent measures of interest. The major weak-
ness of this design is that there is no way to assess the internal validity or causality. In
other words, did the independent variable really cause the dependent variable? The
VanderStoep and Norris study found that those who identify themselves as religiously
conservative believe that knowledge is more certain and less complex than those who
identify themselves as religiously liberal. Because there was no random assignment of
participants to experimental conditions, it cannot be claimed that religious conservatism
caused these differences in beliefs about knowledge. It could be that a whole set of per-
sonal and cultural factors that accompany religious conservatism are at work in creating
these differences.

DATA ANALYSIS

In the previous sections of this chapter we described experimental designs and basic
strategies for implementing them. In thisfinal section we discuss how to analyze the data
that you would get from a basic experimental design. These statistical techniques are
used whether you have used a random-groups design, a matched-groups design, or a nat-
ural-groups design. Our experience is that students are often anxious about conducting
data analysis. We believe that competence in data analysis will be an important way in
which you can set yourself apart from candidates and competitors for prized positionsin
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graduate school. Besides, if you never analyzed the data from your experiment, you
would never know if your theories were supported!

t Tests

A ttest isused to determine if two groups or levels of an independent variable differ on a
dependent variable. In the basic experimenta designs described in this chapter, where
each group receives only one treatment of the independent variable, the type of t test used
is called an independent-samples t test. An independent-samplest test compares mean
scores from a study in which each participant receives only one level of the independent
variable. (This will be contrasted with another form of t test in which each participant
receives both levels of the independent variable. We cover thist test in Chapter 6.) If a
t test isfound to be statistically significant, we would say that the two groups differ on the
dependent variable. Recall from Chapter 4 that most social scientists use ap value of less
than .05 as the cutoff for statistical significance. If thet test is not statistically significant
(p value greater than .05), we would say that the two groups do not differ on the depen-
dent variable. For example, if you wanted to compare whether males differed from
females on first-year college GPA, you would employ an independent-samples t test. As
another example, in the experiment described earlier comparing standard instruction to
comparison instruction on problem-solving performance, an independent-samples t test
isthe proper statistical technique to employ. Computation of t testsis fairly complicated,
but is covered in most college statistics classes. For our purposes, it is more important to
know the conditions under which at test is used (comparing means of two groups), how
to execute them in SPSS, and how to interpret the output. The Your Turn box gives you
the opportunity to conduct at test using SPSS.

: TURN \

Independent-Samples t Test

Enter the following data into an SPSS dataset. Call the first variable RELIGION and
the second variable BELIEF. Make them both numeric variables. RELIGION is coded
“1" for those who self-identified as religiously conservative and “2” for those
who self-identified as religiously liberal. (The actual study had a response for reli-
giously moderate, but is not included in this example.) Using the Value Labels col-
umn, code a “1" as conservative and a “2" as liberal. The variable BELIEF is the
participant’s answer to the following question: “In most social conflicts, | can eas-
ily see which side is right and which is wrong.” Participants responded to this
question on a five-point scale, with 1 being “strongly disagree” and 5 being
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“strongly agree.” In other words, high scores indicate that a person believes he or
she can tell which side of a social conflict is right or wrong with great certainty.

Religion Belief

N
N

N N = o a a NN =SSN = N = a a N -
= N WP WDHBNWWWMNWNDdDWWW

To perform the t test, pull down the Analysis menu. Select Compare Means, then
Independent-Samples t test. Place the BELIEF variable in the upper box by select-
ing it and clicking the arrow. This is where the dependent variable goes. Place the
RELIGION variable in the lower (smaller) box by selecting it and clicking the arrow.
This is where the independent variable goes. Below the independent variable,
click on Define Groups. Enter the two numeric values that your independent vari-
able has. Most of the time the values are 1 and 2, but they can be any two inte-
gers. Click OK.

The output should look like this:

GROUP RELIGION N Mean Std. Deviation Std. Error
STATISTICS Mean
Belief 1 10 3.3000 .67495 .21344

2 8 2.3750 .74402 .26305
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INDEPENDENT  Levene’s Test t test for Equality of Means
SAMPLES TEST for Equality of
Variances
F Sig. t Df Sig. Mean Std. Error
(2-tailed) Difference Difference

EQUAL 175 .681 2762 16 .014 .9250 .33489
VARIANCES
ASSUMED

We want to know if there is a significant difference between the religious conser-
vatives and the religious liberals on this question.

The first component of the output with which you should be concerned is the t
value and p value (written as Sig. 2-tailed in the output) shown under t-test
Equality of Means. Is the finding significant? If so, the component of the output
that says Group Statistics contains the means of the two groups. Based on this
output, do conservatives score higher or lower on the response to this variable?

How would you interpret this result?

Analysis of Variance

An analysis of variance (ANOVA) is used to determine if three or more groups or levels
of an independent variable differ on adependent variable. Analysis of varianceisthelog-
ical extension of at test; at test is for two groups and analysis of variance is for three or
more groups. The test statistic produced by ANOVA isthe F statistic, and like the t test, a
p value is associated with the F. If the p value is less than .05, researchers conclude that
the ANOVA is statistically significant and therefore the three (or more) groups differ
from each other. For example, the caffeine-reaction time experiment described earlier
would be analyzed using an ANOVA comparing the mean for the three levels of the inde-
pendent variable (caffeine) on the dependent variable (reaction time).

ANOVA is more complicated than the t test, because if at test is statistically signifi-
cant we know that one group is significantly higher/lower than another group—because
there are only two groups. By looking at the means, it is obvious which group is higher.
However, with ANOVA there are three or more groups, so even though we know that
thereis a statistically significant difference, we cannot know for sure where those differ-
ences are. For example, in the experiment described earlier examining the effects of a
motivational video on motivation for learning, suppose we found a statistically significant
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difference between the three levels of the independent variable—motivational video,
motivationa text, and nonmotivational video. The ANOVA will only tell us that the
means differ, but not which means are different. To determine this, we need to conduct
post-hoc tests: statistical tests performed on statistically significant ANOVAS to deter-
mine how the means differ from each other.

Consider three levels of the independent variable—A, B, and C—and a statistically
significant F statistic from the ANOVA. There are three possibilities: A is different from
B, B isdifferent from C, and A is different from C. A post-hoc test will indicate which of
the three means are different from one another. The Your Turn box allows you to try con-
ducting an ANOVA and a popular post-hoc test, the Tukey HSD test.

: TURN \

Analysis of Variance

Enter the following data into an SPSS file. These are hypothetical data from the experi-
ment described earlier comparing the effect of a motivational video, motivational text, or
nonmotivational video on participants’ motivation for learning.

Condtion Motivate
1 5
4.2
3.8
3.6
3.6
4
2.8
3.4
3.8
3.6
3
3
2.2
2.4
2.2
3.2
2.4
2.4
3
2.6

4.8

W NN N NNNNNNN=2 @ @ @ @  aaa«a
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2.2

3.2
3.2
4.2
1.8

W w w w w w w w w

2.2

The variable CONDTION is the independent variable. Using the Value Labels col-
umn, code the three levels with a “1"” for motivational video, a 2" for motiva-
tional text, and a “3"” for nonmotivational video. The variable MOTIVATE is the
participant’s mean score on a five-item motivation scale, with a range of 1.0 to 7.0.
To conduct the analysis of variance, pull down the Analysis menu and select Com-
pare Means (just like the t tests) and then One-Way ANOVA. Your screen should
resemble Figure 5.1.

\l ANALYSIS OF VARIANCE.sav [Dat SPSS Data Editor
= Ld » R s »
SHAE S P e .[.'b(i&
1- CONDTION | " Mearr... Visible: 2 of 2 Variables
CONDTION| MOTIVATI Ore-Gamide T Tesl., | v w | v | v | wr | w [ &
1 1.00] 5.0 TTest...
Fl 100 iz Paired -Samples T Test... T T
3 100 38
4 1.00] EC
5 1.00] 36
8| 1,00 40
7 1.00 28
[] 1.00| 34
3 1.00] ig
100 kL
200 30
2.00] KL
2,00 22
200 240
200 220
200 EFT|
2.00] 240
200 240
200 3.00
200 260
3.00] 480
300 200
3.00] 220
3.00] 3.00]
360] 320
300 320
3.00 4.20
3.00] 1,60/
3.00] 200
300 220
— | | ! | | | | | | | e
4+ \Data View £ Vaniatie View [ | £ »

SPSS Processor ic ready
g rfrOfg=pEBo B0 %)oosColep... | FuPamDescop | [ 3 Mousof., = @ Chagter3 - @) 10:52AM

One- ANONA

Conducting an ANOVA in SPSS.
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Place MOTIVATE in the Dependent List box and CONDTION in the Factor box. Click
Options and select Descriptive. This will provide the means scores for the
three conditions. Then click Post-Hoc and select Tukey. If the overall F statistic
of the ANOVA is significant, the Tukey follow-up test will examine if any of
the means are different from one another. Click OK and your output should look

like this:

Descriptives

MOTIVATE
Std. 95% Confidence
N Mean Deviation Std. Error Interval for Mean
Lower Upper
Bound Bound
Motivational 10 3.7800 .56921 .18000 3.3728 4.1872
Video
Motivational 10 2.6400 37476 .11851 2.3719 2.9081
Text
Nonmotiva- 10 2.8600 1.01566 .32118 2.1334 3.5866
tional Video
Total 30 3.0933 .84647 .15454 2.7773 3.4094
ANOVA
MOTIVATE
Sum of Mean
Squares df Square F Sig.
Between 7.315 2 3.657 7.334 .003
Groups
Within 13.464 27 499
Groups
Total 20.779 29

Multiple Comparisons
Dependent Variable: MOTIVATE
Tukey HSD
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95% Confidence

Interval

(] ) Mean Std. Lower Upper
CONDTION CONDTION Difference (I-J) Error Sig. Bound Bound
Motivational Motivational 1.1400* .31581 .003 3570 1.9230
Video Text

Nonmotiva- .9200* .31581 .019 1370 1.7030

tional Video
Motivational Motivational -1.1400* 31581 .003 -1.9230 -.3570
Text Video

Nonmotiva- -.2200 31581 .767 -1.0030 .5630

tional Video
Non- Motivational -.9200* 31581 .019 -1.7030 -.1370
motivational Video
Video

Motivational .2200 31581 .767 -.5630 1.0030

Text

*The mean difference is significant at the .05 level.

The middle box is where you should look first. This shows an F value of 7.334
with a p value of .003. Because the p value is less than .05, we conclude that the
analysis of variance is statistically significant. From this you know that the three
means are statistically different. You should next look at the top box that says
Descriptives, which shows the means of the three experimental conditions. You
see that the highest mean is for Motivational Video, then Nonmotivational Video,
then Motivational Text. The Tukey follow-up test is shown in the bottom box that
says Multiple Comparisons. This tells you which of the three means are statistically
different from one another. Moving to that final box, in the first line of that box
you will see a comparison of Motivational Video to Motivational Text. The first
value in the column Mean Difference (I-J) is 1.14. This is the difference between
the Motivational Video mean (3.78) and the Motivational Text mean (2.64) shown
in the first box. The box labeled Sig. is the p value for this Tukey follow-up test. It
is .003, which is less than .05. Therefore, we conclude that the Motivational Video
mean is statistically higher than the Motivational Text mean. Doing this for the
other two comparisons, we find that Motivational Video is significantly higher
than Nonmotivational Video (p = .019), but that Nonmotivational Video is not sig-
nificantly different from Motivational Text (p = .767).

This is how you do ANOVA. It is the statistical tool to use whenever you have
a study that compares the means of three or more groups.
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SUMMARY

This chapter outlines the essential elements of experimental design. Successful experi-
ments have internal validity, which allows researchers to claim that the independent vari-
able caused changes in the dependent variable. Experiments that have interna validity
have certain characteristics, including covariation, cause preceding effect in time, elimi-
nation of extraneous variables, random assignment or matching of participants to condi-
tions, the presence of a control group, and balancing of unwanted variables. Data from
experiments are analyzed with either at test, which compares mean differences of two
groups, or an analysis of variance (ANOVA), which compares mean differences of three
or more groups.

KEY TERMS

analysis of variance (ANOVA) matched-groups design
categorical variables matching

causal inference natural-groups design
confound numeric variables
control group placebo

covariation placebo effect

external validity post-hoc tests

extraneous variable

factor

independent-samplest test
individual-difference variable
interna validity

law of large numbers

random assignment
random-groups design
stratified random assignment
t test

treatment group






QUANTITATIVE
RESEARCH: ADVANCED
EXPERIMENTAL DESIGNS

LEARNING OBJECTIVES

Identify the three different types of complex designs, and be able to match a
design to a particular research question.

Identify how to control or eliminate pitfalls that accompany repeated-measures
design.

Conduct data analysis of complex designs.

In this chapter we move from one-variable experimental designs to more complicated
designs. To lay the groundwork for what we cover in this chapter, it helps to make a dis-
tinction between repeated-measures designs and between-groups designs. A between-
groups design is an experiment in which participants receive only one level of an
independent variable. This is the design that we studied in Chapter 5. We covered various
ways to create the between-groups design—random assignment, matched groups, and
natural groups—but the common element was that each participant was in only one
group/level of the independent variable.

In this chapter we modify this model of experimental design in three ways. First, we
cover experiments in which participants in the experiment receive all levels of the inde-
pendent variable rather than just one level. These are known as repeated-measures
designs. In this chapter we describe methods for implementing these designs. A second
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variant on the model discussed in Chapter 5 is experiments with more than one indepen-
dent variable. These are called complex designs. A third way that experiments become
more complex is if they are conducted outside of a standard laboratory setting. Most
experiments that take place in schools, hospitals, or other real-life settings are almost
always quasi-experiments. We introduced quasi-experiments in Chapter 2, and we
describe the details of conducting them in this chapter. Besides being more procedurally
complicated, quasi-experiments are also lower in internal validity. Thus, we also explore
ways in which certain factors may adversely affect the internal validity of experimental
research. In summary, this chapter tackles these three more advanced types of designs, as
well as strategies for analyzing these designs. First, though, we describe several concepts
that are important to understanding the designs in this chapter.

BASIC CONCEPTS

Recall from Chapter 5 that a factor is an independent variable controlled by the researcher.
A complex design will have more than one factor and each factor will have two or more
levels. For example, a simple experiment that has a treatment group and a control group
has one factor with two levels. In a complex design in which one independent variable is
amount of caffeine (200 mg, 100 mg, placebo) and the other independent variable is sleep
deprivation (no sleep, 4 hours, 8 hours), we would say the experiment has two factors,
each with three levels. The generally accepted terminology is that this is a 3 X 3 complex
design.

Main Effects

Because a complex design has two or more independent variables/factors, there are more
potential effects that could be statistically significant. There are two kinds of effects that
can be produced in a complex design. The first is a main effect. A main effect is a test of
whether an independent variable is statistically significant across all of the levels of the
other independent variable(s). To understand a main effect, consider the simplest of com-
plex designs: an experiment with two independent variables with two levels for each
independent variable (a 2 X 2 design). The results of a complex design of the experiment
can be displayed in a table. For example, an experiment by Epley and Kruger (2005) had
two independent variables—expectancy and type of communication—each with two lev-
els. Specifically, participants were led to believe that they would interact with either an
intelligent or an unintelligent person and that this communication would take place either
on the telephone or via email. Table 6.1 shows the results of this experiment. In an exper-
iment with two independent variables, there are two main effects to be tested. In this
experiment, the main effects are expectancy (expecting the person to be intelligent vs.
unintelligent) and type of communication (voice vs. email). The researchers found a sta-
tistically significant main effect for expectancy. That is, participants who were led to
believe that they were interacting with an intelligent person rated that person as more
intelligent that those who were led to believe that they were interacting with an unintelli-
gent person. Looking at Table 6.1, then, we find that the rating of 3.0 for the intelligent
expectancy is significantly different from the rating of 1.4 for the unintelligent expectancy.
The main effect for type of communication was not statistically significant. In other
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words, there was no overall difference between the perceived intelligence of those who
communicated via voice versus those who communicated via email. Looking at Table 6.1,
then, 2.8 from the voice condition is not significantly different from 1.6 of the email
condition. (It is true that 2.8 might seemdifferent from 1.6, but the difference is not statis-
tically significant. This illustrates the importance of conducting statistical tests instead of
relying on simple “eyeballing” of the data. We show you how to conduct these statistical
tests at the end of this chapter.) So, in this experiment, there is one main effect that is
statistically significant and one main effect that is not statistically significant.

Interactions

Main effects measure whether the levels of one independent variable are significantly
different when combined across the levels of all the other independent variables. An
interaction is the effect of one independent variable at a particular level of another inde-
pendent variable in the same study. Imagine mean scores from the hypothetical 2 X 2
complex design shown in Table 6.2.

Results of a Complex Design with Two Independent Variables

Expectation Type of Interaction

Email Voice Total
Intelligent 3.2 2.9 3.0
Unintelligent 0.1 2.8 1.4
Total 1.6 2.8

Interaction Effects in a 2 x 2 Complex Design

Independent Variable 2 Independent Variable 1

Level 1 Level 2 Main Effect of IV2
Level 1 3.0 7.0 5.0
Level 2 7.0 3.0 5.0

Main Effect of IV1 5.0 5.0
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The bottom row and the far right column of the table show the means for the main
effects. As can be seen, the main effects for the two independent variables are not
statistically significant. For purposes of this hypothetical illustration, we are designating
all identical scores as not statistically significant and all nonidentical scores as statistically
significant. So, the main effect means for Independent Variable 1 are 5.0 for the first level
and 5.0 for the second level. The main effect means for Independent Variable 2 are also 5.0
for both levels. However, inspecting the four-cell means in the interior of the table reveals
statistical differences. These are interaction effects because the effect of one independent
variable varies as a function of different levels of the other independent variable.

In the Epley and Kruger experiment, there is a large effect for expectancy (intelligent
vs. unintelligent) for the email condition, but no effect for expectancy in the voice condi-
tion (Table 6.1). This is an interaction, because the effect of one independent variable
(expectancy) differs as a function of the level of the other independent variable. Specifi-
cally, the rating in the email condition is 3.2 for the intelligent expectancy and only 0.1
for the unintelligent expectancy (a significant effect). However, in the voice condition the
ratings are 2.9 and 2.8 for the intelligent and unintelligent expectancy conditions, respec-
tively (a nonsignificant effect). Because an independent variable has different effects
based on the level of the other independent variable, we say an interaction is present.

If an interaction is present, interpreting the main effects is less important. In the
Epley and Kruger experiment, the main effect for expectancy is statistically significant,
but what is really interesting about this study is that the effect for expectancy is very large
for the email condition (3.2 vs. 0.1) and nonexistent for the voice condition (2.9 vs. 2.8).
So, looking at the main effect does not tell the whole story. Instead, when an interaction
is significant, it is most helpful to examine simple main effects. A simple main effect is
the analysis of one independent variable at a particular level of the other independent
variable. In a two-variable study, there are four possible simple main effects to examine.
As a researcher, you must choose which simple main effects to analyze based on how
well each analysis helps explain your theory. In the Epley and Kruger study, the four pos-
sible simple main effects to be analyzed are:

Intelligent versus unintelligent expectancy for the voice condition (2.9 vs. 2.8)
Intelligent versus unintelligent expectancy for the email condition (3.2 vs. 0.1)

1

2

3. \oice versus email communication for the intelligent condition (3.2 vs. 2.9)

4. Voice versus email communication for the unintelligent condition (2.8 vs. 0.1)

Epley and Kruger chose to report the first two—the simple main effect of expectancy
(intelligent vs. unintelligent) for the email condition and for the voice condition. These
analyses showed a statistically significant expectancy simple main effect in the email
condition (3.2 statistically different from 0.1) and no significant simple main effect in the
voice condition (2.9 not statistically different from 2.8).

Analyzing interactions and the subsequent simple main effects provides a great deal of
theoretical power to social science research. If researchers theorize that there is an expec-
tancy effect for intelligence, such that people would perceive those they believed to be
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intelligent as more intelligent than those they believe to be unintelligent, then this complex
design helps clarify that hypothesis. In fact, Epley and Kruger found that the expectancy
condition was present only in the email condition. This provides future researchers with
theoretical clarification about the conditions under which expectancy effects will occur. The
Your Turn box gives you the opportunity to identify main effects and interactions. Next, we
turn to three types of more advanced designs that are often used in experimental research.

: TURN \

Main Effects and Interactions

Here is a 2 X 2 table of a natural-groups design. The dependent variable is college
students’ answers to the question from the National Survey of Student Engage-
ment: “If you could start over, would you attend the same institution you are now
attending?” The scores range from 1.0 (definitely no) to 4.0 (definitely yes). The
independent variables are gender and whether the student was a member of a
fraternity/sorority. (For the purposes of this exercise, assume that a difference of
0.1 or less is not statistically significant and that a difference of 0.2 or more is
statistically significant.)

Identify the two main effects.

Identify the four possible simple main effects that could be analyzed.

Which main effects and simple main effects are significant?

How would you interpret these findings?

Member of a Fraternity/Sorority

Gender No Yes Total
Male 3.4 3.2 3.3
Female 3.4 3.4 3.4
Total 3.4 3.3
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REPEATED-MEASURES DESIGNS

Up to this point, in both Chapter 5 and this chapter, we have described between-groups
designs. In Chapter 5 we covered between-groups designs with one factor/independent
variable and in the previous section we described between-groups designs with two fac-
tors/independent variables. In this section we describe repeated-measures designs. These
are designs in which participants are exposed to more than one level of the independent
variable. Another way to think about repeated-measures designs is that the dependent
variable is measured more than once.

A straightforward example of a repeated-measures design is a study in which partici-
pants are asked to complete a questionnaire or performance task on two different occasions.
This usually occurs at the beginning and end of an event, such as a semester in college. In
this case, the independent variable is timeand it has two levels, pretest and posttest. In Chap-
ter 5 we explained that analyzing data from an independent variable with two levels involves
a t test. The same principle applies in this case as well, and we describe this technique in the
“Data Analysis” section of this chapter. For now, it is sufficient to know that a repeated-
measures design with two levels of the independent variable is the basic model. This basic
model can be extended to more than two levels, just as the between-groups example was
extended to more than two levels in Chapter 5. For example, a researcher interested in mea-
suring students’ attitudes over their four years in college could use a repeated-measures
design. If researchers collected data during all four years, the independent variable would
again be time and in this instance it would have four levels. Notice that this study could be
performed as a between-groups design, in which case researchers would take different
samples of first-years, sophomores, juniors, and seniors. This design might be preferable,
given that a repeated-measures design would take four years to complete (you would have to
collect data from the same people for four years!).

Other studies are more amenable to a repeated-measures design. For example, an
educational psychologist who is interested in recall memory and recognition memory of
grade-school children could give children tasks that involved both recall and recognition.
(Recognition memory is the ability to correctly identify a concept that has been learned
and recall memory is the ability to generate a concept that has been learned.) In such a
study, children would be exposed to more than one level of the independent variable (that
is, memory type), so this would be a repeated-measures design with two levels.

Why would researchers choose a repeated-measures design over a between-groups
design? One advantage is economy. Repeated-measures designs do not use as many par-
ticipants. For example, in an experiment with three levels of the independent variable,
you would need three participants for one replication. The term replication is used in a
slightly different way here. In Chapter 1, replication referred to being able to demonstrate
the findings of a study in a different context, location, or with a different sample. In this
context, replication refers to a set of completed data for all the levels of the independent
variable(s). In a repeated-measures design, you would need only one participant, who
would experience all three levels of the independent variable.

A second advantage of the repeated-measures design is reduced error variance. Error
varianceis the variation in the scores of the dependent variable that cannot be accounted
for by the independent variable. Error variance has two components. First, within-group
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error variance is error variance due to random fluctuations in the performance of one
group of people due to characteristics of the people in the study. For example, changes in
attention span, mood, and tiredness would produce within-group error variance. Second,
between-group error variance is error variance due to differences between the groups
in the experiment. Although we randomly assign people to conditions to eliminate this
kind of variance, we can never eliminate it completely, so there will always be some
between-group error variance in an experiment with more than one group. In other words,
even with random assignment, the people receiving one level of an independent variable
will be slightly different from people receiving another level of an independent variable.
This difference is between-group error variance.

In a repeated-measures design, because the same group of people is being tested,
researchers have to contend only with within-group error variance. Because there are no
between-groups comparisons, there can be no between-group error variance. Thus, it
makes sense that a design with only within-group error variance will have less error vari-
ance than a design that has both types of error variance.

So, you may ask, why does all of this matter? The concept is bit obscure and hard to
follow, but it has a concrete implication. Error variance is used to compute the test statis-
tics we have learned, such as the ts in t tests and the Fs in ANOVA. As a rule, the smaller
the error variance, the larger the t or the F. Thus, with repeated-measures designs,
researchers are more likely to get significant results. Although there is statistical power in
repeated-measures designs, there are other concerns to be addressed, and it is to those
concerns that we now turn.

Practice Effects

The main disadvantage of a repeated-measures design is what researchers call practice
effects. Practice effects occur when participants’ performance in an experiment changes
simply because they have done the experimental task multiple times, rather than because of
the experimental manipulation. Imagine an experiment examining memory for word lists as
a function of using different memory strategies: (1) rote memorization, (2) using the word in
a sentence, or (3) creating a rich visual image for the word. This experiment has one factor,
memory strategy, with three levels. If this study were conducted using a repeated-measures
design, participants would experience practice effects because they are doing the same task
three times. If they improved in memory for words, it may be because of practice. If their
performance decreased, it may be because they became fatigued (think of fatigue effects as
the flip side of practice effects). Either way, changes in scores on the dependent variable
might be unrelated to the independent variable, but due rather to practice or fatigue effects.

Counterbalancing

Researchers address the problem of practice effects by using one of three methods of
counterbalancing. Counterbalancing is a method of alternating the order of delivery of
the independent variable to reduce practice effects. First, researchers can use what is
called an ABBA design. This is when one order of the levels of the independent variable
is presented for one participant, then for the next participant the opposite order is used.
This technique works well for repeated-measures variables with only two levels.



138  Research Methods for Everyday Life

For example, if the independent variable is looking at a black computer background
versus looking at a bright yellow computer background, half of the participants could
receive the black-yellow order and half could receive the yellow-black order. The ABBA
design will also work for more than two levels, but it is not as effective. With three levels
of the independent variable, like the memory experiment described earlier, the two orders
of an ABBA counterbalancing might be rote-sentence-image and image-sentence-rote.
However, because “sentence” is always the middle trial, order effects could still be
possible.

If the practice effects you are anticipating are strictly linear (that is, participants get either
progressively better or worse on the task over time), then ABBA will work well. However, if
you believe that the practice effects will change abruptly and will not be gradual, then ABBA
will not be an optimal strategy. For example, in the memory experiment, because the sentence
condition is always in the middle using the ABBA approach, the researchers cannot examine
the effect of other memory strategies in the middle position. Depending on your hypothesis,
you may find it important to view all the memory strategies in all of the positions.

A second approach to counterbalancing, called a Latin Square design, solves this
problem. In a Latin Square design, each level of the repeated-measures independent
variable appears in each position. So, in our memory experiment, each of the memory
strategies will appear in the first, second, and third position as the independent variable is
delivered to the participant. A problem with the ABBA design is that (with three levels)
one of the levels stays in the same order during the whole experiment. A Latin Square
solves that problem by having each level of the independent variable appear in each
order. Table 6.3a shows an example of a Latin Square for three levels and Table 6.3b
shows an example of a Latin Square for four levels (in this example, we added a fourth
level of the independent variable and called it no learning).

A third possible way to counterbalance in a repeated-measures design is called all-
possible-orders counterbalancing. In this type of counterbalancing, each level of the
independent variable appears in each position and each level precedes and follows every
other level equally often. So, an independent variable with n levels will require n! (“n
factorial”) orders. Table 6.4 shows the six possible orders of the memory experiment
described earlier. The philosophy underlying this technique is that any practice effects
will balance out over time.

Example of a Latin Square Design with Three Levels of the
Repeated-Measures Variable

Trial 1 Trial 2 Trial 3
Rote Sentence Image
Sentence Image Rote

Image Rote Sentence
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Example of a Latin Square Design with Four Levels of the
Repeated Measures Variable

Trial 1 Trial 2 Trial 3 Trial 4
Rote Sentence Image No learning
Sentence Image No learning Rote
Image No learning Rote Sentence
No learning Rote Sentence Image
Example of All-Possible-Orders Counterbalancing

Trial 1 Trial 2 Trial 3

Rote Sentence Image

Rote Image Sentence

Sentence Rote Image

Sentence Image Rote

Image Rote Sentence

Image Sentence Rote

With many levels of a repeated-measures variable, it will take many participants to
achieve all-possible-orders counterbalancing. Specifically, if there are n levels of the inde-
pendent variable, it will take n! participants to complete all the orders—and even then you
will have only one complete replication of all of the orders. So: Is it worth it to employ a
repeated-measures design rather than a between-groups design? The answer to this ques-
tion varies based on the researchers’ needs and available resources. The best general advice
we can give is that although the elegance, statistical power, and economy of participant
hours is attractive, if you anticipate (or find through pilot testing) that practice effects are
common and noticeable, we recommend employing a between-groups design.
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This discussion of counterbalancing may seem tedious and somewhat compli-
cated. However, remember that you can always look up the specifics of a particular
counterbalancing technique in this book or another research book. What is more important
to remember is the philosophy of counterbalancing: namely, counterbalancing of order of
presentation in a repeated-measures design is meant to average out practice effects over
time, so that any changes practice might make in the dependent variable will be roughly
the same for all levels of the repeated-measures variable. The Your Turn box gives you the
opportunity to try the three counterbalancing techniques.

: TURN \

Counterbalancing

Researchers were interested in assessing students’ beliefs about learning and
knowledge in different academic disciplines. Researchers constructed a 20-item
questionnaire to measure what students believe about these different academic
disciplines. (For example, one question reads: “In this field, most questions have
only one right answer.”) Students responded on a five-point scale, with “1"” being
strongly disagree and “5" being strongly agree. Students were asked about three
different academic disciplines: biology, psychology, and mathematics. Design
counterbalancing plans using the following techniques: ABBA, Latin Square, and
all-possible-orders.

ABBA Trial 1 Trial 2 Trial 3
1.

2.

Latin Square

1.

2.

3.

All-Possible-Orders

ouv ke wWwN =
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COMPLEX DESIGNS

As stated at the beginning of this chapter, a complex design is an experiment with more
than one independent variable. In this section we describe two types of complex designs:
designs that have two between-groups factors and designs that have one between-groups
factor and one repeated-measures factor.

Complex Designs with Between-Groups Factors

In a complex design with two between-groups factors, each participant in the experiment
receives only one level of each of the independent variables. The Epley and Kruger
(2005) experiment described at the beginning of this chapter is an example of a 2 X 2
between-groups design. Each participant in the experiment received an expectation that
he or she would interact either with an intelligent or an unintelligent person. Each partici-
pant communicated with this person either via voice or email. If the experiment had 40
participants, the researchers would place 10 participants in the intelligent/voice condi-
tion, 10 in the unintelligent/voice condition, 10 in the intelligent/email condition, and 10
in the unintelligent/email condition. Such a design, in which all the levels of one indepen-
dent variable are paired with all the levels of the other independent variable, is called a
completely-crossed design.

Between-groups factorials can be extended to any number of independent variables
and any number of levels of those independent variables. For instance, the Epley and
Kruger study could have been extended beyond expectancy and communication to
include race/ethnicity (with four levels: black, white, Latino, Asian), and type of interac-
tion that the participant had with the target person (with three levels: positive, negative,
and neutral). This would have made a2 X 2 X 4 X 3 design! As you can probably imag-
ine, such designs get very complicated very quickly. They also become very expensive in
terms of research participants. Just one replication of this hypothetical experiment would
have required 48 participants (do you see why 487?). Complex designs with several fac-
tors also become very complicated statistically. We spoke of interactions earlier in this
chapter, and will explore how to analyze them at the end of this chapter, but with three
independent variables there exists the possibility of one three-way interaction (and its
accompanying simple main effects), three two-way interactions (and their accompanying
main effects), and three main effects (and their post-hoc tests). A detailed discussion of
such analyses is beyond the scope of this book, but we alert you to it to make you aware
of both the potential power and the potential complexities of multifactor designs. The
Your Turn box is a demonstration of the random-assignment techniques learned in
Chapter 5 applied to an experiment with two independent variables.

Mixed Designs

A mixed design is a complex experimental design that contains at least one between-
groups factor and at least one repeated-measures factor. An experiment by Moshe
Naveh-Benjamin and colleagues (Naveh-Benjamin, Craik, Guez, & Kreuger, 2005)
provides an excellent example of this type of design. They studied word-recall mem-
ory as a function of four factors: aging, attention, word relatedness, and memory
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TURN \

Complex Designs

Here is a list of 40 participant names. The experiment is a test of the effects of mem-
ory strategy (imagery vs. no imagery) and cognitive load (a word presented every 6
seconds vs. a word presented every 10 seconds) on memory performance. Using
what you have learned about random assignment, assign each participant to a strat-
egy and cognitive-load condition.

Name

Anderson
Antonini
Baltmanis
Buckley
Bulkeley
Burton
Eisenbrandt
Farrell

C. Gerig

J. Gerig
Geuder
Hahnfeld
Heller
Kouchnerkavich
Krolik

Lewis
Maharg
Mack
McEvoy
Molter
Muelenberg
Muellner
Oosterheert
Otterness
Price
Rayberg
Reynolds
Roefer
Ryczek

Strategy Condition 1 = Cognitive Load (1 =6
imagery, 2 = no imagery) seconds, 2 = 10 seconds)
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Sato
Seymour
Skaistis

D. Smith

J. Smith
Swanezy
VanAssen
VanDordt
VanderLind
VanderPloeg
Wicklund

\_ /

strategy. Specifically, they tested whether the following factors affected how well peo-
ple could recall words: age (younger adult vs. older adult), memory strategy (given
tips on how to improve memory vs. no training), distraction (participants gave sole
attention to memory task vs. participants were distracted by a second task), and word
relatedness (word pairs were related vs. unrelated). In all, then, this was a 2 (age) X 2
(strategy) X 2 (distraction) X 2 (relatedness) mixed design. Age and strategy were
between-groups factors and distraction and relatedness were repeated-measures fac-
tors. In other words, participants studied words in both the distracted condition and
the not-distracted condition. Also, participants studied some word pairs that were
related and some that were unrelated.

To simplify matters, we will focus on the part of the experiment that involves age
(young vs. old) and relatedness (related words vs. unrelated words). This portion of the
experiment isa 2 X 2 mixed design, with age as a between-groups factor and relatedness
as a repeated-measures factor. The percentage of recall of each of the four conditions
is shown in Table 6.5. The researchers found a significant age-by-relatedness interac-
tion. Analysis of the simple main effects showed that the older adults showed greater
improvement when the words were related than the younger adults did. The younger
adult showed greater improvement with related words, but not as great an improvement
as the older adults showed.

Implementing a mixed design involves combining the strategies for between-group
experiments from Chapter 5 with the strategies for repeated-measures experiments from
this chapter. For the between-groups factor, participants are randomly assigned to the dif-
ferent levels of that factor. For example, the Naveh-Benjamin et al. (2005) study had a
between-groups condition called strategy with two levels: giving participants memory
tips versus not giving them memory tips. Just like any between-groups design, half of the
participants should be randomly assigned to use a memory strategy and half not to use a
memory strategy.
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Interaction Effects in a Mixed Design

Participant Age

Type of Word Pairs Young old Ages Combined
Related Pairs 74 .57 .65
Unrelated Pairs .60 .26 43
Word Pairs Combined .67 A1 .54

Note: Data show the proportion of words correctly recalled, from Naveh-Benjamin, Craik, Guez, and Kreuger
(2005), Experiment 1.

After randomly assigning the between-groups factor, you should assign the levels of
the repeated-measures factor within each level of the between-groups factor. In the Naveh-
Benjamin study, the repeated-measures factor was related versus unrelated words. Taking
first the participants assigned to the strategy condition, participants get assigned the two
different types of words. The same occurs for the no-strategy condition. For both groups,
make sure you implement the proper counterbalancing techniques to eliminate practice
effects. The Your Turn box provides an opportunity for you to design this experiment.

One additional point is worth making: Sometimes the between-groups factor is a nat-
ural-groups variable. This was the case in the Naveh-Benjamin et al. study, in which the
between-groups variable was age. As noted in Chapter 5, natural-groups variables cannot
be randomly assigned. In this case you should divide your participants into the natural
groups (for example, young vs. old) and then counterbalance the repeated-measures fac-
tor for each natural group separately. This will achieve the same result as randomly
assigning participants to different between-groups factors.

: TURN \

Mixed Design

Here is a list of 40 participant names. The experiment tests the effects of a mem-
ory strategy (strategy vs. no strategy) and word relatedness (related vs. unrelated
pairs) on recall performance. Using what you have learned about random assign-
ment for between-groups factors and counterbalancing for repeated-measures
factors, assign each participant to a strategy (between-groups) and related
(repeated-measures) condition. The first is provided to get you started.




Name
Anderson
Antonini
Baltmanis
Buckley
Bulkeley
Burton
Eisenbrandt
Farrell

C. Gerig

J. Gerig
Geuder
Hahnfeld
Heller
Kouchnerkavich
Krolik
Lewis
Maharg
Mack
McEvoy
Molter
Muelenberg
Muellner
Oosterheert
Otterness
Price
Rayberg
Reynolds
Roefer
Ryczek
Sato
Seymour
Skaistis

D. Smith

J. Smith
Swanezy
VanAssen
VanDordt
VanderLind
VanderPloeg
Wicklund
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Strategy Condition (1 =
imagery, 2 = no imagery)
1
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Relatedness Condition
(indicate counterbalancing
order; R = related pair,

U = unrelated pair)
R-U
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Solomon Four-Group Design The Solomon four-group design is a special case of the
mixed design, used when the presence of a pretest might create a practice effect. It is
considered a quasi-experimental design, so it provides an excellent transition into the
discussion of the next section of the chapter. The design involves four groups and
appears as follows:

Group 1: Pretest Treatment Posttest
Group 2: No Pretest Treatment Posttest
Group 3: Pretest Placebo Posttest
Group 4: No Pretest Placebo Posttest

The major benefit of this design applies to studies in which researchers believe that
the presence of a pretest could in some way affect scores on the dependent variable at the
posttest. For example, if a data-collection instrument asks about particularly sensitive
matters, which may in turn cause a change in a person’s behavior or attitude in the future,
a Solomon four-group design may be appropriate. For example, Hunt and Hunt (2004)
examined the effects of an intervention designed to raise awareness of the problems peo-
ple with disabilities face in the workplace. They developed an intervention to teach work-
ers about these dilemmas and administered the Attitudes Toward Disabled Persons Scale
(ATDPS) according to the four-group design shown here:

Group 1: ATDPS pretest with intervention
Group 2: No ATDPS pretest with intervention
Group 3: ATDPS pretest with no intervention

Group 4: No ATDPS pretest with no intervention

A Solomon four-group design is appropriate if there is something about the ATDPS
instrument itself that could change attitudes or behaviors. This design allows the research-
ers to separate out the effects of the intervention from the effects of simply filling out the
ATDPS. We next turn to a discussion of quasi-experiments and the challenges faced by
researchers who conduct investigations in real-life settings.

QUASI-EXPERIMENTAL DESIGNS

As we begin our discussion of quasi-experimental designs, it will be helpful to review the
characteristics of high-quality experiments discussed in Chapter 3. According to Shaugh-
nessy, Zechmeister, and Zechmeister (2006), a “true” experiment has three qualities:
(1) introduction of an independent variable by the researcher, (2) control of the experimen-
tal setting, and (3) presence of the proper comparisons (for example, a control group). It is
possible to achieve these criteria in an experimental setting. However, in quasi-experimental
settings, it is more difficult. In this section we describe what a quasi-experiment is and
challenges faced by researchers who conduct quasi-experiments.
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What Is a Quasi-Experiment?

A guasi-experiment (defined in Chapter 2) is a study that takes place in a real-life setting as
opposed to a laboratory. For example, Padgett and Reid (2002) examined the effects of a
student diversity program at a university in the western United States. In this quasi-
experiment, they compared students who participated in the diversity program to students
who did not participate. Their dependent variables were, among other things, GPA and
graduation rate. They found no significance difference between the two groups on GPA, but
found that those who took the diversity program had higher graduation rates than those who
did not participate in the program. Sounds great, right? The conclusion from the data seems
straightforward: providing students with diversity training increases graduation rates.
Unfortunately, with quasi-experimental designs, such conclusions are not so easily drawn.

Difficulties with Experiments in Real-Life Settings

The difficulties with experiments in real-life settings correspond to the three characteris-
tics of true experiments just discussed. Specifically, in a true experiment the independent
variable is introduced by the researcher. In quasi-experiments, this is not always the case.
Sometimes the researchers introduce an independent variable in a real-life setting. For
example, state education officials could introduce a new mathematics curriculum to some
districts but not others. However, it could also be the case that an intervention was cre-
ated and implemented by someone else and then studied by researchers.

Also, in true experiments researchers have control over the experimental setting.
This is not so in quasi-experiments. The influence of possible external factors cannot be
estimated or controlled. For example, if a major racial incident broke out on campus dur-
ing the Padgett and Reid diversity study, this would likely affect the outcome of the study,
thus creating an extraneous variable. In other words, researchers who conduct quasi-
experiments never achieve the degree of control that laboratory researchers obtain.

Finally, true experiments have proper comparisons. Quasi-experiments usually have
a comparison group, such as in the study by Padgett and Reid: They had some who took
the diversity training and some who did not. However, if the two groups are not randomly
assigned to conditions, the comparison has less internal validity than a true experiment.
Such non-random assignment to conditions constitutes what researchers call a non-
equivalent control group: a comparison group that is created by some method other
than traditional randomization (see Cook & Campbell, 1979).

Some quasi-experiments will, to some extent, look like true experiments on these three
dimensions of control over the independent variable, control over assigning participants to
conditions, and control over the setting. In the next section we expand on these three char-
acteristics by looking at ways in which the internal validity of experiments is called into
question. Given the lack of control of quasi-experiments, it is not surprising that these
threats to internal validity occur more frequently in quasi-experimental designs.

Threats to Internal Validity

In this section we consider factors that can threaten the internal validity of an experiment,
or the ability to interpret the relationship between cause and effect. The reason we discuss
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these threats to internal validity in the quasi-experiment section is that quasi-experiments
are particularly susceptible to these problems. Although laboratory research can be
plagued by them as well, for the most part there are specific techniques available to coun-
teract these threats in a lab setting (for example, counterbalancing, random assignment,
matching). However, in quasi-experimental research, researchers may need to live with
some ambiguity about their conclusions. Thus, it is important to become knowledgeable
about these issues and how they can limit your findings.

Why, you might ask, would you even bother to conduct an experiment that might be
limited by threats to internal validity? The answer is that, although the internal validity
of quasi-experiments is not as high as that of laboratory experiments, quasi-experiments
bring with them added external validity, because they take place in real-life settings
with participants who regularly inhabit that setting. In short, researchers who conduct
quasi-experiments trade the added external validity for a possible decrease in internal
validity.

History One possible threat to internal validity is history. History is when participants in
a study experience some common social or cultural event, not related to the independent
variable, that could affect the outcome of the study. Because laboratory experiments do
not usually last for very long (one or two hours), the chance of history affecting the results
is minimal. However, in a quasi-experiment conducted over a long period of time, history
does indeed pose a threat. Major cultural events are most noteworthy historical threats.
Conducting an intervention on school bullying in the midst of a school shooting would be
a tragic example of history. Another example of history would be conducting an interven-
tion on religious tolerance in the midst of violence perpetrated by an extremist religious
group. Historical threats are impossible to control, although it is essential to be aware
of them.

Maturation M aturation is when the participants change during the course of the exper-
iment. Examples include changes in ability, physical strength, vision, and intellectual
growth or decline. Like history, maturation becomes more likely the longer the experi-
mental intervention takes place. Author VanderStoep once worked with a cardiologist
who designed an educational intervention for patients who had congestive heart failure.
Even though the program was successful, the physician and the researcher were always
working against time and the poor health conditions of his patients.

You can think of practice effects as a type of maturation. Earlier we discussed prac-
tice effects in terms of repeated-measures experiments. Those practice effects are solved
by counterbalancing the order of presentation of the dependent variable. However, in
quasi-experimental designs you do not have that luxury. Over time, if people’s scores get
better or worse as a function of completing the dependent variable often, you have a
potential practice effect. Imagine an intervention to improve factory productivity. If pro-
ductivity is continuously measured while the intervention is going on, it would be diffi-
cult to determine if any improvement is due to the intervention or simply because people
are getting better at their jobs.

Perhaps (we hope!) you are thinking that the way to solve this problem is with
the presence of a control group. If so, you are thinking like a researcher. However, the
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researchers’ interest in a control group conflicts with the practical constraint that a control
group might not be available. If you are a factory owner, you probably own only one fac-
tory, and therefore finding a control group would involve assigning half of your employ-
ees to the intervention and half to a control group. If all the employees work at the same
site and talk to each other, implementing such a control group is problematic. Therefore,
a control group is desirable from the researchers’ perspective but undesirable from the
practitioners’ perspective.

Instrumentation | nstrumentation effects occur when the scale, survey, or performance
measure used to measure the dependent variable changes over time. This could happen if
researchers change instruments in the middle of a study. For example, if a school district
is studying the effects of a new mathematics curriculum on achievement, and the state
mandates a change in the state assessment instrument, the study would be a victim of
instrumentation threat. Another instrumentation threat occurs if researchers change their
criteria or judgments (unknowingly) during the course of a study.

Yet another instrumentation threat arises if all the participants score at the highest
level on the dependent measure. This is known as a ceiling effect. For example, if all or
almost all of the participants rated something a “5” on a five-point attitude scale, there
would be no way to detect any differences. As another example, suppose that on a pretest
of an educational intervention all of the students are already performing at or near 100%
correct; in this case there will be no way to judge the effectiveness of the intervention.
This problem is best solved by pilot testing (testing the instrument on a different sample
before beginning the actual research project) the instrument to make sure there is no ceil-
ing effect.

Regression to the Mean To understand this threat to internal validity, you need to know
that any score on any social science scale, test, or survey is a measure of two things: true
score and measurement error. The true score is what the participant would score if
researchers had perfect measurement ability and people never varied from setting to set-
ting. The measurement error is the part of a score (say, on a test) that is not due to actual
ability, such as fatigue, motivation, or blind luck. Imagine an intelligence test. Some-
times the measurement error works in participants’ favor (in a good mood, guessed cor-
rectly), giving them scores above their true scores. At other times, the measurement error
works against participants (in a bad mood, guessed incorrectly), giving them scores
below their true scores. With that as background, we can now define regression to the
mean as a fundamental law of statistics stating that scores that are way above or way
below the mean will, on a subsequent measure, return or regress back toward the true
mean. If the out-of-the-ordinary score is way above average, the next time the score is
likely to be lower; if the score is way below average, the next time the score is likely to
be higher.

Why is regression to the mean a threat to internal validity? Because if changes in
mean scores are a result of regression to the mean rather than the independent variable,
then the cause-effect relationship cannot be determined. As an example, imagine that a
school principal selects students with standardized test scores below the 25th percentile.
The next school year, the principal offers a great deal of enrichment for these students,
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including after-school study opportunities, one-on-one tutoring in the classroom, and
parent-education courses on how to help children achieve in school. At the end of the
subsequent school year, she finds tremendous improvement in these students’ test scores.
Putting aside our belief that this is a wonderful effort by the principal, it may be the case
that changes in test scores are a result of regression to the mean rather than her great
interventions. Why? Some of those students with low scores were in fact scoring near
their “true” mean, but some of those students may simply have had measurement error
frowning on them on that test day. Thus, because regression to the mean tells us that mea-
surement error will statistically correct itself, those students are going to score higher the
next time regardless of the intervention.

Attrition \We discussed attrition in Chapter 2 when we covered sampling. It is when par-
ticipants drop out of a study. On its face, such a fact would not be a source of concern.
However, when the dropout occurs more often in the treatment group or more often
among one group of people, then attrition is a problem. For example, consider a volun-
tary program to encourage teenagers to abstain from cigarette smoking. If participation
in the program is voluntary, and those initially predisposed to smoke find the program
preachy and boring, then dropout among this group will be greater. Consequently, those
left in the program are going to be more motivated than those who dropped out. There-
fore, if the researchers find that smoking rates are down as a result of the program, it
could be because of the program, but it could also be because of attrition:; those who were
inclined to smoke dropped out and those who were motivated not to smoke stayed with
it, thus creating an artificially high nonsmoking rate among those in the treatment
group.

The challenges to quasi-experimental designs discussed in this section should not dis-
courage people from conducting such studies. Indeed, some of the best findings in the
different fields of social science have come from quasi-experimental designs. The pur-
pose of this section is to alert researchers to the extra care needed to implement a quasi-
experimental design.

DATA ANALYSIS

Now that we have described how to successfully conduct an experiment or quasi-experiment,
it is time to analyze the data. In this section, we describe analysis techniques for repeated-
measures and complex designs. In Chapter 5 we showed you that a t test is used to analyze
a between-groups design with two groups, and that an F test (ANOVA) is used to analyze a
between-groups design with more than two groups. The same techniques are used for
repeated-measures designs: a t test for the two-group case and an F test (ANOVA) for more
than three groups. We show you how to perform these repeated-measures tests in this
section.

For complex designs, the proper technique is again an ANOVA, but in this case it is
called a two-way ANOVA. As mentioned earlier, for complex designs, the first step is to
test whether the interaction is statistically significant. If the interaction is not significant,
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you next analyze the main effects separately. If the interaction is significant, you analyze
the simple main effects. We describe the analyses for repeated-measures, between-groups,
and mixed designs, and then in each section provide a Your Turn box to practice analyz-
ing complex designs.

Repeated-Measures ANOVA

Recall that in repeated-measures designs participants receive more than one level of the
independent variable. (Another way to say it is that the dependent variable is measured
on more than one occasion.) The most basic form of this type of design involves two lev-
els, such as a pretest-posttest design. In Chapter 5 we showed how a between-groups
design with two levels is analyzed with an independent-samples t test. In a repeated-
measures design with two levels, the statistical test that is used is called a paired t test.
The paired t test tests whether two means in a repeated-measures study are statistically
different. Although the computation of the two tests is slightly different, SPSS handles
this part for you. The Your Turn box gives you the opportunity to conduct a paired t test.

: TURN \

Paired Samples t Test

Enter the following data into an SPSS dataset. The dataset contains pretest and
posttest measures of a science-achievement test. The test was a 10-item test of
material covered in the course. The pretest scores were collected before students
took a course entitled “Science and Technology for Everyday Life.” The posttest
scores were collected from students at the end of the semester.

Pretest Posttest
3 9
3 9
6 6
4 9
3 8
5 7
1 8
2 9
4 7
5 9
5 9
2 8
3 8




152 Research Methods for Everyday Life

o b wWwbhbhou WwdhubDNBABNMNNBANOWLRAWM
W O 00 N 00 N 00 00N OO N UOWN VW WO WO oW o VW o

To perform the paired t test, pull down the Analysis menu. Select Compare Means,
then Paired-Samples t test. Click the variable that is the pretest, then click on the
variable that is the posttest. Both variable names will turn black. Click the arrow
to move them to the right side of the dialog box. Click OK.

What are the pretest and posttest means?

What is the value of the t test and its accompanying p value?

How would you interpret these findings?

If the independent variable in a repeated-measures design has more than two levels,
the procedure to test significant differences is called a repeated-measures ANOVA.
Recall that in Chapter 5 we demonstrated an ANOVA for a between-groups design with
three or more levels. The same principle applies in the repeated-measures case (although
through a slightly different computation, which is handled in SPSS). If the F statistic
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from the ANOVA is significant, just as with the between-groups case we must conduct
post-hoc tests. In the repeated-measures case, this simply amounts to conducting paired t
tests for the pairs of means you would like to compare. For example, if a university
assessment director wants to study students’ changes in attitudes over four years in col-
lege, she would need to conduct a repeated-measures ANOVA. The Your Turn box illus-
trates how to conduct this ANOVA and the subsequent post-hoc tests.

: TURN \

Repeated-Measures ANOVA

Enter the following (hypothetical) data into SPSS:

Fresh Soph Junior Senior

N NN WNN= =2 B WNN= =2 W WNN-=-
N = N NNNWNNNWNNN-= WN-=-N
W N BN WWNWWWNNND=_L2 W= NNW
W N = WNWWIADIPWWNNNW-=- WWW

These hypothetical data measure students’ responses to the following question
from the National Survey of Student Engagement: “Please indicate the extent to
which you had serious conversations with students of a different race or ethnicity
than your own."” Students responded on a four-point scale with “1" being never,
“2" being sometimes, “3" being often, and "4" being very often. The same group
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of students was asked this question in each of their four years of college. (This is
what makes this a repeated-measures design. If students from different graduat-
ing classes had been asked the same question, it would have been a between-
groups design.) To conduct a repeated-measures ANOVA:

1. Select Analyze/General Linear Model/Repeated Measures.

2. Type a name in the Within Subjects Factor box. It will say “factor1” as a default,
and you can leave that if you want. But you could change it, to “year,” for
example.

3. Type the number of levels of the repeated-measures factor (in this case, 4).

4. Click Add. The independent variable you just named will appear in the large
box below.

5. Click Define. A box will appear for you to enter the levels of your repeated-
measures independent variable. Enter the variables Fresh, Soph, Junior, and
Senior one at a time. They will move from the left to the right side of the screen.

6. Click Options at the bottom. Move the independent variable you just created
from the left box to the right box. Select Descriptive Statistics from the bot-
tom. This will display the mean values for each level of the independent vari-
able as shown below.

7. Click OK.

The results you get should produce mean scores for the four years. If you got 2.05,
2.00, 2.53, and 2.63 for the freshmen, sophomore, junior, and senior means,
respectively, you did this correctly. The F statistic for this data set is 4.203. It shows
up several times under Multivariate Tests(b). The explanation for the other statis-
tics you see in this portion of the output is beyond the scope of this book. What is
important is to focus on the F value and its p value. This indicates if there is any
statistically significant difference between the four levels of the independent
variable. When the overall effect is significant, you must conduct follow-up tests
to determine where those differences exist (just as with between-groups ANOVA).
Unlike the between-groups design, which employs a test such as the Tukey HSD
test, follow-up tests in a repeated-measures design are simply paired t tests (see
above) of the different pairs of means you would like to compare. In this case, for
example, it seems clear that freshmen and sophomores do not differ significantly,
nor is it likely that juniors and seniors differ. It would be interesting, though, to
compare sophomores to juniors (see the previous Your Turn box for information
on conducting paired t tests). What do the results of this study show?
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ANOVA for Complex Designs

When Interaction Is Not Significant \We first describe the case when the interaction is
not significant. When this occurs, we move immediately to the main effects. If a main
effect is significant and has only two levels, we treat it just like we treated a t test in
Chapter 5—with only two levels of an independent variable, simply inspecting the means
tells us which group is significantly higher. However, if the significant main effect has
three or more levels, we must conduct post-hoc tests, just as in Chapter 5. A common
post-hoc test is the Tukey HSD. For example, consider the output in Figure 6.1. The main
effect for the first variable (INDVARL) is significant, F = 90.947, p <.001. Because IND-
VARL1 has three levels, we need to request the Tukey HSD procedure to determine which
of the means differ from one another. In this case, the output at the bottom of Figure 6.1
(under Multiple Comparisons) shows that all three post-hoc comparisons are significant:
level 1 (mean = 4.875) is significantly different from level 2 (mean = 7.875), level 2 is
significantly different from level 3 (mean = 1.875), and level 1 is significantly different
from level 3.

When Interaction Is Significant If the interaction issignificant, we must analyze simple
main effects. Conducting these analyses in SPSS is beyond the scope of this book (Green
& Salkind, 2005, is an advanced data analysis text with an excellent explanation of these
techniques). However, the Your Turn box gives you an opportunity to look at a graphical
representation of a complex design with a significant interaction, and asks you to inter-
pret the graph in terms of simple main effects.

Mixed-Design ANOVA Recall that a mixed design has one between-groups factor and
one repeated-measures factor. Interpreting a mixed-design ANOVA is the same as inter-
preting a complex-design ANOVA with two between-groups factors. The first step is to
check whether the interaction is statistically significant. If the interaction is not significant,
main effects are analyzed. If a significant main effect has only two levels, then we examine
the means in the SPSS output to determine which level of the independent variable pro-
duced a higher score on the dependent variable. If the significant main effect has more than
two levels, we handle it the same way as we would in an ANOVA with one factor: by con-
ducting post-hoc tests. Specifically, if the repeated-measures variable is the significant
effect, the post-hoc test to be used is paired t tests (see earlier in this chapter). If the
between-groups factor is the significant main effect, the post-hoc test to be used is the
Tukey HSD (see Chapter 5).

If the interaction is statistically significant, simple main effects must be analyzed just
as with complex designs involving two between-groups factors. As with other interaction
effects discussed earlier in this chapter, conducting tests on simple main effects of a
mixed design is beyond the scope of this book. However, the Your Turn box gives you an
opportunity to interpret a graph of a 2 X 4 mixed design.
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Tests of Between-Subjects Effects

Dependent Variable: DEPVAR

Type Ill Sum

Source of Squares df Mean Square F Sig.
Corrected Model 144.375° 5 28.875 36.474 .000
Intercept 570.375 1 570.375 720.474 .000
INDVAR1 144.000 2 72.000 90.947 .000
INDVAR2 .375 1 .375 474 .500
INDVAR1 * INDVAR2 .000 2 .000 .000 1.000
Error 14.250 18 792

Total 729.000 24

Corrected Total 158.625 23

3R Squared = .910 (Adjusted R Squared = .885)

1. INDVAR1
Dependent Variable: DEPVAR
95% Confidence Interval
INDVAR1 Mean  Std. Error Lower Bound  Upper Bound
1.00 4.875 315 4214 5.536
2.00 7.875 315 7.214 8.536
3.00 1.875 315 1.214 2.536

Post-Hoc Tests: Multiple Comparisons

Dependent Variable: DEPVAR

Tukey HSD
95% Confidence Interval
Mean

(J) IND- Difference Lower Upper
() INDVAR1 VAR1 (I-)) Std. Error Sig. Bound Bound
1.00 2.00 —3.0000* 44488 .000 -4.1354 -1.8646
3.00 3.0000* 44488 .000 1.8646 4.1354
2.00 1.00 3.0000* 44488 .000 1.8646 4.1354
3.00 6.0000* 44488 .000 4.8646 7.1354
3.00 1.00 -3.0000* 44488 .000 -4.1354 -1.8646
2.00 —-6.0000* 44488 .000 -7.1354 -4.8646

Based on observed means.
*The mean difference is significant at the .05 level.

Selected statistical output from a two-way ANOVA
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TURN \

ANOVA for Complex Designs

Enter the following data into SPSS:

Instruct Probtype Depvar
1 1 70
1 2 50
1 1 72
1 2 63
1 1 72
1 2 62
2 1 80
2 2 70
2 1 82
2 2 72
2 1 83
2 2 74
3 1 90
3 2 92
3 1 92
3 2 94
3 1 94
3 2 90

The variable Instruct describes one of three types of teaching mathematical
problem-solving: standard/control (1), emphasis on computation (2), or emphasis
on real-life applications (3). The variable Probtype refers to the type of mathe-
matics problems students were asked to solve, either easy (1) or hard (2). This is
the way to set up the data if both independent variables are between-groups fac-
tors. (We show you how to set up the data from repeated-measures designs in the
next Your Turn box.) Depvar refers to the percentage of problems students cor-
rectly solved after the instructional intervention. To conduct a two-way analysis of
variance, take the following steps:

1. Pull down the Analyze menu and select General Linear Model/Univariate.
2. Place Depvar in the Dependent Variable box and Instruct and Probtype in the
Fixed Factor(s) box.
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3. Select the Options tab. Move the two main effects and the interaction
(Instruct*Probtype) from the left side to the right side (labeled Display Means
for). Below that, select the Descriptive Statistics box.

4. Select the Plots tab. Place Instruct in the Horizontal Axis box and Probtype in
the Separate Lines box.

5. Click OK.

Is the interaction significant? If so, the simple main effects must be analyzed.
Although we will not analyze simple main effects using SPSS, inspecting the fol-
lowing graph will give you an indication of the nature of the simple main effects.
If you have done the analysis correctly, you should get a graph that looks like
Figure 6.2.
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Two-way ANOVA with significant interaction

Based on the graph, how would you describe in words the nature of this interac-
tion and simple main effects?
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Your Turn: Mixed Design ANOVA

Enter the following data into SPSS:

Gender

N NN NDNNNNNN= 2 @A Qo aaa«a

These are the (hypothetical) data on students’ reading behavior over time in col-
lege. The first variable is gender. Using the Values column in Variable View, code
it as 1 = male and 2 = female. The next four columns are the responses, for each
of four years of college, to the question: “How many books have you read on

Fresh
1

- =2 O N W WO - = 0O0ON-=- =0 WwWNDO

wn
whWhWNOOONON—\—\ONNOO-g
=

Junior
0

N W= WMNNWNNDINONO=O-=N

your own that were not part of course assignments?”

1. Select Analyze/General Linear Model/Repeated Measures.

2. Type a name in the Within Subjects Factor box. It will say “factor1” as a default,
and you can leave that if you want (or you can rename it something like “year”).

3. Type the number of levels of the repeated-measures factor (in this case, 4).

4. Click Add. The independent variable you just named will appear in the large

box below.

Senior
0

AP WA DA WMNN-_ BDMMOMNMDMNNO-=OW
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5. Click Define. A box will appear for you to enter the levels of the repeated-
measures independent variable. Enter the variables Fresh, Soph, Junior, and
Senior one at a time. They will move from the left to the right side of the screen.

6. Click the variable Gender and enter it in the box that says Between-Groups
Factor(s).

7. Click Options at the bottom. Move the between-groups factor, the repeated-
measures factor, and the interaction from the left-hand side to the right-hand
side. Select Descriptive Statistics from the bottom of this box. This will display
the mean values for each level for the two main effects and the interaction.

8. Click OK.

We show some of the results here. The ANOVA for a mixed design will be covered
in a more advanced course. Still, we do present the mean scores and the graph
(see Figure 6.3). As can be seen from the results, the men and women in this sam-
ple do not appear to differ in the number of books that they read in the first year
of college. However, over the course of their college journey, women read more
than men. In this case the interaction is not statistically significant (p = .056),
although the graph clearly shows a trend. If the interaction had been significant,
it would have required the analysis of simple main effects. In this study, there are
five possible simple main effects to be analyzed. Can you identify what they are?

Descriptive Statistics

GENDER Mean Std. Deviation N
First Year male 11111 1.05409 9
female 1.2000 1.13529 10
Total 1.1579 1.06787 19
Second Year male .8889 .92796 9
female 2.1000 1.59513 10
Total 1.5263 1.42861 19
Third Year male .8889 92796 9
female 2.4000 .84327 10
Total 1.6842 1.15723 19
Fourth Year male 1.1111 1.16667 9
female 3.1000 1.10050 10

Total 2.1579 1.50049 19
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SUMMARY

This chapter provided strategies for conducting and analyzing advanced experimental
designs. Conducting repeated-measures designs involves taking into consideration prac-
tice effects and attempting to balance those effects equally over the different levels of the
independent variable. This will ensure that any difference observed in the dependent is a
result of the independent variable and not simply improvement or decline due to experi-
ence or fatigue. Conducting complex designs with between-groups factors involves the
same procedures as described for one-variable experiments in Chapter 5 (for example,
random assignment, matching). Conducting mixed-design studies with one between-
groups variable and one repeated-measures variable involves combining the strategies
for conducting between-groups and repeated-measures designs in the same experiment.

Quasi-experimental designs are experiments whose purpose is to measure the effect
of an independent variable on a dependent variable that occurs in a real-life setting.
Researchers who conduct quasi-experiments gain important insight into people’s perfor-
mance in settings where those people actually live, work, and learn. However, quasi-
experimental designs are hampered by threats to internal validity, which make statements
about causality less certain.

Finally, analysis of data from complex designs involves first checking for a statisti-
cally significant interaction between the two variables. If the interaction is significant, the
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next step is to analyze simple main effects. If the interaction is not significant, the next
step is to analyze main effects, which is similar to treating each independent variable as a

separate experiment.

KEY TERMS

ABBA design
all-possible-orders counterbalancing
between-group error variance
between-groups design
ceiling effect
completely-crossed design
complex designs
counterbalancing

error variance

history

instrumentation

interaction

Latin Square design

main effect

maturation

mixed design
non-equivalent control group
paired t test

practice effects

regression to the mean
repeated-measures ANOVA
repeated-measures design
replication

simple main effect
Solomon four-group design
within-group error variance



WHAT IS QUALITATIVE
RESEARCH?

LEARNING OBJECTIVES

Explore the narrative, storytelling qualities underlying qualitative research.

Identify the differences in qualitative and quantitative research assumptions
regarding purpose, focus, method, and criteria for truth.

Describe how qualitative research emerged out of a critique of certain aspects
of quantitative research.

In this chapter we explore what it means to take a qualitative research perspective. We
not only discuss what is unique about qualitative research, but also seek to understand the
gualitative perspective by contrasting it with what you have already learned about
the quantitative perspective. When a researcher assumes a qualitative perspective, the
type of questions asked and the type of answers found are different. The decision to use a
qualitative or quantitative research method should depend on your research questions.

TELLING A STORY ... QUALITATIVELY

Sometimes when you read the report of a quantitative study, the findings leave you ask-
ing for more. Questions zip through your mind. You want to know the story behind the
statistics. You want to know about the individuals who make up the averages, and espe-
cialy those who constitute the outlier s—the few cases in quantitative studies that are far
above or below the averages.

This happens when | (author Johnston) read OSHA statistics. The Occupational
Safety and Health Administration publishes quantitative data each year on work-related
injuries, including an analysis of accidents by occupation. As a qualitative researcher
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who grew up inrural lowa, | know that there isagrand narr ative—a story—underlying
the OSHA statistics regarding farm-implement accidents. By analyzing a story according
to the characteristics of a grand narrative, we gain insight into the meanings and func-
tions of events.

A grand narrative is characterized by a prescribed sequence, required elements,
identifiable functions, and a script. The grand narrative of a murder mystery novel, for
example, follows a genre-specific plot sequence and required elements, inclu